Abstract. This paper is concerned with high-dimensional panel data models where the number of regressors can be much larger than the sample size. Under the assumption that the true parameter vector is sparse we propose a panel-Lasso estimator and establish finite sample upper bounds on its estimation error under two different sets of conditions on the covariates as well as the error terms. In particular, we allow for heteroscedastic and non-gaussian error terms which are weakly dependent over time. Upper bounds on the estimation error of the unobserved heterogeneity are also provided under the assumption of sparsity. Next, we show that our upper bounds are essentially optimal in the sense that they can only be improved by multiplicative constants. These results are then used to show that the Lasso can be consistent in even very large models where the number of regressors increases at an exponential rate in the sample size. Conditions under which the Lasso does not discard any relevant variables asymptotically are also provided.
Introduction
When building a model one of the first decisions one has to make is which, of potentially many, variables are to be included in the model and which are to be left out. Often this decision is made based on a particular theory but different theories might suggest different explanatory variables and this leaves the researcher with a large set of potential variables. In fact, one may often have access to many more variables than observations rendering standard techniques inapplicable. Since this kind of high-dimensional data is becoming increasingly available, the last 10-15 years have witnessed a great deal of research into procedures that can handle such data sets. In particular, a lot of attention has been given I am grateful to Mehmet Caner and Peter Phillips for urging me to pursue the ideas of this paper. I would also like to thank seminar participants at PUC-Rio and participants at the European Meeting of Statisticians 2013 in Budapest for helpful comments and suggestions. Financial support from the Danish National Research Foundation (DNRF78) is gratefully acknowledged. e-mail: akock@creates.au.dk. Address: Aarhus University and CREATES, Fuglesangs Alle 4, 8210 Aarhus V.
to penalized estimators. The Lasso of Tibshirani (1996) is the most prominent of these procedures and a lot of subsequent research has focussed on investigating the theoretical properties of the Lasso, see Zhao and Yu (2006) , Meinshausen and Bühlmann (2006) , Bickel et al. (2009) , Belloni and Chernozhukov (2011) and Bühlmann and van de Geer (2011) to mention just a few. The Lasso and related procedures have become popular since they are computationally feasible and perform variable selection and parameter estimation simultaneously. For recent reviews we refer to Bühlmann and van de Geer (2011) , Belloni and Chernozhukov (2011) and Fan et al. (2011) .
Lasso-type estimators have been used by Belloni et al. (2013) to show that uniform inference on treatment effects is possible even after selecting among a large set of control variables. This is valid even if the controls have been imperfectly selected and in the presence of heteroscedastic and non-gaussian error terms. Caner (2009) used the Lasso in the context of GMM and has extended his procedure in Caner and Zhang (2014) to also allow for an increasing number of parameters.
Most focus in the literature has been on cross sectional data. However, objects (such as individuals, firms or countries) are often sampled repeatedly over time resulting in a panel data set. Panel data sets are attractive since they have several advantages compared to cross sectional or time series data. Firstly, they may decrease the collinearity between the covariates compared to pure time series models. Secondly, and perhaps more importantly, Hsiao (2003) gives examples of statistical questions which can not be answered in the standard cross sectional model -variation over time is needed. Finally, in empirical research, one often hears that a certain effect is found (or not found) due omitted variables that are correlated with the error term. Panel data allows us to control for omitted variables that can be hard to measure or get data on (such as the intelligence or quality of a worker). However, since panel data sets may often contain many variables it is important to have procedures that can deal with them in a theoretically sound and computationally feasible manner. We contribute by being the first to propose a panel-Lasso estimator and by establishing oracle inequalities for it and the adaptive Lasso in the high-dimensional linear fixed effects panel data model y i,t = x ′ i,t β * + c * i + ǫ i,t , i = 1, ..., N, t = 1, ..., T (1) where x i,t is a p N,T × 1 vector of covariates and where p N,T is indexed by N and T to indicate that the number of covariates can increase in the sample size. In the sequel we shall omit this indexation. The c * i s are the unobserved time homogeneous fixed effects (such as intelligence, ability, motivation or perseverance of a person) while the ǫ i,t are the error terms about which we shall be more specific later. In contrast to the standard linear regression model the fixed effect panel data model has two potential sources of high-dimensionality. First, even though theory may guide the researcher towards a set of potential explanatory variables to be included in x i,t , large data sets are becoming increasingly available nowadays and one may not want to take a strong stand a priori on which variables to include in the model and which to leave out. This implies that x i,t can be a very long vector -potentially much longer than the sample size. On the other hand, only a few variables in x i,t might be relevant for explaining y i,t meaning that the vector β * is sparse. The second source of high-dimensionality is the vector c * = (c procedure. In the context of a high-dimensional panel data model this was the route chosen by Kock (2013) . However, we show that the unobserved heterogeneities can be estimated and provide finite-sample upper bounds on the estimation error. Just like β * , c * might be a sparse vector. A first example of this could be the intelligence or ability of a worker having an effect on income only for certain individuals when modeling the deviation of their income from the national mean income. More precisely, one might conjecture that for a large group of workers of "average" ability their ability does not induce any fluctuations away from the mean income. This big group of workers would have c * i = 0. On the other hand, persons with above average ability may also have incomes that are above the average corresponding to c * i > 0. A similar argument would imply that workers with abilities far below the average would have c i < 0.
A second example could be the effect of culture when modeling the growth of developing countries. It is our goal to investigate the properties of the panel-Lasso for fixed effects panel data models. We shall see that the panel-Lasso can estimate the two parameter vectors almost as precisely as if the true sparsity pattern had been known and only the relevant variables had been included from the outset. For the adaptive Lasso we show that it selects the correct sparsity pattern with high probability. In particular, we
(1) are the first to provide nonasymptotic oracle inequalities for the estimation error of the proposed panel-Lasso for β * and c * under different sets of moment/tail assumptions on the covariates and the error terms which allow for heteroscedasticity and non-gaussianity. More precisely, for a given sample size we provide upper bounds on the estimation error which hold with at least a certain probability. These upper bounds are of the same order as if an oracle had revealed the true model prior to estimation and one had only included the relevant variables from the outset. Finally, the bounds are uniform over certain subsets of the parameter space.
(2) In the first of our settings we allow for much heavier tails than the usual subgaussian ones. We also stress that due to the presence of two parameter vectors we develop a new trick to obtain the optimal oracle inequalities. Applying conventional techniques would lead to sub-optimal bounds. (3) show that our bounds are optimal in the sense that they can at most be improved by a multiplicative constant. (4) use the nonasymptotic bounds to give a set of sufficient conditions under which the Lasso estimates β * and c * consistently. It turns out that the Lasso can be consistent in even very high-dimensional models. We also provide conditions under which the Lasso does not discard any relevant variables, i.e. conditions under which it can be used as a strong initial screening device removing irrelevant variables and thus reducing the dimension of the model. (5) establish nonasymptotic lower bounds on the probability with which the adaptive Lasso unveils the correct sparsity pattern. (6) use the nonasymptotic bounds to give conditions under which the adaptive Lasso detects the correct sparsity pattern asymptotically. (7) propose an efficient algorithm to implement the Lasso and the adaptive Lasso in panel data models which reduces the estimation problem to a standard Lasso one. (8) introduce a new restricted eigenvalue condition similar in spirit to Bickel et al. (2009) and show how this can be valid even for data with non-gaussian, nonindependent rows, hence extending the work of Raskutti et al. (2010) and Vershynin (2011) and the state of the art in Rudelson and Zhou (2011) . We stress again that the proof of our Theorem 1 is also different than the one for the Lasso in the plain cross sectional model due to the presence of two parameter vectors which have to be treated separately in order to obtain tight finite sample upper bounds on the estimation error of both parameter vectors. (9) illustrate the methods by means of simulations and a real data example. In particular, the validity of the neo-clasical growth hypothesis is investigated by means of a large panel data set.
We believe that these results will be very useful for applied researchers since they provide tools with which very large panel data sets can be handled in a theoretically sound an computationally feasible manner without reducing the dimension of the model in an ad hoc way prior to estimation. To be precise, we show that one can simply include all relevant variables and still estimate the coefficients as precisely as if only the relevant variables had been included from the outset. The rest of the paper is organized as follows: Section 2 introduces relevant notation and the panel Lasso. Section 3 provides a range of non-asymptotic oracle inequalities for the Lasso while Section 4 uses these inequalities to give asymptotic results for it. Next, Section 5 is concerned with finite sample probabilities of the adaptive Lasso selecting the correct sparsity pattern. It also gives sufficient conditions for when this probability tends to one asymptotically. Section 6 provides a simulation study while Section 7 contains an application to growth in the G8 countries. Finally, Section 8 concludes while all proofs are deferred to the appendix.
Setup and notation
Let J 1 = {j : β * j = 0} ⊆ {1, ..., p} and J 2 = {i : c * i = 0} ⊆ {1, ..., N } be the sets of active covariates and unobserved heterogeneities, respectively. β min = min {|β * j | : j ∈ J 1 } and c min = min {|c * j | : j ∈ J 2 } are the smallest nonzero entries of β * and c * , respectively. Denote by γ * = (β * ′ , c * ′ ) ′ and J = J 1 ∪ J 2 ⊆ {1, ..., N + p} 1 . For any set A, |A| denotes its cardinality while A c denotes its complement. In particular,
|x i | and x ℓ∞ = max 1≤i≤n |x i | denote ℓ 2 -, ℓ 1 -and ℓ ∞ -norms, respectively. A couple of times we shall also make use of the ℓ 0 -norm x ℓ0 = n i=1 1 {xi =0} which is simply the number of non-zero entries of x For a random variable U , U Lr = (E|U | r ) 1/r denotes its L r -norm and for a symmetric square matrix M , φ min (M ) and φ max (M ) denote the minimal and maximal eigenvalues of M .
For any vector x ∈ R n and subset A of {1, ..., n}, x J denotes the vector in R |J| only consisting of the elements indexed by A. For a matrix R, R A denotes the submatrix only containing the columns indexed by A while R A,B denotes the submatrix with rows indexed by A and columns indexed by B. Next, for any two real numbers a and b, a∧b = min(a, b) and a ∨ b = max(a, b). For any x ∈ R n , sign(x) denotes the sign function applied to each component of x.
1 Here J 1 ∪ J 2 is understood as J 1 ∪ (J 2 + p) where J 2 + p = {s = r + p : r ∈ J 2 } such that J 1 ∪ J 2 ⊆ {1, ..., p + N }. J shall be used to index p + N × 1 vectors.
Since our primary focus is high-dimensional models we shall sometimes tacitly assume that p, N ≥ e for the sole reason of keeping the presentation simple
Letting ι denote the T × 1 vector of ones, set D = I N ⊗ι (where ⊗ denotes the Kronecker product) and define the N T ×(p+k) matrix Z = (X, D). We shall refer to the jth column of X by x j , j = 1, ..., p and to the ith column of D by d i , i = 1, ..., N . Defining y i = (y i,1 , ..., y i,T )
′ and ǫ i = (ǫ i,1 , ..., ǫ i,T ) ′ for i = 1, ..., N and setting y = (y
′ one may equivalently write (1) as
The properly scaled Gram matrix of Z will turn out to play an important role in the sequel.
2.1. The panel Lasso. The panel Lasso estimates γ * = (β * ′ , c * ′ ) ′ by minimizing the following objective function
The Lasso estimator, denotedγ = (β ′ ,ĉ ′ ) ′ , is the solution of a minimization problem which is the sum of the usual least squares objective function plus two terms that penalize β k and c i for being different from 0. The size of the penalty is determined by the terms λ N,T and µ N,T . The larger these are, the more will the entries ofβ andĉ be shrunk towards zero. As will be seen later, two different regularization sequences (λ N,T and µ N,T ) are needed to establish desirable properties ofγ = (β ′ ,ĉ ′ ) ′ . This is due to the fact that common covariates and the fixed effects are of different orders of magnitude. This is in contrast to standard cross sectional models where all covariates are usually assumed to be of the same order of magnitude. Hence, we contribute by providing a technique which allows one to establish separate oracle inequalities for subvectors of different orders of magnitude. On an intuitive level this technique is necessary due to the fact that the number of effective observations for each β k , k = 1, ..., p is N T while it only is T for each c i i = 1, ..., N .
Also note that if one knows a priori that certain variables are relevant one can choose not to penalize these which results in these variables being retained in the model. As an extreme case of this one might work on a problem where one does not believe that the fixed effects are sparse. In that case, if one is not interested in estimating the fixed effects, we refer to the methodology of Kock (2013) who takes a classical approach and simply differences out the fixed effects without estimating them. We shall proceed by assuming that β * and c * are sparse but keep in mind that one can choose not to penalize certain parameters if these are known to be non-zero.
2.2. The panel restricted eigenvalue condition. Since we are primarily interested high-dimensional models the properly scaled Gram matrix of Z will often be ill-behaved or even singular. However, Bickel et al. (2009) observed for the standard linear regression model that the Lasso does not need the smallest eigenvalue of the scaled Grammian of Z to be strictly positive in order to derive useful upper bounds on the estimation error. In particular, it suffices that a so-called restricted eigenvalue is bounded away from 0. We shall see next that a similar, though slightly more involved, observation can be made for the panel Lasso.
Let
In this case ordinary least squares is infeasible. However, for the Lasso it turns out that we do not need to minimize the above Rayleigh-Ritz ratio over all of R p+N -it suffices to minimize over a subset implying that the minimum can be non-zero even when Ψ N,T is not of full rank. More precisely, letting δ 1 be p × 1 and δ 2 be N × 1 with δ = (δ 1 ′ , δ 2 ′ ) ′ and R 1 ⊆ {1, ..., p} as well as R 2 ⊆ {1, ..., N } we define the RE(r 1 , r 2 ) panel restricted eigenvalue as κ 2 ψN,T (r 1 , r 2 ) = min
The panel restricted eigenvalue condition looks similar to the one introduced in Bickel et al. (2009) . It extends it in that it allows for different penalty sequences for the two groups of parameters. Similarly, for
.
Note that for κ 2 > 0 it suffices that Γ is of full rank which is a rather standard assumption and independent of whether p + N < N T or not. I turns out that in order to get tight upper bounds on the estimation error of the Lasso κ 2 ΨN,T should be as large as possible. In Lemma 5 in the appendix we show that κ 2 ΨN,T is close to κ 2 if Ψ N,T is close to Γ.
Hence, it suffices that κ 2 is bounded away from zero and that Ψ N,T is close to Γ in order to bound κ 2 ΨN,T away from 0 with high probability. In Lemmas 6 and 7 in the Appendix lower bounds on the probability with which κ 2 ΨN,T > κ 2 /2 are provided using this idea for heavy-and light-tailedness assumptions on the covariates and the error terms. While the results for light-tailed (sub-gaussian) variables in Lemma 7 are to be expected in the light of previous results in the literature (see e.g. Vershynin (2011) ) the results on more heavy-tailed random variables in Lemma 6 are to our knowledge new. What is new in both cases is that we are not dealing with exclusively independent variables.
Results for the Lasso
Before stating our first result we introduce the following two sets
The set A N,T is the set where none of the covariates X or D are too highly correlated with the error term. This requirement limits the number of variables in X and D. Working on the set B N,T means restricting attention to settings where the restricted eigenvalue of Ψ N,T is not too small. Theorem 1 below gives upper bounds on the estimation error of the Lasso on A N,T ∩ B N,T and will be our main tool to derive further bounds under more specific assumptions on the covariates and the error terms. It is worth emphasizing that it is a purely algebraic result without any probabilities attached to it yet. Theorem 1. On A N,T ∩ B N,T with κ 2 > 0 one has for any positive sequences λ N,T and
We stress that the claims in Theorem 1 are deterministic. Probabilities will be attached to the bounds once we have made statistical assumptions on the covariates and the error terms.
The bounds in Theorem 1 reveal that the further κ 2 is away from zero the more precisely can one estimate the parameters of the model. This is reasonable since it means that the problem is, in some sense, far from a singular one. However, the set B N,T is clearly decreasing in κ 2 , revealing a tradeoff between the sharpness of the upper bounds on the estimation error and the size of the set on which the bounds hold. The same tradeoff is present for λ N,T and µ N,T -the set A N,T is increasing in both of these but the same is true for the upper bounds on the estimation error. Put differently, small values of λ N,T and µ N,T give tight bounds on the estimation error but the bounds are only valid on a smaller set. We would also like to stress that the upper bounds in (5) and (6) are uniform over {β
.e. the upper bounds are valid uniformly over certain ℓ 0 -balls. In particular, the only characteristic of the true parameter vector which matters is its number of non-zero entries. Their magnitude or position in the vector do not matter.
The upper bounds in (5) and (6) are not obtained in an entirely standard manner but instead rely on a new trick which characterizes the upper bounds as the maximal solutions to a certain inequality. Application of the standard technique to establish oracle inequalities from the linear regression model would result in suboptimal bounds.
Our next two theorems investigate the tradeoff further under different sets of assumptions on the tail behaviour of the covariates and the error terms. First, we shall put forward the statistical assumptions of the panel data model:
are identically and independently distributed b) X i and ǫ i are independent for i = 1,
with F i,t = σ({ǫ i,1 , ..., ǫ i,t }) form a martingale difference sequence for all i = 1, ..., N 3 . Assumption A1a) is standard in the panel data literature, see e.g. Wooldridge (2002) or Arellano (2003) . We would like to stress that the requirement of the data being identically distributed is not necessary but it makes the exposition slightly easier. Part b) is also relatively standard but slightly stronger than E(ǫ it |X i ) = 0 which is often assumed. However, for most applied work involving panel data it is hard to come up with realistic examples where E(ǫ it |X i ) = 0 but X i and ǫ i are not independent 4 . A1c) allows the error terms to be dependent over time for each individual but it is of course also valid in the case where they are independent. Note that we are not assuming that {ǫ 1,t } T t=1
are identically distributed. In particular, they may be heteroscedastic.
Furthermore, the upper bounds on the estimation errors in (5) and (6) as well as the probability with which they hold, depend on the number of moments the error terms and covariates possess. We shall give results under two different sets of conditions. A2a) E(|x 1,t,k | r ), E(|ǫ 1,t | r ) < ∞ for some r ≥ 2 and t = 1, ..., T, k = 1, ..., p. Actually, we shall assume max 1≤t≤T E|x 1,t,k | r ≤ 1 for all k = 1, ..., p.
Assumption A2a) is a moment assumption stating that the covariates as well as the error terms possess r moments. max 1≤t≤T E|x 1,t,k | ≤ 1 for all k = 1, ..., p is merely a normalization for technical convenience and to keep expressions simple. All results remain valid without this normalization.
A2b) x 1,t,k and ǫ 1,t are uniformly subgaussian, i.e. there exist constants C and K such that
Assumption A2b) controls the tail behaviour of the covariates and the error terms (and hence also its moments). It is a standard assumption in the high-dimensional econometrics literature and much more restrictive than A2a) which only assumes the existence of r moments. However, we will see that the dimension of the models considered can be a lot larger under A2b) than under A2a).
We are now ready to transform the deterministic statement in Theorem 1 into probabilistic ones. We stress that the bounds below are finite sample bounds, i.e. for a given sample size we provide upper bounds on the estimation error that hold with at least a certain probability. First, we work under assumption A2a):
Theorem 2. Let assumption A1) and A2a) be satisfied and assume that κ
for constants C r and D r only depending on r. Furthermore, with at least this probability (i.e. on A N,T ∩ B N,T ),
3 Since A1a) and A1b) are purely distributional assumptions it is actually enough to assume that they are valid for i = 1 since we have assumed identical distributedness across i = 1, ..., N 4 Of course it is possible to construct examples where E(ǫ it |X i ) = 0 but X i and ǫ i are not independent.
See e.g. Stoianov (1997) .
First, note that the more moments the covariates and the error terms possess (r large) the smaller can λ N,T and µ N,T be chosen and hence the upper bounds on the estimation error are smaller in accordance with Theorem 1. Recall that λ N,T and µ N,T should be chosen just large enough to ensure that A N,T has a high probability. Since the summands in a generic entry of the vector X ′ ǫ are not independently distributed it requires different tools from the usual ones in the literature to find small values of λ N,T which ensure that A N,T has a high probability. Had the summands been independent we could most likely have benefitted from the innovative use of self-normalization as promoted in Belloni et al. (2012) . However, even in the presence of independence across t = 1, ..., T , providing useful lower bounds on the probability of B N,T is non-trivial since the state of the art in Rudelson and Zhou (2011) also assumes the covariates to be either sub-gaussian or bounded. Since we allow for dependence across t = 1, ..., T and only assume the existence of certain moments neither the independence nor the boundedness/sub-gaussianity is satisfied in our framework, hence calling for a different approach. Our approach relies on showing that the entries of X ′ ǫ all form martingales with respect to a certain filtration under the stated assumptions and then applying Rosenthal's inequality. A benefit from this strategy is that explicit optimal upper bounds on the constant C r are known from Hitczenko (1990) . In the appendix we also give an expression for D r which only depends on C r and D r . Of course, these upper bounds may be large since they have to guard against the worst case behavior of all martingales.
ξ N,T may be interpreted as the punishment on the convergence rate for not knowing the true model. Since a N,T will in general be chosen to be an increasing sequence one sees that in the setting of fixed T, p, s 1 and s 2 the upper bound on β − β * is of the order a N,T N 1/r−1/2 (if κ 2 is bounded away from zero) which is not far from 1/ √ N if r is large and a N,T is increasing slowly. As in Theorem 1, the bounds in (7) and (8) are valid uniformly over {β
≤ s 2 } underscoring that the only relevant characteristic of the true parameter vector which matters is its number of non-zero entries.
If ǫ 1,t is uniformly bounded in L r , which is the case if they are e.g. identically distributed, then the term max 1≤t≤T ǫ 1,t Lr can be disregarded in asymptotic considerations. Furthermore, (8) confirms the well known fact that T must be large in order to estimate c * precisely since there are only T observation per c * i , i = 1, ..., N . We also stress that Theorem 2 does not require sub-gaussianity of the covariates and the error terms and in this respect it relaxes one of the standard assumptions in the highdimensional modeling literature. It also allows for the error terms to be heteroscedastic and dependent over time. In the jargon of the unobserved ability example from the introduction, Theorem 2 allows us to estimate the effect of ability on wages since we know thatĉ will not be too far away from c * . The next theorem is similar in spirit to Theorem 2 but strengthens the existence of r moments to sub-gaussian tails of the covariates as well as the error terms, i.e. we invoke A2b) instead of A2a).
Theorem 3. Let assumption A1) and A2b) be satisfied and assume that κ 2 > 0. Then, choosing λ N,T = 4N T log(p) 3 log(a N,T ) 3 and µ N,T = 4T log(N ) 3 log(a N,T ) 3 for any sequence a N,T ≥ e one has P (A N,
3 and N t 2 ≥ 1. Furthermore, with at least this probability (i.e. on A N,T ∩ B N,T ),
The form of the upper bounds on the estimation errors is the same as in Theorem 2. However, the definition of ξ N,T has changed. In particular, ξ N,T is now increasing slower in the number of variables, p, in X and N in D, respectively. In the case where T, p, s 1 and s 2 are bounded the upper bound on β − β * is of order ln(
2 is bounded away from 0). In other words, the punishment for not knowing the true model is now merely logarithmic in the sample size. As in the two previous theorems the upper bounds in (9) and (10) are valid uniformly over {β
Readers familiar with the standard high-dimensional linear regression model with independent observations and sub-gaussian error terms would most likely expect λ N,T = 4N T log(p) log(a N,T ) 3 to be sufficiently large to provide a useful lower bound on the probability of A N,T . However, we pay a penalty of log(p) for the data not being independent over t = 1, ..., T . Instead, as under Assumption A2a), we proceed by showing that the entries of X ′ ǫ are martingales with respect to a suitably chosen filtration under the stated assumptions. This allows us to use a concentration inequality for unbounded martingales due to Lesigne and Volnỳ (2001) which is known to be optimal. Hence, unless an entirely different approach is taken, the extra log(p) term seems unavoidable in general. In any case this term is merely logarithmic in p.
So far, we have focussed on providing upper bounds on the estimation error. An obvious question is now how tight these bounds are. It turns out that the established bounds are indeed tight. In particular, we show next that no improvements can be made beyond multiplicative constants. First, note that Theorem 3 implies that
with high probability
5
. The following theorem shows that the upper bound in (11) cannot be improved in the case of gaussian error terms.
Theorem 4. Let A1) and A2b) be satisfied and assume that κ 2 is bounded away from zero. Assume that ǫ i is N (0, σ 2 I T ) and φ min (Γ J,J ), κ 2 are bounded from below and φ max (Γ J,J ) is bounded from above. Choose λ N,T and µ N,T as in Theorem 3. Then when the Lasso detects the correct sparsity pattern, it holds with probability at least 1
for absolute constants c 1 , c 2 , A and B and t = κ 2 (s1+s2)
where ξ N,T is as in Theorem 3.
Inequality (12) is the reverse inequality of (11) and shows that one cannot improve the bounds in Theorem 3 except for multiplicative constants. Hence, our results are sharp and we turn next towards the asymptotic implications of our finite sample bounds.
Asymptotic properties of the Lasso
In this section we show that the Lasso can estimate β * and c * consistently in even very high-dimensional settings where the number of covariates increases exponentially in N . It is also shown that no relevant variables will be discarded from the model as long as β min and c min do not tend to zero too fast. Let
for a, b, c ≥ 0. Then we have the following result which builds upon Theorem 3.
Theorem 5. Let assumptions A1) and A2b) be satisfied and assume that κ 2 is bounded away from zero. Then, if 9b + 2c < 1 as N → ∞ one has with probability tending to one
(2)β j will not be classified as zero for any j ∈ J 1 if β min > ξ N,T / √ N T from a certain step and onwards. Similarly, noĉ i will be classified as zero for i ∈ J 2 if c min > ξ N,T / √ T from a certain step and onwards.
The first part of Theorem 5 shows that even when p increases exponentially in N , it is possible for the Lasso to be consistent for β * as well as c * . Put differently, the Lasso can be consistent in even ultra high-dimensional models. However, and as can be expected, one must have a > 0 in order to estimate c * consistently since only T = N a observations are available to estimate each c * i , i = 1, ..., N . In the case of standard large N asymptotics (a = 0), the Lasso can still be consistent for β * as long as 9b + 2c < 1. This is clearly satisfied in the standard setting of fixed p, s 1 and s 2 (b = c = 0).
The second part of the theorem reveals that the Lasso can be used as a strong screening device since no relevant variables will be excluded from the model if their coefficients are not too close to zero. The necessity of such a "beta-min" (or "c-min") condition is not surprising since one cannot expect to be able to distinguish non-zero parameters from zero ones if the distance between these is too small. It is not difficult to see that in the standard large N setting of a = b = c = 0, the "beta-min" condition requires β min ≥ log(N ) 3 / √ N . Hence, all non-zero parameters outside a disc centered at zero with radius log(N ) 3 / √ N will also be classified as non-zero by the Lasso. In the same setting, the "c-min" condition requires c min ≥ ln(N ) 3 implying that in the limit only c i ≥ ln(N ) 3 , i ∈ J 2 can be guaranteed to be classified as non-zero. Put differently, only large c * i can be guaranteed to be classified as non-zero. One must have a > 3b + c in order for this disc to have a radius which tends to zero, i.e. to make sure that any non-zero c * i which is bounded away from zero will be classified as non-zero asymptotically. The necessity of the non-zero parameters being bounded away from zero is not surprising in the light of the work of Pötscher and Leeb (2009) who document some of the limitations of the Lasso-type estimators.
It is also worth mentioning that the conditions of Theorem 5 are merely sufficient. For example it is also possible to let κ 2 tend to zero at the price of slower growth rates in the other variables without sacrificing consistency. Furthermore, one could also use Theorem 2 instead of Theorem 3 to deduce a theorem in the spirit of Theorem 5. Of course, the models sizes would no longer be allowed to increase as fast as above.
The Adaptive Lasso
So far we have focussed on deriving upper bounds on the estimation error that hold with high probability. Next, we turn to variable selection. Variable selection is important for policy makers since they might be interested in exactly those variables which influence the phenomenon they are modeling.
The Lasso penalizes all parameters equally much. This implies that it can only recover the correct sparsity pattern under rather stringent assumptions. If one could penalize the truly zero parameters more than the non-zero ones, one would expect a better performance. This idea was utilized by Zou (2006) to propose the adaptive Lasso in the standard linear regression model with a fixed number of non-random regressors. He established that the adaptive Lasso can detect the correct sparsity pattern asymptotically in such a setting. This motivates us to modify the adaptive Lasso to make it applicable in the linear panel data model and to derive lower bounds on the finite sample probabilities with which it selects the correct sparsity pattern. The adaptive Lasso estimates β * and c * by minimizing the following objective function:
where J 1 (β) = {j :β j = 0} and J 2 (ĉ) = {i :ĉ i = 0}. Denote the minimizers of L byβ andc, respectively. Note that ifβ j orĉ i equal zero, the corresponding variable is entirely excluded from the model in the second step. Hence, the dimension of the second step estimation can be of a much smaller order of magnitude than the first step estimation. If β * j = 0 then it follows by Theorems 2 and 3 thatβ j is likely to be small (or even 0) and so the penalty on β j in (13) is large implying thatβ is likely to be classified as being zero. The reverse logic applies when β * j = 0 (and similarly for c * i ). Put differently, the adaptive Lasso is a two-step estimator which uses more intelligent weights than the ordinary Lasso. We shall see next, that these more intelligent weights imply that the adaptive Lasso can select the correct sparsity pattern. As for the Lasso, we start with a purely deterministic result to which we then attach probabilities by adding assumptions A1) and A2a) or A2b).
First, define the sets
C 1,N,T may be interpreted as the set where none of the irrelevant x j 's has a too big inner product (in ℓ 2 ), or covariance, with any of the relevant x j 's or dummies in D. Similarly C 2,N,T is the set where none of the relevant dummies is too highly correlated with any of the relevant x j 's (all dummies are orthogonal in ℓ 2 by construction so no condition is needed on their interdependence). On these sets, the problem is well-posed in the sense that the relevant and irrelevant variables are not too highly correlated and hence we can distinguish between them as we will see below. On the set D N,T , one basically has that Ψ J,J is bounded away from singularity. With these definitions in place we may state the following theorem.
Note that, just as Theorem 1, Theorem 6 is purely deterministic. Inequality (14) is sufficient to ensure that no relevant x j 's are excluded from the model. It is sensible that the smaller β min is the more difficult it is to avoid excluding relevant variables. This is reflected in (14) in that the left hand side is deceasing in β min while the right hand side is increasing. Larger λ N,T and µ N,T also make it harder to satisfy the inequality since too much shrinkage can result in relevant variables being discarded. On the other hand, as in Theorem 1, the size of A N,T is increasing in these two quantities revealing the same tradeoff as discussed previously.
Inequality (15) gives a sufficient condition for not classifying any irrelevant x j s as relevant. Note that the more precise the initial Lasso estimator is the larger is the right hand side and hence the more likely it is that the inequality is satisfied. Increasing K 1,N,T allows for larger dependence between relevant and irrelevant variables and thus makes it harder to distinguish between these. Hence, it is sensible that the left hand side of (15) is increasing in K 1,N,T . On the other hand, the size of C 1,N,T is increasing in K 1,N,T . The intuition behind inequalities (16) and (17) is the same for the preceding two inequalities.
At this point it is also worth mentioning that Theorem 6 does not assume the use of the Lasso as initial estimator. The estimatorsβ andĉ could be any estimators for which an upper bound on the estimation error is available and -as can be seen -more precise initial estimators will make the conditions of Theorem 6 more likely to be satisfied.
Next, we use the above theorem to give lower bounds on the probability with which the adaptive Lasso selects the correct sparsity pattern by invoking assumptions A1) and A2a) or A2b), respectively. Corollary 1.
(1) Let assumptions A1 and A2a) be satisfied and assume that (14)- (15) sign(β) = sign(β * ) with probability at least 1−2
for constants C r and D r only depending on r. Similarly, if (16)- (17) are
(2) Let assumptions A1 and A2b) be satisfied and assume that (14)- (15) . Corollary 1 gives lower bounds on the probability with which the adaptive Lasso detects the correct sparsity pattern under the two sets of assumptions employed in Theorems 2 and 3, respectively. Hence, returning once again to the ability example from the introduction, the adaptive Lasso is able to detect the group of workers whose unobserved ability influences their wages (c * i = 0). By a union bound Corollary 1 can also be used to derive a crude lower bound on P (sign(β) = sign(β * ), sign(c) = sign(c * )). A tighter bound can be derived by optimizing the proof slightly.
In order to get a feeling for the size of the models that the adaptive Lasso can detect the correct sparsity pattern in, we shall use part (2) of the Corollary 1 to establish the following asymptotic result. As in Theorem 5 we shall consider the asymptotic setting where
Theorem 7. Let assumptions A1 and A2b) be satisfied and let κ, β min and c min be bounded away from 0. Assume furthermore, that 9b + 2c < 1. Then,
Part one of Theorem 7 reveals that p may increase at a sub-exponential rate while the number of relevant variables must increase slower than the square root of the sample size (set b = 0 in 9b + 2c < 1 to conclude that c < 1/2) if the adaptive Lasso is to detect the correct sparsity pattern asymptotically. Actually, for a < 1/2 the number of relevant variables must increase even slower. It is also worth noticing that sign consistency can be achieved in a fixed T setting (a = 0). This is in opposition to part 2 of the theorem: for the adaptive Lasso to be sign consistent for c * one needs a > 0. This is of course sensible in the light of Theorem 5 since a > 0 is needed for the first step Lasso estimatorĉ to be consistent for c * .
Monte Carlo
In this section we investigate the finite sample properties of the Lasso as well as the adaptive Lasso by means of Monte Carlo experiments. The Lasso is implemented using the publicly available glmnet package for R. Since µ N,T /λ N,T is roughly equal to 1/ √ N in Theorems 2 and 3 we can reduce the optimization problem to a search over only one tuning parameter in the following way:
(
(β, c) by glmnet and denote the minimizer by (β,ĉ). (3) Return (β,ĉ) = (β, √ Nĉ). In step 2 above λ N,T is chosen by BIC. It is our experience that more time consuming procedures such as cross validation do not improve the results. The adaptive Lasso is implemented in the following way:
) by glmnet and denote the minimizer by (β,c).
(3) Returnβ j =β jβj , j = 1, ..., p andc i = √ Nĉ ici . As for the Lasso, λ N,T is chosen by BIC. The above implementation of the adaptive Lasso is similar in spirit to the one described in Zou (2006) . To provide a benchmark for the Lasso and the adaptive Lasso, least squares including all variables is also implemented whenever feasible. This procedure is denoted OLSA. At the other extreme, least squares only including the relevant variables is applied to provide an infeasible target which we are ideally aiming at. This procedure is called the OLS Oracle (OLSO). We measure the performance of the proposed estimators along the following dimensions
(1) The average root mean square error of the parameter estimates of β * and c * , i.e. the average ℓ 2 -estimation error.
(2) How often is the true model included in the model chosen. This is relevant since even if the true model is not selected a good procedure should not exclude too many relevant variables. This measure is reported for β * as well as c * . (3) How often is the correct sparsity pattern uncovered, i.e. how often is exactly the correct model chosen. This measure is reported for β * as well as c * . (4) What is the mean number of non-zero parameters in the estimated model. This measures how much the dimension of the model is reduced and is reported for β * as well as c * .
The following experiments are carried out to gauge the performance along the above dimensions (the number of Monte Carlo replications is always 1000).
• Experiment A: N=T=10 with β * having five entries of 1 and 20 of zero. The non-zero entries are equidistant. c * has f loor(N 1/3 ) = 2 entries of 1 and the rest zeros. The correlation between the ith and jth column of X is 0.75 |i−j| and the covariates and error terms possess two moments only.
• Experiment B: As experiment A but with N = 100 and c * having f loor(N 1/3 ) = 4.
• Experiment C: As experiment A but with T = 100.
• Experiment D: As experiment A but with gaussian covariates.
• Experiment E: As experiment B but with gaussian covariates.
• Experiment F: As experiment C but with gaussian covariates.
• Experiment G: As experiment A but now β * has five entries of one and 245 entries of zero. The non-zero entries are equidistant.
• Experiment H: As experiment G but with gaussian covariates and error terms.
• Experiment I: N=T=10 with β * having 10 entries of 1 and 490 of zero. The non-zero entries are equidistant. c * has f loor(N 1/3 ) = 2 entries of 1 and the rest zeros. The correlation between the ith and jth column of X is 0.75 |i−j| and the covariates and error terms are gaussian. Experiments A-C are meant to illustrate Theorem 2 and part 1 of Corollary 1. Note that tails of the covariates and the error terms are extremely heavy in these experiments since they merely allow for the existence of two moments. Similarly, Experiments D-F are meant to illustrate Theorem 3 and part 2 of Corollary 1 as the tails of the covariates and error terms are now subgaussian (in fact they are exactly gaussian) allowing the existence of all (polynomial) moments. Experiments G-H intend to investigate the performance of the Lasso and the adaptive Lasso in settings with more variables than observations and various moment assumptions on the covariates and the error terms. Table 1 . MSE(β) and MSE(c) are the average root mean square errors of the parameter estimates. Sub(β) and Sub(c) indicate the fraction of times the estimated model contains all the relevant variables (in X and D) while Spar(β) and Spar(c) show how often exactly the correct subset of variables is chosen. Finally, #β and #c give the average number of non-zero βs and cs, respectively. 6.1. Results. Experiment A reveals that the Lasso as well as the adaptive Lasso estimate β * and c * at a precision which lies in between the one of least squares including all variables and the least squares oracle. The adaptive Lasso retains all non-zero β * s in 75% of the instances while only including 5.9 variables on average (recall that there are 5 relevant variables).
Increasing N to 100, Experiment B shows that β * is now estimated more precisely while the opposite is the case for c * . It is to be expected, however, that the mean square error ofĉ increases since the vector now has 100 entries to be estimated as opposed to only 10 in Experiment A. The adaptive Lasso always retains all non-zero β * s while detecting exactly the right sparsity pattern in 89% of the cases. This is never the case for c * , the reason being the same as mentioned above.
In Experiment C, T is increased to 100 while N = 10. This results in a higher precision of all estimators. In particular, the adaptive Lasso estimates β * and c * almost as precisely as the least squares oracle. The number of selected variables is also close to the ideal number.
Experiments D-F use gaussian covariates and error terms instead of ones with only two moments. Comparing the results to those in Experiments A-C reveals that the Lasso and the adaptive Lasso perform better now. Note for example, in Experiment D, the adaptive Lasso does not estimate β * much less precisely than the least squares oracle while in Experiment A it was more than twice as imprecise. Furthermore, all non-zero c * are classified as such by the Lasso in 81% of the Monte Carlo replications while in the corresponding number in Experiment A was only 42%.
Moving from Experiment D to E all measures pertaining to β * improve -the parameters are estimated more precisely (the adaptive Lasso is actually as precise as the least squares oracle) and the correct sparsity pattern is selected more than 9 out of ten times. As can be expected all measures pertaining to c * worsen since the number of parameters to be estimated ten-doubles.
In Experiment F, the Lasso and the adaptive Lasso perform well along all dimensions. Experiments G-H are the truly high-dimensional ones where the number of variables is (much) larger than the sample size. Hence, we do not implement least squares using all variables. Experiment G illustrates a rather difficult setting with many heavy-tailed covariates. The Lasso does a decent job in reducing dimensionality without being overwhelming either. The average number of non-zeroβs is 36.97 which is still larger than the five true non-zero coefficients. The adaptive Lasso removes ten more variables without discarding (many) more relevant ones so the second step seems worth implementing.
In Experiment H the covariates are gaussian and the Lasso and the adaptive Lasso perform much better than in the heavy-tailed Experiment G. The estimation error ofβ is more than halved compared to Experiment G and all relevant variables are retained in the model. This does not come at the price of bigger models since the average number of non-zero coefficients is now smaller than before. The adaptive Lasso only classifies 17.64 βs as zero (of which five are truly non-zero) resulting in a significant dimension reduction.
Experiment I doubles the number of variables in X compared to Experiment H. In this light, it is reasonable that the estimation error ofβ roughly doubles. Almost all nonzero β * are also classified as such but unfortunately, though not unexpectedly, the total number of βs classified as non-zero also roughly doubles. However, the adaptive Lasso still manages to reduce the number of variables to less than one tenth of the original number of variables. Table 2 . MSE(β) and MSE(c) are the average root mean square errors of the parameter estimates. Sub(β) and Sub(c) indicate the fraction of times the estimated model contains all the relevant variables (in X and D) while Spar(β) and Spar(c) show how often exactly the correct subset of variables is chosen. Finally, #β and #c give the average number of non-zero βs and cs, respectively.
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Exp G Lasso Table 3 . MSE(β) and MSE(c) are the average root mean square errors of the parameter estimates. Sub(β) and Sub(c) indicate the fraction of times the estimated model contains all the relevant variables (in X and D) while Spar(β) and Spar(c) show how often exactly the correct subset of variables is chosen. Finally, #β and #c give the average number of non-zero βs and cs, respectively.
Empirical illustration
In this section we illustrate the use of the panel (adaptive) Lasso on a large data set for the G8 countries. In particular, we try to determine which variables are relevant for explaining economic growth in these countries. The neoclassical growth model predicts that higher initial wealth should lead to lower growth rates. The primary mechanism behind this prediction is that countries with low capital to labor ratios tend to have a higher marginal return to capital, Barro (1991) . In this section we shall investigate whether this prediction is true for some of the biggest economies in the world.
The data set has been obtained from the data bank of world development indicators. The panel that we analyse consists of 8 countries with 20 annual observations for each country for the period 1992-2011. The number of explanatory variables (excluding the eight individual effects dummies) is 161. Hence, the number of variables is large compared to the number of observations and the Lasso-type estimators come to use since they offer a non ad hoc way of choosing the variables. Put differently, one can handle a much larger conditioning set of variables than previous methods.
The variables cover broad categories such as economical, health, demographical and technological ones. The GDP level is treated specially in the sense that it enters the right hand side of the model with a lag of one year to enable us to test whether initial GDP is related (negatively) to GDP growth. All right hand side variables are standardised to have an ℓ 2 -norm equal to the sample size. The Lasso as well as the adaptive Lasso are implemented by the glmnet as in the Monte Carlo section. Table 4 contains the results of the estimation. In the first round λ N,T is chosen by BIC for the Lasso as well as the adaptive Lasso. Then it is gradually reduced by choosing decreasing fractions of this initial choice. This is done as a kind of sensitivity check to verify the robustness of the sparsity. As can be seen from Table 4 the Lasso and the adaptive Lasso indeed choose very sparse models when λ N,T is chosen by BIC. In particular, they include three and two variables, respectively. Note that all variables chosen are annual growth rates. This is sensible since we are trying to explain the annual growth rate of GDP. Furthermore, it is seen that initial GDP does not enter as an explanatory variable. Hence, we find no support for the neoclassical growth hypothesis. However, it should be said that this hypothesis might be more relevant at explaining differences in growth between developed and less developed countries while all countries in our sample are rather developed. Furthermore, we use the GDP of the previous year as initial GDP which is a choice that might not leave enough time for the transmission mechanisms to function properly.
As can be expected, lowering λ N,T results in more variables being included in the model. This is manifested in Table 4 by the models becoming gradually larger as λ N,T is decreased. But only for λ N,T = 0.1 · λ BIC a dummy is included in the model by the Lasso (for the United Kingdom). 
Conclusion
High-dimensional data is becoming increasingly available and one of the first choices one has to make when building a model is which variables to include. Furthermore, panel data models are a work horse tool for microeconometric analysis. For these reasons we have studied the performance of the panel Lasso and adaptive Lasso in high-dimensional panel data models. In particular, this paper has established finite sample upper bounds on the estimation error of the panel Lasso estimator that hold with high probability. We have also shown that the upper bounds are optimal in a sense made clear in Theorem 4. Conditions for consistency in even very high-dimensional models were also provided.
Next, the panel adaptive Lasso was analyzed and we gave lower bounds on the probability with which it selects the correct sign pattern in finite samples. These results were then used to deduce asymptotic results.
The results were proven under various assumptions on the moment/tail behavior of the covariates and the error terms. In particular, we allowed for non-subgaussian behavior in some of our theorems.
The methods were then applied to finding the variables that explain growth in the G8 countries over the last 20 years. A rather sparse model was found to explain the growth.
In this paper we have used BIC to select the tuning parameters but ideally one would like a data driven way with theoretical guarantees. We leave this as an interesting avenue for future research. Furthermore, we have considered static panel date models in this paper. We conjecture that the results will carry over to dynamic panel data models by combining the present techniques with the ones we have previously used in a purely dynamic setting in Kock and Callot (2013) .
Appendix
We start with the following Lemma which is similar in spirit to Lemma B.1 in Bickel et al. (2009) . Lemma 1. On A N,T the following inequalities are valid.
Proof. By the minimizing property ofγ it follows that
which, using that y = Zγ * + ǫ, yields
Or, equivalently
Putting things together, on A N,T ,
In addition, β J1 − β * J1 ℓ1
by continuity of the norm. By exactly the same arguments ĉ − c *
. Using these estimates in (21) yields inequality (18). Next notice that (18) gives
which is equivalent to
and establishes inequality (19).
Proof of Theorem 1. By (18) of Lemma 1 (which is valid on A N,T )
Next, note that for b = S −1 δ where b is partitioned as b = (b 1 ′ , b 2 ′ ) ′ with b 1 being a p × 1 vector and b 2 an N × 1 vector, the restricted eigenvalue condition (4) may be formulated equivalently as
Hence, the restricted eigenvalue condition (which is applicable due to (19) yields
where the last estimate holds on B N,T . By Jensen's inequality
Inserting (23) and (24) into (22) yields
For x = β − β * and y = ĉ − c * this can be written as a quadratic inequality in two variables:
For every y the values of x that satisfy (26) form an interval in R + . The right end point of this interval is the desired upper bound on x. Clearly, by the solution formula for the roots of a second degree polynomial, this right end point is a decreasing function in by 2 − cy. Hence, we first minimize the polynomial by 2 − cy to find the largest possible value of x which satisfies (26). This yields y = 
Switching the roles of x and y, one gets a similar bound on y = ĉ − c * , namely
Inserting the definitions of a, b and c into (27) yields
Note that this inequality is trivially satisfied by x = y = 0, corresponding to no estimation error.
However, we are looking for an upper bound on x and y, i.e. the largest possibe values that satisfy (26) and hence (25).
Before stating the next lemma we shall remark that when no further distinction between subscripts i and t is needed we shall sometimes use x j,k to denote the jth entry of the kth variable x k = (x 1,1,k , x 1,2,k , ..., x 1,T,k , x 2,1,k , ..., x N,T,k ) ′ with 1 ≤ j ≤ N T . Similarly, we will write ǫ j for the jth entry of ǫ = (ǫ 1,1 , ǫ 1,2 , ..., ǫ 1,T , ǫ 2,1 , ..., ǫ N 
Lemma 2. Let λ N,T = 4a N,T p 1/r (N T ) 1/2 max 1≤t≤T ǫ 1,t Lr and µ N,T = 4a N,T N 1/r T 1/2 max 1≤t≤T ǫ 1,t Lr for some sequence a N,T . Then, under assumption A1) and A2a)
Proof of Lemma 2. First bound max 1≤k≤p N T j=1 x j,k ǫ j Lr . To this end, note that for any collection of random variables
Denote by F n = σ X, ǫ j , 1 ≤ j ≤ n the σ-field generated by X and ǫ j , 1 ≤ j ≤ n and set S n,k = n j=1 x j,k ǫ j . Then {(S n,k , F n ), 1 ≤ n ≤ N T } is a martingale for all 1 ≤ k ≤ p under assumptions A1 and the given moment assumptions 7 . Hence, by Rosenthal's inequality for martingales (see
where (1) follows from the independence of X and ǫ 1 , ..., ǫn. (2) follows from identifying n with a pair (i, t), using the independent sampling across i = 1, ..., N and that ǫ i,t , F i,t T t=1 form a martingale difference sequence. Hitczenko (1990) or Hall and Heyde (1980) ) for a constant C r depending only on r,
In the above display we have used Loeve's cr-inequality and by Hitczenko (1990) we know that Cr ≤ 10r. Hitczenko (1990) actually shows that the optimal constant Cr ∈ O(r/ ln(r)) as r → ∞. Hence,
In a similar way as above it follows by Rosenthal's inequality
This implies that
8 By independence of x j,k and ǫ j their product is in Lr and Rosenthal's inequality yields a nontrivial upper bound.
And so, by Markov's inequality,
be a martingale difference sequence and assume that there exist δ, M > 0 such that E exp(δ|U i |) ≤ M for all i = 1, ..., n. Then, for a > 0, there exists positive constants A and B such that for all x ≥ a/ √ n
Proof. In the proof of their Theorem 3.2 Lesigne and Volnỳ (2001) show that if E exp(|U i |) ≤ M for all i = 1, ..., n, then for any x > 0 and t ∈ (0, 1) one has
, by assumption, now satisfy the conditions of Theorem 3.2 in Lesigne and Volnỳ (2001) and so replacing x by δx in (31) yields
Restricting x to be greater than a/ √ n, implying that x −2 n −1 ≤ 1/a 2 , and using that M, t and δ are constants the conclusion of the lemma follows.
For the proof of Lemma 4 below, we shall use Orlicz norms as defined in van der Vaart and Wellner (1996) : Let ψ be a non-decreasing convex function with ψ(0) = 0. Then, the Orlicz norm of a random variable X is given by
where, as usual, inf ∅ = ∞. We will use Orlicz norms for ψ(x) = ψ p (x) = e Proof. First note that for all 1 ≤ j ≤ N T and 1 ≤ k ≤ p one has for all t > 0
and so it follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) 
works in Lemma 3 for all 1 ≤ k ≤ p. Next, denote by F n = σ X, ǫ j , 1 ≤ j ≤ n the σ-field generated by X and ǫ j , 1 ≤ j ≤ n and set
. From a union bound it follows from Lemma 3 (with a = 1) that
Next, by the subgaussianity of ǫ i,t , 1 ≤ i ≤ N, 1 ≤ t ≤ T , it follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) 
, and so
log(2) −1/2 by the second to last inequality on page 95 in van der Vaart and Wellner (1996) . Hence, E exp C 1+K/2 1/2 log(2) 1/2 |ǫ i,t | ≤ 2. 12 Furthermore, for all i = 1, ..., N ,
form a martingale difference sequence and so by the union bound and Lemma 3
13 (with a = 1)
Lemma 5. Let A and B be two positive semi-definite (p + N ) × (p + N ) matrices and assume that A satisfies the restricted eigenvalue condition RE(s 1 , s 2 ) for some κ A . Then, for δ = max 1≤i,j≤p+N |A i,j − B i,j |, one also has κ
10 See the argument in the proof of Lemma 2. 11 Lemma 3 is applicable since a N,T and p are assumed greater than e. 12 We note that this estimate is slightly suboptimal since we are not taking full advantage of the subgaussianity of the ǫ i,t by merely using it to deduce subexponentiality and then invoking Lemma Lesigne and Volnỳ (2001) . One could use the full strength of the subgaussianity by strengthening E exp(|ǫ|) ≤ K to E exp(ǫ 2 ) ≤ K in Lemma 3.2 of Lesigne and Volnỳ (2001) . Doing so, and adjusting Lemma 3 accordingly yields that the exponent 1/3 in (30) can be increased to 1/2 and hence µ N,T can in turns be reduced to 4T log(N ) 2 log(a N,T ) 2 . As a third route, one could use Hoeffding's inequality in combination with a truncation of the ǫ i,t . This does not reduce µ N,T significantly either.
13 In principle, the constants A and B need not be the same as above but by simply using the worst ones they can be chosen to be identical. Also, we have used a N,T , N ≥ e.
Proof. Let x 1 be p×1, x 2 be N ×1 and define
this can also be expressed as V c x J c ℓ1 ≤ 3 V x J ℓ1 . For any (non-zero) (p+ N )× 1 vector x satisfying this restriction one has
one gets
where the last estimate follows from the fact that m N,T ≥ 1 and Jensen's inequality. Hence,
or equivalently,
Minimizing the left hand side over {x ∈ R p+N \ {0} : V c x J c ℓ1 ≤ 3 V x J ℓ1 } yields the claim.
In the following two lemmas we shall use Lemma 5 with
in order to establish that Ψ N,T satisfies the restricted eigenvalue condition with high probability. Furthermore, definẽ
Lemma 6. Set λ N,T = 4a N,T p 1/r (N T ) 1/2 max 1≤t≤T ǫ 1,t Lr and µ N,T = 4a N,T N 1/r T 1/2 max 1≤t≤T ǫ 1,t Lr . Under assumptions A1 and A2a, P κ
for a constant D r only depending on r.
Proof. By Lemma 5 it follows that κ ΨN,T ≥ κ 2 /2 onB N,T Since the lower right N × N blocks of Ψ N,T and Γ are identical it suffices to bound the entries of
. A typical element of
is of the form
for some k, l ∈ {1, ..., p}. Next note that for any sequence of mean zero i.i.d. variables
where the last estimate follows from the Cauchy-Schwarz inequality. Using this in (33) (with r replaced by r/2) yields
Markov's inequality yields that for any ǫ > 0
Next, consider a typical term in
. Such a term is on the form
it follows by Markov's inequality that for any ǫ > 0
Combining (34) and (35) 
14 where the last estimate follows from the fact that without loss of generality (since otherwise the upper bound is greater than one) one may assume ǫ r/2 N r/4 ≥ 1 and so
is a constant only depending on r. Using 14 Note that the first estimate in the display may be replaced by the slightly sharper estimate
However, for p ≥ N this will lead to no improvement asymptotically, while the improvement is minor for N > p. 
and so it follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) that x i,t,k x i,t,l ψ1 ≤
1+K
C . Next, note that by subadditivity of the Orlicz norm and Jensen's inequality
It now follows by the independence across i = 1, ..., N (using Lemma 3) there exists constants A and B such that for any ǫ >
by Lemma 2.2.1 in van der Vaart and Wellner (1996) 
It follows by Markov's inequality and 1 ∧ ψ 2 (x)
where the last estimate follows by choosing A and B sufficiently large/small for (36) and (37) both to be valid. Combining (36) and (37) yields via a union bound over (p 2 + N p) terms
where the (1/32) 2 have been merged into B and we have used that t 2 N ≥ 1.
Proof of Theorem 2.
follows from Lemmas 2 and 6. Hence, the estimates in Theorem 1 are valid with at least this probability. Inserting the definitions of λ N,T and µ N,T into (5) and (6) yields (7) and (8).
Proof of Theorem 3. The lower bound on P (A N,T ∩ B N,T ) follows by combining Lemmas 4 and 7. Hence, the estimates in Theorem 1 are valid with a probability bounded from below by this estimate. Inserting the definitions of λ N,T and µ N,T into (5) and (6) yields (9) and (10).
Before we prove Theorem 4 below we define the weighted Lasso as the minimizer of the following objective function,
where w j , j = 1, ..., p + N are the weights. Note that in the plain panel Lasso, w j = λ N,T for all j = 1, ..., p and w j = µ N,T for j = p + 1, ..., p + N . From standard convex analysis we know that a vectorγ minimizes ( Lemma 8. Suppose that |v j | < 1 for allγ j = 0 in (39) and that
(here r is the (p + N ) × 1 vector with jth entry w j v j ) and
Proof. The proof combines ideas from Wainwright (2009) and Zhou et al. (2009) . Clearly, sign(γ) = sign(γ * ) if and only if i)γ solves (39) and ii) sign(γ) = sign(γ * ). Using y = Zγ * + ǫ the first order condition (39) is equivalent to which yields sign(γ J ) = sign(γ −1
Turning to the second term in (44), by the independence of Z J and ǫ and the gaussianity of ǫ, it follows that conditional on
J ǫ is gaussian with mean zero and covariance
. Hence, for any s > 0 lettingǫ ∈ R |J| be a standard gaussian vector we have
But sinceǫ ′ǫ is χ 2 (|J|) it follows from the χ 2 -concentration inequality in expression (54a) in Wainwright (2009) 15 that there exists a constant c 1 such that P (ǫ ′ǫ ≥ 3|J|) ≤ exp −c 1 |J| Also, by arguments similar to the one in the proof of Lemma 5 one has oñ
for s = 3|J|σ 2 2/φ min (Γ J,J ). Hence, with probability at least 1
where the second estimate used Jensen's inequality on the concave map x → √ x for the first term and the subadditivity of the same function on the second term (constants merged into d 1 and d 2 , respectively). The existence of the constants d 1 and d 2 follows from the fact that φ max Γ J,J and φ min Γ J,J are bounded from above and below, respectively. The last inequality follows by choosing a N,T sufficiently large while the last equality follows from the definitions of λ N,T , µ N,T and ξ N,T and the fact that κ 2 is bounded from below.
Proof of Theorem 5. All notation is as in the statement of Theorem 3. We start with the consistency part. The conclusion follows from Theorem 3 if we show that
1/3 → 0 Note that, ignoring constants,
because 6b + 2c ≤ 9b + 2c < 1. Since t 2 N → ∞ and p increases exponentially in N it is enough to show that p 2 e −B(t 2 N ) 1/3 → 0. But this is the case, since
More precisely, (54a) in Wainwright (2009) states that given a centered χ 2 -variable X with d degrees of freedom, then for any t ∈ (0, 1/2) one has
dt 2 . Hence, for an uncentered χ 2 -variable Y with d degrees of freedom
where the first estimate follows from d ∈ (0, 1/2) and the last equality by fixing some t ∈ (0, 1/2).
because 9b + 2c ≤ 1. Next, note that, ignoring constants, ξ N,T = log(N ) 3/2 N (3/2)b N c/2 + log(N ) 3 N c/2 which implies that ξ N,T / √ N T = log(N ) 3/2 N (3/2)b+c/2−1/2−(1/2)a + log(N ) 3 N c/2−1/2−(1/2)a → 0 since 3b + c < 1 + a. Similarly, ξ N,T / √ T = log(N ) 3/2 N (3/2)b+c/2−(1/2)a + log(N ) 3 N c/2−(1/2)a → 0 since 3b + c < a.
Regarding the second part we have already established that P (A N,T ∩ B N,T ) → 1 since 9b + 2c < 1. Hence, β − β * ≤ ξ N,T / √ N T with probability tending to one. But β j = 0 for some j ∈ J 1 implies β − β * > ξ N,T / √ N T from a certain step and onwards. This is a contradiction and so it can't be the case thatβ j = 0 for any j ∈ J 1 . A similar argument applies toĉ i for i ∈ J 2 . Lemma 9. Under assumption A1) and A2a)
(1) P (C 1,N,T ) ≥ 1 − where the last estimates follows from |J 2 | ≤ N r/2 and a N,T ≥ 1. The conclusion of the first part of the lemma now follows by a union bound. The second part of the lemma is proved in a similar manner.
Lemma 10. Under assumption A1) and A2b)
(1) P (C 1,N,T ) ≥ 1 − where the last estimate follows from log(1 + |J 2 |) ≤ N 1/2 , log(e + |J 1 |) ≥ 1 and a N,T ≥ 1. The conclusion of the first part of the lemma now follows by a union bound. The second part of the lemma is proved in a similar manner.
Before we prove Theorem 6 note thatB N,T ⊆ B N,T (see the definition ofB N,T in (32)) as already argued in the proofs of Lemmas 6 and 7. Furthermore, an argument similar to the one in Lemma 5 reveals that D N,T = {φ min (Ψ J,J ) ≥ . The lower bound on the probability of {sign(β) = sign(β * )} now follows by Lemmas 2, 6 and 9 in case of part one of the corollary. In case of part 2 of the corollary Lemmas 4, 7 and 10 are used. A similar argument gives the lower bound on the probability with which sign(c) = sign(c * ) by verifying (16)-(17).
Proof of Theorem 7. We proceed by verifying the conditions for the sign consistency ofβ andc in part 2 of Corollary 1 and show that the lower bound on the probability with which sign(β) = sign(β * ) and sign(c) = sign(c * ) tends to one. We focus on P sign(β) = sign(β * ) → 1 since the second part of the theorem follows by identical arguments.
First, we verify that (14) is satisfied asymptotically. To do so it suffices to show that √ → 0. Now, ignoring constants, and using the definition of 18 Actually, we know from Theorem 6 that sign(β) = sign(β * ) on the larger set A N,T ∩C 1,N,T ∩D N,T ∩ { β − β * ≤ β min /2} ∩ { ĉ − c * ≤ c min /2}. As will be seen, this distinction will turn out not to make any difference for our lower bounds on the probability of the events. → 0 when 3b + c < 1 + a as seen from (48) while β min is bounded away from 0. Finally, we note that 9b + 2c ≤ 1 suffices to ensure that the lower bound on the probability in part 2 of Corollary 1 tends to one as was already argued in the proof of Theorem 5.
