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Abstract 
                 This paper proposes a class of ratio type estimators of finite population variance,                                              
when the population variance of an auxiliary character is known. Asymptotic expression                                                                
for mean square error (MSE) is derived and compared with the mean square errors of some 
existing estimators. An empirical study is carried out to illustrate the performance of the 
constructed estimator over others. 
1. INTRODUCTION 
In manufacturing industries and pharmaceutical laboratories sometimes researchers are 
interested in the variation of their products. To measure the variations within the values of 
study variable y, the problem of estimating the population variance of  2yS  of study variable y 
received a considerable attention of the statistician in survey sampling including Isaki (1983), 
Singh and Singh (2001, 2003),  Jhajj et al. (2005), Kadliar and Cingi (2007), Singh et al. 
(2008),  Grover (2010), Singh et al. (2011) and Singh and Solanki (2012) have suggested 
improved estimator for estimation of .S2y  
Let us consider a finite population )U.........U,U,U(U N221 having N units and let y and 
x are the study and auxiliary variable with means YandX  respectively.  Let us suppose that 
a sample of size n is drawn from the population using simple random sampling without 
replacement (SRSWOR) method.  Let  )1n/()yy(s 2
n
1i
i
2
y 

 and 
)1n/()xx(s 2
n
1i
i
2
x 

   be the sample variances for variables y and x , which are unbiased 
estimators for ))1N/()Yy((S
N
1i
2
i
2
Y 

  and  ))1N/()Xx((S
N
1i
2
i
2
x 

, respectively. Let 
.
X
S
C     and 
Y
S
C xx
y
y   
 Now, assume that the problem is to estimate the population variance 2YS  of the study 
variable y which is highly correlated with the auxiliary variable x. 
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In this paper, under SRSWOR , we have suggested a general family of estimators for 
estimating the population variance .S2y  The expression of MSE, up to the first order of 
approximation have been obtained.  
2.  Existing estimators  
The variance of the usual unbiased estimator 2ySˆ  is given by 
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Isaki (1983) suggested following  ratio and regression estimators  
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The MSE’s of the ratio and regression estimators are respectively, given by 
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Using known values of some population parameter(s), Kadilar and Cingi (2006) suggested 
the following variance estimators – 
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The MSE of )4,3,2,1i(Sˆ
iKC
 to the first order of approximation is given by- 
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Kadilar and Cingi (2006) also suggested the following estimator 
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MSE of 2KCSˆ  to the first order of approximation is given by 
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Using  Ray and Sahai  (1980) estimator, Gupta and Shabbir  (2007) proposed a hybrid class 
of estimators of 2yS  as 
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where α is a constant. 
The MSE of the estimator  )(2PRS
     is given by                                                                 
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3.  Proposed estimator 
 Motivated by Sahai and Ray (1980) and Singh and Solanki (2012), we have suggested 
the following generalized class of estimators for population variance 2yS  of study variable y 
as 
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Where (w1, w2) are constants to be determined such that MSE of generalized class of 
estimator T is minimum and m and w are constants used for generating different members of 
the class and c and d are either constants or function of known parameters of auxiliary 
variable x ( for choice of  c and d refer to Singh and Kumar (2011)).                                
Expressing equation (3.1) in the form of s'e i , (i=01) we have, 
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Expanding the right hand side of expression (3.2), to the first order of approximation and 
subtracting 2YS  from both sides, we have                                                










 100
2
1
2
11
2
y
2
y emAee2
eA
)1m(mmAe1wSST        
                            + 






 

 1eweee
2
)1w(wwe1w 100
2
112
    (3.3) 
.
)dc(
dA,where

  
Squaring  both sides of equation (3.3) and then taking expectations, we get the MSE up to the 
first order of approximation  of the estimator T, as 
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Minimizing expression (3.4 ) with respect to  w1 and w2, we get the optimum values of  w1 
and w2  as  
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Using  these optimum values of w1 and w2  in expression ( 3.4), we get the minimum MSE of 
the estimator T. 
4.  Numerical illustration 
We use data in and Kadilar and Cingi (2007) to compare efficiencies between the 
traditional and proposed estimators in the simple random sampling. 
So consider 104 villages of the East Anatolia Region in Turkey. Take the following 
variables: 
y :  level of apple production  (1 unit = 100 tones) 
x :  number of apple trees  (1 unit = 100 trees) 
The values of required parameters of the population are: 
N = 104,  Sy = 11.669964,   Sx = 23029.072,  Cy= 1.866, Cx= 1.653,    yx = 0.865, 
 Cyx == 2.668,       )y(2   16.523,   )x(2  17.516,     22   14.398. 
Table 4.1 :    MSE of the estimators  
Estimators MSE 
2
yS  11627.2 
2
RS  3927.166 
2
KC1
S  3927.178 
2
KC2
S  3927.178 
2
KC3
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KC`s  3473.024 
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14832.09 
Proposed 
T(n=-1) 
347.6189 
T(n=0) 7792.016 
T(n=1) 11257.42 
 
 
 
5.   Conclusion 
From theoretical discussion in section 3 and results of the numerical example, we 
infer that the proposed estimator ‘T’ under optimum condition performs better than usual  
estimator ,S2y  Isaki’s (1983) estimator, Kadilar and Cingi’s (2006) estimators and Gupta and 
Shabbir (2007) estimators. 
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