Abstract: An objective, data-driven approach to evaluate the performance of bridges for developing a structural health monitoring system is introduced as bridge behavior. A method of identifying structural damage through the evaluation of response data from an instrumented bridge is proposed. Strains during operational traffic events at the Powder Mill Bridge in Barre, Massachusetts, are recorded at many locations on the bridge. Bridge behavior is defined as each sensor location's range of expected peak strain during a traffic event based on all other sensor locations' strains measured at that instance in time. Artificial neural networks (ANNs) are trained with operational bridge response data in a bootstrapping scheme to generate a probabilistic model of bridge behavior. When tested against new data, the ANN-learned model of predicted bridge behavior is proven effective and applicable to varying traffic events with unknown loading conditions. A method for long-term performance assessment using the expected bridge behavior is proposed. Structural damage can impact bridge behavior and thus bridge performance. The effects of structural damage are extracted from simulated HS20 design truck runs on a calibrated finite-element model (FEM) and are applied to operational strain data to assess the damage identification method. When assessed, the damage identification method is effective at detecting the presence of damage, with no Type I or Type II errors when using a Wilcoxon rank-sum test of an appropriate significance level. Damage is effectively localized for most types of simulated damage.
Introduction
Bridge maintenance is supported by a program of inspection. In the US, bridge inspections are required to be performed and documented at least once every 2 years. The current bridge inspection approach relies mostly on visual inspections with limited field measurement. This approach is labor intensive and subjective (Moore et al. 2001) .
Developing technologies of instrumentation, data collection, remote sensing, and analysis enable the evaluation of a bridge's structural response in real time. These technologies can form the basis of a structural health monitoring system, which would provide a more objective evaluation of the overall performance and condition of a bridge. This would assist bridge owners in efficiently allocating finite resources for maintenance.
Relative changes in local stiffnesses can alter the way load is carried in bridges. Shenton and Hu (2006) used the distribution of dead load strains in an analytical structural model to develop a baseline, and then they used the baseline to detect simulated damage. Chakraborty and DeWolf (2006) and Cardini and DeWolf (2009) used strain data to determine baseline neutral axis locations and live load distribution among bridge steel girders to be used for longterm monitoring. Reiff et al. (2016) used strain data from traffic events to statistically establish a bridge signature and detect potential damage using girder distribution factors (GDFs).
Artificial neural networks (ANNs) can provide a nonmechanistic framework to evaluate baseline characteristics of bridges for longterm monitoring. ANNs can be developed from gathered information, determine relationships from complex systems with noisy data, and generalize such relationships to be applicable to varying circumstances (Boller et al. 2009 ). Reda Taha et al. (2004) trained ANNs to predict masonry creep based on applied stress, relative humidity, the time at which loading is initiated, and the duration of loading at the time of measurement. Lam et al. (2006) used an ANN to identify different types of damage patterns caused by known types of damage. Mukherjee (1997) trained an ANN to predict mode shapes of buildings of varying stories based on response data. Zhao et al. (1998) detected damage in a simulated beam and frame using ANNs trained with structural attributes, such as static displacements, natural frequencies, and mode shapes. Zhang et al. (2012) performed damage detection of deck delamination of bridges using ANNs as a key tool. Kromanis and Kripakaran (2014) used ANNs to learn the input/output relationship between induced temperature loads and strains of a laboratory truss and the input/ output relationship between temperature readings and tilt measurements of a pedestrian bridge. Mehrjoo et al. (2008) used ANNs fed with the natural frequencies of bridge models and the corresponding mode shapes to detect damage at truss nodes. Barai and Pandey (1995) generated ANNs for damage detection purposes by training them with vibration signatures of an analytical truss bridge model experiencing a moving vehicle load.
The proposed approach in this study is to determine the baseline performance of a bridge by analyzing sensor measurements that capture the distribution of load being carried throughout its structure. ANNs are used to determine the relationship between strains measured at several sensor locations on the bridge during traffic events. It is an output-only approach: it uses measured strains and does not require any information about the nature of the traffic. A baseline of the bridge's performance is determined using the 1 learned relationship between the many measured strains on the bridge during traffic events. The use of ANNs is effective at establishing said baseline.
Additionally, an approach of performance assessment is presented that uses the established ANN models of the bridge behavior. Damage identification is conducted because damage is one possible impact on a bridge's performance. A calibrated finite-element model (FEM) is used to simulate damage because the studied bridge is not damaged. The simulated effects of damage are extracted from the FEM and applied to measured operational data to assess the capability of the proposed damage identification method. In structural health monitoring there are four aspects of damage identification: detection, localization, assessment, and consequence (Rytter 1993) . The proposed method addresses the first two. It is successful at detecting damage, and damage is localized for most simulated damage scenarios. Suggestions are made for future work to improve these new approaches.
Powder Mill Bridge, Instrumentation, and Measured Data
This study is performed with operational traffic data from the Powder Mill Bridge, in Barre, Massachusetts (Bridge B-02-012). The bridge, which opened in 2009, is owned by the Town of Barre and carries traffic on Vernon Avenue over the Ware River (Fig. 1 ).
It is a continuous, two-lane, three-span bridge with six steel girders that act compositely with a concrete deck. The northern span of the structure widens into an intersection adjacent to the bridge. The bridge is in a rural environment and near a waste management station. This location is optimal for research with operational traffic data because many of the vehicular loads experienced by the bridge are isolated, heavy trucks.
The bridge has many permanent sensors and data acquisition (DAQ) boxes that have been continuously recording and storing data since 2009. Fig. 2 shows an instrumentation plan adapted from Sanayei et al. (2012) , which displays girder numbering, sensor station numbering, and sensor locations. A total of 50 strain gauges recording at 50 Hz are potentially available for this study: one on both top faces of the bottom flanges of all four interior girders, and one on the interior top faces of the bottom flanges of the exterior girders at Stations 2, 4, 6, 8, and 10. Strains are averaged between adjacent gauges for locations with two functioning gauges. If no gauges function at a location, data from the location are not used. If only one gauge functions at a location, then data at that location are used from only the working gauge. The circled locations in Fig. 2 designate the 27 usable sensor locations in this study.
A written trigger program automatically records traffic-induced strains when vehicles cross the bridge. The change in strain is used during a truck event, rather than the total strain. Because each truck event only lasts a few seconds and measurements are zeroed out for each truck event measurement, issues such as foil strain gauge drift and temperature effects on gauge wire resistance are negligible.
Traffic events are used only when there is a single vehicle on the bridge at a time because in this study the distribution of strains over the entire bridge caused by only a single vehicle load are assessed. The single vehicle also must be in either the northbound or southbound lane, as opposed to straddling the centerline of the road, because of the way structural damage is simulated later in this work. Additionally, only traffic events with heavy vehicles are used because the strain gauge signal-to-noise ratios are higher.
A moving average filter with a window of 7/50th of a second, or seven samples per second, is applied to strain signals to smooth measured data without significantly reducing its magnitude. A written program automatically filters out traffic events triggered by (1) a single light vehicle inducing maximum overall strain of less than 40 m«, (2) two or more vehicles simultaneously on the bridge, and (3) a single vehicle straddling the centerline of the road. All remaining traffic events in this paper are referred to as truck events.
Bridge Behavior Determination

Definition of Bridge Behavior
The framework through which bridge performance is expressed in this study is called bridge behavior because it considers the interrelationship between structural responses at different locations. Bridge behavior is defined as each sensor location's range of expected peak strain during a truck event based on all other sensor locations' strains measured at that instance in time. For instance, the bridge behavior at Girder 6 Station 2 and at Girder 6 Station 4 are shown conceptually in Figs. 3(a and b) , respectively. The range of expected peak strain (ɛ max ) at Girder 6 Station 2 can be predicted based on the strains at all 26 other sensor locations ðfegÞ measured at the instance when Girder 6 Station 2 experiences ɛ max . Likewise, the range of expected peak strain at Girder 6 Station 4 can be predicted based on the strains at all 26 other sensor locations measured at the instance when Girder 6 Station 4 experiences its own ɛ max . The arrows in Fig. 3 conceptualize the use of feg to predict ɛ max during a traffic event. The concept in Fig. 3 is applied to all 27 sensor locations on the bridge. Bridge behavior is postulated to have changed if the peak strain values at a sensor location excessively deviate from their expected values. For simplicity, bridge behavior without reference to a specific sensor location in this paper refers to all 27 measured input/peak strain output ðfeg/ɛ max Þ configurations. Bridge behavior at Girder 6 Station 2, for example, in this paper refers to only the measured input/peak strain output relationship in Fig. 3(a) . Moser and Moaveni (2011) , Moaveni and Behmanesh (2012) , and Alampalli (2000) determined that the modal properties of bridges vary with changing environmental operational conditions, such as temperature. Even though temperature can influence the physical behavior of the bridge, thermistor data at the bridge were not used in this study because they did not have a significant effect on the developed bridge behavior model (presented later). When the model omits thermistor data as measured inputs, it performs similarly to when it includes thermistor data (Weinstein 2018) . Any actual temperature effects (or other environmental effects) that exist manifest themselves in this study by (1) creating a spread in data used to develop the baseline bridge behavior, (2) increasing prediction error when predicting bridge behavior during new truck events, and (3) creating a spread in how accurately the damage effects simulated in the FEM (presented later) represent the physical damage effects that are modeled.
ANN Use and Characteristics
The ANNs used in this study are feedforward perceptrons, which determine the optimal values of the parameters embedded in their framework to mimic the input/output relationship (Cao et al. 1998) . Each data "point" used in the training of a perceptron can have multiple input terms and multiple output terms. In this study, the perceptrons train with data points containing 26 measured strain inputs ðfegÞ and one peak strain output (ɛ max ). The perceptrons have two hidden layers: the first has a log-sigmoid function and the second has a linear function. The first hidden layer contains six neurons and the second hidden layer contains one, to match the number of output terms. Two hidden layers is common for modeling relationships that are not overly complex, and the functions used in each layer are also commonly used because they can model almost any relationship when used in succession (Hagan et al. 1996) .
The ANNs are trained with the Levenberg-Marquardt (LM) algorithm with Bayesian regularization (BR), as opposed to steepest descent method, Newton's method, or conjugate gradient method, for example. The combination of LM and BR is used to create a model that closely captures the underlying data trends while also preventing it from overfitting to the data (MathWorks 2017b). The LM algorithm is used because of its common use in the field and for its capability to train ANNs in a variety of circumstances (Kosti c and Gül 2017; Hsieh and Mura 1995; Hadi 2003) . The objective function that the algorithm minimizes during its optimization is the sum of squared prediction error of all output terms. BR is applied to the LM algorithm to improve the ANN's generalization capabilities and prevent overfitting. BR introduces an additional term summed in the objective function of the LM algorithm: the sum of squared weights of the ANN. Conceptually, an ANN's weights represent how much an ANN values specific inputs. By penalizing an ANN for having more and larger weights (a complex model), BR incentivizes a simpler model, which strikes a balance between fitting and generalization capabilities (Hagan et al. 1996) . ANN training is conducted using the MATLAB Neural Network Toolbox (MathWorks 2017a).
ANN Model Training
The 27 measured input/peak strain output relationships that comprise the bridge behavior of the Powder Mill Bridge are modeled independently from one another. The extraction of data during a typical truck event is shown in Fig. 4 for two of the configurations along with the corresponding locations of the sensors designated as peak strain outputs: the light lines with the asterisks are the measured inputs and the bold lines with the filled circles are the peak strain outputs. The data extraction shown in the figure is performed 27 times for each truck event: once for each sensor location as the peak strain output with 26 measured strain inputs.
With the measured input and peak strain output extracted for all 27 configurations for all recorded truck events, a bootstrapping scheme is implemented to determine the bridge behavior. Bootstrapping is a nonparametric numerical approach that can replace many analytical statistical methods (Efron and Tibshirani 1993). In structural health monitoring studies on the Powder Mill Bridge, bootstrapping has been used as a resampling method that determines the confidence interval of a bridge parameter value for the entire population of possible parameter values, given only a finite amount of sampled parameter values (Follen et al. 2014; Reiff et al. 2016) .
Bootstrapping evaluates different subsets of data in an overall database, and it more effectively accounts for data error with adjustment for outliers. The general process of bootstrapping is to (1) create multiple subsets of data from the total observed data set by random sampling with replacement; (2) calculate the value of a desired parameter for each subset of data; (3) create a distribution of the parameter value, with one instance in the distribution being determined from each subset of data; and (d) determine the confidence interval of the parameter value based on corresponding percentiles of the parameter value distribution. The bootstrapping scheme used in this study is described for determining only the expected bridge behavior at Girder 2 Station 6. However, the process is performed 27 times to determine the bridge behavior at all 27 sensor locations.
A high-level flowchart of the entire methodology is shown in Fig. 5 to visualize the written explanation of the process in the rest of this section.
A total of 1,929 truck events were recorded (Fig. 5 , n). For damage assessment purposes, 420 (Fig. 5 , n -m) of the events are set aside for all 27 bridge behavior models (Fig. 5, SL) . Then, the remaining 1,509 events (Fig. 5, m) are randomly subdivided into two data sets 1,000 times. In each subdivision of m, 85% of the events are used to train an ANN, and 15% are set aside from training for determining prediction errors. Each trained ANN is a best fit of the measured data, based on the 85% of the data it was trained with. Fifteen percent is a typical portion of data to set aside from ANN training for model performance assessment (Hagan et al. 1996) .
One ANN is trained for each of the 1,000 data subsets, the inputs ðfegÞ and outputs (ɛ max ) of which are visualized in Fig. 4(b) for Girder 2 Station 6. These 1,000 ANNs in this paper are referred to as individual ANN models for simplicity. All individual ANN models are slightly different from one another because each one was trained with different data. The performances of all individual ANN models are also slightly different from one another because (1) the models themselves are slightly different from one another, and (2) the performances of the models are assessed with a different 15% of truck events set aside from training. An average of all 1,000 individual ANN models is taken to be the final ANN model. It is calculated as ANN e f g ð Þ ¼ 1 1;000
where ANN feg ð Þis the final ANN model; and ANN 1 feg ð Þthrough ANN 1;000 feg ð Þare the individual ANN models. The final ANN model gives the expected peak strain at Girder 2 Station 6 during a truck event given the strains at all other sensor locations at the instance when its strain peaks. To determine the range of expected peak strains, a prediction error analysis is performed on the 1,000 individual ANN models. Prediction errors for each individual ANN model, for the 15% of data points set aside from training, are calculated as E ¼ ɛ max À ANN j feg ð Þ, where E = error; ɛ max = measured peak strain value; and ANN j feg ð Þ= predicted value from the jth individual ANN model. A distribution is then generated that pools the prediction errors of all the individual ANN models of which the final ANN model is composed (Fig. 6 ). This effectively represents the distribution of how much untrained-with measured data deviates from a trained individual ANN model.
The pooled error distribution is normal. Therefore, 95% of the prediction errors lie between the 2.5th and 97.5th percentiles, which are shown as vertical lines. The measured truck event data at this point is now bootstrapped to be representative of the entire population of all possible truck event data. Therefore, the 2.5th and 97.5th percentiles of the pooled prediction errors represent the range within which there is a 95% confidence that any newly measured peak strain will deviate from the final ANN model. The 95% confidence interval for the peak strain at Girder 2 Station 6 is thus calculated for any newly recorded truck event as
where ANN feg ð Þ LB and ANN feg ð Þ UB = lower and upper bounds of the peak strain prediction 95% confidence interval, respectively; and ɛ 2:5 and ɛ 97:5 = 2.5th and 97.5th percentiles of the pooled prediction errors, respectively. This 95% confidence interval is the expected bridge behavior of the Powder Mill Bridge at Girder 2 Station 6.
This process is valid under the assumption that the final ANN model is similar to the individual ANN models of which it is comprised because the confidence interval range is derived from the performance of the individual ANN models and not the final ANN model. Each individual ANN model is trained with a random 85% of the available data, so there is not much potential for differences between the individual ANN models. This process is also valid under the assumption that the amount that peak strains deviate from the final ANN model is independent of the measured input values.
Expected Bridge Behavior
The training of the neural networks is based on measured data, which contain some level of ambient noise, electronic noise, and other measurement errors. Despite these sources of error, the neural networks trained well to the data as shown in the following results. Almost all sensor locations have peak strain confidence interval ranges within 62 m«, which is only about twice the filtered ambient noise level. Four locations have ranges slightly above 62 m«, but they still reflect reliably accurate models. Location G6-S8 is the sole outlier with a range of 68 m«, potentially because that location is under the sidewalk and does not respond much to the roadway loadings. Overall, this implies that the peak strain values along the bridge are predicted reliably at almost all sensor locations.
The peak strain values and the corresponding 95% confidence intervals at all sensor locations for the 420 truck events set aside from model training are predicted. A typical performance of the bridge behavior model is demonstrated with the successful predictions for all sensor locations, shown in Fig. 7 , for one of the 420 setaside events. Plots 1 through 5 in Fig. 7 display strains at Stations 2, 4, 6, 8, and 10, respectively, for all the girders (see Fig. 2 for girder and measurement station locations). The predictions (plain lines), which are shown in the figure at each sensor location separately, match the measured values (lines with dots) well. Additionally, all measured values are within their confidence intervals.
The performance of the bridge behavior model is assessed with all 420 set-aside truck events. The mean prediction error magnitude is very small (under 1 m«) for almost all sensor locations. One location has a mean prediction error magnitude slightly higher than 1 m«, but it is still reflective of the great performance of the model. These locations also have prediction error standard deviations that mostly fall within 2 m«. Location G6-S8 is the largest outlier, with a mean prediction error magnitude of 1.7 m« and a prediction error standard deviation of 3.2 m«. The peak strain prediction errors at most locations are very small, so peak strains on the bridge at most locations can be sufficiently predicted without any knowledge of the traffic that induced them.
Sufficiency of Number of Truck Events to Use Bootstrapping
In the bootstrapping scheme, it is desired for each of the 1,000 randomly resampled data subsets to sufficiently represent the variety and distribution of the entire population of all possible truck events. A data subset is considered representative of the population when its distribution does not significantly change when extra data from the same population are added to it. The GDF of each girder measured at Station 6 is the parameter used in this study to express the variety of truck events. Ghosn et al. (1986) defined the GDF of a girder as the strain experienced by the girder divided by the sum of strains experienced by all girders at the same transverse location
where N = total number of girders; and i = girder for which the GDF is being calculated. In this study, the strains used in the GDF i calculation are sampled at the instant when Girder i experiences its peak strain.
One by one, GDF 3 (as an example) is calculated from a truck event randomly sampled from all 1,929 truck events without replacement, and it is added to a pool of calculated GDF 3 values. As each randomly sampled GDF gets added to the pool, the quintiles of the GDF pool (the 0.2, 0.4, 0.6, and 0.8 quantiles), which are consistent with previous research on the bridge (Reiff et al. 2016) , are calculated to assess the variety of truck events sampled up to that point. Quintiles are deemed stable when there is only negligible change with the addition of extra truck events. A typical quintile plot is shown in Fig. 8 for just Girder 3. The quintiles are stable at about 1,000 truck events because at that point the quintile values of the data set do not significantly change when additional data is added to the data set. All other girder GDFs stabilize at that point as well. Therefore 1,000 truck events are sufficiently representative of all possible truck events at the Powder Mill Bridge.
In this study, 420 events are set aside from training. Each individual ANN model used for bootstrapping trains with a random 85% of the 1,509 remaining truck events (1,283 truck events). These truck events sufficiently represent data from the bridge because it is greater than the GDF quintile stabilization threshold of 1,000 events.
Damage Effects on Operational Data
There are several ways a bridge's performance can change, such as a change in relative stiffnesses of bridge components caused by the removal of a utility pipe. However, in this study, structural damage is used as the example of altered performance. To assess the effectiveness of the method of damage identification proposed later, several damage scenarios are generated (damage identification in this paper refers to the detection and localization of damage). Because the Powder Mill Bridge has no known damage, the effects of damage are simulated in a CSiBridge FEM, which was created and calibrated by Sanayei et al. (2012) . In this research, hypothetical damage scenarios are developed with the FEM data to illustrate how the proposed method can identify structural damage. The types of simulated damage scenarios are based on those used in previous research on the bridge (Reiff et al. 2016) as follows: The first damage scenario, Case U, contains no imposed damage (baseline condition). The second damage scenario, Case A, is interior girder fracture. It is modeled as a 2.5-mm wide (longitudinally) section of Girder 2 from the midheight of the girder through the bottom flange that is altered to have an elastic modulus close to zero. The modeled girder crack was located at a diaphragm connection, close to the midspan of the girder. The third damage scenario, Case B, is fascia girder corrosion. It is modeled as a 5% reduction of the elastic modulus of the web and bottom flange of Girder 1 along its entire length. The last damage scenario, Case C, is deck delamination, which is modeled as a 5% reduction in the elastic modulus of deck concrete. The delaminated deck area in the FEM is 16 m in the longitudinal direction and transversely spans the entire southbound portion of the bridge over which trucks can drive. The delaminated area is centered longitudinally on the middle span of the model. Reiff et al. (2016) provided justification of the types, severities, and modeling of damage scenarios almost identical to those used in this research. This research takes a new step forward by significantly decreasing the severity of the damage in Cases B and C, which are attempted to be identified. The justification of their Case A can be traced to Fisher (2001) , Chajes et al. (2005) , Kaufmann et al. (2004) , and Baker et al. (1994) ; the justification of their Case B can be traced to Enright and Frangopol (2000) and Miller et al. (2001) ; and the justification of their Case C (referred to as Case D in previous research) can be traced to Warhus et al. (1995) .
For each damage case, two simulated HS20 trucks are run separately over the bridge FEM: one northbound truck centered in the northbound lane and one southbound truck centered in the southbound lane. The effects of damage are quantified in a way that is applicable to the framework of bridge behavior defined in this study.
Damage effects are the percent change in measured inputs and peak strain outputs of the bridge behavior at all sensor locations between a bridge with damage and a bridge without damage. Several FEM truck runs are simulated to determine these damage effects. The measured input/peak strain output sampling process shown in Fig. 4 is performed with the FEM for the bridge behavior at all sensor locations, for all damage cases, for a northbound truck, and then for a southbound truck. For simplicity, the term damage effects in this paper refers to the damage effects for all 27 measured input/peak strain output configurations. Damage effects at Girder 2 Station 6, for example, in this paper refers to the damage effects for the configuration with Girder 2 Station 6 as the designated peak strain output.
The type of damage effects applied to each operational truck event depend on whether the truck at the bridge was southbound or northbound. A truck event is considered northbound when the peak strain at Girder 5 Station 6 is greater than that of Girder 2 Station 6. Because the operational truck events on which damage effects are imposed are grouped simply as being northbound events or southbound events, it is assumed that damage effects with a truck centered in a lane is sufficiently representative of the damage effects with a truck transversely located anywhere in that lane. To test this assumption, an FEM sensitivity analysis is performed in which damage effects with a variety of transverse truck locations are compared with each other. The results of the sensitivity analysis validate the assumption (Weinstein 2018) .
Damage Identification
Damage Identification Trials
The proposed use of damage detection in this study is largely for long-term monitoring of a bridge, but it also can be used for the rapid detection of sudden damage. Most structural deterioration is gradual. Ideally, a functioning bridge structural health monitoring system will provide long-term objective feedback, which a bridge engineer can use to evaluate overall structural health and trends.
Fifty trials of a week's worth of simulated data are generated for each of the damage cases to assess how effectively damage is identified. The data of each trial are generated by randomly sampling 20 of the 420 truck events set aside from model training without replacement and applying damage effects to the 20 events. Twenty events are sampled because approximately that many truck events (traffic events that can be used with this method) are recorded at the bridge each week. The remaining 400 set-aside truck events are left as they are initially recorded, with no known damage. The 20 events of each trial represent approximately a week's worth of new passively collected data, and the remaining 400 events represent data that have been previously recorded when there was no known damage on the bridge, which was set aside from the model training.
First, the significance of a week's worth of events with respect to damage detection is assessed. Similar to the process shown in Fig. 8 , a quintile stability plot is produced for the peak strain prediction error magnitudes, averaged across all 27 sensor locations, for the 420 set-aside truck events (Fig. 9) . The number of events at which the quintiles stabilize [i.e., changes in quintile values induced by additional data added to the data set are deemed insignificant from visual inspection (Reiff et al. 2016 and Follen et al. 2014) ] represents the number of events required to fully convey how much the true bridge behavior deviates from the model when it is in its healthy state. Thus, it also represents the number of events required to determine whether damage is present.
At the weekly average of 20 events, the quintiles are almost stable, but not completely so, because the quintile values change slightly when additional prediction errors are added to the pool of the first 20 prediction errors. This implies that the number of events in a typical week is not enough to decidedly detect damage rapidly in the case of sudden damage. However, it is enough to give an engineer a good impression of the behavior of the bridge, especially because the damage detection method (assessed later) is extremely sensitive to structural changes. Additionally, if an engineer is observing slow deterioration over several years, as opposed to rapidly detecting sudden damage, then the number of events per week is sufficient because enough data are presented to the engineer over time.
Damage Detection
The first component of damage identification is detection (Rytter 1993) . Because there is a bridge behavior model at each of the 27 sensor locations, damage detection is performed individually for each model. The method of damage detection used in this study in this paper is described for only the bridge behavior at Girder 2 Station 6; however, the process described next is performed 27 times (once for the bridge behavior at each sensor location).
If damage exists in a generated trial of 20 "newly measured" truck events, then peak strains at Girder 2 Station 6 for those 20 events should deviate further from the final ANN model predictions than do the peak strains from its corresponding control group of 400 events. This comparison of deviation is done with the Wilcoxon rank-sum test, which is a nonparametric approach to determine the difference in medians between two sets of data (Wilcoxon 1945) . A one-sided test is performed when there is an expectation of which data set is potentially larger, and a twosided test is performed when it is unknown which data set is potentially larger (Helsel and Hirsch 2002) . In this study, a twosided test is used because the effects of damage on the measured data are unknown a priori. Additionally, when the smaller of the two data sets being compared is less than 10 samples, the exact method must be used (Helsel and Hirsch 2002) . However, because the data sets being compared in this example both have more than 10 samples, the approximate method is used.
In a Wilcoxon rank-sum test, the null hypothesis, H 0 , is that the medians of both sets of data are the same. The parameter p is the probability, when the null hypothesis is true, that the two data sets are at least as different from one another as they exist when compared in the rank-sum test. The value of p ranges from 0 to 1. The Fig. 9 . Prediction error quintile stability plot. parameter a is the significance level. Any calculated p value below a demonstrates a rejection of H 0 , and any calculated p value above a demonstrates a failure to reject H 0 . The parameter h is calculated to be either 0 or 1. In this example, h would be 1 if H 0 is rejected and would be 0 if there is a failure to reject H 0 . The compared parameter of the two sets of data for each trial is the deviation of the peak strains at Girder 2 Station 6 from its corresponding final ANN model predictions. A Wilcoxon rank-sum test is performed on the two pools of data with a significance level of 0.1%, or 0.001. For each of the 50 trials, p and h values are calculated to determine whether damage exists according to the bridge behavior model at Girder 2 Station 6.
A summary of these values for all trials is provided in Table 1 for each damage case for Girder 2 Station 6, as well as all the other sensor locations. Values of p are averaged across all trials; in the table, these mean values demonstrate that damage is detected (h = 1) at that location on average if they are less than 0.001. The lower the mean p value, the more significant the damage is on average according to the bridge behavior model at that location. For each scenario with induced damage, bridge behavior models at many locations are severely affected, as shown by the low mean p values. Table 1 also displays the percentage of trials in which damage is detected at each location for each damage scenario. Damage is reliably detected at many locations when there is damage, and damage is not detected at all when there is no damage. For a week's worth of events, damage only needs to be detected according to a minimum of one bridge behavior model for it to be considered detected in general because the bridge behavior model at each location is one way in which bridge behavior is generally defined and observed. This is easily seen in the table for Cases A and B. For Case C, even though the mean p values are relatively high, damage is still detected according to at least one location for all 50 trials. Based on this assertion, damage is detected in 100% of the trials for cases in which there is damage, and damage is detected in 0% of the trials for Case U (no damage). This means there are no Type I or Type II errors in any of the trials with a significance level of 0.1%.
Damage Localization
The second component of damage identification is localization (Rytter 1993) . Damage localization as conducted in this method can provide general damage trends, supplement visual inspections, and guide bridge inspectors toward specific areas in which damage is expected to exist. Fig. 10 displays average results for a damage localization attempt for each damage case for one of the 50 trials. The dots along the girder lines are the sensor locations, and the vertical axes are the peak strain values of each of the 20 events in the trial, zeroed with respect to the bridge behavior model predictions. The predicted peak strain values are zero on the vertical axes, and the thin vertical bars are the prediction confidence intervals. Each circle stemming out from zero on the vertical axis is the median deviation of a location's measured peak strains from their predicted values over the 20 events in the trial. A circle is normal if its value is within the location's zeroed confidence interval, and a circle contains an X if its value is outside of it. They imply whether or not, respectively, the bridge behavior at each location is as expected. The authors hypothesize a priori that damage is localized based on how much each location's measured peak strains deviate from the predicted values because the structural effects of damage are most severe close to the damage. The proposed visual method successfully localizes the damage of Case A (Girder 2 fracture) both longitudinally and transversely, as shown in the typical trial. The measured peak strains deviate from the predicted values most severely at Girder 2 Station 6, which is adjacent to the damage, and then next most severely near that sensor location. Deviations are miniscule far from the damage. This correctly implies that damage is concentrated at or near Girder 2 Station 6. The typical trial shown also demonstrates that the damage of Case B (Girder 1 corrosion) is successfully localized. Most of the median measured values that significantly deviate from their predicted values are along Girder 1, which is corroded, and other locations of significant deviations are on the southbound half of the bridge. Deviations are also miniscule far from the damage. This correctly implies that damage is spread along the length of Girder 1.
The simulated damage is not effectively localized for Case C (deck delamination). Even though the sensor locations whose median peak strains fall outside of their normalized confidence intervals are on the delaminated side of the bridge, they are concentrated longitudinally at the south pier of the bridge, as opposed to longitudinally distributed over the delaminated portion. This may be because the damage was not significant enough to force enough locations' peak strain measurements outside of their confidence intervals, even though it was significant enough for several locations to detect damage. Last, as expected, the measured values for Case U (no damage) do not significantly deviate from the predictions.
Further Discussion of Results
The 0.1% significance level used in the Wilcoxon rank-sum tests is arbitrary. The value used in this study is one that effectively emphasizes the contrast in bridge behaviors between an undamaged and damaged structure. This issue is further addressed in in the section Future Work.
Even though the effects of noncatastrophic damage on the bridge would not be physically "experienced" very much at sensors far from the actual damage, Table 1 demonstrates that damage is still typically detected in this study at most of the sensor locations. It is hypothesized that this occurs because of the way in which bridge behavior is defined: strains at sensor locations are not observed in isolation; they are observed in relation to each another. There are two ways in which damage can be detected in this framework. (1) All the measured inputs that a final ANN model deems relevant are far from the damage; therefore, their values are "normal." The predicted peak strain output value is thus normal as well. The output sensor location is close to the damage, so the measured value is "not normal"; thus, it deviates from the model prediction. (2) Some of the measured inputs that the trained ANN model deems relevant are near the damage; therefore, their values are not normal. Thus, the predicted peak strain output value is not normal as well. The output sensor location is far from the damage; therefore, the measured value is normal, deviating from the model prediction.
A phenomenon similar to that may also explain why measured peak strains during damage scenarios significantly deviate from their predicted values when they are close to damage, but they do not necessarily deviate in the way that is expected. The typical damage localization trial for Case B (corrosion) exemplifies this. It is expected that all the median measured peak strains along Girder 1 would be lower than their predictions because Girder 1 carries less load due to a loss of relative stiffness when it is corroded. However, in the damage localization plot in Fig. 10(c) , all the Girder 1 median measured peak strains are higher than their predictions.
Conclusions
A method is proposed to use ANNs to develop a bridge behavior model. The Powder Mill Bridge is used as a case study to assess the feasibility of the approach. The ANN model captures the structural behavior of the bridge by learning the relationships between truckinduced strains at many locations on the bridge. When tested against new truck events, the ANN-learned model of bridge behavior is shown through low prediction errors of peak strain values to be effective and applicable to a variety of traffic events with unknown operational loading conditions. A method of damage identification is proposed, which involves statistically assessing how much peak strain data deviates from the ANN model with a Wilcoxon rank-sum test. Using an FEM calibrated to the bridge to simulate damage effects on operational data, the proposed method of damage identification is shown through several trials to be successful at detecting damage. Damage is also effectively localized for two of three damage scenarios. Damage detection and localization with this method can provide general trends of the bridge performance, trigger early inspections, and guide inspectors to focus on areas of the bridge that are expected to be damaged.
There is still much work to be done to enhance this new approach of quantifying and assessing bridge behavior. However, the preliminary results of this study demonstrate that it has the capability to be effective in the future for engineers to easily determine the baseline performance of bridges and receive automated weekly updates on the status of the bridges. This would lead to more informed decision-making, which means that time and funding would be allocated more efficiently to maintain and improve infrastructure.
Future Work
Proposed future investigations for this research are as follows: 1. Implement the current methodology to use bridge response from multiple-vehicle events in addition to single-vehicle events. 2. Create a methodology to determine an appropriate significance level for damage detection a priori for any given bridge based on the characteristics of the bridge. 3. Evaluate the effectiveness of using other nonmechanistic models to identify damage (such as multiple linear regression, robust regression, multilinear principal component analysis, and others). 4. Study approaches for increasing the current method's robustness to noise in measured data. 5. Assess other input/output relationships, such as temperature inputs and strain outputs, at all sensor locations when no trucks are on the bridge.
