Abstract. We address the problem of segmenting 3D microscopic volumetric intensity images of a collection of spatially correlated objects (such as fluorescently labeled nuclei in a tissue). This problem arises in the study of tissue morphogenesis where cells and cellular components are organized in accord with biological role and fate. We formulate the image model as stochastically generated based on biological priors and physics of image formation. We express the segmentation problem in terms of Bayesian inference and use datadriven Markov Chain Monte Carlo to fit the image model to data. We perform an initial step in which the intensity volume is approximated as an expansion in 4D spherical harmonics, the coefficients of which capture the general organization of objects. Since cell nuclei are membrane-bound their shapes are subject to membrane lipid bilayer bending energy, which we use to constrain individual contours. Moreover, we parameterize the nuclear contours using spherical harmonic functions, which provide a shape description with no restriction to particular symmetries. We demonstrate the utility of our approach using synthetic and real fluorescence microscopy data.
Introduction
An important segmentation problem that arises in developmental biology and tissue morphogenesis research is when the image contains a collection of objects (such as fluorescently labeled organelles) that are spatially correlated in a biologically meaningful way, but whose position, number and geometry must be determined. Such a problem is complicated by individual variations in intensity, geometry, relative orientation and object boundary proximity (Figs. 1, 3a, 4a) .
A powerful technique that can be used to attack this problem is the method of Bayesian inference coupled to Markov Chain Monte Carlo (MCMC) sampling [1] [2] [3] . An advantage of the Bayesian formulation is that it allows inclusion of image model priors in a flexible manner. Priors can be biological (e.g. existence of an ordered spatial arrangement, or expected distribution of geometrical properties among objects), biophysical (such as the intrinsic material properties of imaged objects) or geometrical (such as knowledge about the topology of the objects, symmetries etc.). Inclusion of these priors advantageously constrains the search space of MCMC and is expected to lead to faster and more accurate convergence.
In this paper we apply the data-driven Metropolis-Hastings Markov Chain Monte Carlo (DDMCMC) technique [4, 5] to the quantification of fluorescently labeled nuclei of Madin-Darby Canine Kidney (MDCK) cells forming an epithelium, that have been imaged using Single Plane Illumination Microscopy (SPIM) [6] . Although the methods in this paper are applicable to a wide variety of imaging modalities, 3D fluorescence microscopy, and especially SPIM, reveals highly specific spatial information (compare Fig.1a and 1b) and, when coupled to image analysis, provides insights into the 3D structure of cells and the organization of tissues.
Theory and Computational Methods
Briefly, the intensity volume is expanded in direction-normal spherical harmonics (4DSH), which we develop for representing 3D intensity images, to produce a "probability" image that is used to constrain the MCMC sampling process to regions where the objects are organized. We parameterize the surfaces of individual objects as a series expansion in spherical harmonic functions. The Bayesian inference problem, which incorporates bending energy constraints, is then set up, and to maximize the posterior probability we use DDMCMC. The procedure is data-driven because the MCMC sampler is explicitly constrained by the 4DSH projection.
4D Spherical Harmonics (4DSH)
We may regard a volumetric 3D intensity image as a function f (gray-scale intensity) of the spherical polar coordinates θ and φ in addition to the radial distance r (from the image center). f may be represented by 4D spherical harmonics as a series expansion [7] , , and I is the vector of image intensities. We approximate the solution to this large dense linear least squares system using iterative residual fitting [8] . The NLK D ± s completely define a 3D intensity volume, and may be used to approximate the original image within series truncation limits.
The Object Model and Spherical Harmonics Parameterization (SHP)
The object is modeled as a closed surface filled homogenously with fluorescent dye of intensity λ. In order to avoid limiting ourselves to ellipsoids or to surfaces constrained to some particular symmetry, we chose to use the spherical harmonics parametric shape description [9, 10] . Accordingly, a surface S r that is topologically equivalent to the sphere (i.e. of genus zero), can be represented as,
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where the LK N s are normalization constants [11] . The basis set has to be truncated at we calculate a shape correlation coefficient 0 < R a,b ≤ 1 [9] R a,
The Image Model
The image is modeled as the convolution of the unobserved image of the fluorescent dye-filled objects with the point spread function (PSF) of the microscope [2] . The PSF is approximated as a 3D Gaussian with parameters φ = (α, β, γ) corresponding to the standard deviations in the xyz directions. The unobserved image is calculated by setting all voxels contained within the contours of the n objects to λ i , and zero otherwise. The parameter space over the collection of objects and the PSF is then given by 
The Bayesian Inference Problem
Bayesian statistical inference is used to find the most probable model ( )
that maximizes the posterior 
n p n θ is the model prior given by ( ) 
Markov Chain Monte Carlo (MCMC) Sampling
The sampler in MCMC iteratively generates proposals within the solution space Ω by changing parameters in the previous sample. Moves are either diffusion moves; changing C LK s, λs, or PSF parameters, or jump moves; changing the number of objects in the model, i.e. death or birth. Below we follow [2] closely.
In diffusion moves, the parameter to change is randomly selected from the existing set. The newly proposed model ( )
( , )
n n θ % may or may not be accepted depending on how likely it is under the posterior. We replace the selected parameter's subdensity in the prior with a Gaussian that has means equal to the corresponding parameter value in the last accepted move. An acceptance probability
is calculated for each proposal. For instance when changing an SHP coefficient of object s j , the acceptance probability is given by,
For a jump move the dimensionality of the model is changed. In this case the acceptance probability, for instance for a birth move is calculated as
The above procedure follows the Metropolis-Hastings algorithm of MCMC [4] .
Results and Discussion
The proposed scheme for detecting deformable objects in 3D intensity images was applied to both synthetic and real fluorescence microscopy data. For the experimental data analysis, we obtained a starting guess ( ) starting n ψ by performing a small number (5-10) iterations of anisotropic diffusion [12] on the image, followed by the application of a marching cubes algorithm [13] . The surface triangulations obtained were individually mapped to the unit sphere and expanded in spherical harmonic functions [9, 10] . To generally describe the organization of fluorescent objects, images in all cases were expressed as a truncated 4D spherical harmonics series (Fig. 3b) .
Analysis of Synthetically Generated Data Sets
We performed the analysis on a series of noise-free and noisy (Fig.2a) phantom images (128x128x128 voxels) based on randomly generated shapes (Figure 2a inset) . For the noisy images, the background was set to 10% of the signal intensity and photon-shot noise was simulated. Objects (1 to 15) were organized in spherical fashion. 12 DDMCMC runs were performed, and terminated after 5000 iterations at a resolution of 32x32x32 and 2000 iterations at the full resolution. Proposed positions (for birth moves) were based on the difference between I θ and the 4DSH projection. The noise-free test images analysis gave geometries indistinguishable from the original (data not shown). Noisy test image results (Fig.2b) show that the degradation of recovered images stayed within acceptable ranges. 
Segmentation of MDCK Cyst Nuclei
To test the algorithm on real data, we segmented two images of MDCK cysts of different age, set 1 (Fig.3) and set 2 (Fig. 4) , with L max = 2 and the same segmentation scheme as above. Segmentation results were validated by an expert considering the number of nuclei found and the volume distribution. In set 1 the number of nuclei exactly matched the expert's decision, while in set 2 the algorithm overestimated the number by 4. In both sets the volume distribution was found to be consistent with biological predictions. Moreover, the volume estimations for set 2 were a sufficient guide for the expert to identify the false positives as segmented fragments. The exact geometry of individual nuclei is more difficult to validate as there is no golden standard. Limiting L max to 1 resulted in unsatisfactory segmentations for both sets, that either over-or underestimated the number of nuclei significantly (data not shown). 
Summary
Segmenting fluorescently labeled structures in 3D images necessitates the incorporation of image priors to constrain the search space. In this work we formulated priors that are convenient and intuitive for the practitioner; namely the existence of a spatial organization, the bending energy of the labeled objects and the topology. We showed that Bayesian inference together with data-driven Markov-Chain Monte Carlo successfully fits a model image that incorporates the above information, to experimental data.
