We present a new algorithmic framework for solving unconstrained minimization problems that incorporates a curvilinear linesearch. The search direction used in our framework is a combination of an approximate Newton direction and a direction of negative curvature. Global convergence to a stationary point where the Hessian matrix is positive semide nite is exhibited for this class of algorithms by means of a nonmonotone stabilization strategy. An implementation using the Bunch-Parlett decomposition is shown to outperform several other techniques on a large class of test problems.
Introduction
In this work we consider the unconstrained minimization problem min x2IR n f(x); where f is a real valued function on IR n . We assume throughout that both the gradient g(x) := rf(x) and the Hessian matrix H(x) := r 2 f(x) of f exist and are continuous.
Many iterative methods for solving this problem have been proposed; they are usually descent methods that generate a sequence fx k g such that every limit point x is stationary, i.e. g(x ) = 0 or the weaker condition lim inf k!1 kg(x k )k = 0. The condition g(x ) = 0 is only a necessary rst order optimality condition so it does not guarantee that x is a local minimum point. In order to increase the chances of obtaining a local minimum point, we try to detect only the stationary points that satisfy the second order necessary conditions. The key idea is to de ne algorithms that converge to a stationary point x where the Hessian matrix H(x ) is positive semide nite.
Algorithms with this property have been de ned both in a trust region and a linesearch context. In fact, guaranteeing convergence only to stationary points that satisfy second order conditions depends heavily on the skill of the minimization method in escaping regions where the objective function is not convex. Trust region algorithms intrinsically have this capability due to the fact that they are based on the idea of minimizing the quadratic model of the objective function over a sphere (see, for example 23]). Linesearch algorithms do not enjoy this particular feature. In y Dipartimento di Informatica e Sistemistica, Universit a di Roma \La Sapienza", Roma, Italy. These authors were partially supported by Agenzia Spaziale Italiana, Roma, Italy. fact, if linesearch algorithms are to produce a sequence of points converging towards stationary points where the Hessian matrix is positive semide nite, they must extract as much information as possible about the curvature of objective function from the second order derivatives.
In this context some interesting results have been proposed in 15] and 17]. In these papers, linesearch algorithms that generate sequences fx k g which converge to points x where the Hessian H(x ) is positive semide nite are de ned. A key feature of these algorithms is the use of particular directions of negative curvature, i.e. directions d such that d T H(x)d < 0, along with a generalized monotonic Armijo step size rule. Unfortunately, after these two papers, little work has followed this approach. Most globally convergent linesearch algorithms proposed in literature are based on the idea of perturbing the Hessian matrix without directly exploiting curvature information of the objective function. This could be due to the fact that the classical test problems (with standard starting points) do not allow a real evaluation of algorithms which use negative curvature directions. This is because these test problems present just a few points where the objective function has negative curvature, as was noted in 16, 17] . The advent of the CUTE collection of test problems 2] allows us to obtain a good evaluation of globally convergent algorithms, since it includes a variety of functions with negative curvature.
The main aim of our work is to encourage the development of new research in this area. In particular, we believe that further investigation is needed to de ne e cient new linesearch algorithms that exploit the curvature information of the objective function more deeply.
As a rst step we show that the linesearch approach proposed in 17] can be embedded in a general nonmonotone globalization strategy based on the model of 14]. This allows us to de ne a general algorithm model that inherits the following properties: the capability to e ciently exploit potential local non convexity of the objective function (from 17]) the capability to e ciently solve highly nonlinear and ill-conditioned minimization problems (from the nonmonotone approach of 14]). As a second step we test the new algorithm against two Newton-type algorithms. The rst of these follows the algorithm model proposed in 14] which uses a classical perturbation of the Newton direction (based on the modi ed Cholesky factorization 12]) as the search direction. Since the new algorithm uses essentially the same stabilization technique, the comparison between these two determines the e ect of exploiting information on the curvature of the objective function via the curvilinear linesearch. The second algorithm we compare against is LANCELOT 4], which is a trust region based code. The numerical results which we report show that a signi cant improvement in terms of the number of iterations and function-gradient evaluations can be obtained by using an algorithm that exploits curvature e ects.
Section 2 describes the general framework of our stabilization scheme and introduces conditions that are required on the search directions for convergence. Section 3 proves that such an algorithmic framework leads to a convergent algorithm. In Section 4 we describe a particular implementation and show that this example algorithm satis es the assumptions of Section 2. The implementation is tested on a large set of standard test problems in Section 5 and is shown to have more e cient and reliable convergence than standard Newton-type approaches.
Nonmonotone stabilization algorithm
We consider an iterative scheme of the form
where s k and d k are search directions and k is a step size. We assume throughout that, for a given x 0 2 IR n , the level set 0 = fx 2 IR n j f(x) f(x 0 )g ; is compact. In practice, we think of s k as an approximation of the Newton step and d k as a direction of negative curvature. Both of these can be calculated using the Bunch{Parlett factorization 3]; this was rst considered in 17]. In order that our convergence theorems remain applicable to more general algorithms than the ones we test numerically, we list below the general conditions that we require of the search directions. We assume that the directions fs k g and fd k g satisfy the following conditions: Condition 1. The direction fs k g and fd k g are bounded and satisfy In Section 4, we show that a particular implementation satis es these conditions.
The key di erence between our approach and that of 17] is in the line search acceptance criterion. We allow possible increases to the sequence of function values by keeping track of a reference value (which we label F) in order to relax the normal Armijo acceptance criterion. Typically, F would be set to the maximum function value over the last few iterations as opposed to f(x k ) in the standard Armijo procedure. The nonmonotone line search procedure that we use can be stated precisely, as follows. Step 3: Choose 2 1 ; 2 ], = and go to Step 2. This approach has been tested in 13] and proven successful on many ill-conditioned problems.
However, it does enforce a monotonic decrease in the sequence fF j g. We wish to allow even greater freedom for the function values, whereby we accept the \Newton{like" step without even checking the function value at the new point provided the length of the step is not too large. This is motivated by the fact that eventually the step length will decrease to zero when we converge to a solution and by the fact that always enforcing the point x k to be located in nested level sets may deteriorate the e ciency of the Newton{like method (see the discussion in Section 5.1 of 14]). Computational results 14] have shown this technique to be even better than the standard nonmonotone line search. This technique has also proven useful in other applications and extensions 6, 7, 8, 25, 26, 27] . Of course, sometimes it may lead to regions where the function is poorly behaved. In these cases, a backtracking scheme is incorporated into our algorithm. In e ect, we backtrack to the last point where the function was evaluated (which we denote by x`) and perform a nonmonotone line search from that point. The avoidance of the evaluation of f is not the key point here; rather we believe that robustness is increased by considering other factors crucial to the convergence.
The full details of our nonmonotone stabilization scheme are detailed below. Note that`denotes the index of the last accepted point where the objective function was evaluated. otherwise go to Step 5.
Nonmonotone Stabilization Algorithm (NMS)
Step 4: If k 6 =`+ N compute directions s k and d k that satisfy Conditions 2 and 3; then: (a) if ks k k + kd k k , set x k+1 = x k + s k + d k , k = k + 1, = and go to Step 2; (b) if ks k k + kd k k > , compute f(x k ); if f(x k ) F j , replace x k by x`, set k =`; otherwise set`= k, j = j + 1, Z j = f(x k ) and update F j according to (1).
Step 5: Compute k by means of a nonmonotone line search, set (1) and go to Step 2. Note that in practice the most frequently taken step is Step 4(a). In this case, we do not have to satisfy Condition 1, so that s k and d k may not even be descent directions for f. Furthermore, note that if a nonmonotone line search is performed at Step 5, then s k and d k may have to be modi ed to satisfy Condition 1, and hence may no longer satisfy Condition 2. However, at each iteration, s k and d k must satisfy at least one of Conditions 1 or 2.
For later reference let fx`( j) g be the sequence of points where f was evaluated and let fF j g be the corresponding sequence of reference values. We initially set j = 0 and increment j each time we de ne`= k.
As regards the reference value F j for the objective function, it is initially set to f(x 0 ) and is updated whenever the function f is evaluated and the corresponding point is accepted. More speci cally, the updating takes into account a pre xed number m(j) M of previous function values, which is called the \memory".
Remark Notice that if we set M = 0 and 0 = 0, we obtained the same algorithm proposed in 17]. Moreover, it is important to note that we obtain the convergence results under weaker conditions than those ones required in 17]. This small di erence allows us to use a particular pair of directions that do not satisfy the assumptions of 17], but do satisfy our conditions.
Convergence analysis
To establish the convergence properties of Algorithm NMS, we employ some technical lemmas. The rst of these establishes three important facts regarding the reference values and the iterates of the algorithm. The proof of the rst two lemmas easily follows, with minor modi cations, from the proof of Lemma 1 and Lemma 2 in 14].
Lemma 3.1 Assume that Algorithm NMS produces an in nite sequence fx k g; then:
(a) the sequence fF j g is non increasing and has a limit F ; (b) for any index j we have F i < F j ; for all i > j + M; that is, the reference value must decrease after at most M + 1 function evaluations; (c) fx k g remains in a compact set.
However, note that the iterates need not remain in 0 .
Lemma 3.2 Assume that Algorithm NMS produces an in nite sequence fx k g; let fx`( j) g be the sequence of points where the objective function is evaluated.
Then, we can thin the sequence fx`( j) g so that it satis es the following conditions: (a) F j = f(x`( j) ), for j = 0; 1; : : :; (b) for any integer k, there exists an index j k such that:
whereF k is the value of F j at the kth iteration of Algorithm NMS.
Note that lim k!1Fk = lim j!1 F j since fF k g just \ lls in" with values of F j .
The following lemma is key to our development and shows that the function values on the whole sequence converge. In the standard Armijo case, this is easy to establish. In the nonmonotone case, the proof is somewhat more involved. Lemma 3.3 Assume that Algorithm NMS produces an in nite sequence fx k g.
Then, we have:
Proof Note that in Step 3(b) and Step 4(a) of Algorithm NMS we may accept a step without performing a line search. Let fx k g L denote the set of points where a line search is performed. Then
where the integer t increases with k = 2 L; when k = 2 L we set, for convenience, k = 1. It follows from (2) (3), (5), (8) and recalling Conditions 1 and 3, we can assert that equations (4) hold with i replaced by i + 1. By (4) and the uniform continuity of f, it follows that (5) is also satis ed with i replaced by i + 1, which completes the induction.
Now let x k be any given point produced by the algorithm. Then by Lemma 3.2 there is an index j k such that 0 <`(j k ) ? k (M + 1)N:
(9) Then we can write:
and this implies, by (4) and (9) , that: lim k!1
x k ? x`( j k ) = 0: It follows from the uniform continuity of f that
and (a) is proved.
If k 2 L, we obtain f( 
By (10) and (11) Now we can prove our main theorem. Theorem 3.4 Let f be twice continuously di erentiable, x 0 be given and suppose that the level set 0 at x 0 is compact. Let x k ; k = 0; 1; : : : be the points produced by Algorithm NMS. Then, either the algorithm terminates at some x p such that g(x p ) = 0 and H(x p ) is positive semide nite, or it produces an in nite sequence such that:
(a) fx k g remains in a compact set, and every limit point x belongs to 0 and satis es g(x ) = 0.
Further, H(x ) is positive semide nite and no limit point of fx k g is a local maximum of f; (b) if there exists a limit point where H is non-singular, the sequence fx k g converges to a local minimum point.
Proof By Lemma 3.1, the points x k ; k = 0; 1; : : : remain in a compact set. If the algorithm terminates, the assertion is obvious. Therefore, let x be any limit point of fx k g and relabel fx k g a subsequence converging to x . By Lemma 3.3, we have In the second case, the point x k+1 , k 2 K 1 , is produced by the nonmonotone line search procedure, and hence there exists an indexk such that, for all k k , k 2 K 1 : 
It follows from (13) and (14) that
Dividing both sides by k k 2 and by simple manipulation we obtain 
Computation of the search directions
In this section, we describe an example of how to determine search directions that satisfy our assumptions using the Bunch-Parlett decomposition. Of course, the use of this decomposition is expensive, but as we stated in the introduction, the scope of this work is to understand the e ect of incorporating negative curvature directions in algorithms via curvilinear linesearch. The Bunch-Parlett decomposition is very easy to implement and it gives information about the distribution of the eigenvalues of the Hessian matrix (for details, see 3, 17] ). We recall that (at iteration k) the Bunch-Parlett decomposition gives H = WDW T ;
where W is a n n non singular matrix and D is a symmetric n n block diagonal matrix with one by one and two by two diagonal blocks. If we diagonalize the two by two blocks of the matrix D, we obtain the following representation H = V V T ;
where V is a n n non singular matrix and is a diagonal matrix which has the same number of negative (positive) diagonal elements as the Hessian matrix H has negative (positive) eigenvalues.
As a rst step, we consider the following vector 
Computational Results
In order to evaluate the behavior of our new algorithm, we have used the Bunch-Parlett decomposition as discussed in the previous section and we have tested the resulting algorithm on all the small unconstrained problems available from the CUTE collection 2]. This test set covers the classical test problems along with a large number of nonlinear optimization problems of various di culty representing both \academic" and \real world" applications.
We . The other parameters required by the algorithm have been set in the following way: = 10 ?3 and equal to the machine precision. All the runs were carried out on an IBM RISC System/6000 375 using Fortran in double precision with the default optimization compiler option.
For comparison, we consider only the test problems coherently solved by at least one of the two methods, namely all the problems where the algorithms converge to the same stationary point within 5000 iterations; the resulting test set consists in 177 functions. In this comparison, the results of two runs are considered equal if they di er by at most 5% .
In the Appendix we report the complete results of both the algorithms on all the test problems. In order to give a summary of this extensive numerical testing, in Table 1 we report the number of times each method performs the best in terms of number of iterations, function and gradient evaluations: Table 1 : number of times each method performs the best Table 2 shows the cumulative results for all the problems solved by both algorithms. In this table iterations stands for the total number of iterations needed to solve all these problems; the same for function and gradient evaluations. On the basis of these results, the new method generates a considerable computational savings, along with an increase in robustness.
We have also compared our algorithm to LANCELOT 4], a trust region based code for large{ scale nonlinear optimization, written in Fortran. We believe that LANCELOT is close to the state of the art for nonlinear optimization codes. We ran this code, with default parameters, on the same 177 problems as mentioned above and have included the complete set of results in the Appendix. Below, we give two summary tables that compare our new algorithm to LANCELOT. Of course, in this comparison it should be taken into account that LANCELOT does not solve the Newton linear system exactly.
In Table 3 we report the number of times each method performs the best in terms of number of function and gradient evaluations for the complete suite of test problems, where ties denote results that di er by less than 5%. We have not included the 3 problems where LANCELOT and the new algorithm converge to di erent points (in the tables of the Appendix brackets around numbers indicate that LANCELOT converges to di erent points).
NEW ALGORITHM LANCELOT tie function evaluations 122 42 10 gradient evaluations 85 50 39 Table 3 : number of times each method performs the best Table 4 shows the cumulative results for all the problems solved by both algorithms. We have not included the 3 problems that LANCELOT failed on, the 3 problems where LANCELOT converges to di erent points, and the largest MSQRTBLS problem (which could be considered a failure for the new algorithm). In this table function evaluations stands for the total number of function evaluations needed to solve all the remaining problems; the same for gradient evaluations.
NEW ALGORITHM LANCELOT function evaluations 4741 7915 gradient evaluations 4136 6809 Table 4 : cumulative results
While these results might indicate that the new algorithm performs better than LANCELOT in terms of function and gradient evaluations, it should be pointed out that the linear algebra carried out by the new algorithm is considerably more expensive than that performed by LANCELOT. The corresponding CPU times for LANCELOT are therefore generally better than those of the new algorithm. This indicates that more research is required to develop a computationally fast technique for extracting the information required by the new algorithm. The results above show that this should lead to more robust and faster solution of these minimization problems.
Conclusions
In this work we propose an algorithmic model based on a modi ed Newton method 17] and a nonmonotone stabilization strategy 14]. This model exploits interesting features of both approaches, namely the global convergence towards points that satisfy second order conditions and more reliable and e cient solution of highly nonlinear and ill-conditioned problems.
We have implemented an algorithm that is based on the proposed algorithmic model and uses the Bunch-Parlett decomposition for computing the search directions. We have compared this algorithm on a large set of test problems to a similar one proposed in 14] that does not use any curvature information of the objective function. The results indicate that the new algorithm outperforms the old one. We believe that they should rekindle interest in de ning new methods based on the curvilinear linesearch approach and using directions of negative curvature.
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