I?ltroducfion
. In recent years, much work has been done and is going on to study such process semantics that do not go all the way to the abstraction to trace sets or languages. However, much less work has been done to explore the relationships between the "classical" and well-established theory of automata and formal languages and the more recent views on processes. As one example of such an exploration, we mention [13] , where the trace semantics is called linear tinze semantics (LT) and the less-abstract process semantics is called branching time semantics (BT) . For more work in the same direction, see [14] and [26] . The present paper also addresses a question that arises from the comparison of LT and BT. The problem is as follows:
As is well known, the equality problem for context-free languages is unsolvable, meaning that it is undecidable whether two context-free grammars have the same (finite) trace semantics.
With the availability of more discriminating process semantics, such as Milner's bisimulation semantics or Hoare's failure semantics, it is natural to ask whether the equality problem for context-free granzrnars is also unsolvable in such a finer semantics. In this paper, we only look at bisimulation semantics (for some other process semantics such as failure semantics, see Section 9) . For the question to make sense, we have to transpose the concept of a context-free grammar to the setting of process algebra, as we collectively call the algebraic approaches to process semantics that are exemplified by the work of and of Hoare [9, 19] 
Basic Process Algebra
The axiom system Basic Process Algebra or BPA consists of the axioms in Table I : This axiom system is the core of a variety of more extensive process axiomatizations, including for instance axioms for parallel operators on processes as in ACP, Algebra of Communicating Processes (see [11,[2] , and .
In this paper, we exclusively work in the setting of BPA. In fact, the previous process expression denotes the same process as a(cd + bd), according to the axioms Al and A4 of BPA. Note, however, that BPA does not enable us to prove that a(cd + bd) = acd + abd.
By a process, we mean an element of some algebra satisfying the axioms of BPA; the x, y, z in Table I vary over processes. Such an algebra is a process algebra (for BPA), for example, the initial algebra of BPA is one. In this paper, we are concerned with one process algebra only, namely, the graph model of BPA consisting of jinitely branching process graphs modulo bisimulation.
All these concepts are treated in extenso in [2] , [4] . and [6] ; for the sake of completeness of the present paper, we give a short exposition. A bisimulation (from g to h) is a binary relation R with the set of nodes of g, NODES(g), as domain and NODES(/Z ) as codomain, such that the roots of g, /z are related and satisfying: (X"y)"z=x'(y"z) AS 9:
(ii) If s R t and t -.
t' is an edge in h, then there is an edge s -+. s' in g such that s' R t'.
Indeed, a bisimulation between g, h in Figure 1 Let g, h E G be bisimilar. Then, tr(g) = tr(h), and hence ftr(g) = ftr(lz).
A proof will not be given here (see, e.g., [2] , [4] , and [6] ). The proposition allows us to assign a trace set tr( p) and a finite trace set ftr( p) to an element p of G (a "process").
For use in the sequel, we need the following notions:
(1) If s is a node of process graph g = G, then (g), is the subgraph of g determined by s, that is, the process graph with root s and having all nodes of g that are accessible from s. The edges of (g), are inherited from g. A well-known fact, for whose proof we refer to [2] , [4] , and [6] , is:
A guarded system of recursion equations has a unique solution in G.
Each guarded system E of recursion equations over BPA can, without altering the solution in G, be conL'erted to a system E' in restricted GNF.
PROOF.
The conversion to a system in GNF is obvious. To prove that the system can be converted to restricted GNF, assume that a system E in GNF is given with variables X,, i = 1,..., n. Introduce new variables~J for the products X, XJ, all i, j. Replace each string (i.e., product) over X in E by the corresponding string that uses the U-variables, starting the consecutive replacements from the left. Then, form equations for Qj. Then, use again the abbreviations U,l. This reduces the maximal length of the original strings by at least one, if it 1s 3 or more.
•l (ii) Let E be the system in GNF {X= a + bXYX, Y = b + cYXY}. Then a conversion to restricted GNF may yield {X=a+bUX, U= XY=aY+bUXY=aY+ bUU,
Henceforth, all our systems of recursion equations will be in restricted GNF. The reason to prefer the GNF format of systems of recursion equations or CFGS is that it implies in process algebra a well-understood theory of finding solutions. In principle, it would also be possible to consider CFGS in say Chomsky Figure  2 (a); and since XX = (a + bAX)X = aX + bX~we can develop further to the graph (a tree, in fact) in Figure 2 (b); and so on. Clearly, the resulting possibly infinite tree is a record of all the leftmost derivations using start symbol X by means of the CFG E'; and the terminating branches in the tree correspond to derivations of words in which no variable occurs, that is, to members of the CFL generated by E'. For example, X * bXX * bbXXX -bbaXX == bbczaX * bbaaa. u
IVonned Processes
We now describe a simplification algorithm to be applied to a system E of recursion equations in restricted GNF, yielding a system E' that does in general not have the same solution in the graph model G, but which has the same finite trace set, that is, determines the same CFL. The idea is to remove parts of E that do not contribute to the generation of the finite traces; cf. the similar procedure in [20] to remove superfluous variables and productions from a CFG. The algorithm is essentially the same as the one in [20] , but the presentation below, using an underlining procedure, is more in line with our process algebra point of view.
Decidability of Bisirnulation
Equivalence for CFL Processes 661 In the remainder of this paper, we show that this is indeed so, in remarkable contrast with the well-known fact that the "finite trace equivalence problem"
for such normed systems, or in other words, irredundant CFGS, is unsolvable.
First, we demonstrate in Section 6 a periodicity phenomenon of processes which are normed and recursively definable in BPA, the processes that can be said to be the underlying processes for the generation of CFLS.
Periodicity of Nonned Processes
To each system E of recursion equations (henceforth always supposed to be normed and in restricted GNF), we assign a process graph g(E) that represents the process defined by E and that displays the periodicity we are looking for. In order to describe g(E), we first define:
6.1, THE UNIVERSAL TREE t(E).
This is the tree having as nodes all the words w q X" = {Xl, ..., X,,}+, where Xl, . . ., X. are the variables used by E.
The top node is the empty word, and will be called the termination~zode. The first level of t(E) is as in Figure 3 (a); the other levels of t(E) are inductively generated as follows: If w is a node of t(E), then its successors are as in Figure 3(b) . It is important that the successors are X,w rather than wX,.
The tree t(E) will serve as the underlying node "space" for the process graph g(E) determined by E, which will be defined below in Section 6.3. A node from this space, that is, a word x G X*, actually will denote the product of the (solutions for the) variables in w. The sphere with centre w and radius r (a natural number), notation B(w, r),
is the" subset of X* consisting of all u whose distance to w does not exceed r. used by E, such that:
(ii) W cannot be partitioned into WI, W: which are far apart.
Then W is contained in a sphere B( w, r) where r depends only from c,, c1,
PROOF.
It is not hard to check that for a pair of points in a set W as in the proposition, the distance is in fact bounded by 2( Cz -c1) + 2. u This proposition says that if horizontal slices of thickness Cz -c1 are taken from the tree t(E),and the slices of the tree are further divided into "parts" that are far apart, then the collection of these "parts" is uniformly bounded. See Figure  5 , where X = {X, Y} and where the slices have thickness 1; the "parts" are contained by the indicated rectangles.
of
FIGURE5
Before defining the process graph g(E), we make a simple observation about the relation of the length and the norm function. Our assumption is that E is normed, that is, all perpetual parts have been pruned away as described in then the upper part of t(E) gets the edges, drawn boldface in Figure 6 (a). This basic figure (the boldface part) corresponds just to the equations of E. But these equations give also rise to the following equations, for every w = These equations yield the edges in d~) as in Figure  6 (b). So, the graph we want originates by reiterating the basic figure in Figure 6 (a) wherever possible in t( 13). The result is g'(E) as in Figure 7 .
However, it is easily seen that large parts (the shaded rectangles in Figure 7) of the graph g'(E) are inaccessible from the root X. After leaving these out, we have g(E), which has a "linear" structure; it is the graph in Figure  l( (This system originates from the above one by putting U = KY, Z = XI', etc.) We show the "basic figure", in Figure 8 . The process graph g (13) is shown in Figure 9 . In this case, g (13) is not identical to the canonical process graph.
Note that, by the restriction in "restricted GNF," the only possible arrows (edges) in g(13) are:
(i) from a node to itself,
(ii) from a node to its "mother" (e.g., AX~. X in Figure 7 ), (iii) jiom a node to a "daughter" (e.g., XX~~XXX in Figure 7 ), (iv) from a node to a "sister" (e.g., X eC U in Figure 8 , 9), (v) from a node to a "niece" (i.e., daughter of a sister, e.g., U -~2X in Figure 8 , 9). So, in all cases the nodes connected by an edge of g(E) have distance O, 1, 2, or 3.
In the rest of this paper, we will present gwzphs g(E) such that the norms are "respected graphically", that is, a node with norm n will be positioned on lelel n.
Thus, Figure 9 becomes as shown in Figure 10 . Note that the graphs of Figure 7 (the unshaded "linear" graph also appearing in Figure l Figure 12 ). Anticipating further developments, let us note here that the graphs g(E) as in the examples above exhibit a striking regularity; although they are, in general, not trees (as there may be cycles present), the process graphs g(E)
nevertheless have, from a more global point of view, a "tree-like" structure. For instance, in the last example there are three "fragments" of the process graph that are strung together not only in tree-like fashion, but also in a regular way, as suggested in Figure 13 . (i) A process graph fragments in the space t(13) consists of some subset N of nodes of X* together with some edges w~~L1(w, u = IV) labeled by atoms in A(E).
We use a,~, . . . to denote process graph fragments. Sometimes we omit the word "process".
FIGURE13
(ii) Let T' be the regular tree as in Figure 14 . Then, the actual tree T has the same tree structure and as node labels: fragments a,,, which are translation equivalent in the way indicated by T'.
The following proposition is essential in the proof of the existence of a regular decomposition: PROPOSITION 6.4.4 . Let a and a' be fragments of g(E), which are translation equivalent. Let s be a node in a that has a length not minimal in a. Suppose s *.
t is an edge such that a U {s -+. t}is again a fragment of g(E). Let S' be the point in CY' corresponding (after the same shift as jlom a to LY') to s.
Then there is a t' and an edge s' 4U t' such that a' U {s' -+. t'} is also a fragment of g(E); moreover, the two extended fragments are again translation equil)alent by the same shift. . It is also in g (13), because t' is an accessible node. This is so as s' is accessible, being a node in a' which is in g( i!3).
Therefore, a' u {s'~c, t'} k indeed a fragment of g(~), and clearly it is equivalent to a U {s -U t} by the same shift T,, TW:l. u
We now define the decomposition that will be proved to be regular in Theorem 6.4.8. Moreover, the number of principal fi-agments of g(E)
can be computed @om E.
PROOF.
By the construction in Definition 6.4.6, each two principal fragments of slice n are far apart (Definition 6.1. l(iv)). Now, using Proposition 
(ii)
It is easy to see that the tree of fragments thus obtained is indeed a tree. To prove this, we must show that a situation (e.g., as in Figure 17 ) cannot happen.
The reason that such a "confluence" is impossible is that (all points of)~and y are too far apart. Going downwards from such points only increases the distance-hence, there is no confluence of lower principal fragments possible.
There are only finitely many labels (fragments) modulo translation equivalence. This follows from Propositions 6.3.3 and 6.3.4. Next, we must prove the regularity of the decomposition. So consider two nodes s, t in T occupied by a,, at with a, -~af. Let T,, Tt be the subtrees of T determined by s, t,respectively.
Further, let G,, Gt be the graph fragments of g(E) obtained by taking the unions of all the labels in T$, respectively, Tt. In fact, the proof of Theorem 6.4.S can also be applied on systems E that are not formed; an inspection of the definitions and arguments shows that everything carries over if instead of the norm /.1, the length lth is used (cf. Proposition 6.1.9). Thus, we obtain:
Let E be a system of recursion equations in BPA in restricted GNF. Then the corresponding graph g(E) has a regular decomposition.
Decidability of Bisimukztion Equilalenee for Nonned Processes
We can now harvest the fruits of our demonstration of the regular decomposition of normed process graphs. The main idea of this section is that if there is a bisimulation between normed process graphs g(El ), g( E, ), then there must also be a "periodical" bisimulation, in view of the periodi~ity of g(E1 ), g(Ez ).
Moreover, the "period" can be computed from El, Ez and this yields the desired decidability. First, we need some preparations. Definition 7.1. Let g, h be process graphs and let R be a relation with the nodes of K as domain and the nodes of h as codomain.
A bisimulation error of Ris "
(d a triple of nodes s, s' q g, t G h and an edge s~~s' in g such that and there is no edge t +a t'in h with s' R t' (see Figure 18 ), or
(ii) similar with g, h interchanged. 
Let R be a bisimulation between g( El ), g(E2). Then, the prefti up to n, or n-prefix, is the restriction of R to the nodes of g, h whose level does not exceed n.
A partial bisimulation R between g( El ), g( Ez ) up to lel!el n is a relation R with domain: the nodes of g(El ) with level s n, and codomain: the nodes of g(Ez) with level < n, and such that R relates the roots of g(El), g(Ez) and contains no bisimulation errors. Let a,~be as in Definition 7.3. The partial bisimulation R is extended to (a, u """ u an) x (~, u '.. Up,,z) by copying the restriction of R to (aj u """ u a:) x (p: u """ up;,).
This is done for all pairs a,~in slice k of g(~l), g(~z where SO is the root of g, s,, is a final state (termination node), and u i = A( i This is done for all s = ftr(g)( = ftr(h)); result: R.
We claim that R is a bisimulation between g and h. Proof of the claim:
(1) The roots of g, h are related by R.
(2) Suppose s, s' c g, t e h arc nodes such that s R t and s -a s' is an edge of g.
Since g is normed, there is a path m-from s' to a termination node r. By the construction of R, there is some path in g from S(J(the root) to s and some Hence, there must be such a path o-a~in h, and it has to pass node t. So, indeed, there is a step t~,, t'such that s' R t'. equivalently, a regular process (in G) has a representing process graph that is finite.
If process p is defined by a system of recursion equations using the singleton alphabet {a} only, is it true that p is regular? (The corresponding fact for CFLS is true; see Remark 7.3 in [17] . The answer is negative, as witnessed by E = {X= a(Xa + a)a} or, equivalently, the system E'={X=aY, Y=aYZ+aU, Z=aU, U=a} in restricted GNF. Indeed, the CFL determined by E' is {a3°[n > 1}, hence regular, but g( E' ) in Figure 21 shows that the process p determined by E' is not regular (as there are infinitely many different norms \s \ for s a node in g(E')): Remark 9.2. The process graph g(E) corresponding to the system E (see Section 6.2) need not be a canonical process graph (cf. Figure 9) [10] and [11] . This is interesting also because it provides a tool to obtain certain nondefinability results. For instance, the process BAG as defined by the recursion equation
is the behavior of a bag over a data domain of two elements; a means: put a in the bag, a means: get a from the bag, and likewise for b. Here we have used in the definition an interleaving operator II as in PA, an extension of BPA with some axioms for 11.(See [5] , [6] , and [7] .) Now the canonical process graph of BAG is as in Figure 22 . where also communication is present, the decidability no longer holds (see [7] ).
NOTE ADDED IN PROOF. Recently, Christenson et al. [12a] have solved the conjecture in Section 9 affirmatively.
