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INTRODUCTION
Recently, there has b e n increased interest in voice dialing using a portable/car phone in hands-free mode [I, 2,3, 41. The problem is quite difficult due to the very noisy conditions in a Car. Furthermore, in order to meet the low-cost and low-power requirements of portable consumer products, a fixed-point implementation with low storage and low computational complexity is mandatory.
In a previous paper [l], we addressed the task of speakerindependent recognition in a car-noise environment using continuous-density hidden Markov models. Although continuous-mixture HMMs offer the highest recognition accuracy, they have relatively high computational cost. In this paper, we investigate the application of tied-mixture HMMs [S, 61 to achieve lower computational complexity. In a lowcost, fixed-point implementation on a Digital Signal Processor (DSP), the reference models are usually stored in slow of€-chip memory. This results in a significant overhead in memory access during the computation of kernel/state likelihoods. Several approaches, such as VQ-Assist and beam search [7] have been s u c c d y applied to reduce both the computational cost and the memory accesses for Gaussian kernel parameters by a factor of three to nine. In a tiedmixture HMM based speech recognition system, all states in all the models share the same set of Gaussian kernels. We address these performance/complexity issues within the context of two recognition tasks: (a) connected-digit recognition in car-noise; and (b) command-word recognition based upon subword models.
In section 2, we describe our recognition tasks and the baseline performance. We describe methods to reduce the complexity of a tied-mixture HMM in section 3. In section 4, we conclude with a discussion of our results. 
RECOGNITION TASKS

83.4
Sub-word Models Based Recognition
For many applications, the vocabulary may need to be changed depending upon the current task. In order to avoid the need to collect a database for each new vocabulary word, whole word models can be obtained by concatenating a sequence of sub-words (or phonemes) based upon transcriptions obtained from a text-t+speech (TTS) system.
For training the forty-one sub-word models and a background model in our system, we have used 12140 phrases collected over the telephone network. A test database of eight voice-dialing command words ("Redial Last Number", "Voice Name List", 'Cancel Command", 'Operator", "Send NumbeI", "Cancel", "Yes", and "No") was collected in an actual office environment using a separate handset. We obtained 431 utterances in the test database. Each contextindependent sub-word unit is a t s t a t e HMM. The training and recognition setup was the same as for the connected digits with the following exceptions: consecutive 20-ms frames overlap by 10 ms, and gender-independent mod& are used.
COMPLEXITY REDUCTION
In an HMM based speech recognition system, a significant portion of the computing power available on a DSP chip may be needed to access the reference models due to slow external model memory. In this section, we investigate several techniques to reduce the total models storage as well as access requirements for tied-mixture HMMs based recognition system, and their impact on recognition performance. From Eq. (I), we note that there are two ways to achieve a reduction in complexity.
1 Reducing the number of mixture component weights.
2 Reducing the total number of kernels used in state likeWe will call the first scheme "static" reduction in complexity, based upon the mixture weight d u e s derived from the training data while the second scheme which we call "dynamic" reduction of complexity is based upon the likelihood values of the current input observation. lihood computations.
Kernel and State Likelihoods
In this section, we simply investigate the effect on performance when only the top few kernel likelihood d u e s are used in computing the state observation likelihood. Assume, without lass of generality that the kernel likelihoods LI, Lz, ---, LM, are arranged in descending order. Then, we select M," with M," < M, and truncate the sum to include only the top M," likelihood values. Table 2 shows the recognition performance as a function of M," for connected digit task and command-word recognition task using sub-word models. Recognition performance on digits database as a function of the number of Gaussian kernel Iikelihoods included in the computation of the state observation likelihood.
Note that for an isolated word recognition task such as command-word recognition, very few mixture components are required to obtain performance close to baseline performance. For the more complex connected digit recognition task in a highly noisy environment, many more mixture components must be retained to maintain good recognition performance
The above approach requires the evaluation of all Gaussian kernel likelihoods in order to select the top M," fielihoods. In a practicarimplementation, kernels may be grouped into several dusters, each represented by a centroid. Only those kernels for which the duster centroid is "close" to the input feature vector [7] would be evaluated.
This can provide significant savings in likelihood computations and in memory access cost for the models.
Reduction in Mixture Weights
In a tied-mixture hidden Markov model based system, a Table 3 . Recognition performance on command words database for different number of included mixture component weights.
Note that the dynamic range of kernel likelihood values is significantly larger compared to the dynamic range of mixture weights. Therefore, if the mixture weight for a Gaussian kernel with a high observation likelihood for an input feature vector is artikially set to zero, it can lead to severe error in state-likelihood estimation.
In an alternative approach, a e r e n t number of mixture components are selected in the state-likelihood computation such that the sum of mixture weights is greater than or equal to a specified threshold. That is, In Eq. (6), we replace all mixture weights below a threshold by their average. In this section, we consider representing all the mixture weights using a codebook. This offers the advantage that a sufficiently small codebook can be stored in a faster internal memory to reduce memory access costs while the indices are stored in external memory. Firstly, note that the number of mixture weights that are mapped to a non-zero codeword decreases substantially for smaller codebools which results in reduced storage and computational requirements for kernel indices. Furthermore, the degradation in accuracy is relatively small even for codebook sizes down to 16.
4.
In Table 9 .
Recognition performance on digits database as a function of number of kernel likelihoods included in computing state observation likelihood when a mixture weight codebook of size 128 is used.
