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We theoretically study the phenomenon of self-propulsion through Casimir forces in thermal
non-equilibrium. Using fluctuational electrodynamics, we derive a formula for the self-propulsion
force for an arbitrary small object in two scenarios, i) for the object being isolated, and ii) for the
object being close to a planar surface. In the latter case, the self-propulsion force (i.e., the force
parallel to the surface) increases with decreasing distance, i.e., it couples to the near-field. We
numerically calculate the lateral force acting on a hot spheroid near a surface and show that it
can be as large as the gravitational force, thus being potentially measurable in fly-by experiments.
We close by linking our results to well-known relations of linear response theory in fluctuational
electrodynamics: Looking at the friction of the anisotropic object for constant velocity, we identify
a correction term that is additional to the typically used approach.
PACS numbers:
I. INTRODUCTION
The prediction of an attractive force between two un-
charged, perfectly reflecting plane-parallel plates embed-
ded in vacuum by H. B. G. Casimir back in 1948 turned
out to be a milestone on the way to modern quantum
physics [1]. The equilibrium Casimir effect can be equiv-
alently ascribed to quantum zero-point fluctuations of
the electromagnetic field, or to charge and current fluc-
tuations in the plates [2]. By introducing objects to the
quantum vacuum, forces appear due to topological con-
straints. Casimir’s famous formula for the equilibrium
energy E
E = −~cpi
2A
720d3
, (1)
was rederived and verified many times (e.g. see Ref. [3]).
In the present notation d denotes the separation between
the plates, A their surface area, c the speed of light, and
~ the reduced Planck constant, indicating the quantum
nature of the Casimir effect. The Casimir effect is rele-
vant on small length scales (e.g. on the submicron scale).
Shortly after Casimir’s breakthrough, the formalism was
further developed to be applicable to any kind of dielec-
tric media at finite temperature [2]. The rapid devel-
opment of Casimir physics culminated in the birth of
fluctuational electrodynamics in the 1950s [4].
On the experimental side, scientists were able to quan-
titatively verify the existence of the theoretically pre-
dicted forces in high-precision measurements for the first
time around the turn of the millennium [5, 6]. Conse-
quently, many sources of imprecision in force measure-
ments between objects at close proximity were identified
and remedied. A few years ago, the attractivity of the
Casimir force was reversed by a suitable choice of inter-
acting materials immersed in a fluid [7–11]. The reversal
of the algebraic sign of the force verified the theoretical
predictions made by Lifshitz over 50 years ago [12].
Recently, situations out of equilibrium have entered
the limelight of theory. In this context, phenomena such
as vacuum friction or objects at different temperatures
have been investigated [13–21]. Casimir forces in ther-
mal non-equilibrium have been computed for a variety of
different set-ups, e.g. for parallel plates [22], deformed
plates [23], between dielectric gratings [24, 25], between
cylinders [26], between a sphere and a plate [20], between
atoms and surfaces [27], between three bodies [28], and
for inhomogeneous media [29]. Also interactions between
Brownian charges at different temperatures have been
studied [30]. Moreover, non-equilibrium Casimir forces
have been computed in fluid – or other classical systems
[31–36].
Generally, in thermal non-equilibrium, forces can be
repulsive [22], exhibit different power laws [37], show sta-
ble points [38, 39] or levitation [20]. For two spheres with
different temperatures, points of self-propelled pairs have
been observed [38], where the two identical spheres feel
equal forces in the same direction for a specific choice of
parameters.
The subject of self-propulsion has become a very pop-
ular topic also in fluid systems, where small particles are
propelled through different means [40–42].
In this paper, we study the Casimir force for
anisotropic objects in thermal non-equilibrium focusing
first on self-propulsion, employing methods of fluctua-
tional electrodynamics and classical scattering theory. In
Sec. II, we review the force formulas for two objects in
thermal non-equilibrium from Ref. [20]. In Sec. III, we
give a compact expression for the self-propulsion force for
a particle in isolation, also providing a simplified version
valid for a small particle. As an example, we explicitly
calculate the force for an almost transparent janus parti-
cle. In Sec. IV, we add a smooth plate to our set-up and
ask for the lateral Casimir force alongside the plate. In
particular, we examine the case where the separation d
between particle and plate is much smaller than the ther-
mal wavelength λT (roughly 8µm at room temperature),
i.e., in the so-called near field limit. Following the deriva-
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2tion of the lateral Casimir force, we explicitly calculate
the case of a spheroid in Sec. V. Finally, in Sec. VI, we
discuss our results from the viewpoint of linear response
theory, arguing for an additional term in the friction for
an anisotropic particle moving parallel to the surface.
Appendices provide technical details and definitions.
II. NON-EQUILIBRIUM FORCE FOR TWO
OBJECTS
In this section, in order to keep this article self-
contained, we briefly review the formulae and relations
for the non-equilibrium Casimir force, closely sticking to
Ref. [20]. Readers interested only in the new results of
this article may skip this section.
T1
T2Tenv
FIG. 1: Two arbitrary objects at temperatures T1 and T2,
respectively, embedded in vacuum in an environment at tem-
perature Tenv. Sec. II reviews the general force formulas for
this situation from Ref. [20].
Let us consider the situation of two arbitrary (in terms
of shape and material properties) objects at different
temperatures T1 and T2 embedded in vacuum in an en-
vironment at finite temperature Tenv as illustrated in
Fig. 1. In such a non-equilibrium situation the total
(Casimir) force acting on object 1 can be written as a
sum consisting of all thermal and quantum contributions
[20]
F(1)(T1, T2, Tenv) =
∑
α=1,2
F(1)α (Tα) + F
(1)
env(Tenv) + F
(1)
0 .
(2)
The terms in the sum, F
(1)
1 (T1) and F
(1)
2 (T2) account
for the force contributions due to the thermal sources in
objects 1 and 2, respectively. F
(1)
env(Tenv) is the contribu-
tion due to thermal fluctuations of the environment. The
last term F
(1)
0 incorporates the contribution from zero
point fluctuations, i.e., it is the usual zero-temperature
Casimir force. By introducing the equilibrium Casimir
force F(1,eq) at finite temperature, we can get rid of the
environment contribution and are able to rewrite the to-
tal force as [43]
F(1)(T1, T2, Tenv)
= F(1,eq)(Tenv) +
∑
α=1,2
[F(1)α (Tα)− F(1)α (Tenv)] . (3)
This remarkable result states that the force contribution
due to sources in the environment does not have to be
computed. In the following, we give the different con-
tributions in a basis-independent representation in terms
of two well-known quantities: The dyadic free Green’s
function G0 and the classical scattering operator T for
the objects in isolation, both G0 and T being 3× 3 spa-
cial matrices depending on two position vectors r and r′.
The precise definitions of these two quantities are given
in Appendix A and B, respectively. The first contribu-
tion to the force on object 1, F
(1)
1 (T1) originates from
thermal charge and current fluctuations within object 1
itself (which we then refer to as self-force). In operator
notation this term reads [20]
F
(1)
1 =
2~
pi
∫ ∞
0
dω
1
e
~ω
kBT1 − 1
×
Re Tr
{
∇(1 +G0T2) 1
1−G0T1G0T2G0×
[Im[T1]− T1 Im[G0]T∗1]
1
1−G∗0T∗2G∗0T∗1
}
. (4)
Note that each operator product in Eq. (4) contains a
matrix multiplication as well as a spacial integral over a
common coodinate. The trace in Eq (4) finally is meant
over both the 3×3 matrix as well as the positions r and r′
of the resulting operator. This operator trace can be con-
verted into a more familiar trace over matrix elements in
a partial wave representation, yielding closed form equa-
tions for specific geometries. For the second contribution
to the total force on object 1 evoked by the fluctuations
within object 2 (the interaction force) one writes [20]
F
(1)
2 =
2~
pi
∫ ∞
0
dω
1
e
~ω
kBT2 − 1
×
Re Tr
{
∇(1 +G0T1) 1
1−G0T2G0T1G0×
[Im[T2]− T2 Im[G0]T∗2]G∗0
1
1− T∗1G∗0T∗2G∗0
T∗1
}
.
(5)
Finally, for completeness, we provide also the more fa-
miliar expression for the equilibrium force acting on ob-
ject 1 at thermal equilibrium at temperature T , given by
(see, e.g., [20, 44])
F(1,eq) =
2~
pi
∫ ∞
0
dω
[
1
e
~ω
kBT − 1
+
1
2
]
×
Im Tr
{
∇G0T2 1
1−G0T1G0T2G0T1
}
. (6)
We note, that in contrast to the non-equilibrium force in
Eqs. (4) and (5) the equilibrium force does not exhibit G0
being sandwiched by T operators of the same object [44].
Besides, the equilibrium force satisfies F(1,eq) = −F(2,eq)
as expected, while the forces in non-equilibrium are not
equal and opposite in general [38]. Finally, we recall that
3Eqs. (4) and (5) cannot obviously be integrated to obtain
an energy, also in contrast to Eq. (6).
In the following section, Sec. III, we will analyze equa-
tion (4) for the case of one object in isolation, being at
a different temperature than the environment (this force
is then denoted the self-propulsion force). In Sec. IV,
a planar surface is added as object 2, and the force in
Eq. (4) parallel to the surface is studied (i.e., the change
of self-propulsion due to the presence of the surface).
III. SELF-PROPULSION FOR ONE OBJECT IN
ISOLATION
A. General expression
In order to obtain the total Casimir force for an object
in isolation (which we call the self-propulsion force), we
start by removing the second object from Eq. (4), i.e., we
set T2 = 0, and obtain
F
(1)
1 =
2~
pi
∫ ∞
0
dω
1
e
~ω
kBT1 − 1
Re Tr
{∇G0[ Im[T1]
− T1 Im[G0]T∗1
]}
. (7)
Due to the facts thatG0 is translationally invariant, G0 =
G0(r − r′), and T1 is a symmetric operator, a partial
integration of the first term shows that it is identically
zero. It can thus be exactly rewritten to
F
(1)
1 = −
2~
pi
∫ ∞
0
dω
1
e
~ω
kBT1 − 1
Re Tr
{∇G0[T1 Im[G0]T∗1]} .
(8)
This is the force acting on an isolated arbitrary object at
temperature T1 in an environment at zero temperature.
In order to obtain the force for a finite Tenv, the same
expression, evaluated at Tenv, must be subtracted (see
Eq. (3) and recall that the force is zero in equilibrium).
We thus have the exact expression for the force on the
object, i.e., the self-propulsion force
Fsp(T1, Tenv) =− 2~
pi
∫ ∞
0
dω
[
1
e
~ω
kBT1 − 1
− 1
e
~ω
kBTenv − 1
]
×
Re Tr
{
∇G0
[
T1 Im[G0]T∗1
]}
. (9)
In the following subsections, we will analyze this term for
special cases, thereby for brevity of notation dropping the
subscript 1 and setting Tenv = 0.
B. Exact force in the spherical basis
By using the techniques presented in detail in Ref. [20],
we expand the force formulae of the previous section in
the spherical wave basis (see Appendix C for details).
Applying this procedure to Eq. (8), we obtain
Fsp(T, 0) =
2~
pi
∫ ∞
0
dω
1
e
~ω
kBT − 1
Im Tr
{
pT T †} . (10)
In this equation T ≡ T P,P ′lm,l′m′ comprises the discrete ma-
trix of the classical scattering operator T for waves with
quantum numbers l and m and polarization P , see Ap-
pendix E. Primed indices denote incoming waves, while
unprimed denote scattered ones. p is the infinitesimal
translation operator which plays the role of a spatial
derivative [20], it is given explicitly in Eq. (12) below.
Finally, the representation of the self-propulsion force in
the equation above implies matrix multiplications over
the given indices {P, l,m}. The properties of the spheri-
cal basis are introduced in Appendix C. For the ith com-
ponent of the self-propulsion force the trace in Eq. (10)
turns into (using the Einstein summation convention)
Tr
{
pT T †}
i
= pi;Plm,P ′l′m′T P
′,P ′′
l′m′,l′′m′′T ∗P,P
′′
lm,l′′m′′ , (11)
where, regarding –without loss of generality– the z-
component of the force, one has
pz;Plm,P ′l′m′ = −ω
c
{i (1− δP ′P ) δl′l a(l,m)
+ δP ′P [−b(l,m) δl′,l+1 + b(l′,m) δl′+1,l]} δm′m , (12)
with
a(l,m) =
m
l(l + 1)
, (13)
b(l,m) =
1
l + 1
√
l(l + 2)(l −m+ 1)(l +m+ 1)
(2l + 1)(2l + 3)
. (14)
The self-propulsion force is expected to vanish for
isotropic objects, as can be easily seen for the case of
a homogeneous sphere, where the matrix T is diagonal
(see e.g. Eq. (E2) below). As the p matrix has only off-
diagonal terms, Eq. (10) is zero for that case. This ob-
servation corresponds to our physical expectation, since
an object can only be self-propelled if there is a preferred
direction of radiation.
C. Force for a small object
Eq. (10) is valid for an object of any size and shape. In
this subsection, we aim to collect the leading terms (lead-
ing matrix elements) contributing to the self-propulsion
force for a small object. Such leading terms will be dom-
inant if the size of the object (denoting R as the largest
dimension of the anisotropic object) is the smallest scale
involved, i.e., if R is small compared to the thermal wave-
length λT = ~c/kBT (which is roughly 8µm at room
temperature), as well as the material skin depth. In low-
est order in R, we find that the off-diagonal elements
4T M,N1m,1m′ and T N,N2m,1m′ contribute, and more specifically,
for the z-component of the force,
Fsp,z=
4~
pic
∫ ∞
0
dω
ω
e
~ω
kBT − 1
∑
|m|<l
|m′|<l′
(
a(1,m) Re[T M,N1m,1m′T ∗N,N1m,1m′ ]
− b(1,m) Im[T N,N2m,1m′T ∗N,N1m,1m′ ]
)
+O(R8). (15)
As T M,N1m,1m′ and T N,N2m,1m′ are of order O(R4) and
T N,N1m,1m′ ∝ R3, the self-propulsion force is found to be
of order R7 for small R.
D. Force for a dilute object
In order to demonstrate the power of our derived for-
mulae, we explicitly evaluate the self-propulsion force for
a janus particle of radius R at temperature T , which is al-
most transparent, i.e., ε−1 1, see Fig. 2. In this limit,
the classical scattering operator T = V 11−G0V ≈ V, where
V = ω
2
c2 (ε− I) +∇× (I− 1µ )∇× is the potential intro-
duced by the objects [44]. Taking ε local and isotropic,
the electric response of the janus particle reduces to the
scalar ε = [ε1Θ(−z)) + ε2Θ(z))]Θ(R− r), where Θ is the
unit step function and r is the radial distance measured
from the center of the sphere. By additionally assuming
our particle to be non-magnetizable, we can easily cal-
culate the T matrix elements defined in Appendix E. In
leading order, we arrive at
Fsp,z =
2~
pic10
∫ ∞
0
dω
ω10
e
~ω
kBT − 1
[
1
2700
R9{Im[ε2](Re[ε1]− 1)
− Im[ε1](Re[ε2]− 1)}
]
+O(R11) +O(ε− 1)3 .
(16)
This result holds up to order (ε−1)3 and R11. By setting
ε1 = ε2 we can verify again that the force vanishes for a
homogeneous sphere to the given order.
z
ε1 ε2
T
Tenv
FIG. 2: A janus particle made up of two hemispheres with
different dielectric responses ε1 and ε2 at temperature T . The
particle is embedded in vacuum at temperature Tenv.
IV. LATERAL FORCE ON AN ARBITRARILY
SHAPED OBJECT IN FRONT OF A PLATE IN
NEAR FIELD LIMIT
A. Introduction
In a process of miniaturization, manufacturers of tech-
nical devices try to decrease the dimension of their prod-
ucts. These compact technical solutions use components
with a size of several micrometers or even nanotechnol-
ogy. On these scales, Casimir forces have to be consid-
ered in order to avoid unintended effects such as “stic-
tion”, meaning components sticking together and dis-
turbing the functionality of the device [45]. For instance,
micro-electromechanical systems (MEMS) are hugely in-
fluenced in their behavior by Casimir physics. These de-
vices are made up of components between 1 to 100µm
in size being located in close proximity. Regarding sit-
uations out of equilibrium, it has been found that the
forces between a sphere and a plate can show properties
very different from equilibrium counterparts, including
e.g. levitation [20, 46]. In Ref. [20], the force normal to
the surface was investigated. In this section, we want to
focus on the other component, i.e., pointing alongside the
plate: The lateral Casimir force, which again, we denote
the self-propulsion force, as it propels the object paral-
lel to the surface, i.e., in a direction where the system is
translationally invariant, see Fig. 3.
z
y
x
T
Tenv
d
Tp
Fx
FIG. 3: The system of an anisotropic particle in front of a
plate in thermal non-equilibrium. We compute the lateral
Casimir force (Fx), which due to translational invariance van-
ishes identically in equilibrium.
In thermal equilibrium, a lateral force cannot be ob-
served for any kind of object due to the mentioned trans-
lation invariance of the arrangement. However, in a non-
equilibrium situation we cannot invoke such arguments,
and, depending on the symmetries of the object, we will
indeed observe a lateral force below.
5B. Force in the near field limit in terms of
T -matrix
We start again from the exact expression for the self-
force in Eq. (4), which, written in the spherical basis
reads [20],
F
(1)
1,x =
2~
pi
∫ ∞
0
dω
1
e
~ω
kBT − 1
Im Tr
{
[pxUTpU + px]×
(1 + T UTpU)−1
[T † + T
2
+ T T †
]
(1 + U†T †p U†T †)−1
}
.
(17)
We aim to analyze this equation for the case of a small
object (with scattering matrix T ) in front of a planar
surface (with scattering matrix Tp), hence expanding in
powers of T (see App. D for details on the plane wave ba-
sis, and App. F for details on the conversion matrices U).
Furthermore, we aim at the behavior of the force at small
distance d, i.e., in the near-field regime with d λT (the
size R of the object is nevertheless assumed small com-
pared to d). Interestingly, the leading term, which is
linear in both Tp and T (the ”one-reflection approxima-
tion“) is identically zero due to the translational invari-
ance of the planar surface along x. The leading term in
the near-field (see Eq. (19) below) is hence quadratic in
both Tp and T , resulting from two ”reflections“.
Tp of the plate turns into the Fresnel coefficients (see
Appendix E for details). In the considered limit of d 
λT , only the Fresnel coefficient for electric polarization
contributes, and only its limit for infinite wave vector
(where εp is the dielectric function of the plate),
rN (ω) =
εp(ω)− 1
εp(ω) + 1
+O
(
1
k2⊥
)
. (18)
We arrive at the following expression for the force, valid
for R d λT , (here, the terms with l = 1 and P = N
dominate, and for brevity, we have omitted the index l
and superscript P at T and give only the indices m and
m′, e.g. Tm′,m = T N,N1m′,1m)
lim
λTdR
F
(1)
1,x (T ) =
27
128
√
2pi
~
d7
∫ ∞
0
dω
1
e
~ω
kBT − 1
c6
ω6
×
Im
[
εp − 1
εp + 1
]2∑
m
Am Re[T0,mT ∗1,m − T−1,mT ∗0,m] , (19)
where Am takes the values Am = 1 for m = {−1, 1} and
Am = 2 for m = 0. Eq. (19) allows the computation of
the lateral Casimir force in the near-field limit for an arbi-
trary object in front of a plate in thermal non-equilibrium
and constitutes one of our main results. The leading or-
der term is of order O(R6) and behaves like d−7 in the
given limit λT  d  R. It is striking that only the
imaginary part of the reflection coefficient contributes to
the lateral force in the given limit. The lateral Casimir
force in the near-field is an effect due to evanescent wave
contribution. We note that the term in Eq. (19) vanishes
in the limit where the plate approaches a perfect reflector
(εp →∞).
We also computed the force on the object due to the
fluctuations in the plate, i.e., the interaction force F
(1)
2
in Eq. (5). We found that it exactly equals Eq. (19) in
the given limit, i.e,
lim
RdλT
F
(1)
1,x (T ) = −F (1)2,x (T ) . (20)
In the near field limit, the temperature of the environ-
ment is expected to be negligible; furthermore, as any
equilibrium contribution in Eq. (3) vanishes for the con-
sidered components, Eq. (20) was expected, and its direct
confirmation is a consistency check for our computations.
Hence, in the given limit, the total lateral Casimir force
can now be computed for any combinations of the tem-
perature T of the object and the temperature Tp of the
plate,
lim
RdλT
Fx(T, Tp) = F
(1)
1,x (T )− F (1)1,x (Tp) . (21)
This relation remains true for the forces found in
Eqs. (17), (19), (22) and (24) below.
C. Force in terms of polarizabilites
Often the polarizability tensor [47–49] of small objects
(nanoparticles) is better known than the T matrix el-
ements in Eq. (19), and we also convert Eq. (19) into
a form containing these explicitly (see Appendix G for
details). We find
lim
λTdR
F
(1)
1,x =
3
32pi
~
d7
∫ ∞
0
dω
1
e
~ω
kBT − 1
×
Im
[
εp − 1
εp + 1
]2
Im
[
αzxα
∗
xx + αzyα
∗
xy + 2αzzα
∗
xz
]
. (22)
Here, αij is the ij component of the 3 × 3 dimensional
polarizability tensor [47]. The strong dependence of the
force on the spatial orientation of the object becomes
apparent from Eq. (22). In the case of a sphere, the
off-diagonal components of the polarizability tensor are
identically zero and we confirm once more that the lateral
force vanishes in that case.
We finally note that the self-propulsion force for a small
object near a surface scales as R6 for small R, while it
scales as R7 for a free particle, compare Eq. (15). We
also note that the force for an isolated particle cannot be
described by a polarizability tensor (higher asymmetries
are neccessary) in contrast to Eq. (22). Finally, a com-
putation for a dilute janus particle, compare Eq. (16),
yields in the presence of a surface a force of order R7, so
that forces in the presence of a plate are generally much
stronger than for isolated particles.
6V. EXPLICIT APPLICATION: A SPHEROID IN
FRONT OF A PLATE
A. Formula
Spheroids, i.e., ellipsoids with an axis of rotational
symmetry, are suitable candidates in order to observe
lateral Casimir forces in front of a plate in thermal non-
equilibrium as they exhibit an explicit anisotropy [equi-
librium forces involving ellipsoids have been studied in
detail [50–52], which are however irrelevant for our dis-
cussion]. In this section, we focus on the case of a prolate
(cigar-shaped) spheroid, for which R‖ > R⊥, where R‖
and R⊥ denote the radius parallel and perpendicular to
the axis of symmetry. The orientation of the spheroid
with respect to the surface is described by the two angles
θ and φ, see Fig. 4. The spheroid’s polarizability can
then be expressed by the two components,
α‖ ≡ eˆT‖ · αˆ · eˆ‖, α⊥ ≡ eˆT⊥ · αˆ · eˆ⊥ , (23)
where eˆ‖ and eˆ⊥ are unit vectors pointing along the axis
of rotational symmetry and perpendicular to it, respec-
tively (and the superscript T denotes the transpose of
the vector). Eq. (22) is then directly rewritten to
lim
λTdR
F
(1)
1,x =
3
64
~
d7
sin(2θ) cos(φ)×∫ ∞
0
dω
1
e
~ω
kBT − 1
Im
[
εp − 1
εp + 1
]2
Im
[
α‖α∗⊥
]
.
(24)
In this equation T is the temperature of the spheroid
and the temperature of the plate can be added accord-
ing to Eq. (21). The rotation angles θ and φ appear
as they translate the local coordinate system into the
global frame as described in Appendix G. The force in
x-direction is maximal for φ = 0 and θ = pi/4.
B. Numerical evaluation
In order to evaluate Eq. (24) numerically, we resort to
the polarizabilities for spheroids given in Refs. [47–49],
α‖/⊥(ω) =
1
3
R2⊥R‖(ε(ω)− 1)
(ε(ω)− 1)n‖/⊥(η) + 1 , (25)
with the dielectric permittivity ε(ω) and the geometrical
factors n‖/⊥ for prolate spheroids,
n‖(η) =
1− η2
2η3
(
log
(
1 + η
1− η
)
− 2η
)
, (26)
n⊥(η) =
1
2
(1− n‖(η)) . (27)
Here, η is the eccentricity of the spheroid. For a pro-
late spheroid (R‖ > R⊥), η2 = 1 − R
2
⊥
R2‖
. The dielectric
d
x
y
z
θ
φ
FIG. 4: Sketch of an object with axis of rotational symme-
try, and the definition of the angles θ and φ appearing in
Eq. (24). The object is mimicked by an arrow, which points
in the direction of the axis of rotational symmetry.
Cα ωα γα
Spheroid 3 1× 1013 1× 1011
Plate1 3 7× 1012 7× 1010
Plate2 3 8.76× 1012 8× 1010
TABLE I: Parameters for the oscillator model of the dielectric
function of spheroid and plate, where superscripts refer to
Fig. 61 and Fig. 72. ωp and γp are given in rad/sec, Cα is
dimensionless.
responses of the materials, making up the plate and the
spheroid, are modeled by the simple form
εα = 1 +
Cαω
2
α
ω2α − ω2 − iγαω
. (28)
The parameters are given in Table I and resemble realistic
values [53].
In order to understand the behavior of the force as
a function of the involved parameters, we first investi-
gate the factor Im[α‖α∗⊥] in Eq. (24) as a function of
frequency ω for different values of R‖/R⊥, see Fig. 5 (we
keep the spheroid’s volume fixed). By rewriting the imag-
inary part,
Im
[
α‖α∗⊥
]
= Re[α⊥] Im[α‖]− Re[α‖] Im[α⊥] , (29)
we note that this term yields two contributions being
responsible for the two peaks seen in Fig. 5. For small
ratios, R⊥/R‖ ≈ 0, these two peaks are far away from
each other on the frequency axis (since the resonances
in α⊥ and α‖ are far away from each other) and also
rather small (since the products Re[α⊥] Im[α‖] are small
for the same reason), cf. blue curve. For higher ratios of
R⊥/R‖ the two contributions become larger and larger
(cf. green curve) as now the overlap between α⊥ and
7α‖ increases. Ultimately, for R⊥/R‖ → 1, where the
spheroid approaches a sphere, the peaks decrease to zero,
as Im
[
α‖α∗⊥
]→ 0 for α‖ → α⊥.
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FIG. 5: Imaginary part of α‖α
∗
⊥ for different ratios of R⊥/R‖
upon constant volume over the rescaled frequency axis ω/c in
rad/µm. The curves are normalized by the maximal value
shown in the graph.
Having analyzed Im[α‖α∗⊥], it is evident, that the fac-
tor Im[
εp−1
εp+1
]2 in Eq. (24), being peaked as a function
of ω as well, strongly influences the expected force, too.
Fig. 6 shows the lateral force (the self-propulsion force)
for the peak in Im[
εp−1
εp+1
]2 located at ω/c = 0.037 rad/µm,
corresponding to the second row in Table I. We show the
force for T = 550 K and Tp = 300 K, and the angles
θ = pi/4 and φ = 0 are chosen to maximize Eq. (24). In
order to give the force in useful units, we show its ra-
tio to the corresponding gravitational force acting on the
object, with a mass density of 3.21 g cm−3. We see that
in Fig. 6, the force is maximal for R⊥/R‖ ≈ 0.25, where
the left peak of the red curve in Fig. 5 overlaps with the
peak of Im[
εp−1
εp+1
]2. The force is in the range of permills
of the gravitational force.
In Fig. 6, we show the force for the same parameters,
but now Im[
εp−1
εp+1
]2 has a peak at ω/c = 0.046 rad/µm,
corresponding to the third row in Table I. The force is
now maximal for R⊥/R‖ ≈ 0.9, where the left peak of the
green curve in Fig. 5 overlaps with the peak of Im[
εp−1
εp+1
]2.
Notably, it is of the order of the gravitational force, hence
being well in the detectable regime, e.g. using fly-by
experiments, where the changes in particle trajectory can
be detected [54]. Imagining a spheroid rotating around
the y-axis while flying parallel to a surface, the periodic
accelerations should be visible.
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FIG. 6: Lateral Casimir force for a prolate spheroid (tem-
perature 550 K) of fixed radius R‖ = 40 nm in front of a plate
(temperature 300 K) as a function of R⊥/R‖. The force is nor-
malized by the gravitation force |FG|. The distance between
spheroid and plate was set at d = 400 nm. The perpendicular
radius R⊥ was varied from 0 nm to 40 nm.
0
0.05
0.1
0.15
0.2
0.25
0.3
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
F
x
/|F
G
|
R⊥/R‖
FIG. 7: Lateral Casimir force for a prolate spheroid of fixed
radius R‖ = 40 nm in front of a plate as a function of R⊥/R‖
with the same set-up parameters as in Fig. 6, but with a
different material of the plate (cf. Table I).
VI. LINEAR RESPONSE THEORY AND
CASIMIR FRICTION
In this section, we would like to connect our findings
for the self-propulsion force to other experimentally mea-
surable quantities. In subsection VI A, we exploit the
Onsager Theorem in order to predict the heating of the
particle when flying parallel to a planar surface with a
given velocity vx. In subsection VI B, we discuss a subtle
additional contribution to the Casimir friction force felt
by the particle.
8A. Onsager theorem
The Onsager Theorem (proven explicitly for fluctua-
tional electrodynamics in Ref. [21]), relates two distinct
(experimental) set-ups, where the global equilibrium is
disturbed by different means. In set-up i), starting from
equilibrium, one perturbs the temperature of one of the
objects, and asks for the change of Casimir force due
to that. In set-up ii), again starting from equilibrium,
one perturbs the system by driving one of the objects
with a constant velocity, and asks for the change of its
temperature (more precisely the change in its total heat
absorption H). The Onsager Theorem then states,
d〈H(α)〉
dvβ
∣∣∣∣
vβ=0
= −T d〈F
(β)〉
dTα
∣∣∣∣
{Tα}=Tenv=T
. (30)
In this equation α and β can be either of the two objects
{α, β} = 1, 2.
Specifically exploiting this relation for the set-up con-
sidered in the previous sections, we can predict the heat-
ing of the anisotropic particle, when it is driven parallel
to the surface at constant velocity vx. It follows directly
from Eq. (19) (which we also have to expand in temper-
ature differences in order to make linear response theory
valid),
lim
λTdR
d〈H〉
dvx
∣∣∣∣
vx=0
=
27
128
√
2pi
∫ ∞
0
dω
e
~ω
kBT(
e
~ω
kBT − 1
)2 ~ωkBT ×
c6
ω6
Im
[
εp − 1
εp + 1
]2∑
m
Am Re
[T−1,mT ∗0,m − T0,mT ∗1,m] .
(31)
We note that the same manipulations performed for the
force in the previous sections can also be performed here,
such that Eqs. (22) and (24) are as well linked to the
heating of the polarizable object.
We also note that d〈H〉dvx |vx=0 can be positive or nega-
tive, depending on the direction of driving with respect
to the orientation of the particle, so that the anisotropic
particle is heated or cooled. Last, for an isotropic object,
this expression is identically zero as is the self-propulsion
force, and d〈H〉dvx |vx=0 = 0, such that the heating of the
particle will be of higher order in vx.
B. Additional Casimir friction
Imagine the anisotropic particle moving parallel to the
surface with constant velocity vx. Due to this motion
and Eq. (31), the temperature of the particle will change,
with ∆T linear in vx. According to our computations in
the main text, this change in temperature will result in
a lateral Casimir force, which constitutes an additional
contribution to the particle’s friction force. This friction
force is linear in vx, and hence additional to the stan-
dard approaches for computation of friction, as e.g. in
Refs. [21, 55, 56]. It appears for anisotropic particles, and
regardless of the particle heating up or cooling down, al-
ways increases the friction. From Eq. (30), this additional
friction force seems to vanish for T → 0.
C. Time scales of force fluctuations
Another well-known relation in linear response relates
the above mentioned friction coefficient γ to the fluctu-
ations of forces F (t) in equilibrium (the so-called Kirk-
wood formula [57–59])
γ(t) =
1
kBT
∫ t
0
dt′〈F (t′)F (0)〉eq . (32)
where δF (t) = F (t)−〈F (t)〉eq represents the force fluctu-
ations. Eq. (32) gives the time dependent friction coeffi-
cient, if, for t < 0, the particle was at rest, and for t ≥ 0,
the particle moves with constant velocity v. We can now
discuss two distinct time scales of that friction, following
our discussion in the previous subsection. First, there is
a quick adjustment of the friction due to the reaction rate
of the charge and current fluctuations in the materials,
which we expect on the time scale related to typical fre-
quencies appearing in Casimir integrals, i.e, of the order
of τ1 = 10
−14s. Second, as discussed above, the particle
–if anisotropic– will change its temperature, giving rise
to the additional friction contribution. The time scale for
it is much longer, related to the time necessary to change
the particle’s temperature.
Interestingly, with Eq. (32), this time scale should also
visible in the fluctuations of F (t), more specifically, in
its time dependent autocorrelator. This is physical, as
now, the force depends on the particles temperature,
and therefore 〈F (t′)F (0)〉eq is influenced by temperature
fluctuations of the object (or more precisely, by fluctu-
ations of its internal energy E). Following arguments of
Ref. [21], the time scale of fluctuations of E(t) is esti-
mated to be τ2 = C/k, where C is the object’s heat ca-
pacity and k is the heat transfer coefficient, connecting
the object to its environment (including the plate). This
time scale is typically in the micro- to millisecond regime
[20, 21] and hence much larger then the ’electronic’ τ1.
This discussion is sketched in Fig. 8.
VII. SUMMARY
Using fluctuational electrodynamics, we have stud-
ied the phenomenon of self-propulsion through Casimir
forces in thermal non-equilibrium in two scenarios. For
an isolated object the self-propulsion force is found to be
of order O(R7) for small R (denoting R as the largest di-
mension of the object). As expected, the self-propulsion
force vanishes for isotropic objects. We then add a planar
90 τ1 τ2
γ
(t
)
t
Friction coefficient γ(t)
FIG. 8: Principle behavior of the time-dependent friction co-
efficient for an anisotropic particle in front of a plate, moving
at constant velocity vx for t ≥ 0. In the evolution of time two
contributions show up, exhibiting the signatures of different
time scales τ1 and τ2. τ1 is due to charge fluctuations, while
τ2 is due to fluctuations of internal energy of the particle, and
is absent for isotropic particles. The dashed line represents
the stationary friction coefficient as proposed by standard ap-
proaches for computation of friction. The details for t → 0
are omitted due to unknown behavior in this regime.
surface to our set-up focusing on the self-propulsion of
the object alongside the surface, i.e., the lateral Casimir
force. In the near-field, where the separation d be-
tween particle and plate is much smaller than the ther-
mal wavelength λT = ~c/kBT (which is roughly 8µm at
room temperature), the leading order term for small and
anisotropic particles is of order O(R6) and diverges like
d−7. Rewriting the force formula in terms of polarizabili-
ties, we expose the strong dependence of the lateral force
on the spatial orientation of the object. For the case of
a spheroid we show that the force can be as large as the
gravitational force, thus being potentially measurable in
experiments.
Finally, we link our results to relations of linear re-
sponse theory in fluctuational electrodynamics. Exploit-
ing the Onsager theorem we can predict the heating or
cooling of the anisotropic particle, when it is driven par-
allel to the surface at constant velocity vx. This change
in temperature leads to a lateral Casimir force, which
constitutes an additional contribution to the particle’s
friction force linear in vx compared to the standard ap-
proaches for computation of friction. We close by speci-
fying the time scales τ1 and τ2 of the two contributions
to the friction, where the time scale of the standard ap-
proach is assumed to be of the order of τ1 = 10
−14 s and
the time scale of the correction term is typically in the
micro- to millisecond regime.
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Appendix A: Green’s function G
In classical electrodynamics the electric field obeys the
Helmholtz equation [60][
H0 − V− ω
2
c2
I
]
E(ω, r) = 0 , (A1)
where H0 = ∇×∇ describes free space, and
V =
ω2
c2
(ε− I) +∇×
(
I− 1
µ
)
∇× (A2)
is the potential introduced by the objects. Thus, the
dyadic free Green’s function is defined by [44, 60][
H0 − V− ω
2
c2
I
]
G(r, r′) = Iδ(3)(r− r′) . (A3)
Accordingly, the free Green’s function G0 solves the wave
equation for V = 0.
Appendix B: Classical scattering operator T
The classical scattering operator T is a convenient
way of rewriting the Helmholtz equation as a Lippmann-
Schwinger equation [61]. The Lippmann-Schwinger equa-
tion
Esc = E+G0VEsc (B1)
is the general solution to the Helmholtz equation (A1).
Here G0 is the free Green’s function as discussed in Ap-
pendix A and the homogeneous solution E obeys the free
Helmholtz equation
[
H0 − ω2c2 I
]
E = 0. The iterative
substitution for E yields the following formal expression
in terms of the T operator:
Esc = E+G0TE . (B2)
Solving for T, we obtain
T = V
1
1−G0V . (B3)
The T operator contains all the geometric information of
our objects. To the lowest order of expansion it equals
the potential V, as in the Born approximation.
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Appendix C: Spherical Basis
The spherical wave basis offers the most concise repre-
sentation of partial waves as it does not contain evanes-
cent modes. Here, we adopt the wave expansion given in
Ref. [20], where the waves, depending on spherical coor-
dinates r, θ, and φ, are defined as
EregMlm =
√
(−1)mω
c
1√
l(l + 1)
jl
(ω
c
r
)
∇× rY ml (θ, φ) ,
(C1)
EoutMlm =
√
(−1)mω
c
1√
l(l + 1)
hl
(ω
c
r
)
∇× rY ml (θ, φ) ,
(C2)
EregNlm =
c
ω
∇×EregMlm , (C3)
EoutNlm =
c
ω
∇×EoutMlm . (C4)
The function jl denotes the spherical Bessel function of
order l and hl represents the spherical Hankel function
of the first kind of order l. Y ml (θ, φ) are the spherical
harmonics, where the standard definition according to
Ref. [60] has to be applied. The partial wave indices
in the spherical basis are given by µ = {P, l,m}, con-
taining the polarization P (magnetic M or electric N),
the spherical multipole order l, as well as the multipole
index m. Sums over partial wave indices Σµ turn into∑
P
∑∞
l=1
∑l
m=−l in the spherical basis.
Appendix D: Plane wave basis
The plane wave basis is a convenient way to describe
planar bodies such as a (infinite) plate. We determine the
z-direction as our symmetry axis for planar objects lying
in the xy-plane. In the following, we consider two sets
of eigenfunctions of the wave equation. The first one is
applicable to problems involving thick slabs (with negligi-
ble transmission coefficient) and makes use of elementary
left- and right-moving waves. The vector eigenfunctions
in this basis for the two polarizations are defined accord-
ing to Ref. [20] as
M±k⊥(x⊥, z) =
i
2
√
kz|k⊥|
(xˆky − yˆkx)eik·r , (D1)
N±k⊥(x⊥, z) =
c
ω
2
√
kz|k⊥
(±xˆkxkz ± yˆkykz + zˆk2⊥)eik·r .
(D2)
In these equations x⊥ and k⊥ are the spatial coordinate
and the wave vector perpendicular to the symmetry axis.
For the wave vector we can hence write k = (k⊥, kz)T ,
with kz =
√
ω2
c2 − k2⊥. The waves are denoted by par-
tial wave indices µ = (j, P,k⊥) and σ(µ) = (j¯, P,−k⊥),
where L¯ = R and R¯ = L. In terms of these eigenfunc-
tions, regular and outgoing waves read as
EregR,P,k⊥(r) = P
−
k⊥(x⊥, z) , (D3)
EregL, P,k⊥(r) = P
+
k⊥(x⊥,−z) , (D4)
EoutR,P,k⊥(r) =
{
2EregR,P,k⊥(r), z ≥ 0
0, z < 0
, (D5)
EoutL, P,k⊥(r) =
{
0, z ≥ 0
2EregL, P,k⊥(r), z < 0
. (D6)
The second set of eigenfunctions employs waves of def-
inite parity that are convenient in problems involving
slabs of finite thickness whose transmission coefficient
cannot be neglected. These waves have a definite par-
ity (carrying the index s = ±) under reflections at the
z = 0 plane and consist of a superposition of left- and
right-moving waves:
Eregs,P,k⊥(r) =
i
1−s
2√
2
[EregR,P,k⊥(r) + sE
reg
L, P,k⊥(r)] , (D7)
Eouts,P,k⊥(r) =
i
1−s
2√
2
[EoutR,P,k⊥(r) + sE
out
L, P,k⊥(r)] . (D8)
The waves carry the partial wave indices µ = (s, P,k⊥)
and σ(µ) = (s, P,−k⊥). The transition between the two
sets of outgoing waves can be written in terms of the
unitary transformation
Eouts,P,k⊥ =
∑
j=L,R
Eoutj,P,k⊥Ojs . (D9)
The transformation matrix immediately follows from
Eq. (D8) and is given by
Ojs =
1√
2
(δs,+δj,R + δs,+δj,L + iδs,−δj,R − iδs,−δj,L) .
(D10)
Appendix E: T matrix
1. General definition
The matrix elements of the classical scattering opera-
tor T are readily evaluated as [20]
Tµµ′ = i
∫
d3r
∫
d3r′Eregσ(µ)(r)T(r, r
′)Eregµ′ (r
′) . (E1)
The function σ(µ) is a permutation among the partial
wave indices, which fulfills σ(σ(µ)) = µ. In the spher-
ical basis σ(µ) changes the multipole index m to −m,
i.e. σ(µ) = {P, l,−m}. Note that the matrix elements
satisfy the condition Tµµ′ = Tσ(µ′)σ(µ) because of the
symmetry of T.
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2. T matrix of a sphere
The scattering of electromagnetic waves by a sphere
of radius R and permittivity ε is often referred to as
Mie scattering. In this specific case the boundary value
problem can be solved analytically and one obtains the
matrix elements of T in closed form, the so-called Mie
coefficients. These coefficients are well-known quan-
tities and thoroughly defined in Ref. [48]. Assuming
isotropic and local ε and µ the T matrix is diago-
nal in all indices and most notably independent of m,
T PP ′lml′m′ = T Pl δPP ′δll′δmm′ . Introducing the abbrevia-
tions R∗ = Rω/c and R˜∗ =
√
εµRω/c, the matrix ele-
ment T Pl can be written as [48]
T Ml = −
µjl(R˜
∗) ddR∗ [R
∗jl(R∗)]− jl(R∗) ddR˜∗ [R˜∗jl(R˜∗)]
µjl(R˜∗) ddR∗ [R
∗hl(R∗)]− hl(R∗) ddR˜∗ [R˜∗jl(R˜∗)]
.
(E2)
T Nl is obtained from T Ml by interchanging µ and ε.
3. T matrix of a plate
The T matrix of a plane-parallel dielectric slab of finite
thickness in the region −l ≤ z ≤ 0 is closely related to
the Fresnel reflection and transmission coefficients r
(R)
P
and t
(R)
P for outgoing waves on the right of the slab by
[20]
T˜ P,P ′R,k⊥,R,k′⊥ = δPP ′(2pi)
2δ(2)(k⊥ − k′⊥)
t
(R)
P − 1
2
, (E3)
T˜ P,P ′R,k⊥,L,k′⊥ = δPP ′(2pi)
2δ(2)(k⊥ − k′⊥)
r
(R)
P
2
. (E4)
By substituting L for R we obtain the equivalent matrix
elements for outgoing waves on the left side of the slab.
Here, we provide a slightly different variant of the scatter-
ing matrix, the transformed matrix T˜ , which is linked to
the original T matrix by application of the unitary trans-
formation O defined in Eq. (D10) reading as T˜ = OT O†.
The Fresnel coefficients both depend on the thickness l of
the slab (c.f. Ref. [49], p.299). Considering an infinitely
thick plate (l → ∞), the transmission vanishes and r(R)P
approaches the relation given in Ref. [60]:
rN (k⊥, ω) =
ε
√
ω2
c2 − k2⊥ −
√
εµω
2
c2 − k2⊥
ε
√
ω2
c2 − k2⊥ +
√
εµω
2
c2 − k2⊥
. (E5)
The Fresnel reflection coefficient for magnetic polariza-
tion rM is obtained from rN by interchanging ε and µ.
Appendix F: Conversion matrices
1. Plane waves to spherical waves
The outgoing plane wave eigenfunctions in Eq. (D5)
are expanded in regular spherical waves by means of the
conversion matrix D:
EoutR,P,k⊥(x⊥, z) =
∑
P ′,l,m
DlmPP ′k⊥E
reg
P ′lm . (F1)
The matrix elements of D are given according to Ref. [20]
by
DlmMMk⊥ =
−il+1√
(−1)m
c
ω
√
4pi(2l + 1)(l −m)!
l(l + 1)(l +m)!
×√
c
ω
|k⊥|√
kz
P
′m
l
(
c
ω
√
ω2
c2
− k2⊥
)
e−imΦk⊥ ,
(F2a)
DlmNMk⊥ =
mil+1√
(−1)m
√
4pi(2l + 1)(l −m)!
l(l + 1)(l +m)!
×
1
|k⊥|P
m
l
(
c
ω
√
ω2
c2
− k2⊥
)
e−imΦk⊥ , (F2b)
DlmNNk⊥ = DlmMMk⊥ , (F2c)
DlmMNk⊥ = DlmNMk⊥ , (F2d)
where Φk⊥ is the angle of k⊥ with respect to the x axis.
2. Spherical waves to spherical waves
Outgoing spherical waves can be expanded into regu-
lar spherical waves with respect to a different origin by
application of the translation matrix U . The expansion
of outgoing waves of object 1 in the coordinate system of
object 2 can be written as
EoutPlm(r) =
∑
P ′l′m′
U21P ′P,l′l,m′m(d)EregP ′l′m′(r+ dzˆ) . (F3)
The translation matrix U21 implies a shift of waves along
the z axis by length d, where dzˆ = O1−O2 is the connec-
tion vector between the origins of the coordinate system
of object 1 and 2. The matrix elements of U are readily
calculated according to Ref. [62]:
UP ′P,l′l,m′m =
∑
ν
[
l(l + 1) + l′(l′ + 1)− ν(ν + 1)
2
δPP ′
− imdω
c
(1− δPP ′)
]
Al′lνm(d)δmm′ . (F4)
The function Al′lνm(d) is defined as
Al′lνm(d) = (−1)m il−l′+ν(2ν + 1)
√
(2l + 1)(2l′ + 1)
l(l + 1)l′(l′ + 1)
×
12(
l l′ ν
0 0 0
)(
l l′ ν
m −m 0
)
hν
(
dω
c
)
, (F5)
with hν the spherical Hankel function of the first kind.
By replacing hν with jν , the spherical Bessel function of
the first kind, we obtain the regular part of the transla-
tion matrix that is linked to the infinitesimal translation
operator p by
pµµ′ = −∇aVµµ′(a)|a=0 . (F6)
Appendix G: Polarizability tensor αˆ
In the dipole limit l = 1 for electrical polarization
P = N , the T matrix elements for objects featuring a
rotational axis of symmetry can be rewritten in terms of
the (anisotropic) polarizability tensor αˆ as
T N,N1m,1m′ = i
ω2
c2
∫
dΩ ERegN,1,−m(r = 0) αˆE
Reg
N,1,m′(r = 0) ,
(G1)
where we have to perform an integration over the solid
angle Ω. The polarizability tensor contains information
about the electrical properties of the object as well as the
orientation of the object. It can be assumed diagonal in
a properly chosen coordinate system. By transformation
of this diagonal tensor,
αˆ0 =
αx 0 00 αy 0
0 0 αz
 , (G2)
we obtain the polarizability tensor in the global frame by
a passive rotation of the coordinate system around the
y- and z-axis, respectively, as
αˆ ≡
αxx αxy αxzαyx αyy αyz
αzx αzy αzz
 = OˆTz (OˆTy αˆ0Oˆy)Oˆz . (G3)
The rotation matrices O{y,z} are given for example in
Ref. [63]. The polarizability tensor αˆ is a convenient way
to calculate the T matrix elements used in this limit, as
the computation of the T operator in Eq. (E1) is fairly
difficult for arbitrary shape of the object. Note that the
dipole limit is applicable only if the size of the object
(denoting R as the largest dimension of the anisotropic
object) is the smallest scale involved, i.e., if R is small
compared to the thermal wavelength (which is roughly
8µm at room temperature), as well as the material skin
depth. In this case, the T N,N1m,1m′ elements as defined in
Eq. (G1) are the dominant ones.
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