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Searching for Dark Matter With Single Phase Liquid Argon
Abstract
The first hint that we fail to understand the nature of a large fraction of the gravitating matter in the
universe came from Fritz Zwicky's measurements of the velocity distribution of the Coma cluster in 1933.
Using the Virial theorem, Zwicky found that galaxies in the cluster were orbiting far too fast to remain
gravitationally bound when their mass was estimated by the brightness of the visible matter. This led to
the postulation that some form of non-luminous dark matter is present in galaxies comprising a large
fraction of the galactic mass. The nature of this dark matter remains yet unknown over 80 years after
Zwicky's measurements despite the efforts of many experiments.
Dark matter is widely believed to be a beyond the Standard Model particle which brings the dark matter
problem into the realm of particle physics. Supersymmetry is one widely explored extension of the
Standard model, from which particles meeting the constraints on dark matter properties can naturally
arise. These particles are generically termed weakly interacting massive particles (WIMPs), and are a
currently favored dark matter candidate.
A variety of experimental efforts are underway aimed towards direct detection of dark matter through
observation of rare scattering of WIMPs in terrestrial detectors. Single phase liquid argon detectors are an
appealing WIMP detection technique due to the scintillation properties of liquid argon and the scalability
of the single phase approach. The MiniCLEAN dark matter detector is a single phase liquid argon
scintillation scintillation detector with a 500 kg active mass. The modular design offers $4\pi$ coverage
with 92 optical cassettes, each containing TPB coated acrylic and a cryogenic photomultiplier tube.
The MiniCLEAN detector has recently completed construction at SNOLAB. The detector is currently being
commissioned, and will soon begin operation with the liquid argon target. Utilizing advanced pulse-shape
discrimination techniques, MiniCLEAN will probe the WIMP-nucleon cross section parameter space to the
level of $10^{-44}$ cm$^2$ and demonstrate the pulse-shape discrimination required for next generation
experiments capable of further probing the WIMP parameter space in search of WIMP dark matter.
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ABSTRACT
SEARCHING FOR DARK MATTER WITH SINGLE
PHASE LIQUID ARGON
Thomas S. Caldwell Jr.
Josua R. Klein
The first hint that we fail to understand the nature of a large fraction of the
gravitating matter in the universe came from Fritz Zwicky’s measurements of
the velocity distribution of the Coma cluster in 1933. Using the Virial theorem,
Zwicky found that galaxies in the cluster were orbiting far too fast to remain
gravitationally bound when their mass was estimated by the brightness of the
visible matter. This led to the postulation that some form of non-luminous dark
matter is present in galaxies comprising a large fraction of the galactic mass. The
nature of this dark matter remains yet unknown over 80 years after Zwicky’s
measurements despite the efforts of many experiments.
Dark matter is widely believed to be a beyond the Standard Model particle which
brings the dark matter problem into the realm of particle physics. Supersymmetry
is one widely explored extension of the Standard model, from which particles
meeting the constraints on dark matter properties can naturally arise. These
particles are generically termed weakly interacting massive particles (WIMPs),
and are a currently favored dark matter candidate.
A variety of experimental efforts are underway aimed towards direct detection
of dark matter through observation of rare scattering of WIMPs in terrestrial
detectors. Single phase liquid argon detectors are an appealing WIMP detection
technique due to the scintillation properties of liquid argon and the scalability
of the single phase approach. The MiniCLEAN dark matter detector is a single

iv
phase liquid argon scintillation scintillation detector with a 500 kg active mass.
The modular design offers 4π coverage with 92 optical cassettes, each containing
TPB coated acrylic and a cryogenic photomultiplier tube.
The MiniCLEAN detector has recently completed construction at SNOLAB. The
detector is currently being commissioned, and will soon begin operation with the
liquid argon target. Utilizing advanced pulse-shape discrimination techniques,
MiniCLEAN will probe the WIMP-nucleon cross section parameter space to the
level of 10−44 cm2 and demonstrate the pulse-shape discrimination required for
next generation experiments capable of further probing the WIMP parameter
space in search of WIMP dark matter.
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A typical voltage waveform from a single PMT in MiniCLEAN
Monte Carlo simulation. The top panel shows the waveform normalized by 5 times the RMS of the electronics noise profile (black,
solid) compared to the sliding integral value normalized by the corresponding threshold (blue, dashed). The sliding integration window enhances the right-skew PMT pulses relative to threshold while
providing a filter for high frequency electronics noise. The bottom
panel shows the pulse regions identified by the pulse finder. Green
shaded regions are the regions where threshold is crossed, and the
gray regions indicate a buffer region that extends the pulse boundaries. If threshold is crossed again within the buffer, the pulse
boundary is further extended as in the right most pulse region. .
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(Left) Sample distribution of PN (n|q, t1 , t2 ) for the pulse shown in
the right panel. The Bayesian photoelectron counting algorithm
assigns 14 photoelectrons to this pulse. (Right) The assigned times
using the waveform shape are shown by the vertical blue dashed
lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xx

. 178

. 180

. 181

. 183

. 185

. 186

List of Figures
8.10 A rendering of the DEAP-1 detector from the GEANT4 simulation.
The 7.6 kg liquid argon volume is coupled to acrylic light guides via
TPB coated glass windows. Each light guide is coupled through a
layer of mineral oil to Hamamatsu Photonics R5912 PMT. . . . . .
8.11 Distribution of fp (left column), rp (middle column), and lr (right
column) test statistics for simulated electronic recoils from a 22 Na
calibration source as a function of reconstructed number of photoelectrons in DEAP-1 simulation (top row) and data (bottom row).
The solid black line in each panel represents the simulated mean
profile of each test statistic for nuclear recoils in DEAP-1. The
discrete nature of the rp test statistic creates the structure which
is apparent in the center panels. A population of events at positive lr values below 100 PE due to pileup of Cherenkov light from
the 1274 keV gamma with scintillation from the 511 keV gamma
becomes increasingly apparent with the improved test statistic. . .
8.12 Distribution of fp , rp , and lr test statistics for electronic recoils for
22
Na calibration events in DEAP-1 with 30 PE. The vertical dashed
line indicates 50% nuclear recoil acceptance at 6.7 keVee. The lr
values have been linearly transformed such that the median values
for the electron and nuclear recoil distributions match those for fp .
The shift in the rp peak relative to fp is due to the discrete nature
of the test statistic. . . . . . . . . . . . . . . . . . . . . . . . . . .
8.13 Right: the fractional error in estimation of the number of photoelectrons in simulated electron events in the MiniCLEAN detector
between 75 and 100 PE. The second pass of Bayesian photoelectron counting, which replaces the bootstrapped Bayesian prior with
a prior derived from the reconstructed position and energy of the
event, reduces the energy bias from 3.0% to 0.5%, reduces the energy resolution from 4.1% to 3.9%, and reduces the RMS of the lr
distribution by 5%. Left: the lr distribution is narrowed slightly
after a second iteration with improved Bayesian priors. . . . . . . .
8.14 The ratio of estimated number of photoelectrons divided by the true
number of photoelectrons for simulated 39 Ar decays in the MiniCLEAN. Only events between 75 and 100 PE, and radius less than
295 mm are shown. . . . . . . . . . . . . . . . . . . . . . . . . . .
8.15 Distribution of fp (left panel), rp (center panel), and lr (right panel)
test statistics for simulated electronic (color scale) and nuclear (black
points) recoils as a function of reconstructed number of photoelectrons in the MiniCLEAN detector. The solid red line in each panel
indicates the mean profile for simulated WIMP events shown by the
black points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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8.16 Distribution of fp , rp and lr test statistics for electronic recoils for
simulated MiniCLEAN events at 40 PE. The vertical dashed line
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Chapter 1
Introduction
The first hint that we fail to understand the nature of a large fraction of the
gravitating matter in the universe came from Fritz Zwicky’s measurements of the
velocity distribution of the Coma cluster in 1933 [1]. Using the Virial theorem,
Zwicky found that galaxies in the cluster were orbiting far too fast to remain
gravitationally bound when their mass was estimated by the brightness of the
visible matter. This led to the postulation that some form of non-luminous dark
matter is present in galaxies comprising a large fraction of the total mass of the
galaxy. The nature of this dark matter remains yet unknown over 80 years after
Zwicky’s measurements despite the efforts of many experiments in particle physics,
astrophysics, and cosmology.
On a smaller astrophysical scale, Zwicky’s measurements were confirmed in the
1970s and 80s with measurements of individual galactic rotation curves indicating
that a large halo of dark matter must be present to account for the orbital velocity of stars at large galactic radii. Subsequently, many measurements have supported the existence of dark matter, including gravitational lensing, anisotropies in
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the cosmic microwave background, and baryon acoustic oscillations. Modeling of
large scale structure formation has, in addition, suggested that a long-lived, nonrelativistic, non-interacting particle must exist to produce the large scale structure
structure observed today. Furthermore, the matter content of the universe is well
accounted for by Big Bang nucleosynthesis which suggests that dark matter must
be non-baryonic.
Within the Standard Model of particle physics, the only potentially viable dark
matter candidates are the neutrinos. However, the relativistic neutrinos of the
standard model would not allow the propagation of density fluctuations to produce
the observed large scale structure currently observed in the universe. Dark matter
is thus widely believed to be a beyond the Standard Model particle which brings
the dark matter problem into the realm of particle physics. Supersymmetry is one
widely explored extension of the Standard model, from which particles meeting the
constraints on dark matter properties can naturally arise. These particles typically
have GeV/c2 to TeV/c2 scale masses and interact via the weak force. These
particles are generically termed weakly interacting massive particles (WIMPs),
and are a currently favored dark matter candidate.
The existence of WIMPs may be inferred indirectly in two ways. First, the decay or
annihilation products of WIMPs from astrophysical regions of high WIMP density
may be detected using telescopes. Alternatively, colliders may produce WIMPs
and observe the missing energy signature of dark matter. WIMPs may be detected
directly by measurement of the scattering of WIMPs on terrestrial detectors. The
direct detection of WIMP dark matter, in particular with single phase liquid argon
detectors, is the primary topic of this dissertation.
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In this chapter, some of the evidence for dark matter is briefly reviewed. Chapter 2 details the standard WIMP model assumptions used in determining scattering rates on detector targets and provides an overview of the field of direct dark
matter detection. The physics relevant to single phase liquid argon detectors is
summarized in Chapter 3. Chapters 4 and 5 describe the concept, realization, and
commissioning of the MiniCLEAN detector, a current generation 500 kg single
phase liquid argon detector. The simulation and analysis package used for MiniCLEAN is described in Chapter 6. Measurements and modeling of the response of
the photomultiplier tubes used in MiniCLEAN are detailed in Chapter 7. Techniques for improved sensitivity to WIMP dark matter in scintillation detectors
with backgrounds are discussed in Chapter 8. These techniques are utilized to
improve upon WIMP detection limits with the prototype DEAP-1 detector in
Chapter 9. Finally, the remainder of Chapter 9 provides outlook on WIMP detection in MiniCLEAN and next generation liquid argon detectors.

1.1

Evidence for the Existence of Dark Matter

This section provides a brief review of some of the observational evidence for the
existence dark matter.

1.1.1

Galaxies and Galaxy Clusters

As mentioned above, the observations of Zwicky pointed to a large amount of
non-luminous matter present in galaxy clusters in order for them to remain gravitationally bound. Perhaps the most straight-forward evidence for the existence of
dark matter comes from the observation of galactic rotation curves in the 1970s
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and 80s by Vera Rubin and others which tested Zwicky’s observations at the scale
of single galaxies. If the bulk of the luminous matter of a galaxy is contained within
a given radius, r, the rotational velocity, v(r), for objects outside that radius dies
√
off as v(r) ∝ 1/ r based on simple Newtonian dynamics. Figure 1.1 from Rubin,
Ford, and Thonnard’s 1980 paper [2], shows rotation curves from 21 large spiral
galaxies. Well beyond the central luminous region of all of the galaxies shown, the
rotational velocity of objects approached a constant value rather than falling as
√
1/ r. This implies that the mass density distribution beyond the luminous region
of the galaxy scales as 1/r2 which can most easily be explained by the presence of
a large, uniform halo of non-luminous gravitating matter.

Figure 1.1: A survey of the rotation curves for 21 Sc galaxies. The mean
velocity in the plane of the galaxy is shown as a function of the linear distance
from the nucleus. Figure taken from [2].

With dark matter comprising a large fraction of the mass in the universe, one
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method of studying the mass distribution in galaxy clusters or even larger structures is to utilize the effect of weak lensing. Large accumulations of mass induce
curvature in the local region of space which alters the path light takes from a source
behind the mass to an observer. The large gravitating mass acts as a convex lens
which distorts objects according to the mass of the gravitating body. Utilizing a
collection of lensed objects, the density profile of the matter between an observer
and lensed sources can be determined, even if the object does not emit light. As
described in [4], this weak lensing effect has been used to map the large scale
structure of dark matter. Figure 1.2 shows a particularly dramatic lensing image
from the 0024+1654 cluster. The right panel of the figure shows a reconstruction
of the matter profile of the cluster with sharp peaks from luminous matter on top
of a smooth distribution of dark matter.

Figure 1.2: Gravitational lensing produced by the 0024+1654 cluster. A
reconstruction of the matter distribution is shown on the right with sharp peaks
formed by galaxies on top of a smooth distribution of dark matter. Figure taken
from [3] with data from [4].

Another observation which provides compelling evidence for the existence of weakly
interacting dark matter is Bullet Cluster shown in Figure 1.3. The composite image [6] from 2006 shows the merger of two galaxy clusters with the X-rays emission
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from the hot baryonic gas in pink exhibiting a clear shock wave from the resistance of interactions within the baryonic gas. The mass distribution, shown in
blue, is inferred from gravitational lensing around the clusters and passes through
the collision unhindered with the mass peak spatially offset from the baryonic
mass peak by 8σ. This demonstrates the overwhelming abundance of dark matter
in the galaxy clusters, and shows that the dark matter must be essentially collisionless with both itself and the baryonic matter. The Bullet Cluster provides
further compelling evidence for the existence of dark matter over theories of modified gravity since the offset in the total and baryonic mass peaks cannot be easily
accommodated in theories of modified gravity.

Figure 1.3: A composite image of the Bullet Cluster (1E 0657-56) [5]. X-ray
emission from the hot baryonic gas is indicated in pink, and the concentration
of mass determined by the gravitational lensing is shown in blue. The hot gas
in the collision is slowed by interactions between the baryonic matter while
the dark matter, comprising the majority of the mass, continued through the
collision unhindered.
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Cosmic Microwave Background

The WMAP experiment has collected nine years of data during which it has precisely mapped the cosmic microwave background (CMB), the oldest light in the
universe produced at the epoch of recombination. Anisotropies in the temperature
of the CMB contain a great deal of information about the expansion of the early
universe and can be used to determine the matter densities observed today. Taking Ωm , ΩΛ , and Ωk as the matter density, cosmological constant, and curvature
of the universe relative to the critical density today such that Ωm + Ωk + ΩΛ = 1,
the Friedmann equations in the lambda cold dark matter (ΛCDM) model can be
written as


H
H0
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1
≡ 2
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 2
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ȧ
0
0
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1 ä
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a

(1.1)

where H and a are the Hubble constant and scale factor at time t and the subscript
of 0 denotes the value today. Letting Ωb and Ωχ represent the baryon and dark
matter densities, the matter component of the universe is Ωm = Ωb + Ωχ .
The WMAP collaboration performs a six parameter fit [7] to the parameters of the
ΛCDM model with inflation to precisely measure the matter content of the universe. The fitted parameters are dark energy density ΩΛ , the physical dark matter
and baryon densities Ωχ h2 and Ωb h2 (where h is defined by H = 100h km/s/Mpc),
the amplitude of the curvature perturbations, the scalar spectral index of inflation, and the optical depth of reionization. With Ωk consistent with zero,
the WMAP nine year dataset combined with other CMB measurements, baryon
acoustic oscillation measurements, and independent measurements of the Hubble constant (see [7] for details) finds best fit values of Ωb = 0.04628 ± 0.00093,
+0.0095
Ωχ = 0.2402+0.0088
−0.0087 , and ΩΛ = 0.7135−0.0096 [7]. The consistency of these results
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with the ΛCDM model provide further evidence for the existence of dark matter
and provide precision measurements of the densities of baryonic and dark matter.

1.1.3

Structure Formation

Figure 1.4 shows a galaxy map from the Sloan Digital Sky Survey extending to
distances of 600 Mpc. Structure extending over these scales is visible which requires density fluctuations in the universe to form at very early times to provide
the potential into which small scale structures merge to form objects on larger
scales. If the universe were dominated by luminous matter, the epoch of structure formation cannot begin until recombination which would require much larger
fluctuations in the CMB than observed in order to produce large scale structure
today. Dark matter, on the other hand, can begin to form structure long before
recombination, since it isn’t influenced by the intense radiation pressure of the
early universe, which allows density fluctuations to propagate over much larger
scales and allows galaxy formation at earlier times. However, relativistic dark
particles would tend to smooth out density fluctuations, tending not to produce
the observed large scale structure in N-body simulations. A more quantitative
statement of the amount of structure in the universe is the shape of the linear
mass power spectrum of observed galaxies. This can be summarized by the parameter σ8 , a measure of the density fluctuations at early times, defined as the
amplitude of the power spectrum at 8h−1 Mpc. The WMAP measurements described in the previous section combined with other available measurements give
a value of σ8 = 0.820+0.013
−0.014 [7] which isn’t achieved in a universe dominated by
either luminous matter or relativistic dark matter.
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Figure 1.4: Figure from [8] (including data from [9]) showing a slice of the
Sloan Digital Sky Survey galaxy map extending to 600 Mpc.

1.2

The Argument for WIMPs

Following [28], for a long-lived weakly interacting massive particle χ, the number
density in thermal equilibrium is given by

neq
χ

g
=
(2π)3

Z

f (p)d3 p,

(1.2)

where g is the number of internal degrees of freedom of the particle and f (p)
is the Fermi-Dirac or Bose-Einstein distribution depending on the nature of the
particle. The annihilation rate of χ particles into lighter particles can be expressed
as < σa v > nχ , where σa is the annihilation cross section and < σa v > is the
velocity averaged total annihilation cross section into lighter particles. The time
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evolution of the number density, nχ is described by the Boltzmann equation [28]


dnχ
2
.
)
+ 3Hnχ = − < σa v > (nχ )2 − (neq
χ
dt

(1.3)

In a rapidly accelerating universe which leaves thermal equilibrium, for a longlived particle χ, this results in a relic freezeout of χ particles at approximately
H =< σa v > nχ .

Figure 1.5: Numerical solutions to number density in Equation 1.3. The
solid line indicates the equilibrium abundance, and the dashed lines indicate the
actual abundance for increasing values of the velocity averaged total annihilation
cross section. Figure taken from [28], originally from [10].

Figure 1.5 from [28] shows numerical solutions to Equation 1.3 for varying values
of the velocity averaged total cross section. With increasing annihilation cross
section, the dark matter particles stay in equilibrium longer which results in a
lower relic density. The rapidly falling number density in Figure 1.5 is also worth
noting as the number density decays nearly 18 decades in less than 2 decades
of the χ freezeout time. Through an approximate solution to Equation 1.3 and
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assuming that the entropy per comoving volume in the universe remains constant,
Jungman, Kamionkowski and Griest arrive at a present χ density in units of the
critical density given by
m2χ
' 3 × 10−27 cm3 /s/ < σa v > .
Ωχ h =
ρc
2

(1.4)

Assuming χ is a WIMP with a weak scale interaction cross section, the velocity averaged total cross section can be estimated as < σa v >∼ α2 (100 GeV)−2 ∼
10−25 cm3 /s. Therefore a weak scale cross section implies a relic abundance within
an order of magnitude of that required for dark matter and the value measured by
the WMAP observations. As noted in [28], the remarkably similar scales between
what is required to account for dark matter and what is achieved simply by assuming freezeout of a weak scale long-lived particle is striking given that a weak
scale interaction cross section should not necessarily have anything to do with a
cosmological freezeout density. This similarity of scales is sometimes referred to
as the “WIMP miracle”.
In addition to solving several technical problems with the Standard Model, theories
of supersymmetry (SUSY) introduce a set of new particles which could be WIMP
candidates. Most SUSY theories preserve R-parity which is a discrete symmetry
defined by R = (−1)3(B−L)+2S , where B is the baryon number, L is the lepton
number, and S is the spin. This gives Standard model particles R = 1 while
superpartners have R = −1. If R parity is conserved, this means that massive
superpartners can decay only into an odd number of superpartners plus Standard
Model particles. The lightest supersymmetric particle (LSP) must then be stable
which provides a natural WIMP candidate. Of course, theories of supersymmetry
in which R-parity is broken do not guarantee a stable LSP, but other problems
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arise in R-parity violating SUSY theories. In particular, theories with broken Rparity also develop interactions which violate baryon- and lepton-number at levels
determined by the strength of the R-parity violation [28]. As a consequence,
SUSY theories which conserve R-parity are most often considered. These theories
generate a natural WIMP candidate, the LSP, which is necessarily stable by the R
symmetry. In most SUSY theories the LSP is the neutralino which is in general a
superposition of the superpartners, but is often either a superposition of the Z-ino,
photino, and Higgsino or the B-ino, gauginos, and Higgsino.
WIMP dark matter may be detected in three fairly generic ways. The most definitive WIMP detection signature is the direct detection of WIMP scattering in a
terrestrial detector. Direct detection WIMP searches are the topic of the next
chapter. Indirect detection techniques are another, complimentary approach in
which signatures of WIMP decay or annihilation are observed from high density
astrophysical sources. Although indirect detection is not discussed here, a comprehensive summary can be found in [29]. The third approach to WIMP detection
is the creation of WIMP dark matter at accelerators. Since WIMPs are long lived
with weak scale cross sections, the production of WIMPs is inferred from missing
energy in collider events. Although WIMP detection in colliders is not discussed
in detail here, recent WIMP constraints from collider experiments are shown in
Figures 2.6 and 2.7.

1.3

Alternatives to WIMP Dark Matter

This section briefly describes some of the alternatives to WIMP dark matter. The
candidates summarized are far from an exhaustive list, but do highlight some of
the major ongoing experimental efforts for detection of non-WIMP dark matter.
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Axions

Axions are the other leading cold non-baryonic dark matter candidate which could
comprise all or some part of the dark matter in the universe. Axions were originally proposed by Peccei and Quinn as a solution to the strong-CP problem [11], a
naturalness problem which arises due to large CP violating violating terms inducing a large electric dipole moment for the neutron. Promoting the CP violating
term to a field, the global U (1) Peccei-Quinn symmetry is broken resulting in the
axion as the Nambu-Goldstone Boson.
Axions would be produced in the QCD phase transition, and their mass, ma , is
related to the scale of the symmetry breaking, fa , by [12]
ma ≈ 6.6−6 ev

1012 GeV
.
fa

(1.5)

More general axion-like particles can have the mass and scale of symmetry breaking
somewhat independent, as in the generic DFSZ [15] and KSVZ [16] models. The
decay width of axions to photons is [12]

Γa→γγ

2
 5
m3a
gaγγ
24 −1 ma
=
= 1.1 × 10 s
.
64π
eV

(1.6)

So, for ma of 20 eV, axions decay at a rate comparable to the age of the universe which allows low mass axions to be long lived as required by a dark matter
candidate.
Axions are being pursued by various experiments which attempt to detect the
resonant conversion of axions to photons in a magnetic field. One of the leading
axion efforts is ADMX [14] which attempts to detect RF photons created by resonant conversion of the axion within a microwave cavity. Figure 1.6 shows many of
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Figure 1.6: Axion coupling vs axion mass parameter space. The generic
DFSZ [15] and KSVZ [16] models are shown as a yellow band. The remaining shaded regions are exclusion regions from various axion searches (ADMX
from [14]). Figure taken from [12], originally from [13].

the current constraints on the axion mass/coupling parameter space. Also shown
are the regions corresponding to the generic DFSZ [15] and KSVZ [16] models.
Constraints from these searches along with astrophysical observations restrict the
axion mass range to ∼1 µeV-10 meV [17]. The next generation of axion experiments will continue to probe the axion model region shown in Figure 1.6 in the
coming years.

1.3.2

MACHOs

Massive compact halo objects (MACHOs) are baryonic objects which emit little
to no light (for example, brown dwarfs, stellar black hole remnants, and neutron
stars) which could form a halo and represent some fraction of the dark matter. The
MACHO collaboration has performed a search for microlensing from MACHOs in

Chapter 1. Introduction

15

the Large Magellanic Cloud (LMC), and has placed a limit on the MACHO content
for typical halo models of 20+30
−12 % of the total dark matter composition. The OGLE
collaboration has since acquired significantly more data and placed a limit on the
fraction of MACHO content of the galactic halo at 3 ± 2% [19]. It is noted in [19]
that this is consistent with the effect of self-lensing of LMC stars by LMC lenses
in which case the MACHO fraction is constrained much closer to zero. Although
MACHOs may comprise some small fraction of the dark matter, their number is
far too small to account for the large abundance of dark matter in the universe.

1.3.3

Sterile Neutrinos

Although the Standard Model neutrinos are too light to be viable dark matter
candidates, sterile neutrinos, neutral leptons with no weak interactions except
those induced by mixing, are another possible dark matter candidate over a limited range of sterile neutrino masses. A wide variety of sterile neutrinos are in
principle possible, but sterile neutrinos comprising a large fraction of the dark
matter are significantly more constrained. Here, I focus on the Neutrino Minimal
Standard Model (νMSM) (although other models are certainly viable) and follow
the discussion of [20].
As dark matter must be long-lived at scales of the age of the universe, any sterile
neutrino dark matter candidate will have strict bounds on the Yukawa couplings
and on any interactions beyond those of the standard model. In the νMSM, the
lightest sterile neutrino can be produced only through oscillations with active
neutrinos, and the coupling can be made weak enough to provide a viable dark
matter candidate. Furthermore, the sterile neutrino dark matter must produce
the correct relic abundance which constrains the mass and mixing angle parameter
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Figure 1.7: Bounds on the sterile neutrino dark matter mass, M1 and mixing
angle θ1 in the νMSM. Figure taken from [20].

space as shown by the black lines in Figure 1.7. An upper bound on the sterile
neutrino dark matter mass is obtained by searches for a dark matter decay line
from X-ray observations, and a lower bound is set by analysis of the phase-space
density of the Milky Way’s dwarf spheroidal galaxies (see [20] for references). These
constraints are shown in Figure 1.7 and limit the lightest sterile neutrino mass to
1-50 keV. Although the specifics of sterile neutrino dark matter are fairly model
dependent (in particular the production mechanism), sterile neutrinos remain a
viable dark matter candidate which will continue to probed by X-ray observation
experiments.

1.3.4

Dark Sector Particles

Many new physics scenarios result in a dark sector which consists of particles that
do not couple to any of the Standard Model forces except for new forces mediated
by a new U (1) massive gauge boson, the A0 or the dark photon. Scalar particles
charged under the new U (1) are a potential dark matter candidate, particularly
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in the sub-GeV range to which direct WIMP detection experiments are insensitive. The dark photon kinetically mixes with the photon to produce a very weak
coupling to to electrically charged particles ([22, 23], referenced from [21]). This
coupling can be exploited to search for decay of the dark photon into standard
model particles at colliders or from astrophysical sources. The details of this rich
phenomenology are left to a comprehensive review in [21], but current constraints
on the dark photon parameter space are shown in the left panel of Figure 1.8. It
is worth noting that in Figure 1.8, the muon g − 2 anomaly which partially motivated dark photons has now been excluded. Although constraints on the dark
sector scalar are dependent on the dark photon mass, the right panel of Figure 1.8
shows the dark scalar constraints assuming a 300 GeV dark photon. The solid
black line indicates points in the parameter space where the relic density of the
dark scalar is consistent with current observations. Current and future neutrino
beam experiments (for instance LAr1-ND as shown in Figure 1.8) will continue to
probe the dark sector for dark matter candidates through kinetic mixing of dark
photons.
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Figure 1.8: Left: exclusion regions from various dark photon searches (figure
from [21]). The muon g − 2 anomaly region has now been fully excluded. Right:
the dark scalar parameter exclusion regions assuming a dark photon mass of
300 MeV (figure from [24]). The solid black curve indicates consistency with
the present dark matter relic density. The green regions correspond to exclusions
based on various levels of background in LAr1-ND.
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Chapter 2
Direct Detection of Dark Matter
This chapter describes the typically assumed model of the WIMP-nucleus scattering rates for terrestrial detectors of a given target material with the standard
astrophysical parameters used in the field. A Bayesian procedure for exclusion
of WIMP signals is briefly described, and the status of current direct detection
efforts is then summarized.
Although the focus of this chapter is that of a standard WIMP, the phenomenological implications of many variations on this model have been explored, often with
the goal of relieving tension between the results of various experiments. Asymmetric dark matter [25], isospin violating dark matter [26], and magnetic dark
matter [27] are a few of the alternative theories often considered. However, these
models often require more exotic new physics than the standard WIMP model,
and none of these modified theories have been able to fully resolve the tensions
in the experimental results presented in Section 2.3. In this and the following
chapters, the WIMP properties of the next section are assumed. Allowed regions
for a few alternate theories are shown in Figure 2.5 for comparison.
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Standard WIMP Scattering Model

As described in the previous chapter, the observed relic dark matter density requires a small, nonzero coupling between WIMP dark matter and standard model
particles. In general, the interaction of supersymmetric WIMP dark matter with
targets composed of standard model particles is a very complex process mediated by many interactions. However, the non-relativistic nature of dark matter,
required to account for large scale structure formation, greatly simplifies the problem. As recognized in [30], in the non-relativistic limit, the coupling between
WIMPs and the quarks and gluons of a target nucleus reduces to two interactions
which can be considered separately: the coupling of the WIMP spin to the nuclear spin (spin-dependent interaction), and the coupling of the WIMP mass to
the mass of the nucleus (spin-independent interaction). Jungman, Kamionkowski
and Griest [28] provide a detailed treatment of both the spin-dependent and spinindependent interactions, and their results are summarized below. The derived
cross sections are generic enough to cover a wide range of WIMP models while
allowing comparison between targets and experimental techniques. However, it is
worth noting that the cross section on nucleons for supersymmetric WIMPs is of
course highly dependent on the details of the supersymmetry model. As a result
the model uncertainty on the WIMP-nucleon cross section is arguably [28] the
largest uncertainty in the scattering rate of supersymmetric dark matter.
The “standard” cross section at zero momentum transfer is defined as
Z
σ0,s =
0

4m2r v 2

dσ(q = 0)
d|q|2 ,
2
d|q|

(2.1)

where q is the momentum transfer, v is the speed of an incident WIMP, and mr =
mn mχ /(mr + mχ ) is the reduced mass of the nucleus with mass mn and WIMP
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with mass mχ . The spin-independent zero momentum transfer cross section, which
is typically dominated by Higgs and squark exchange, can be written as [28]

SI
=
σ0,s

4m2r
[fp Z + fn (A − Z)]2 ,
π

(2.2)

where Z is the number of protons in the nucleus, A is the atomic number, and
fp and fn are the model-dependent effective couplings to the proton and neutron
respectively. In most models (including Majorana WIMPS), it is the case that
fp ' fn which results in a cross section depending on a single parameter with an
“enhancement” that scales with the square of the atomic number of the target

SI
σ0,s

4m2r fp2 A2
=
.
π

(2.3)

Although fp 6= fn in all models, the A2 -dependence of the spin-independent cross
section is fairly generic. For instance, Dirac WIMPs have fp ' 0 which leads to
a cross section which scales similarly with (A − Z)2 . Since the “standard” zero
momentum transfer cross section not only depends on the WIMP properties, but
also on the the target material, a target-independent WIMP-nucleon cross section
σ0 at zero momentum transfer is defined as
σ0SI =

SI
σ0,s
m2p
,
A2 m2r

(2.4)

where mp is the reduced mass of the proton and WIMP. With the dependence
on the properties of the target nucleus removed, σ0SI can be compared between
experiments to evaluate their relative sensitivity to WIMP dark matter.
In the case of spin-dependent scattering, the WIMP spin couples to the spin of a
target nucleus which requires the nucleus to have unpaired nucleons for non-zero
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cross section. Again following [28], the differential cross section for spin-dependent
interactions takes the form
S(q)
dσ SD
8G2F J + 1
[ap < Sp > +an < Sn >]
,
=
2
2
d|q|
πv
J
S(0)

(2.5)

where GF is the Fermi constant, v is the speed of an incident WIMP, J is the spin
of the nucleus, < Sp > and < Sn > are the expectation values of the spin content of
the proton and neutron groups respectively, and ap and an are the model-dependent
matrix element coefficients for the proton and neutron couplings to the WIMP
respectively. S(q) represents the nuclear form factor for spin-dependent interactions, taking the place of F 2 (E) for spin-independent interactions in Equation 2.9.
< Sp > and < Sn > for a particular nucleus can be most accurately computed
from detailed nuclear physics calculations. Alternatively, they can be estimated
using the “odd-group” model [31] which assumes all of the nuclear spin is carried
by either the group of protons or neutrons, whichever is most unpaired. Evaluating the integral in Equation 2.1, the zero momentum transfer spin-dependent
cross section is

σ0SD =

32G2F m2r J + 1
[ap < Sp > +an < Sn >]2 .
π
J

(2.6)

In general, the total cross section is the sum of the spin-independent and spindependent contributions. To compare the relative magnitudes of the spin-independent
and spin-dependent cross sections, the ratio (with fp = fn ) can be expressed as

2
σ0SD
4(< Sp > + < Sn >)2 J(J + 1) ap < Sp > +an < Sn > 2G2F
,
=
A2
< Sp > + < Sn >
fp2
σ0SI

(2.7)
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with the nuclear dependence emphasized in the first term. As an example, Jungman, Kamionkowski and Griest [28] consider the case of a B-ino in the large squark
mass limit in which
4(< Sp > + < Sn >)2 J(J + 1)
σ0SD
=
250
.
A2
σ0SI

(2.8)

This suggests that the spin-independent interaction dominates for A & 20. More
complete surveys of supersymmetric parameter space ([32] and [33] referenced
in [28]) suggest that this holds in the vast majority of supersymmetric parameter
space for A & 30. Of course many nuclei do not have unpaired nucleons which
makes them sensitive only to spin-independent interactions, as is the case for
40

Ar. In the remainder of this chapter and those that follow, the focus will be on

liquid argon and other targets sensitive primarily to spin-independent interactions.
Except where noted, in the following, the SI superscript will be dropped from σ0SI ,
and σ0 will be interpreted as the spin-independent cross section at zero momentum
transfer.
With the WIMP scattering cross section defined by Equations 2.3 and 2.4, following [34] and [28], the differential scattering rate can be expressed as
ρ0 σ0 A2 2
dR
=
F (E)S(E)
dE
mχ 2m2p

(2.9)

where R is the WIMP scattering rate, E is the recoiling nucleus energy, ρ0 is the
local dark matter density, mχ is the WIMP mass, F (E) is the nuclear form factor,
and S(E) is a kinematic term taking into account the WIMP velocity distribution
and the Earth’s motion in the galaxy.
The first term of Equation 2.9 depends on the local dark matter density, ρ0 .
Assuming a spherical halo, the local dark matter density has been estimated to be
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in the range of 0.2-0.4 GeVc−2 cm−3 based on the galactic rotation curve. However,
this does not account for the expected flattening of the halo into the galactic
plane. As described in [41] and [42], the currently favored estimate of the local
dark matter density is ρ0 = (0.4 ± 0.2) GeVc−2 cm−3 [41, 42]. Although small
scale structure in the dark matter profile can affect the dark matter density at the
Earth’s location, small scale density fluctuations are expected to be small based

F2(E)

on N-body simulations (see [35] for a comprehensive summary).
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Figure 2.1: Nuclear form factors from Equation 2.10 for Ne, Ar, Ge, and Xe.

The third term of Equation 2.9 represents the nuclear form factor which captures
the loss of coherence as the de Broglie wavelength of the WIMP approaches the
scale of the nuclear radius. As discussed in [34], the form factor is commonly
approximated by a Gaussian function. However, the Helm [36] form factor which
takes into account the finite skin thickness, s, of the nucleus gives a better fit to
electron and muon scattering data. The Helm form factor is given by
√
3j1 ( 2mn Er1 ) −2mn Es2
F (E) = √
e
,
2mn Er1

(2.10)
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where j1 is the first order spherical Bessel function. The nuclear radius r1 can be
approximated as
r

7
c2 + π 2 a2 − 5s2
3

r1 =

(2.11)

where Lewin and Smith take s ' 0.9 fm, a ' 0.52 fm, and c is fit with two
parameters to muon scattering data

c ' 1.23A1/3 − 0.60 fm.

(2.12)

Figure 2.1 shows the Helm form factor for Ne, Ar, Ge, and Xe. For heavier nuclei,
the de Broglie wavelength approaches the nuclear radius at lower energies resulting
in increased suppression of the WIMP scattering rate.
The fourth term of Equation 2.9 captures the kinematics of WIMPs scattering off
nuclei in terrestrial targets. The contribution to the differential scattering rate for
WIMPs with a velocity distribution f (v) is
Z

vesc +ve

S(E) =
vmin −ve

f (v + ve )
dv,
v + ve

(2.13)

where v is the incident WIMP velocity, ve is the Earth’s velocity relative to the
dark matter distribution, vmin is the minimum WIMP velocity that can produce
a recoil of energy E
r
vmin =

mn E mn + mχ
,
2
mn mχ

(2.14)

and vesc is the galactic escape velocity. The local galactic escape velocity has been
estimated to be vesc = (544 ± 39) km/s in [39, 40]. The Earth’s velocity varies as
the Earth moves about the Sun, and the time dependence is approximately [34]

ve ' 244 + 15 sin(2πy) km/s,

(2.15)
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where y is the time elapsed from March 2nd in years and the mean value has an
8% uncertainty [37, 38]. This can produce a 3% modulation in the differential
scattering rate (which is the detection signature sought by annual modulation
experiments), but for the purposes of the analysis that follows it is sufficient to fix
ve = (244 ± 20) km/s. The WIMP velocity distribution is typically assumed to
follow a Maxwell-Boltzmann distribution
4 v2
2
2
f (v) = √ 3 e−v /v0
π v0

(2.16)

with v0 = (230 ± 24) km/s [37, 38]. Inserting Equation 2.16 into Equation 2.17
and evaluating the integral, the kinematic component to the differential scattering
rate can be expressed as
 



1
vmin + ve
vmin − ve
S(E) =
erf
− erf
2ve
v0
v0




vesc + ve
vesc − ve
−erf
+ erf
v0
v0

(2.17)

Combining Equations 2.9, 2.10, and 2.17, the differential WIMP scattering cross
section for Ne, Ar, Ge, and Xe is shown in Figure 2.2 for the cases of a 30 GeV and
300 GeV WIMP. At larger WIMP masses, the A2 enhancement is most apparent,
but the form factor suppression for Xe is substantial in the range of 50-150 keV.
At lower WIMP masses, energy is most efficiently tranferred to light targets which
can overcome the A2 enhancement for light nuclei.

dR/dE (Events / keV / kg / day)
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Figure 2.2: The differential rate for 30 and 300 GeV WIMPs on Ne, Ar, Ge,
and Xe. For a given target and WIMP mass, the rate is approximately exponential until the cutoff defined by the maximum energy which can be transferred
to the nucleus given the galactic escape velocity.

2.1.1

WIMP Search Backgrounds and Mitigation Techniques

In general, any particle depositing energy at the scales of ∼ 100 keV and below can
present a background to a direct detection WIMP search. The signal described
in the previous section is that of a low-energy nuclear scatter in the target material which must be visible over any sources of backgrounds for an experiment
to observe a clear WIMP signal. Many detector technologies have the capability of distinguishing nuclear and electronic recoils, sometimes at very high levels
based on the target material’s response and the channel(s) of energy loss measured.
Neutrons are a particulary troublesome background because they can produce low
energy nuclear recoils which are indistinguishable from WIMP scatters at the same
energy if the neutron scatters only once. Some experiments are able to observe
multi-scatter events and achieve some neutron rejection. In addition to particle
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identification techniques (or in the absence of particle identification), low background WIMP detectors are typically shielded with passive and/or active shields
of varying materials. If particle identification and shielding do not allow WIMP
recoils to be identified event-by-event, experiments can search for modulation of
either the scattering rate or direction which arises from the relative motion of the
earth to the WIMP halo.

2.1.2

Sources of Background

The intense flux of cosmic rays and secondary particles produced by them at the
surface of the earth is nearly always a limiting background for surface detectors
performing direct detection dark matter and neutrino searches. In particular,
spallation of neutrons by high energy cosmic ray muons produces backgrounds
which require detectors to be operated deep underground in order to attenuate the
muon flux. Figure 2.3 shows the muon flux at several of the underground locations
used in direct detection searches. Even with the cosmic muon flux attenuated
many orders of magnitude, experiments often require active shileds which tag
muons reaching the vicinity of the detector and/or passive shields to attenuate
spallation neutrons produced in the surrounding materials.
Another potential source of low energy nuclear recoils from particles incident on the
Earh is the coherent scattering of incident neutrinos [64]. As shown in Figure 2.5,
current experiments remain orders of magnitude from the sensitivities at which
coherent neutrino scattering (from 7 Be and 8 B neutrinos at low WIMP masses and
atmospheric and diffuse supernove neutrinos at larger WIMP masses) becomes a
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Figure 2.3: Figure from [63] showing the muon flux measured at several of
the underground locations used in WIMP direct detection experiments.

significant background. For nearly all (see Section 2.3.5) current detector technologies, this coherent neutrino scattering “floor” is an irreducible background
which limits reach into the WIMP cross section parameter space.
External to low background detectors, radioactivity from the surrounding materials can present another background to direct detection sources.
40

238

Ur,

232

Th, and

K are present in nearly all materials at some level, and are typically the primary

source of backgrounds external to the detector. The β and α particles from the
decay chains of external 238 Ur and 232 Th are very easily shielded due to their very
short attenuation lengths. γ rays up to 2.6 MeV in energy from

238

Ur and

232

Th

and 40 K gamma rays up to 1.46 MeV from external materials and the experimental
hall can produces fluxes on the order of 1010 γ/m2 /yr ([68] for SNOLAB). These γ
rays are readily attenuated in water, lead, or copper shields, and the background
from the residual flux can often be reduced using particle identification techniques.
While the cosmic ray induced neutron flux is greatly reduced in deep underground
laboratories [65], alpha decays from the

238

Ur and

232

Th chains can also induce

Arbitrary Units

Chapter 2. Direct Detection of Dark Matter

30

1

10-1

10-2

0

2

4

6

8

10
12
Energy (MeV)

Figure 2.4: Estimated fast neutron spectrum from the Norite rock at SNOLAB [66].

(α, n) reactions which can produce fast neutrons, a troublesome background for
WIMP searches. As an example, the fast neutron flux at SNOLAB is estimated
to be 4,000 n/m2 /day [65–67], dominated by (α, n) reactions in the Norite rock
with the spectrum shown in Figure 2.4. Background from external (α, n) neutrons
can be significantly reduced with shielding, and, in particular, shielding materials
containing nuclei with large neutron capture cross-sections.
Natural radioactivity, again primarily

238

Ur,

232

Th, and

40

K, within the materials

comprising the detector components is another potentially significant source of
background for direct detection experiments since the detector components are
within any external shielding. With spatial position reconstruction, some detectors utilize an outer region of target material to “self-shield” an inner fiducial
volume and reduce internal backgrounds at the expense of target mass in the
WIMP search. In any case, internal γ, β, and particularly (α, n) backgrounds
are a concern for any direct detection experiment, and many experiments employ
rigorous materials screening in underground high purity Ge counters to measure
internal detector component backgrounds and selct low background materials for
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detector construction. In addition, some low background experiments use electroformed components to reduce the amount of radioactivity generally found in the
bulk material.
Another source of backgrounds to direct detection searches is radioactivity in the
target material itself. Some targets contain natural radioactive isotopes which
cannot be readily removed from the non-radioactive isotopes. As an example, argon extracted from the atmosphere contains 1 Bq/kg of cosmogenically activated
39

Ar, a beta decay isotope with an endpoint of 565 keV. Although underground

sources of argon depleted in 39 Ar have been identified [69], the technical challenges
in obtaining the enriched target are typically quite substantial. Typically, experiments employing targets containing radioactive isotopes or contaminats rely on
particle identification techniques to identify any potential backgrounds from the
radioactive isotopes or impurities remaining in the target volume.
Another source of radioactive background which affects both the target material
and the internal detector hardware is exposure to
at pCi/L levels.

222

222

Rn which is present in air

Rn exposure to detector components results in the deposition

of long-lived radioactive progeny which can be a background depending on the
location and properties of the contaminated component. Radon also emanates
from materials used in the handling or purification of detector targets, resulting in
contamination of the target material. For solid targets, decays at the surface can
often be identified and rejected, while for liquid or gasous targets 222 Rn can diffuse
into the sensitive volume or deposit on sensitive surfaces within the detector.
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Constraints on the WIMP-Nucleon Parameter Space

With the differential scattering rate per kg detector mass set by Equation 2.9, the
signal rate in a detector with fiducial mass Mt is
Z

E2

(E)

S = Mt
E1

dR
dE
dE

(2.18)

where (E) is the recoil energy dependent efficiency for retaining nuclear recoil
signal and E1 and E2 are the lower and upper bounds on the nuclear recoil energy
region under consideration. In the presence of one or more backgrounds in the
recoil energy region of interest with combined rate B (from the various sources
described in the previous section), the probability mass function for an observed
number of events, N , in a WIMP search with exposure T is then a Poisson distribution
P (N ) =

(T (S + B))N −T (S+B)
e
.
N!

(2.19)

In the event that a null signal is anticipated, a number of approaches can be considered for setting a WIMP mass dependent upper limit on the zero momentum
transfer WIMP-nucleon cross section, σ0 , for a given confidence interval. Typically, standard fequentist techniques are employed, but the Feldman-Cousins [58]
and maximum gap [59] (or the two-dimensional maximum patch extension [60])
methods are also frequently used. In the following chapters, I take a Bayesian
approach to defining WIMP cross section upper limits. Detailed discussion of
Bayesian and frequentist statistics in the context of rare event searches can be
found in [61] and [62].
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For a given dark matter mass, mχ , a Bayesian upper limit on the WIMP-nucleon
cross section, σl , is defined by
R∞
σ
1 − CL = P (σ ≥ σl |N = Nobs ) = R ∞l
0

L(N |S, B)P (σ0 )dσ0
L(N |S, B)P (σ0 )dσ0

,

(2.20)

where Nobs is the number of observed events which is held fixed, CL is the confidence level which is often taken to be 0.9, S and B are the expected signal and
background rates respectively, L(N |S, B) is the Likelihood function for the number of events observed, and P (σ0 ) is the prior probability density for the cross
section. For the limits set in later chapters, I assume a flat prior in the cross
section
P (σ0 ) =






1
,
σmax −σmin

σmin ≤ σ0 < σmax



0,

(2.21)

otherwise

where σmin and σmax are well beyond the range of cross section region of interest.
With this flat prior, Equation 2.20 becomes
R σmax
σ
P (σ ≥ σl |N = Nobs ) = R σlmax
σmin

L(N |S, B)dσ0
L(N |S, B)dσ0

.

(2.22)

The Likelihood function for the number of observed events in an exposure T can
be expressed as
Z
L(Nobs |S, B) =

Z
dE

Z
dB

Z
dLef f

Z
dvesc

Z
dve

Z
dv0

× p(E)p(B)p(Lef f )p(vesc )p(ve )p(v0 )p(ρ0 )

dρ0

T Nobs (S + B)Nobs −T (S+B)
e
Nobs !
(2.23)

where p(x) represents a Gaussian truncated at zero with central value x and uncertainty σx . The first two terms, p(E) and p(B), are specific to the detector under
consideration and account for uncertainty due to the finite energy resolution of
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the detector and uncertainty in the background rate in the region of interest. Uncertainty in the scintillation physics is accounted for by including the uncertainty
on the nuclear quenching factor Lef f (see Chapter 3) in the third term of Equation 2.23. The remaining nuissance parameters, vesc , ve , v0 , and ρ0 , account for
uncertainties in the astrophysical quantites which contribute to the scattering rate
in Equation 2.9. Inserting Equation 2.23 into Equation 2.22, an upper limit, σl ,
can be placed on the zero momentum transfer WIMP-nucleon cross section for a
given WIMP mass.

Figure 2.5: Figure and caption from [43]: a compilation of WIMP-nucleon
spin-independent cross section limits (solid curves), hints for WIMP signals
(shaded closed contours) and projections (dot and dot-dashed curves) for USled direct detection experiments that are expected to operate over the next
decade. Also shown is an approximate band where coherent scattering of 8 B solar neutrinos, atmospheric neutrinos and diffuse supernova neutrinos with nuclei
will begin to limit the sensitivity of direct detection experiments to WIMPs. Finally, a suite of theoretical model predictions is indicated by the shaded regions,
with model references included.

Figure 2.5 from [43] summarizes the current constraints on the WIMP-nucleon
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cross section for spin-independent interactions. Many of the experimental techniques will be briefly summarized in Section 2.3. In the spin-independent case,
current limits are drawn with solid lines while dashed lines indicate future projections. Since the production of this figure, additional results from DarkSide-50 [80],
SuperCDMS [91], and LUX [82] have been released with LUX leading the current
spin-independent limits at a minimum cross section of 7.6 × 10−46 cm2 at a WIMP
mass of 33 GeV. The lower orange region represents the region where standard
direct detection techniques are irreducibly background limited by solar neutrinos
for low WIMP masses and atmospheric and diffuse supernova neutrinos for larger
WIMP masses. The enclosed shaded regions at low WIMP masses represent hints
of WIMP signal from a few experiments, but these regions have been increasingly
excluded by other experiments for the standard WIMP model described in Section 2.1. In addition, as shown in Figure 2.6, recent results from ATLAS [44]
support the exclusion of much of the low WIMP mass allowed regions up to half
the Higgs mass. The remaining shaded regions represent theoretical allowed regions for the models indicated in the figure. Although the hints of signal at low
WIMP mass have sparked a recent interest in that region, the main focus of next
generation detectors is further probing the MSSM region shown in red.
Figure 2.7 from [45] summarizes the current constraints on the WIMP-nucleon
cross section for spin-dependent interactions. Current limits for most WIMP
masses are dominated by indirect detection at CMS and ATLAS or neutrino telescopes for some WIMP decay channels. PICO-2L has recently set the leading
direct detection spin-dependent limit with a minimum cross section limit near
1 × 10−39 cm2 which is beginning to probe a small region of the allowed parameter
space in the CMSSM model of [57].

DM−Nucleon cross section [cm2]
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Figure 2.6: Figure from [44] showing 90% CL limits on the dark matternucleon cross section. These are compared with the low WIMP mass allowed
regions from DAMA, CoGeNT, and CRESST and limits from other direct detection experiments.

2.3

Methods of Direct Detection

Figure 2.8 from [103] summarizes various techniques and targets used in existing WIMP search detectors. Most experiments search for the one or two of the
phonon, scintillation, or ionization signatures from WIMPs scattering in the detector medium. Superheated liquid detectors are another approach in which the
recoiling nucleus is detected by imaging of bubble nucleation and/or detecting the
acoustic signature. The remainder of this section briefly summarizes the various
direct detection technologies currently being deployed.
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Figure 2.7: Figure and caption from [45]: the spin-dependent WIMP-proton
cross section limits from PICO-2L (red), COUPP (light blue region), PICASSO
(dark blue), SIPMLE (green), XENON-100 (orange), IceCube (dashed and solid
pink), SuperK (dashed and solid black), CMS (dashed orange), and ATLAS
(dashed purple) [46–53]. For the IceCube and SuperK results, the dashed lines
assume annihilation to W-pairs while the solid lines assume annihilation to bquarks. Comparable limits assuming these and other annihilation channels are
set by the ANTARES, Baikal, and Baskan neutrino telescopes [54–56]. The CMS
and ATLAS limits assume an effective field theory, valid for a heavy mediator.
The purple region represents parameter space of the CMSSM model of [57].

2.3.1

Scintillation Detectors

2.3.1.1

Solid Scintillators

NaI and CsI are two common scintillator crystals which have been used in direct detection experiments. Experiments typically use photomultiplier tubes or
photodiodes to detect the scintillation light produced by energy deposition in the
crystal. WIMP-like nuclear recoils typically produce light on faster time scales
than electronic recoils due to a larger energy loss per unit length, dE/dx. This
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Figure 2.8: A summary of existing experimental direct detection techniques
from [103]. Experiments at the corners of the triangle search for WIMP signatures in either the phonon, scintillation, or ionization channels. Experiments
along the edges have sensitivity to a combination of two channels. PICO (the
recent merger of COUPP and PICASSO) searches for WIMP energy deposition
in superheated liquids.

allows the shape of the waveform to be used to separate electronic from nuclear
recoils which is known as pulse shape discrimination (PSD).
Perhaps the most notable solid scintillator direct detection experiment is DAMA
which has developed highly radio-pure NaI(Tl) detectors. The initial DAMA/NaI
detector consisted of nine 9.7 kg detectors and collected data over seven annual
cycles. Rather than using PSD to identify nuclear recoil WIMP candidates, the
experiment looked for the expected annual modulation in the low energy event
rate due to Earth’s motion. An annual modulation in the signal rate was observed over the seven year exposure with a period consistent with one year and
the phase consistent with motion in a WIMP “wind” at 6.3 σ. The detector was
upgraged to the DAMA/LIBRA detector which consists of 25 NaI(Tl) crystals
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each with a mass of 9.7 kg. The modulation results for the 2-4 keV bin of the
first phase of DAMA/LIBRA are shown in Figure 2.9, and were in agreement
with the DAMA/NaI data [74]. Combined with the DAMA/NaI results in the
2-4 keV bin, the results are consitent with oscillation at 9.2 σ, and the oscillation
amplitude is (1.90 ± 0.20)% with a period of (0.996 ± 0.002) years and phase of
(134 ± 6) days. The region of WIMP parameter space consistent with this signal
is shown in Figures 2.5 and 2.7.

Figure 2.9: Figure from [74] showing the modulated event rate observed in
2-4 keV energy interval for DAMA/LIBRA-phase 1. The vertical lines indicate
the minima and maxima of the oscillation.

Although the DAMA modulation persists, the interpretation of the signal indicating the detection of WIMP dark matter has remained suspect. Several other
experiments described below have detected hints of signal consistent with low mass
WIMPs, but, not only are the allowed regions from various experiments in tension,
an increasing number of experiments have excluded these allowed regions. Furthermore, the KIMS experiment in South Korea has used CsI(Tl) to rule out the
DAMA modulation for WIMP scattering on the iodine in the DAMA targets [75].
Another reason for difficulty in claiming WIMP detection from a single modulation experiment is that many factors influencing the scattering rate at low energy
may modulate annualy. As an exaple, it is argued in [77] that a source of annual
modulation consistent with the DAMA signal can be achieved by modeling the
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neutron production in materials surrounding the detector with a modulating flux
of 8 B solar neutrinos and atmospheric muons.
The KIMS collaboration is currently working towards a 200 kg NaI(Tl) detector,
and expects to be sensitive to the DAMA modulation with a 600 kg-day exposure [76]. DM-Ice [78] is currently working towards a more definitive test of the
DAMA modulation result by deploying NaI(Tl) detectors at the South Pole to
operate the same target in the Southern Hemisphere where seasonal variations
are opposite those at DAMA’s location. DM-Ice has deployed a 17 kg prototype
which has, with a 3.5 yr exposure, ruled out long-lived phosphorescence due to a
modulating muon flux as a possible explanation of the DAMA result [79]. With
backgrounds reduced from the 17 kg prototype, DM-Ice plans to deploy a 250 kg
NaI(Tl) target.

2.3.1.2

Liquid Noble Gas Detectors

Liquid noble gas detectors observe the scintillation light and/or ionized charge
from low energy particles interacting in the liquid. Single phase detectors are
sensitive only to the primary scintillation signal, typically utilizing photomultiplier
tubes (PMTs) to detect the signal. As noble elements are efficient scintillators and
transparent to their own scintillation wavelength, strong scintillation signals can be
observed down to low energies. Without the need for electric fields, the simplistic
design of single phase noble liquid detectors presents the potential for scaling the
technology to very large detector masses.
Dual phase detectors operate as time-projection chambers (TPCs) with an electric
field applied across the target volume and a gas layer which acts as an amplification
region. In addition to the primary scintillation signal, drifted electrons produce
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a secondary electroluminescence signal which is also measured in dual phase detectors. Both the time structure of the primary scintillation signal and the ratio
of the primary to secondary signals offer discrimination between electronic and
nuclear recoils with the efficiency of the discrimination determined by the noble
element, the electric field applied, and the purity of the target. See Chapter 3 for
a more detailed discussion of noble liquids.
Xenon is a frequently used target for direct detection searches due to its high
atomic mass, lack of naturally occuring long-lived radioactive isotopes, and modest
particle identification capabilities. Zeplin-I [70] was an early single phase xenon detector which operated with a 3.1 kg fiducial mass from 2001-2002. The XMASS [71]
collaboration has scaled the single phase xenon technology to the XMASS-I 835 kg
detector viewed by an array of 642 PMTs which has recently been commissioned.
The XMASS-1.5 detector is planned to upgrade the target volume to 5 tons which
would allow probing of WIMP-nucleon cross sections at the scale of 10−46 cm2 if
backgrounds can be sufficiently supressed.
The particle identification in xenon utilizing only the primiary scintillation signal
is limited by the time structure of xenon scintillation. As a result, xenon detectors
more often operate in dual phase mode which typically allows improved particle
identification and reduction of the energy threshold. The ZEPLIN-II and ZEPLINIII detectors were modified from the ZEPLIN-I design to operate as dual phase
detectors. The ZEPLIN-III detector, with a 12 kg xenon target observed by an
array of 31 two-inch PMTs, has achieved an upper limit on the WIMP-nucleon
cross section of 3.9 × 10−44 cm2 at 50 GeV/c2 WIMP mass [72]. The XENON
collaboration has scaled their earlier 10 kg detector and operated a 100 kg xenon
TPC at LNGS in Gran Sasso, Italy. With 224.6 live days and 34 kg of fiducial
xenon, XENON-100 has produced a limit reaching 2 × 10−45 cm2 at a WIMP
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Figure 2.10: The LZ detector concept from [83].

mass of 55 GeV/c2 . Similar to the XENON detectors, the LUX collaboration
has operated a dual phase TPC containing 250 kg of active xenon imaged by an
array of PMTs. The field’s most stringent WIMP-nucleon cross section limit (for
most WIMP masses) is currently held by an 83.5 live day, 118 kg fiducial volume
run of the LUX detector with an upper limit of 7.6 × 10−46 cm2 at a WIMP
mass of 33 GeV/c2 [82]. The XENON and LZ (LUX and Zeplin) collaborations
are currently undertaking 1 and 7 tonne dual phase xenon detectors respectively
which will begin to probe WIMP-nucleon cross sections at the scale of 10−48 cm2 .
As illustrated in Figure 2.10, LZ will also be deploying an advance veto system
with a gadolinium-loaded liquid scintillator within an instrumented water shield
for further suppression of backgrounds.
Liquid argon is another popular target both for direct detection of WIMPs and
for accelerator based neutrino experiments. The relatively low cost, high scintillation yield, modest atomic mass, and excellent particle identification characteristics
make liquid argon an interesting option for next generation detectors. The MicroCLEAN [127] and DEAP-1 [155] experiments served as single phase liquid argon
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prototypes for the MiniCLEAN and DEAP-3600 detectors which are currently being commissioned at SNOLAB with an overburden of 6000 mwe. MiniCLEAN,
which is the topic of the following chapters, will contain 500 kg of active liquid
argon with a 4π array of 92 eight-inch cryogenic multiplier tubes, and will aim
to demonstrate the particle identification required for a single phase detector at
the scale of many tens of tonnes. DEAP-3600 will utilize an array of 255 warm
eight-inch diameter PMTs to observe a 3600 kg target volume with an expected
sensitivey to 1 × 10−46 cm2 after 3 years of continuous operation. The DEAP
collaboration is proposing a 50 tonne next generation detector which would be
sensitive to WIMP nucleon cross sections at the 10−48 cm2 scale, beginning to
near the coherent neutrino scattering “floor” for WIMP masses above ∼ 100 GeV.
The ArDM-1t and DarkSide-50 [80] experiments are the currently operating dual
phase liquid argon direct WIMP detection experiments. ArDM has recently commissioned and is operateing a full tonne scale detector in single phase mode (zero
electric field). Detector upgrades are planned for 2015 with the installation of
an improved field cage and reflectors to improve on the 1.2 PE/keV light yield
achieved in the initial run [81]. The DarkSide-50 detector is a 50 kg liquid argon
TPC operating at LNGS. The DarkSide collaboration has utilized underground
sources of argon which are depleted in the cosmogenically activated isotope of 39 Ar
by a factor of 103 [80] relative to readily available atmospheric argon. DarkSide has
recently reported an upper limit on the WIMP-nuclon cross section at 100 GeV/c2
WIMP mass of 2.0 × 10−44 by combining an 80 day underground argon exposure
with a previous 47 day exposure with atmospheric argon [80].
Although currently operating experiments typically do not utilize liquid neon,
single phase operation using neon has been demonstrated in the MicroCLEAN
detector [85], and the MiniCLEAN detector has been designed to allow for liquid
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neon operation. With a low atomic mass, neon could probe the low WIMP mass
parameter space further than possible with either argon or xenon. Liquid He has
also been proposed in [86] as a target for low mass WIMP searches.

2.3.2

Cryogenic Bolometers

Cryogenic bolometers which typically operate in the mK regime, consist of a crystal coated in a thin superconducting film. Operated near the superconducting
transition, energy deposition in the crystal produces phonons which are efficiently
absorbed at the surface layer. The absorbed phonons produce a rise in temperature which increases the measured resistance of the film. Cryogenic bolometers
have achieved excellent energy resolution and thresholds of a few keV. To achieve
particle identification in cryogenic bolometers, experiments often simultaneously
measure the ionization or scintillation light produced by interactions in the crystal. Nuclear recoils within the crystal produce larger ratios of phonons to either
ionized charge or scintillation photons compared to electronic recoils of the same
energy.
Although the original CRESST detector only measured the phonon signal in
CaWO4 crystals, the CRESST-II detector has added photosensitive silicon-sapphire
wafers which detect the scintillation light produced in the crystal. A 730 kg-day
exposure, reported in 2012 [87], of the CRESST-II detector resulted in an exponential excess of nuclear recoil events which was interpreted as being consistent
with a 10-30 GeV WIMP with spin-independent WIMP-nucleon cross section at
the scale of 10−41 cm2 . The CRESST region is visible in Figures 2.5 and 2.6. This
result in addition to the DAMA/LIBRA results sparked an interest in low mass
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WIMPs. However, these potential signal regions remain in tension with the several
experiments which have excluded these regions of parameter space.
EDELWEISS and CDMS are Ge bolometer experiments which detect both the
phonon and ionization signals in the crystal. The EDELWEISS-III detector operating in the Modane tunnel, has recently achieved a threshold of 3.6 keV recoil
energy which has allows high sensitivity to low mass WIMPs. In the first results
from EDELWEISS-III with a 35 kg-day exposure [88], the lowered threshold has
significantly improved on the EDELWEISS-II sensitivity (shown in Figure 2.5) at
low WIMP masses despite a third of the exposure.
The CDMS experiment consists of an array of Ge and Si cryogenic bolometers operating in the Soudan Underground Laboratory. The array of crystals in CDMS II
consists of 19 Ge detectorss of 240 g mass each and 11 Si detectors of 110 g mass
each. While previous CDMS detectors have been limited by reduced charge colllection at the surfaces which can mimic a nuclear recoil signal, CDMS II employs
segmented transition-edge sensors and phonon absorbers to reduce the background
from electronic recoils near the surfaces of the crystal. In 2013, using the Si detectors, CDMS reported observation of three WIMP-candidate events with an
estimated background of 0.4 events [89]. Interpretation of this signal as consistent
with WIMP-nucleon scattering produces the allowed region shown in Figure 2.6.
The most recent result from the CDMS II Ge detectors [90] with the analysis
threshold lowered to 5 keV sets a minimum spin-independent upper limit on the
WIMP-nucleon cross section at 1.8 × 10−44 cm2 at 60 GeV wimp mass. The next
generation SuperCDMS detector operating at Soudan Underground Laboratory
with fifteen 0.6 kg detectors has accumulated an exposure of 577 kg-days operating in a mode optimized for low mass WIMPs. The current SuperCDMS upper
limit on the spin-independent WIMP-nucleon cross section reaches a minimum of
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1.2 × 10−42 cm2 at 8 GeV [91], and fully excludes the interpretation of the previous
Si result interpreted as a WIMP signal. With the Ge target mass increased by a
factor of ∼ 10, the SuperCDMS detector is planned to be operated at SNOLAB.

2.3.3

Ionization Detectors

Although Ge and Si ionization detectors were some of the first detectors with
sensitivity to WIMP signals, semiconductor ionization detectors lack the ability
to discriminate electronic backgrounds from nuclear recoil events. However, the
low backgrounds and energy thresholds achieved in modern Ge detectors has makes
the technology viable for direct detection searches with the sensitivity typically
limited by the detector mass. The CoGeNT collaboration [92] has utilized a 443 g
P-type point contact Ge detector to search for WIMPs at the Soudan Underground
Laboratory with a sub-keV threshold. Searching for modulation of the detected
event rate in the 0.5-2.0 keV range, CoGeNT reported a modulation of unkown
origin with an amplitude of 4-7 times that expected from the standard WIMP
galactic halo assumptions [93]. Interpreting the result as a WIMP signal results
in the region shown in Figures 2.5 and 2.6. In [93], the CoGeNT collaboration
entertains a non-Maxwellian WIMP velocity distribution in the galactic halo as
a possiblity for easing the tension between the various direct detection results.
The CoGeNT region has been excluded by several other experiments, including a
direct search for annual modulation by CDMS-II with a Ge target [94].
The next generation of Ge based neutrinoless double beta decay experiments will
utilize similar detectors which will have enhanced WIMP sensitivity due to the
much larger masses of Ge, lowered energy thresholds, and reduced backgrounds.
The MAJORANA DEMONSTRATOR [95] and GERDA [97] detectors will utilize
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40 kg Ge arrays which will have sensitivities to low mass dark matter down to spinindependent WIMP nucleon cross sections of 10−44 cm2 [96].

2.3.4

Superheated Liquid Detectors

Superheated liquids are another direct detection technology that has been recently
pursued. In order to induce a phase change in the superheated liquid, incident
particles must deposit a minimum amount of energy within a thermodynamicallydefined minimum distance. Energy depositions meeting these requirements produce bubbles in the superheated fluid which can be detected optically and/or
acoustically. Operating as a threshold detector, superheated liquid detectors do
not have the capability to directly measure the energy of interactions in the liquid, although the threshold energy can be tuned by adjusting the pressure and
temperature of the fluid. Since gammas and electrons typically have much smaller
energy loss per unit length than nuclear recoils, the nucleation threshold can be
tuned such that the detector is largely blind to γ and β backgrounds. α decays
from

238

Ur and

232

Th chains remain a challenge for the technology, but progress

has been recently made in discrimination of α particles from nuclear recoils based
on the acoustic signature [101, 102].
The relatively small masses of the current superheated fluid detectors results in
a relatively limited sensitivity to spin-independent interactions. However, the
superheated fluid technology is compatible with F based compounds which have
spin-dependent cross sections due to the unpaired neutron in F. SIMPLE [98]
and PICASSO [99] have developed superheated droplet detectors using C2 ClF5 at
LSSB and C4 F10 at SNOLAB respectively. Piezoelectric transducers are used in
both experiments for readout of the acoustic signals. Both experiments have set

Chapter 2. Direct Detection of Dark Matter

48

Figure 2.11: Various events from the COUPP 1.5 kg CF3 I chamber. Left: a
through-going cosmic ray muon. Center: a candidate neutron event producing
several bubbles separated by a few cm. Right: a WIMP like nuclear recoil
producing a single bubble in the chamber.

spin-dependent limits on the WIMP-proton cross section with arrays of O(10) g
detectors. The leading spin-dependent limit from superheated droplet detectors is
from a SIMPLE-II 13.67 kg-day exposure combined with a previous data to yield
an upper limit of 5.7 × 10−39 cm2 .
The COUPP collaboration has developed superheated fluid bubble chambers which
are instrumented with CCD cameras and acoustic sensors for detection of bubble
nucleations. COUPP operated a 4 kg CF3 I bubble chamber at the NuMI site
with a 300 ft overburden, and obtained leading direct detection spin-dependent
WIMP-proton limits above 20 GeV. A few sample events are shown in Figure 2.11.
The experiment has since moved to SNOLAB for increased shielding from cosmic
muons, and a 37 kg bubble chamber has been developed and tested. Sources of
background are still being investigated in the larger detector. The COUPP and
PICASSO collabrations have recently formed PICO which has operated a 2 L C3 F8
detector at SNOLAB which has set the current strongest direct detection limits
on the WIMP-proton spin-dependent cross section as shown in Figure 2.7.
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Directional Detection

Although the coherent neutrino scattering “floor” shown in Figure 2.5 is an irreducible background for most direct detection techniques, some discrimination
between coherent neutrino scattering and a WIMP signal can be achieved if the
direction of the incident particle can be determined. With the Earth’s rotation
on an axis relative to travel through the WIMP “wind”, the apparent direction of
incoming WIMPs changes throughout the day. Detectors sensitive to this effect
could provide unambiguous detection signatures, even in the presence of neutrino
backgrounds.
Determination of the incident WIMP’s direction requires reconstruction of the
trajectory of the recoiling nucleus. Although some success has been achieved with
nuclear emulsion films, reconstruction of low energy nuclear recoil tracks typically
relies on low pressure gaseous targets like CF4 , as in DRIFT [104], DMTPC [105],
and NEWAGE [106]. With the track axis reconstructed in 3-dimensions, the
direction along that axis can be inferred from the increased energy deposition
at the Bragg peak. The fundamental challenge for the scaling of low pressure
gaseous targets capable of directional detection is the construction of background
mitigated detectors at the many tonne scale which would require large amounts
of underground infrastructure.

Chapter 3
Scintillation in Noble Liquids
This chapter describes the properties of the scintillation light produced by noble
liquid elements. Noble liquids are a promising target for dark matter searches for
several reasons. Energy deposition in noble liquids produces very efficient scintillation light in addition to ionized atoms which can be readily detected and used
to discriminate a WIMP-like nuclear recoil signal from electronic recoils which are
typically the highest rate of potential backgrounds. The noble gases can be extracted from the atmosphere which makes them affordable relative to, for instance,
high purity germanium detectors, and the cryogenic requirements for argon and
xenon, in particular, are relatively modest. The range of A2 enhancements offered
by neon, argon, and xenon with essentially the same technology and underlying
physics allows the WIMP cross section to be probed over a large range of WIMP
masses. Perhaps, the most appealing argument for noble liquid detectors is their
scalability to very large detector masses. Although the large electric fields required
for dual phase detectors are at some scale limiting, single phase noble liquid detectors, in particular, can be scaled to very large masses which will be necessary to
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continue probing the WIMP cross section parameter space. In addition to promising targets for WIMP dark matter detectors, noble liquids are also being deployed
in neutrino physics detectors.
Table 3.1 summarizes some relevant properties of the relevant noble liquids. In
this chapter, we focus mostly on single phase detectors at zero-electric field since
detectors of this type are the topic of the following chapters. A detailed discussion
of the scintillation and ionization physics in dual phase xenon detectors can be
found in [112]. This chapter also describes some of the techniques used to detect
scintillation photons at the wavelengths produced by noble liquid scintillators and
some aspects of particle identification in noble liquids.
Element
Xenon
Atomic number
54
Atomic mass
151.3
Boiling Point, Tb (K)
165.0
Liquid density at Tb , 1 atm(g/cm3 )
2.94
Scintillation Yield (photons/keV)
42
Scintillation wavelength (nm)
175
Triplet time constant (µs)
0.03

Argon
18
40.0
87.3
1.40
40
128
1.6

Neon Helium
10
2
20.2
4.0
27.1
4.2
1.21
0.125
30
19
78
80
15
13 × 106

Table 3.1: Approximate relevant properties for the scintillation of the noble
liquid elements of interest for direct dark matter searches.

3.1

Production of Scintillation Light

Figure 3.1 shows a summary of the mechanisms which contribute to the production
of a measurable scintillation or ionization signal in a noble liquid detector where
the X stands for the noble element. An energy deposition of energy E0 will produce
Nex exitons and Ni ions according to

E0 =

W
(Nex + Ni ) ,
L

(3.1)
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where L and the ratio Nex /Ni depend on the energy loss per unit length dE/dx
of the incident particle and W is the average energy required to produce either an
ion or exiton. L takes into account losses due to inducing atomic motion rather
than the production of exitons or photons. An often used parametrization of L
comes from Lindhard, et al. [107, 108]

L=

kg()
,
1 + kg()

(3.2)

where, for a nucleus with atomic number A and Z protons,
 = 11.5

E
Z −7/3
keV

k = 0.133 Z 2/3 A−1/2

(3.3)

g() = 3 0.15 + 0.7 0.6 + .
g() is proportional to the ratio of the electronic to nuclear stopping power integrated along the track, and is fit to experimental data for nuclear recoils in [34].
Interpreting g() as the ratio of electronic to nuclear stopping powers, for electronic
recoils which have negligible nuclear stopping power, L = 1/(1 + 1/kg()) → 1.
Exitons can combine with ground state X atoms to form excited dimer molecules
through
X ∗ + X → X2∗ .
These excited dimers then decay radiatively from the lowest excited molecular
3 +
states, either the singlet 1 Σ+
u or triplet Σu , to the ground state. The relative

amount of production of the singlet and triplet states depends on dE/dx of the
incident particle. Eximers can also combine to form a single ion in regions of high
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Figure 3.1: A schematic of the various processes contributing to LAr scintillation and ionization. See text for details.

exiton density through

X ∗ + X ∗ → X ∗∗ → X + + e− ,

a process known as biexitonic quenching.
Electron/ion pairs can undergo recombination (see [112] for a comprehensive description of recombination) through a Penning process which results in the formation of an exiton
heat

X + + e− + X → X2+ + e− → X ∗∗ + X −−→ X ∗ + X.
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Alternatively, disassociation of electrons with the track may result in the failure
of an ion to recombine, particularly in the case in which an external electric field
is applied. The recombination probability r in the presence of an electric field, F ,
can be modeled using the Thomas-Imel box model [109] which gives

r =1−

ln(1 + Ni ζ)
,
Ni ζ

(3.4)

where ζ contains the field dependence. As shown in [110], a power law dependence
of ζ = γF −δ is consistent with a global fit to the available xenon data.
As argued by Mei, et al. [111], there is additional Birk’s saturation (caused by
biexitonic quenching and the Penning process) which prevents exitons from producing detectable photons in regions of large exiton density. Following [111], the
specific fluorescence per unit path length along a track in the scintillator can be
expressed as
e
A dE
dS
dx
=
e
dx
1 + kB dE
dx

(3.5)

where dEe /dx is the electronic stopping power, k is the collision probability at the
core of the track, and A and kB are experimentally determined. This results in
an additional quenching, fl , to the scintillation signal for densely ionizing tracks

fl =

1
.
e
1 + kB dE
dx

(3.6)

Combing these various contributions to the scintillation signal, an energy deposition E0 in an external electric field produces ne detectable electrons and nγ
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detectable photons (parametrized as in [110])


1
ln(1 + Ni ζ)
kg() E0
ne =
1 + kg() W 1 + Nex /Ni
Nζ

 i


kg()
1
E0
1
ln(1 + Ni ζ)
nγ =
1−
.
e W
1 + kg() 1 + kB dE
1
+
N
/N
N
ζ
ex
i
i
dx

(3.7)

At zero electric field, this reduces to

nγ =

kg()
E0
1
,
dE
e
1 + kg() 1 + kB dx W

(3.8)

where the values for k and g() in Equation 3.3 are valid for nuclear recoils while
the first term is unity for electronic recoils. Taking the total scintillation efficiency,
Ltot , to be the first two terms for nuclear recoils at zero field,

Ltot =

kg()
1
.
e
1 + kg() 1 + kB dE
dx

(3.9)

From [111], predictions for this total scintillation efficiency are shown in Figure 3.2
for neon, argon, and xenon. Values of kB for liquid neon, argon, and xenon are
estimated in [111] to be 1.12 × 10−3 MeV−1 g cm−2 , 7.4 × 10−4 MeV−1 g cm−2 ,
2.015 × 10−3 MeV−1 g cm−2 respectively.
The experimentally measurable scintillation efficiency for nuclear recoils, Lef f at
zero field, which is used to convert a number of photoelectrons, nγ nr , detected
from a nuclear recoil of energy Enr to electron equivalent energy is given by

Lef f =

Eer nγ nr
,
nγ er Enr

(3.10)

for some reference electronic recoil of energy Eer with nγ er photons detected.
Figure 3.3 shows measured zero field quenching factors from [128], [114], and
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Figure 3.2: Figure from [111] showing the total scintillation efficiency for
nuclear recoils from Equation 3.9 for neon, argon, and xenon.

Figure 3.3: Left: zero field scintillation yield as a function of nuclear recoil
energy relative to the light yield of 83m Kr in SCENE [135]. Also shown are
measurements from [114, 128]. Right: fit to the Lindhard/Birks quenching
described in the text with the kB parameter of Equation 3.9 left free. The best
fit value is kB = 5.0 ± 0.2 × 10−4 MeV−1 g cm−2 , and is also shown with the
Lindhard only quenching. Both panels taken from [135].

most recently [135]. Although the measurements are somewhat in tension at
low energies, the right panel of Figure [135] shows a fit to Equation 3.9 with
the parameter kB floating. This results in a best fit value of kB = 5.0 ± 0.2 ×
10−4 MeV−1 g cm−2 [135]. Also shown is the Lindhard only model which doesn’t
account for the Birk’s saturation which clearly overestimates Lef f . The measurements shown are relative to the combined subsequent electromagnetic decays of
83m

Kr at energies of 9.4 and 32.1 keV. Figure 3.4 shows the zero field data from
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SCENE in addition to data at non-zero field. The total scintillation yield is significantly reduced with increasing field, particularly at low energies.

Figure 3.4: The SCENE zero field data from 3.3 compared with measurements
at nonzero field. The applied electric field significantly lowers the scintillation
yield of nuclear recoils, particularly at low energies. Figure taken from [135].

3.2

Scintillation Wavelength Spectrum

The measured scintillation wavelength spectra for the noble liquid gases are shown
in Figure 3.5 from [115]. Since noble liquid scintillation is produced by the decay
of excited dimer states, the resulting scintillation light is transparent to the liquid
(in the absence of impurities) since it can’t excite atomic states. This allows liquid
noble scintillation light to propagate across large noble liquid detectors. However,
the transmission of the EUV scintillation through interfaces to photosensors represents a challenge particularly for the lighter noble elements. Figure 3.5 also shows
the transmission probability for several common window materials.
Synthetic silica faced PMTs, like the Hamamatsu R11410-20 three inch diameter
PMT, maintain relatively good transmittance down to liquid xenon scintillation
wavelengths and have had success in various liquid xenon experiments. These
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Figure 3.5: The scintillation wavelength spectrum for the liquid noble gases
(left axis and solid lines). For comparison, the transmittance through common
optical windows is shown in the dashed lined with the scale on the right axis.
Figure taken from [115].

PMTs are also fabricated from relatively low background materials, and achieve
∼ 35% quantum efficiency at the peak of the scintillation wavelength spectrum
of xenon. As suggested by Figure 3.5, below the wavelengths of liquid xenon
scintillation, readily available window materials do not transmit the noble liquid
scintillation through interfaces to photosensors for detection. Although windowless
photodiodes can be utilized in some applications, these devices are typically have
small sensitive areas and do not operate cryogenically.
In the absence of large area, windowless photosensors, wavelength shifting materials are often utilized in liquid argon or neon detectors. Tetraphenyl butadiene
(TPB) is a widely used organic wavelength shifter which can be vacuum deposited
on materials or dissolved into substrates which can applied to surfaces. The optical
properties of the TPB coating are highly dependent on the method of deposition,
thickness of the coating, and the environmental exposure [147] to the deposition.
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Vacuum deposited coatings of few µm thickensses typically have higher reemission efficiencies than TPB/substrate mixtures (a comparison of vacuum deposited
coatings to polystyrene and UVT acrylic can be found in [116]). However, suspension of TPB within a substrate applied to large surface areas can be achieved
without the more elaborate hardware required for vacuum deposition. bis-MSB
is another wavelength shifting coating that is under investigation for liquid argon
detectors [117]. In the following discussion, we focus on vacuum deposited TPB
coatings.

Figure 3.6: Figure from [115], showing the measured total integrated fluorescence efficiency of TPB as a function of incident EUV wavelength.

The total integrated fluorescene efficiency of TPB as a function of the incident
EUV photon wavelength is shown in Figure 3.6 from [115]. A Lambertian angular spectrum is assumed for the reemitted photons which is similar to sodium
salicylate. The efficiency near 128 nm is approximately 1.2 indicating that TPB
provides very efficient re-emission at liquid argon scintillation wavelengths. The
re-emission wavelength spectrum [115] is shown in Figure 3.7. For comparison, the
quantum efficiency of a cryogenic large area PMT (Hamamatsu R5912-02 MOD)
is shown. The reflectivity of 3M ESR reflector, commonly used as a TPB substrate where PMT coverage is not possible or within light guides, is also shown
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for comparison. The TPB reemission spectrum is well within the efficient regimes
of readily available PMTs and reflector materials.

LAr Scintillation
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Figure 3.7: The scintillation spectrum of liquid argon compared to the TPB
re-emission spectrum [115], the quantum efficiency of the R5912-02 MOD PMT,
and the reflectivity of 3M ESR foil. The scintillation and re-emission spectra
are scaled such that the peak reaches unity for clarity. The sharp cutoff in the
ESR reflectivity is artificial due to a lack of measurements below 325 nm.

3.3

Pulse Shape Discrimination

As mentioned in Section 3.1, excited dimer molecules in noble liquids can be formed
3 +
either in singlet (1 Σ+
u ) or triplet ( Σu ) states. Singlet states are produced with

the spin of the molecular core of the dimer opposite that of the excited electron
which allows the state to relax to two neutral atoms very quickly, typically with
time constants on the order of several ns. With the molecular core of the dimer
aligned with the spin of the excited electron, triplet states must undergo a spin
flip transition in order to relax to neutral atoms which allows the state to persist
for much longer (1.6 µs for argon) as shown in Table 3.1.
Since the spin of a free electron can be randomized relative to the ion, triplet
eximer states are more likely to be formed in the recombination process than direct
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excitation. Particles with large dE/dx produce dense regions of ionization which
increases the probability of an ion recombining with an electron of randomized
spin. Thus, high dE/dx particles are more likely to produce long lived triplet
states, a property which can be utilized for particle identification using the time
structure of the scintillation light, known as pulse shape discrimination (PSD).
Since the low dE/dx (electronic) recoils produce a smaller fraction of triplet states
than high dE/dx (nuclear) recoils and the time scale for triplet state decay is
much larger than that of singlet states, one simple discriminant is the number
of singlet scintillation photons produced compared to the total number detected.
For a voltage waveform, V (t) from PMTs for instance, detecting the scintillation
photons, a simple discriminant is the prompt-fraction, fp , defined by
R
fp = R TTif
Ti

V (t)dt
V (t)dt

,

(3.11)

where Ti is some time before the prompt peak, Tf is the time defined by the end of
the event window, and  depends on the timing characteristics of the scintillator.
The topic of Chapter 8 is improved discriminants which take better advantage of
the time structure of the scintillation light.
The effectiveness of fp as a particle discriminant is largely dependent on the scale
of the triplet time constant. For triplet states which survive on the order of µs
(argon and neon), the singlet photons can be separated fairly easily from photons
from triplet states. However, for xenon, the triplet time constant is only a factor
of ∼ 10 longer than the singlet time constant which results in significant pileup in
time of singlet and triplet photons. As detailed in [113], the triplet time constant
scales approximately as Z −4 since the spin flip transition is dominated by spinorbit coupling.
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Figure 3.8: fp as a function of energy for nuclear and electronic recoils in
MicroCLEAN. Figure taken from [127].

Figure 3.8 from [127] shows fp for electronic and nuclear recoils as a function of
energy for MicroCLEAN calibration data. The distributions are well separated,
and independent measurements from DEAP-1 has achieved a statistically limited rejection factor of 6 × 10−8 in the range of 43-86 keVee [155]. Scintillation
only PSD has been achieved in the XMASS detector where an O(10−3 ) rejection
factor (at 50% nuclear recoil acceptance) has been achieved in the range of 14.419.1 keVee [118]. For comparison, a rejection factor of O(10−9 ) over the same
energy region (with approximately 1/3 the light yield of XMASS) is suggested by
MiniCLEAN Monte Carlo simulations. However, the necessity of PSD in liquid
argon far exceeds that required in xenon experiments due to the presence of a long
lived radioactive isotope as described in the next section.
In dual phase detectors, the high density of ionization produced by high dE/dx
particles results in more efficient recombination than in tracks with lower ionization
density. This results in a larger number of extracted electrons for low dE/dx
particles which produces a larger ratio of the secondary scintillation from the
electrons extracted in the gas region (S2 ) to the primary scintillation signal (S1 ).
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Figure 3.9: Electronic (top) and nuclear (bottom) recoil calibration data from
the LUX detector. The discrimination parameter log10 (S2 /S1 ) is plotted against
S1 . The solid contours show the mean profile of each distribution while the
dashed contours indicate ±1.28σ (10% band tails). Figure taken from [82].

This ratio (S2 /S1 ) can also be used to separate particles with different dE/dx
profiles in the target material. Figure 3.9 shows the distribution of log10 (S2 /S1 )
for electronic and nuclear recoil calibration data from the LUX detector. LUX has
achieved a PSD rejection factor for electronic recoils of 4 × 10−3 in the range of
approximately 3-21 keV nuclear recoil energy.
Although dual phase experiments are sensitive to both the primary scintillation
and ionization channels, an anitcorrelation is observed between the channels with
an applied external field in both liquid argon [135] (see Figure 3.4) and xenon [110].
This is not surprising, as Equation 3.7 suggests, since with increasing field, ions
which would have potentially recombined to produce a scintillation photon are
instead extracted by the field. Thus the rejection factors achievable using scintillation timing alone at zero field and the ratio of scintillation to ionization at
non-zero field are not simply multiplicative. For dual phase detectors, the applied
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field must be optimized for the energy region of interest, the field dependent ratio of ions to exitons produced in the medium, the timing characteristics of the
scintillator, and the efficiency of light collection from the primary scintillation and
secondary ionization signals.

3.4

Radioactive Noble Isotopes

Of the viable noble liquid targets for WIMP detectors (those shown in Table 3.1),
argon and xenon are the isotopes containing long-lived, naturally occuring radioactive isotopes.

222

Rn is a radioactive contaminant which is present at varying levels

in all comercially available gas and also emanates from detector and process system
components. Activated charcoal traps [136] cooled below the freezing temperature
of radon have been successful in removing the majority of radon from noble gas
sources. Sources of the heavier noble gases have also been found to contain

85

Kr

which can present a source of background.
In the case of xenon, the only long-lived, naturally occurring radioactive isotope
is

136

Xe which is a double beta decay isotope. Despite being ∼ 9% of the isotopic

composition of xenon, the decay is a second-order weak transition with a half-life of
∼ 2.2 × 1021 years [119] which presents a negligble background compared to other
electromagnetic backgrounds in xenon detectors. Commercially available xenon
typically contains O(100) ppb levels of krypton which has an isotopic content of
2 × 10−11 of 85 Kr, a beta decay isotope with a half-life of 10.8 yr. In the absence of
krypton removal,

85

Kr presents a 29 mBq/kg [83] background of beta decays with

an endpoint energy of 687 keV. Although krypton can be removed from xenon
through chromatography techniques [120],
for xenon detectors.

85

Kr backgrounds remain a challenge
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39

Ar, a cosmogenically activated

beta decay isotope with an endpoint of 565 keV, at concentrations of approximately 8 × 10−16 . The 269 yr half life and inability to perform isotopic separation
gives atmospheric argon a 1 Bq/kg activity which becomes substantial in large
detectors. However, the excellent PSD characteristics of liquid argon, summarized
in the previous section, allow the rejection of

39

Ar beta decays with extremely

high efficiency making atmospheric argon viable up to at least the multi-tonne
scale. The MiniCLEAN experiment described in the next chapter will further
demonstrate the PSD achievable in single phase liquid argon detector for demonsration of 39 Ar rejection at the scale of 10’s of tonnes using a dedicated 39 Ar spike.
As shown in Figure 3.10, assuming atmospheric argon, the pileup of

39

Ar events

with a potential WIMP signal induces an effective dead time in the detector. At
approximately 100 tonne mass, additional pileup of

39

Ar decays only reduces the

“effective” mass from the maxium value of approximately 37 tonnes. However, an
underground source of argon from the Kinder Morgan CO2 plant in Cortez, CO
has been identified [69]. Although the large scale production of underground argon
remains technically challening, the DarkSide-50 experiment has recently operated
with a 50 kg underground argon target, and has demonstrated over a factor 103
reduction in

39

Ar content [80]. The underground argon used in DarkSide-50 was

also found to contain 2 mBq/kg of

3.5

85

Kr.

Chemical Purity

As described above, efficient detection of energy deposition in single phase noble
liquids relies on ion recombination, the decay of long lived excited dimers, and the
propagation of EUV photons across large detectors. Each of these processes can
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Figure 3.10: A lower limit on the effective mass of a single-phase liquid argon
detector with atmospheric 39 Ar content. The reduction in effective mass with
increasing true mass is due to the loss of live time caused by the assumed
rejection of all events which pileup with 39 Ar decays within 10 µs.

be degraded by the presence of chemical impurities in the liquid. Electronegative
contaminants can prevent the recombination of free ions and electrons. Long lived
excited dimer states can be similarly affected by interactions with contaminants
(which is likely the result of largely varied triplet time constants reported in the
field), and the absorption length for EUV photons can be greatly reduced by
contaminants which readily absorb EUV photons. These effects reduce both the
scintillation yield and the PSD capabilities of a noble liquid detector.
Although commercially available noble gases typically contain ppm concentrations
of atmospheric gases, noble gases can be readily purified to < 1 ppb levels of most
contaminants by commerical zirconium purifiers. However, once purified, the gas
must remain pure, and, in the case of large detectors, purification in the gas phase
may be impractical. Recirculation loops (either in the gas or liquid phase) are
often used to maintain purity, but the species of contaminants removed depends
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on the method of purification. A number of measurements described below have
quantified the effects of trace levels of contaminants.

Figure 3.11: Left: triplet lifetime as a function of oxygen contamination in
the WArP prototype detector. Right: quenching of the scintillation light yield
due to oxygen contamination. Figures taken from [129].

As atmospheric contaminants are typically dominant in commercially available
noble gases, the effects of nitrogen and oxygen contamination in liquid argon have
been well studied. As described in [129], a WArP prototype detector was used
to evaluate the reduction in triplet lifetime and overall scintillation yield due to
nitrogen and oxygen contamination over a range of concentrations. Figure 3.11
shows the triplet lifetime and relative scintillation efficiency over a range of 101000 ppb concentrations of O2 . A reduction in both the triplet time constant and
relative scintillation yield are clearly visible at O(100 ppb) concentrations.
Although the relatively low electronegativity of N2 allows large free-electron lifetimes at ppm concentrations in liquid argon [130], the scintillation light in liquid
argon has been shown to be impacted more significantly [131]. As shown in Figure 3.12, the absorption length of liquid argon scintillation photons is dramatically
reduced by ppm levels of N2 contamination. Several percent losses in the relative
scintillation yield are seen at similar levels in the right panel of Figure 3.12.

Chapter 3. Scintillation in Noble Liquids

68

Figure 3.12: Left: the absorption length of liquid argon scintillation photons
in the Bo cryostat with varied levels of nitrogen contamination. Right: the liquid
argon scintillation yield relative to sub-ppm nitrogen contamination. Figures
taken from [131].

Figure 3.13: The water and oxygen concentration in the vapor space above
the LArPD cryostat completely filled with liquid argon. The temperature in
the lab housing the cryostat is also shown, and the water concentration closely
follows the varying temperature. Figure taken from [133].

Although the concentration of water in liquid argon can be readily reduced below
ppb levels through a variety of techniques, the outgassing of contaminants in
the warm vapor space can contribute to impurities in the liquid. Figure 3.13
from [133] shows the water concentration in the ullage of the LArPD detector
during a phase of recirculation of the liquid argon volume. The water concentration
closely follows the temperature of the hall which indicates significant outgassing
of water vapor from materials in contact with the vapor space. In [133], it is
shown that recirculation of the gas in the ullage significantly reduced the water
contamination of the liquid which was otherwise limited by continuous outgassing
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of water in the ullage (DEAP-1 [160] has also shown that a continuous source
of radon, a problematic radiological background, can be produced by emanation
from materials in contact with the vapor space). Water has a particularly high
absorption cross section in the EUV wavelengths of noble liquid scintillation as
shown in Figure 3.14 for 1 ppm of water. Although water can be readily removed
from the source gas when filling a detector, outgassing of water from detector
components, particularly during cooldown of the detector, can result in plate out
of water on sensitive surfaces such as wavelength shifters, resulting in a reduced
scintillation detection efficiency.

Figure 3.14: Absorption coefficient for 1 ppm of water vapor. The xenon
scintillation spectrum is shown for comparison, and a peak is also visible at
128 nm, the peak liquid argon scintillation wavelength. Figure taken from [134].

Chapter 4
MiniCLEAN Detector
This chapter provides a detailed description of the MiniCLEAN detector concept,
hardware, and subsystems.

4.1

Detector Overview

Both current and future neutrino experiments (SNO [121], KamLAND [123],
Borexino [122], etc) utilize large, monolithic detectors instrumented with maximal coverage of photomultiplier tubes viewing the active target. Figure 4.1 shows
the inside of the SNO acrylic vessel with some fraction of the 9438 eight inch
diameter PMTs visible outside the acrylic vessel. The size of the SNO detector
and other large, monolithic neutrino detectors demonstrates the scalability of the
concept of a relatively simplistic detector instrumented with PMTs. The aim of
the Cryogenic Low Energy Astrophysics with Noble Liquids (CLEAN) program
is to mirror this approach with targets sensitive to WIMP dark matter and low
energy solar neutrinos.
70
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Figure 4.1: A photograph from inside the SNO acrylic vessel. A temporary
access ladder is visible through the neck at the top of the vessel.

Liquid argon (LAr) is an especially good target material for a large, monolithic
dark matter detector due to the its scintillation properties, affordability, and reasonably high atomic number. Conceptually, a large, single phase LAr dark matter
detector takes the form illustrated in Figure 4.2. The scintillation light produced
by recoils in the LAr is peaked at 128 nm to which conventional PMTs are not
sensitive. This requires a wavelength shifting (WLS) layer between the active
volume and the PMTs to convert the light into the visible regime where PMTs
are sensitive. Tetraphenyl butadiene (TPB) is a widely used wavelength shifter
which can be deposited on acrylic, in the case of MiniCLEAN, or other substrates.
The WLS surfaces are then viewed through the substrate by an array of cryogenic
PMTs within the LAr volume. In addition to acting as a substrate for the WLS,
acrylic light guides provide additional shielding to the central volume in the case
that self-shielding from the outer LAr is not sufficient due to limited detector
size. To maximize light collection, the inner LAr volume has complete 4π coverage with large area PMTs. In addition to operation with LAr, the MiniCLEAN
detector has been designed to accommodate the cryogenic requirements of liquid
neon (LNe). At larger scales, this capability allows a low energy solar neutrino
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program in addition to testing the expected A2 dependence of the WIMP cross
section if such a signal were to be observed.
TPB Surface
(wavelength shifter)

Fiducial
Volume

Liquid
Ar/Ne
Optional Light
Guides

Figure 4.2: A conceptual diagram for a large single phase liquid argon or
neon detector. Photomultiplier tubes provide 4π coverage of a central target
volume surrounded by a wavelength shifting surface. Light guides can provide
additional shielding if self-shielding from the target outside the fiducial volume
is insufficient.

Figure 4.3 shows a schematic of the MiniCLEAN detector which has recently
(summer 2015) completed construction at SNOLAB on the 6800 ft level of the
Creighton mine near Sudbury, Ontario. The innermost volume is a 500 kg active
LAr volume forming a 92 sided doubly-truncated icosahedron defined by TPB
coated acrylic blocks. The 10 cm thick acrylic blocks are held within stainless
steel tubes with polygonal cross sections before transitioning to a circular cross
section where the PMTs are housed. The light guide tubes are lined with a 3M ESR
reflective foil to maximize light collection at the PMTs. The PMTs are mounted
within a holder connected to tophats which make a high vacuum seal against
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the spools which are connected to the inner sphere. Figure 4.5 shows a PMT
attached to a tophat with a prototype holder. The R5912-O2 MOD PMTs have a
platinum layer beneath the photocathode which improves electron mobility at low
temperatures and a 14 stage dynode to maintain amplification at low temperatures.

Calibration
Ports

Top Hat

Optical
Module

Outer
Vessel

LAr/
LNe

PMT

Target
Volume
Light
Guide

Inner
Vessel

Acrylic
Plug

Figure 4.3: Left: a rendering of the MiniCLEAN inner vessel within the outer
vacuum vessel. The inner approximation of a sphere contains 500 kg of liquid
argon (or 432 kg of liquid neon) surrounded by an array of 92 optical cassettes.
Right: a detailed view of an optical cassette. A cylindrical spool houses an
R5912-02 MOD PMT mounted to a tophat to create a cryogenic UHV seal. A
stainless-steel tube lined with a reflective foil supports an acrylic plug which
provides neutron shielding and a substrate for the TPB deposition.

Ten cm thick acrylic sheeting manufactured by RPT was cut into the shape of
either a regular pentagon (12 ports), a regular hexagon (20 ports), or an irregular
hexagon (60 ports) depending on the location of the port on the IV sphere. The
acrylic provides additional neutron shielding and acts as a substrate for the TPB.
Since the light guides of different cross sections have different cross sectional areas,
the TPB coverage viewed by each PMT is not fixed. Pentagonal cassettes view
162.7 cm2 of TPB surface area, regular hexagonal cassettes view 279.6 cm2 , and
irregular hexagonal cassettes view 245.7 cm2 . This provides 97% PMT coverage
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for the innermost 500 kg of LAr. The 3% of the inner volume which is not covered
with TPB is due to small gaps (4-7 mm) between the light guides which are
required for engineering tolerances. The ESR reflective foil which lines each light
guide tube is used to provide a reflective surface to both maximize light collection
from the inner volume and to optically de-couple the inner and external LAr.

Figure 4.4: Left: the IV vessel during a pressure test at Winchester Precision
Technologies. Right: the completed OV during an inspection at PHPK.

The inner vessel which contains 3400 kg of LAr in total is then hung within an
outer vacuum vessel which provides secondary containment of the cryogen and
thermal insulation for the IV. Photographs of the inner and outer vessels during
testing at the manufacturer are shown in Figure 4.4. The outer vessel (OV) is
then supported by a four legged stand via a set of springs which dampen relative
movement between the Cube Hall floor and deck. The OV is then contained
within an 18 ft diameter by 26 ft tall water tank beneath the Cube Hall deck
which provides shielding from radiation external to the detector. A rendering
of the detector inside the water shield from the simulation package described in
Chapter 6 is shown in Figure 4.6. The water tank can be instrumented with an
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Figure 4.5: Left: an R5912-02 MOD mounted on a tophat for the inner vessel.
The kapton which makes contact with the PMT near the equator was replaced
with delrin in the final design. Right: a prototype acrylic block with a TPB
coating on the forward facing surface. The TPB is illuminated by a UV light
source, and the re-emitted blue light is visible.

active veto system which is described below, but this will not be installed prior to
initial operation.
The MiniCLEAN water tank is located in the Cube Hall which is a 60 ft long
by 50 ft wide by 50 tall cavity 6800 ft (6000 mwe) below surface in SNOLAB.
Figure 4.7 shows the Cube Hall in November 2014. The MiniCLEAN water tank
is visible below the Cube Hall deck on the right. On the left is the DEAP-3600
water tank. DEAP-3600 is currently commissioning in parallel with MiniCLEAN,
and expects data on a similar time scale.

4.2

Detector Calibration

In-situ calibration with

39

Ar provides much of the needed detector calibration

for MiniCLEAN. With atmospheric argon, the

39

Ar decays occur at a rate of

approximately 500 Hz, are uniformly distributed within the LAr volume, and
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Figure 4.6: A rendering of the MiniCLEAN IV and OV within the water
shield tank from the Monte-Carlo simulation.

have a well defined energy spectrum which is shown in Figure 4.8. Utilizing late
light from the

39

Ar decays, the low-level calibration of PMT charge spectra can

be measured with minimal pileup of multiple photoelectrons. The uniformity
of the decays within the target volume allows estimation of biases in position
reconstruction. In addition, the well defined energy spectrum of the

39

Ar beta

decays with an endpoint at 565 keV allows calibration of the energy scale of the
detector for electronic recoils.
The MiniCLEAN IV is also instrumented with 12 LEDs which allow light to be
injected into the detector for the purposes of calibration. Six of the LEDs are
peaked at 265 ± 5) nm (12 nm FWHM) to test the detector response to UV light,
and the remaining six are peaked at 465 ± 10 nm (25 nm FWHM) to calibrate
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Decays / yr / keV

Figure 4.7: A photograph of the Cube Hall on November 2014. The MiniCLEAN water tank is below deck on the right while the DEAP water shield
tank is visible on the left.
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Figure 4.8: The energy spectrum of beta decays from 39 Ar. The vertical scale
assumes atmospheric argon in the full volume of MiniCLEAN.
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the response to visible light. The LEDs and their holders are housed at a location
near the PMTs to reduce the amount of material near the fiducial volume. The
light is then sent through optical fibers to the TPB radius where the light enters
the active detector volume. One of the stainless steel housings for an LED fiber

PMT Response

on a pentagonal light guide is visible in Figure 5.5.
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Figure 4.9: Measured angular distributions from UNM for three visible
(465 nm) and one UV (265 nm) LEDs at the end of the fibers used in the
IV.

The system driving the LEDs is capable of pulsing them with approximately 8 ns
width. This allows measurement of double, late, and after pulsing rates independently for each PMT. The LED pulsing system also provides a trigger for the data
acquisition system to ensure that the event is tagged and recorded. The angular distribution and intensity of the light emitted from each LED assembly was
measured at UNM (Figure 4.9). However, the reassembly of the LEDs after an
ultrasonic cleaning process makes these distributions only an approximation due
to uncertainty on the precise location of the lens which focuses the light into the
optical fiber.
Calibration of the detector response to nuclear recoils requires a neutron source to
be placed near the detector. Above OV-B, a vertical water filled PVC pipe allows
the placement of such a source within a concentric air filled PVC pipe with minimal
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Figure 4.10: The simulated energy spectrum of neutrons produced from the
AmBe calibration source.

water shielding between the source and the IV. RHUL has developed a source
and deployment system that will be used by both DEAP-3600 and MiniCLEAN,
consisting of a retractable 74 MBq AmBe source manufactured by Eckert & Ziegler.
The source produces approximately 5000 neutrons per second and is coupled to a
pair of NaI scintillator crystal and PMT (ETL 9102) assemblies for tagging. The
simulated energy spectrum for neutrons emitted by the AmBe source is shown in
Figure 4.10.

4.3

39

Ar Spike

A large part of MiniCLEAN’s scientific program is to determine at what mass a
single phase LAr detector becomes 39 Ar background limited for an energy threshold
that would be needed to observe a potential WIMP signal. A concentrated sample
of

39

Ar will be mixed with natural argon and injected into the detector through

the gas process system. This can be done with the detector full of LAr to allow a
natural argon run before the spike injection. The

39

Ar source has been produced
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at LANL by irradiating a potassium target with neutrons above 2 MeV. The 39 Ar
is produced through the

39

K(n,p)39 Ar reaction.

With the detector spiked with 39 Ar, the increased rate of beta decays allows MiniCLEAN to probe the PSD achievable in a much larger single phase LAr detector
filled with atmospheric argon. The goal being to probe the ultimate PSD achievable in a LAr detector as a function of energy. This will inform the size and energy
threshold needed for a next generation detector given current and future WIMP
limits. In addition, it will allow evaluation of the need for argon depleted of

39

Ar

while the large scale depleted argon extraction efforts continue to ramp up.
In addition to effects which degrade PSD for electronic recoils isolated in time,
the pileup of electronic recoils with potential WIMP candidates can induce an
effective dead time. Current PSD techniques typically operate under the wellmotivated assumption that the recoil of interest is the only interaction within the
event window being analyzed. However, with increasing 39 Ar rate, the probability
of pileup with a WIMP candidate event becomes non-trivial, and the resulting
“dead” time effectively reduces the mass of the detector.
Figure 4.11 shows lower bounds on the effective mass of a large LAr detector as a
function of true detector mass for both atmospheric LAr and depleted LAr. This
assumes 1 Bq/kg of

39

Ar, a 100 times depletion factor, and that any random po-

tential WIMP candidate which contains an

39

Ar event within a 10 µs window is

rejected because it is beyond the scope of standard PSD techniques. The coincidence window can be reduced to improve the effective mass, but this comes at the
expense of PSD since some fraction of the triplet light from nuclear recoils will
be indistinguishable from light from a pileup electron. However, these are lower
bounds as analysis techniques (perhaps an extension of those discussed in Section 8) could, to some extent, perform PSD in the presence of pileup. Assuming

Effective Mass (tonnes)
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Figure 4.11: A lower bound on the effective mass of a large LAr detector given
the true mass and the effective dead time induced by pileup of 39 Ar events with
WIMP candidates. A 10 µs event window is assumed. Atmospheric LAr is
shown in blue while argon depleted by a factor of 100 in 39 Ar is shown in red.
The dashed line indicates no loss of true mass due to 39 Ar pileup.

all candidate events which pileup with an

39

Ar decay within 10 µs are rejected,

lower bound on the maximum effective detector mass with atmospheric argon is
37 tonnes with an actual detector mass of 100 tonnes. With 100 or more times
depleted LAr, there is minimal loss of effective mass up to 250 tonnes and beyond.
With an active mass of 0.5 tonnes, the intensity of an 39 Ar spike (in units of MiniCLEAN atmospheric

39

Ar content) required to achieve the background present in

an atmospheric argon run of a larger detector is at most a factor of 2 the values on
the horizontal axis of Figure 4.11. So, at least a 200 times spike would be required
to obtain the

39

Ar background in a 100 tonne detector. The spike intensity would

need to be yet higher to achieve the background in the fiducial volume because a
large detector will sacrifice a smaller fraction of its target to self-shielding of the
LAr. The MiniCLEAN

39

Ar spike will likely attempt to demonstrate the PSD

achievable in a detector of several-tens of tonnes.
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Data Acquisition System

A schematic of MiniCLEAN’s data acquisition (DAQ) system is shown in Figure 4.12. A VISyN high voltage mainframe supplies voltage to the 92 IV PMTs.
Voltages are set per channel with programmable trip currents, and both the PMT
signals and high voltage are carried along a single cable (RG-68 in air, Gore
30 AWG in the OV vacuum) for each PMT. Custom HV blocking cards filter the
DC component, and send the PMT signals to a set of 12 CAEN V1720 250 MHz
digitizers configured to obtain 16 µs waveforms. Each digitizer has eight inputs
with 12 bit ADCs and a dynamic range of 2 V. A signal proportional to the number of channels above a programmable threshold is output by each digitizer, and
these signals are summed to provide a trigger in the event that approximately
five or more channels have crossed threshold within a 16 ns coincidence window.
Additional trigger inputs allow triggering of the DAQ for calibration purposes.
Due to the high data rate from 92 channels of 16 µs waveforms acquired at 500 Hz
or higher, full waveforms cannot be written to disk for all events. The CAEN
V1720 digitizers can be operated in a zero-length encoding (ZLE) mode where
regions of time in which the signal has not crossed threshold (with 16 ns granularity) are not sent over the optical link to be written to disk. In addition to
the 16 ns regions where a sample has crossed threshold, programmable length preand post-sample regions are also included with each block of ZLE data. Once triggered, the DAQ system sends event summary data to a PC which, in real time,
evaluates whether the event could be of interest based on any or all of the amount
of charge observed, the estimated prompt fraction, and the charge centroid. Depending on the event summary information, the DAQ system records either the
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Figure 4.12: A schematic of MiniCLEAN’s data acquisition system. Signals
from the IV PMTs are read out through a set of 12 CAEN V1720 digitizers.
Electronics to instrument the water shield with a set of veto PMTs are available,
but will not be installed for the initial run.

full ZLE waveforms, summary information (charge, time, etc) for each block of
ZLE data, or channel level summary data.
The DAQ simulation within the RAT software package, described in Chapter 6,
contains the algorithms which determine the reduction level for each event. This
software level trigger was developed and tested in the Monte-Carlo simulation with
39

Ar beta decays before integration into the DAQ system. The primary handle

on data reduction is the integrated charge of the event, and this can be rather
robustly computed on-line. Low energy events are of primary interest for a WIMP
search. Figure 4.13 shows the event rate for each reduction level as a function
of the cut placed on integrated charge in the software trigger. The rate of ZLE
waveforms can be tuned using this cut to fit within the DAQ capabilities while
maintaining ZLE waveform data for low energy events of interest. As an additional
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Figure 4.13: The simulated rate of events with each data reduction level as a
function of the cut placed on integrated charge (left) in units of ADC counts, and
the estimated prompt fraction (right). The curves labeled “center” represent
the active 500 kg volume while the curves labeled “gaps” refer to events external
to the active volume without baffles which prevent light from entering the active
volume.

handle on the data rate, the estimated prompt fraction can be used as shown in
the right panel of Figure 4.13. Here a cut on the integrated charge has been placed
at 2 × 105 ADC counts, and then a cut is applied to preserve ZLE waveforms for
only nuclear recoil like high prompt fraction events. With software trigger cuts
tuned for DAQ performance, these can be input directly into the Monte-Carlo
simulation to determine the nuclear recoil acceptance for ZLE waveform events.
Events which are saved with reduction levels that do not contain waveforms can
still be analyzed with simpler algorithms that do not take full advantage of the
waveform shape.
The DAQ system as described with the software trigger is rate limited at 1.8 kHz
by readout of the CAEN V1720 digitizers. With fairly minimal hardware upgrades,
the system could be configured to handle up to 4.3 kHz. Although this is more
than sufficient for an atmospheric LAr run, this is still well below the event rate
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Ar spike run. However, the system does not apply any cuts in

hardware before triggering the digitizers. A simple addition to the DAQ in which
a discriminator cuts high energy events in hardware (with some prescaling) will
be necessary for the spike run.

4.5

Cryogenic System

MiniCLEAN’s cryogenic system consists of a Gifford-McMahon cryocooler mounted
on the OV-D flange with 24 flexible OFHC copper braids extending to OFHC copper cold fingers mounted on two of the IV’s 3 in diameter ports. The cryocooler
is housed within an air filled vessel mounted on OV-D as shown in Figure 4.14. A
pair of high pressure, vacuum jacketed helium lines create a closed loop between
the cryocooler and the helium compressor located outside the water tank on the
floor of the Cube Hall. These helium lines and instrumentation cabling are housed
within a 4 in flexible hose routed from OV-D to the outer lid of the water shield
tank.
Component
Load (W)
Thermal radiation
22.3
Free-molecular air conduction
4.3
OV-IV supports
11.0
Vent pipes
9.4
PMT cables
5.1
Other cables
0.6
PMT bases
12.1
Total
64.8
Table 4.1: Calculated upper limits on the IV heat loads from the various
sources during normal operations.

Table 4.1 shows calculated upper bounds on the heat loads on the IV during
normal operations with LAr at 87 K. The head load due to thermal radiation is
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Figure 4.14: A rendering of the cryocooler connection to cold fingers which
extend into the IV.

reduced significantly with multi-layer insulation on the inner surfaces of the OV.
The cooling capacity of the cryocooler is shown in Figure 4.15. At 40-50 K He
temperatures the 225 W cooling capacity is sufficient to liquefy and then maintain
the LAr target. To fill the IV with LNe near 27 K, additional refrigeration would
need to be supplied to additional cold fingers mounted on the IV.
The IV temperature is controlled with a Cryocon temperature controller linked to
four silicon diode temperature sensors mounted on the cooling stages external to
the IV. Two sensors are located near the connection to the cryocooler, and one is
located at each cold finger. A redundant sensor is located on each cold finger, and
6 sensors are mounted on VCR blanks distributed among half of the IV pentagonal
port tophats (PMT IDs 26, 28, 29, 62, 65, and 91). The temperature controller is
also linked to a set of four DC power supplies which are each connected in parallel
to a pair of 500 W Omegalux cartridge heaters clamped within the cooling stages
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Figure 4.15: The cooling capacity of the AL325 cryocooler as a function of
the helium temperature.

on the IV.

Figure 4.16: During filling the IV with LAr, the liquid level is monitored with
a capacitive level sensor housed within a 3/4 in tube slanted on the IV.

The IV liquid level is monitored with a pair of capacitive level sensors. The one
shown in Figure 4.16 gives sensitivity from approximately 2/3 full to 1 in above
the top of the IV. A second sensor is housed within the buffer volume within the
OV-A spool. This allows readout from approximately 3 in below the buffer tube
volume to 10 in above the bottom of the buffer tube.
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Argon Gas Purification System

As detailed in Section 3, small quantities of contaminants degrade the scintillation
yield of LAr and preferentially quench the triplet light which is essential for PSD.
In addition, radon must be removed from the argon target to prevent potential
backgrounds from radon daughters deposited in the TPB. The two main components in MiniCLEAN’s purification system are a SAES PS4-MT3-R-1 heated
zirconium purifier in series with a cooled activated charcoal trap.
The heated zirconium getter requires 99.999% inlet argon gas which is readily
available in both gas and liquid states. Radon readily emanates from the housing
of high pressure gas cylinders as well as the internal surfaces of standard cryostat
dewars at room temperature. However, with the freezing point of radon (202 K)
well above the temperature of LAr, boil-off gas from LAr dewars contains significantly less radon than the output of gas cylinders which relaxes the requirements
on the activated charcoal trap. In addition, using LAr dewars to supply the purification system with argon gas requires much less maintenance in exchanging
gas sources. However, the quantity of LAr in the source dewars must be carefully
monitored to ensure that contents do not warm to the point that radon and other
contaminants are readily boiled which occurs when the dewar begins to empty.
This will be monitored with a combination of floor scales and the integrated flow
rate from the inlet flow controller.
With 99.999% pure inlet argon gas, the heated zirconium purifier reduces most
impurities (H2 , CH4 , H2 O, CO, N2 , O2 , and CO2 in particular) to below ppb
concentrations at flow rates of 5-20 SLPM. The purifier can operate at flow rates of
20-50 SLPM with lower electronegativity impurities only reduced to below 10 ppb
concentrations. The zirconium internal to the purifier is isolated from the rest of
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Figure 4.17: MiniCLEAN’s activated charcoal contained within a 3 in diameter pipe sitting on a support stand for the vacuum vessel and cryo-pump which
cools the charcoal.

the purification system with 3 nm particulate filters. Radon is not readily removed
with the zirconium purifier which requires additional purification through cryoadsorption within an activated charcoal trap [136, 137]. The charcoal provides a
large surface area which, once cooled to a temperature below the radon freezing
point, cryo-adsorbs radon while allowing the purified argon to exit the trap.
MiniCLEAN’s charcoal trap is pictured in Figure 4.17 where the smaller pipe
containing the charcoal temporarily sits on a support frame for the vacuum vessel
and cryo-pump which will cool the charcoal to a temperature between 113 K and
143 K. The trap contains approximately 1.2 kg of Calgon Type PCB-LS 4x8 mesh
activated charcoal, and is isolated from the rest of the purification system with
2 µm particulate filters. A CTI Cryogenics helium compressor provides cooling
for a cold head within the vacuum vessel containing the charcoal trap.
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Figure 4.18: A rendering of the IV fill lines within the 8 in exhaust vent piping.
Although not shown, the upper left side of the larger diameter tee continues to
the exhaust vent while the other side connects to the OV vacuum pumps.

During normal operations, an Agilent SH-110 dry scroll pump downstream of an
MKS-640 pressure controller will maintain pressure within the IV below 13.3 PSIG.
If recirculation of the the argon gas in the vapor space above the liquid is required,
the system also contains a loop which would allow recirculation of the argon vapor
through the purification system. A Pfeiffer Omnistar RGA will be used to evaluate the need for recirculation and monitor the gas quality at ppm levels during
commissioning.
Two 3/4 in lines connect the purification system on the Cube Hall deck to the
IV volume. One connects to the top of the IV through the buffer tube while the
other connects to a flexible hose which connects near the bottom of the IV. These
are visible in Figure 4.18 within piping which extends the OV vacuum space up
to the deck level.
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Emergency Exhaust System

Due to the large quantities of cryogen present both in MiniCLEAN and DEAP3600, a shared exhaust vent is required to mitigate oxygen deficiency and overpressure hazards in the Cube Hall. Each experiment ties into a 12 in diameter
piping system which, in the event of a catastrophic failure, sends the argon boil-off
gas out of the Cube Hall, through the Bottom Access Drift, and 1250 ft through
the mine to the air raise where the boil-off gas can be safely vented to surface.
A 42 PSIG rupture disk is mounted on one of the IV 3 in ports. This would
vent directly into the OV volume in the event of an increased heat load on the
IV. As shown in Figure 4.18, extending vertically from OV-A is 8 in diameter
tubing which is used both for evacuation the OV and for a pressure relief path.
Bellows on each side of the 8 in tee above OV-A provide the necessary movement
for the various buoyant conditions of the OV and for motion in the event of seismic
activity. The OV vacuum space is isolated from the emergency exhaust vent by an
8 in diameter 12 PSIG rupture disk manufactured by Fike. A pair of 8 in diameter
check valves from Check-All isolate the MiniCLEAN tie-in to the exhaust vent (at
5 PSIG cracking pressure) and also provide local pressure relief into the Cube Hall
(at 13 PSIG cracking pressure).
Due to the possibility of argon vapor being released into the Cube Hall in large
quantities, the Cube Hall is instrumented with a set of fixed oxygen monitors
and circulation fans tied into a UPS. The oxygen monitors provide a local alarm
triggering evacuation of the Cube Hall in the vent of an oxygen deficient environment. A series of boil-off tests indicated that circulation fans are required to
prevent stratification of the argon in various locations in the event of a catastrophic boil-off event. This system which addresses the oxygen deficiency hazards
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and over-pressure protection was the topic of a dedicated review held by SNOLAB
in October 2014 with an external committee.

4.8

Magnetic Field Compensation System

It is well known ([138] for example) that operation of PMTs in magnetic fields
can degrade the photoelectron detection efficiency. In addition, this efficiency
loss can depend on the orientation of the PMT relative to the magnetic field.
Figure 4.19 from [139] shows the efficiency, as measured by Hamamatsu Photonics,
of an R5912 PMT in the presence of a magnetic field aligned with or perpendicular
to the dynode structure. With MiniCLEAN’s spherical array of PMTs, the optimal
magnetic field configuration is zero field in all dimensions. Since the magnetic field
at SNOLAB is primarily in the vertical direction, a set of Helmholtz coils around
the vertical dimension is sufficient to greatly reduce the efficiency loss induced by
the terrestrial magnetic field.
A schematic of the magnetic field compensation coil wiring is shown in Figure 4.21.
At six elevations centered at the OV’s center, three conductor cable is wrapped
twice around the exterior of the water shield tank. The third conductor is used to
join the other two conductors, turning each turn of the three conductor cable into
three turns for the purposes of field compensation. Each of the six coils containing
six turns of conductor is driven by an independent DC power supply located in
the DAQ racks on the Cube Hall deck.
A set of five magnetic field sensor modules are mounted on the outer vessel for the
purposes of tuning the magnetic field coils and monitoring the field during operations. Each module contains a one-dimensional (HMC1001) and a two-dimensional
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Figure 4.19: The relative efficiency of an R5912 PMT as a function of magnetic
field strength as measured by Hamamatsu Photonics. The orientation of the
magnetic field is parallel to the dynode stack for the closed red points while the
open blue points show the measurements with the field perpendicular to the
axis of the dynode stack.

(HMC1002) magnetoresistive sensor IC. A detailed description of the sensor electronics can be found in [141]. Each set of sensor electronics is housed in a PVC
pipe capped and sealed at both ends. Protruding from the housing is a 1 in diameter tee which connects to a flexible water-proof hose that is routed to the outer
lid and houses the cable for the electronics.

4.9

Veto System

In addition to providing shielding from external gammas and neutrons, the water
tank surrounding the OV can be instrumented with an active veto system to tag
through-going muons. Although, in the interest of schedule the veto system will
not be installed for the start of MiniCLEAN’s operations, all of the hardware and
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Figure 4.20: Monte-Carlo simulation (described in detail in Chapter 6) of the
light yield of electronic recoils in the MiniCLEAN detector. The most recent
measurements from 2011 with the shield tank in place produce a light yield
of 5.20 PE/keV. With the z-component of the field canceled, a light yield of
5.87 PE/keV is achieved which nears the zero-field yield of 5.89 PE/keV. Figure
taken from [139].

Figure 4.21: A schematic of MiniCLEAN’s magnetic field compensation coil
wiring.
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electronics has been fabricated which would allow installation of the veto at a later
time. Below is a very brief summary of the veto system. For a much more detailed
discussion, see [140].
Muons passing through MiniCLEAN’s 18 ft diameter by 26 ft tall water shield
tank produce Cherenkov radiation which can be detected in order to provide a
tag to reject neutron cascades and other spallation products which could mimic a
WIMP signal. The veto system consists of 48 SNO 8 in diameter PMTs (R1408)
lining the walls of the shield tank in 12 vertical “strings” with 4 PMTs each. Each
string is attached to a stiffener bar on the outer lid of the tank. The inner liner of
the shield tank is a reflective waterproof bladder which aids in detection of light
produced in the shield tank. The PMTs provide approximately 1% photocathode
coverage of the shield tank.

Figure 4.22: The modeled muon flux from [144] for 6011 mwe, and the crosssectional area of the MiniCLEAN water tank for comparison. This gives an
expected rate of 9.8 ± 0.3 µ/day incident on the shield tank. Figure taken
from [140].

Figure 4.22 from [140] shows the muon flux at SNO as a function of azimuth
compared to the MiniCLEAN shield tank cross-section with a total flux of (3.31 ±
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0.01(stat) ± 0.09(syst)) × 10−9 muons/s/cm2 as measured by SNO [143]. The
parametrization is it that of [144] referenced from [145] with the parameters taken
from measured muon fluxes at various underground sites. This gives an expected
rate of 9.8 ± 0.3 µ/day incident on the MiniCLEAN water shield [140].

Figure 4.23: Efficiency of the muon tag as a function of the number of hit
PMTs for the veto tag. Three thresholds for individual PMT thresholds are
shown. Figure taken from [140].

If the veto system is installed in the MiniCLEAN water shield, Steve Jaditz has
evaluated the efficiency of the muon tagging. Figure 4.23 from [140] shows the
muon tagging efficiency as a function of the threshold for the number of veto
PMTs hit. 0.25 PE, 1 PE, and 4 PE individual PMT thresholds are considered.
For 1/4 PE PMT threshold and a veto threshold of 2 or more hit PMTs, 99.9%
efficiency can be achieved. For comparison, a 4 PE PMT threshold and a veto
threshold of 5 or more hit PMTs can reach a tagging efficiency of 97%.

Chapter 5
MiniCLEAN Construction and
Commissioning
This chapter describes some aspects of assembly of the MiniCLEAN detector. In
particular, some of the challenges of underground clean detector assembly and
radon mitigation are described. The author maintained a near full-time presence
on-site at SNOLAB from October 2012-June 2015, from the beginning of the
detector assembly to the start of the detector cool down.

5.1

Inner Vessel Assembly and Radon Mitigation

MiniCLEAN’s inner and outer vessels arrived on-site in Sudbury in Fall 2012.
The outer vessel was disassembled into its four sections and placed on stone boats
for shipping underground within the cage that brings all personnel and materials
underground. Once underground, the 106 in diameter sections of the OV do not fit
97
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within the drift in any fixed orientation which required a rotatable attachment for
the underground forklift. The left panel of Figure 5.1 shows the top dome of the
OV en route to SNOLAB. This illustrates one of the challenges of the construction
of large underground detectors. Precision fabrication can most readily be done on
surface while the underground transport limitations restrict the size of components
which can be assembled or fabricated on surface. Once underground, each section
of the OV was cleaned extensively and transferred onto a set of low-profile wheeled
stands for transport within the lab before reassembly of the OV in the Cube Hall.

Figure 5.1: One challenge in the construction of large underground detectors
is the transport of large components which are most easily fabricated on surface.
Left: the outer vessel top dome en route to SNOLAB fixed to a rotatable forklift
attachment. Right: the inner vessel being moved into place for slinging beneath
the cage which provides underground access.

The inner sphere of the IV was designed to be nearly the largest component which
can be lowered in the shaft at Creighton Shaft 9. The right panel of Figure 5.1
shows the inner sphere within a protective housing in the process of being slung
beneath the cage. Since both MiniCLEAN and DEAP required restricted underground access during hoisting of the vessels beneath the cage, both vessels were
lowered to the 6800 ft level during the same shift on December 9, 2012. The additional IV components (spools, tophats, etc) remained on surface for ultrasonic

Chapter 5. MiniCLEAN Construction and Commissioning

99

Figure 5.2: The IV sphere just after arriving in the Cryopit in January 2013.

cleaning in the SNOLAB surface clean facility. Once cleaned, components were
bagged in liquid nitrogen boil-off gas and shipped underground.
Once underground, the inner sphere was housed within a 12 ft cubical clean room
from Clean Rooms International. The inner sphere as shipped underground is
shown in Figure 5.2 within the soft-wall clean room in the Cryopit. Both particulate counts and radon levels were monitored within the clean room during
assembly. A set of eight HEPA filters mounted in the ceiling of the clean room
lowered particulate counts to < 1 particulate/ft3 at 0.5 µm diameter without activity in the clean room and 100-200 particulates/ft3 during periods of activity.
With the clean room in the configuration shown in Figure 5.2 (which remained
the configuration until the installation of optical cassettes), the lab air within the
clean room typically contained 4-5 pCi/L of radon as measured with a RAD7
radon monitor manufactured by Durridge.
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Figure 5.3: Left: a photograph of the inverted conflat seals on the inner vessel
sphere. Right: the author in the process of installing the first spools on the inner
vessel sphere.

Although the inner sphere was electropolished after machining, the field configuration did little to remove contaminants from the threaded holes on the sphere.
The left panel of Figure 5.3 shows a pair of the inverted Conflat (CF) seals on the
IV sphere. A standard CF flange has the bolt pattern external to the knife edge
which makes the seal against a copper gasket such that the fasteners are external
to the sealed volume. Due to limitations in space on the inner sphere, the bolt
pattern is within the IV volume which requires the 2760 threaded holes on the IV
sphere to meet the cleanliness requirements of the rest of the IV components. In
addition, to prevent galling, each threaded hole on the IV contains a Nitronic 60
helicoil insert. In a six week process, each helicoil insert was removed and ultrasonically cleaned, and the threaded holes were cleaned with a variety of stainless
steel brushes, foam swabs, lint-free wipes, and methanol.
Another large amount of surface area within the IV volume is introduced by the
2760 bolts which are torqued to seal the inverted CF flanges. To meet the pressure
rating and torque requirements for the IV, inconel 718 alloy bolts from Vegas
Fasteners Manufacturing were needed. Due to the large amount of Ni-Cr oxides
which could be removed from the bolts, they were electropolished by Waterloo
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Electroplating & Metal Finishing Inc. before use in the cleaned inner sphere.

Figure 5.4: The MiniCLEAN IV within a clean room in the Cryopit in June
2013 during leak testing of IV inverted conflat seals. Cleaned IV components
are staged along the upper right of the image.

The right panel of Figure 5.3 shows the inner sphere mounted on a stand on casters
which was used for much of the IV assembly. The spools near the equator of the IV
were installed and torqued in this configuration before placing the IV on the stand
shown in the left panel of Figure 5.8 which allowed the IV to be rotated. With all
of the spools in place and torqued, each port was covered with a polycarbonate
disk with a Viton o-ring to provide a seal prior to installation of the light guides,
PMTs, and tophats. Each of the inverted CF seals were leak tested using a He
leak detector and spray probe. The IV within the clean room in the Cryopit is
shown in Figure 5.4 during this test.
As shown in the left panel of Figure 5.5, the light guide tubes were then placed
in the inner vessel for field adjustment of the clocking. With the light guides
removed, the vessel was once again sealed with polycarbonate disks, and the clean
room was converted into a reduced radon environment to reduce the exposure of
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the TPB coated acrylic blocks to radon. The top, bottom, and entry way of the
clean room were sealed, and several of the HEPA filter units were suspended below
the top of the clean room to allow them to filter the sealed volume. Compressed
air from surface which contains a factor of 4-5 less radon than underground air was
injected into the clean room at at a flow rate of approximately 35 SLPM during
the entirety of the optical light guide assembly, and the radon concentration was
continuously monitored by a RAD7 radon monitor.

Figure 5.5: Left: a photograph of the partially completed alignment of the
inner vessel light guides. Right: a photograph of the inner TPB coated acrylic
surfaces illuminated by a blue LED. Also visible is the reflective foil which fills
the gaps between adjacent light guides, an LED fiber housing visible on the
left-most light guide, and acrylic retention pins on the light guides on the right
side of the image.

The radon concentration achieved during testing with the clean room in the reduced radon configuration is shown in Figure 5.6. The radon concentration typically varied between 1-2 pCi/L depending on other uses of the surface compressed
air line. A large spike that reaches 3.5 pCi/L is visible as the result of testing of
a portable air conditioner which did not operate in a closed loop.
The acrylic blocks for the optical cassettes were machined at UNM, and subsequently bagged and shipped to International Vacuum near Toronto, Ontario for
vacuum deposition of the TPB. Once coated, the acrylic was bagged first in nylon
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Figure 5.6: The radon concentration in the radon-reduced clean room measured by a RAD7 radon monitor over a week time period. The peak on July
19 is due to the introduction of mine air into the clean room by a portable
air conditioner which was being tested. During assembly, radon levels in the
clean room were typically 1-2 pCi/L while underground air typically contains
4-5 pCi/L of radon.

back-filled with nitrogen, and then within two light tight bags. The low permeability and long breakthrough time (estimated to be 108 seconds in [146]) of radon
diffusing in nylon ensured that the TPB was exposed to minimal amounts of radon
during storage. The dark bags provided additional protection from UV light which
can degrade the wavelength shifting mechanism in the TPB [147]. Additionally,
UV filters were installed on the clean room lighting to limit the TPB exposure to
UV light during light guide assembly.
During assembly of the optical cassettes, the light guide tube, reflector foil, and
PMT were first prepared. The TPB coated acrylic blocks were then removed
from their protective housings, and placed within the light guide tube. Once each
optical cassette was complete, it was inserted into the IV, secured within the spool,
and then sealed with a PMT/tophat assembly as in the right panel of Figure 5.8.

IV Rn Concentration (mBq / m 3)
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Figure 5.7: The modeled diffusion of radon into the inner vessel during periods
where a spool is left open to the radon-reduced clean room for the insertion of an
optical cassette. The various curves indicate the rate of liquid nitrogen boil-off
flow through the open spool.

During all periods of cassette insertion, the IV was maintained at approximately
1 PSI above lab pressure with liquid nitrogen purge gas flowing at 30-85 SLPM
depending on the type of dewar available. Since the boiling point of radon is
well below that of nitrogen, the purge gas should be relatively free of radon with
estimated radon concentrations at the level of 10−3 pCi/L. Figure 5.9 shows the
completed inner vessel prior to the connection of signal cables and process system
components.
During periods where an IV port was exposed to the clean room for the insertion
of an optical cassette, exposure times and clean room radon levels were recorded.
Although the radon concentration in the IV was well below readily measurable
values, the concentration was modeled for the purposes of surface background
estimation. Treating an open IV port as an infinite cylinder of gas of diameter R
flowing at a rate ρ against a gas with initial radon concentration C0 , the amount
of radon which diffuses into the IV volume as a function of exposure time, N (t),
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Figure 5.8: Left: the inner vessel on the rotating stand where the first set of
optical cassettes were installed. Plastic tubing connected to the nitrogen purge
system is visible near the bottom right portion of the rotater stand. Right:
the author installing the final PMT in the inner vessel inside the radon-reduced
clean room in the Cryopit.

can be modeled as a solution to the diffusion equation
"
N (t) = C0
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where D is the diffusion coefficient of radon in nitrogen. The diffusion coefficient
of radon in air has been measured in [148] to be 1.2 × 10−5 m2 /s. Figure 5.7 shows
this model for radon diffusion into the IV for various flow rates of nitrogen boiloff out of an exposed IV port. For short exposures, the amount of radon which
diffuses into an IV port is not largely affected by the flow rate in the viable regimes
due to the large diameter of the IV ports.
The modeled radon concentration with in the IV during the entirety of optical
cassette assembly is shown in Figure 5.10. During periods where a port is exposed
to air, the measured radon concentration within the clean room and Equation 5.1
are used to model the diffusion into the IV. The radon concentration of the nitrogen
boil-off purge gas used is assumed to be 37 × 10−3 mBq/m3 .
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Figure 5.9: The completed inner vessel prior to attachment of signal cables
and process system components.
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Figure 5.10: The modeled concentration of radon in the IV during the entirety
of optical cassette assembly.

106

Chapter 5. MiniCLEAN Construction and Commissioning

5.2

107

Outer Vessel Assembly

Once the sections of the OV were transported into SNOLAB, the OV was reassembled on the Cube Hall floor for leak testing. The stand which supports
the OV was then constructed, and the OV was then placed inside the water tank.
Subsequent seismic analysis indicated that the OV on a relatively rigid stand would
not support the weight of the IV in SNOLAB’s design seismic event. A spring
support system was then designed to mitigate the seismic hazard, and reduce the
movement of the OV and IV to approximately 1.5 mm in the 4.3 magnitude (on
the Nuttli scale) design seismic event. The spring support system is shown in
Figure 5.11. As the water tank is filled (and the IV subsequently filled with LAr),
the varying buoyancy conditions require the accommodation of vertical movement
of the OV up to ∼ 1.5 in from the final vertical elevation.

Figure 5.11: A photograph of the spring support system for the OV.
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With the IV contained in the vacuum space provided by the OV, the dominant heat
transfer mechanism is the transfer of thermal radiation from the OV. In cryogenic
systems, multi-layer insulation, consisting of alternating layers of poor thermal
conductivity and high IR reflectivity, is often applied between the warm and cold
surfaces to reduce the heat load on the cryogenic body. Without the application
of multi-layer insulation between the IV and OV, the thermal load nearly reaches
the cooling capacity of the cryogenic system at approximately 200 W. Figure 5.12
shows two models of the radiative heat load on the IV which I used for determining
the number of layers to be applied to the inner surfaces of the OV. At approximately 10 layers, the heat load in both models is below heat load from current
flow in the PMT base components. Figure 5.13 shows the 10 layer multi-insulation
blankets applied to the inner surfaces of the OV, held in place with Kapton tape.
Each layer is 400 angstroms thick with a thermal emissivity of 0.03.
On November 12, 2014, the IV, complete with instrumentation, cabling, and process system components, was transported from the Cryopit to the Cube Hall to
prepare for mounting of the IV within the OV. The left panel of Figure 5.14
shows the IV passing into the Cube Hall. Subsequently on November 17, 2014,
as pictured in the right panel of Figure 5.14, the IV was hoisted into the OV and
suspended with a set of three support arms. Figure 5.15 shows the IV suspended
within the OV viewing from the Cube Hall deck. The scaffolding visible within
the water tank was temporarily installed to allow access at the elevation of the
OV. The copper components visible near the top of the IV make the connection
to the cryogenic refrigerator which is mounted on the top dome of the OV.
After completion of the PMT and instrumentation cabling within the OV, the top
dome of the OV was lowered into position. Water-proof hoses were then installed
to house the air-side of the PMT and instrumentation cables and IV cooling lines

Heat Load (W)
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Figure 5.12: The estimated radiative heat load on the IV as a function of the
number of layers of superinsulation in a conservative analytic model (blue) and
also a numerical model (magenta) which includes more geometrical detail. The
horizontal line indicates an upper bound on the thermal load due to the PMT
bases.

which extend from the OV to the top of the water shield tank. The IV exhaust
vent with the IV fill lines contained within was then constructed from the top
of the OV up to the Cube Hall deck level. Figure 5.16 shows the exhaust vent
extending upwards from the OV and transitioning to horizontal piping on the
Cube Hall deck. On the left side of the image are two half inch feedthroughs
which allow access to the volume of the IV. On the right side of the image, the
12 PSIG, 8 in diameter OV rupture disk is visible within threaded studs before
the tie in to the Cube Hall exhaust system. With the final cryogenic and vacuum
insulation hardware in place, the IV is currently cooling towards LAr liquefaction
temperature where the target volume can be condensed.
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Figure 5.13: A photograph of the lower three sections of the OV after application of the ten layer blankets of superinsulation.

5.3

Commissioning of the IV at Room Temperature

While the completion of Cube Hall infrastructure necessary for placement of the
IV inside the OV was underway, the IV was connected to the full DAQ system
and a subset of the gas purification system. This allowed the IV to be operated
at vacuum or filled with argon gas at pressures of several PSI above underground
atmosphere. This phase of operation allowed commissioning of a large fraction of
the final system, identification and repair of malfunctioning PMTs or electronics
channels, and measurements of constraints on certain backgrounds independent of
the upcoming liquid argon run.
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Figure 5.14: Left: a photograph of the IV passing through the doors of the
BAD into the Cube Hall. Right: a photograph of the IV being lifted off the
wheeled stand for installation in the OV.

5.3.1

Vacuum Data

Once assembly of the IV was complete, the complete DAQ system was connected
to the PMTs for commissioning of the detector at room temperature. The first
commissioning runs were with the IV evacuated to pressures near 10−3 mbar.
Without a target gas in the IV, the primary source of light is Cherenkov radiation
induced by both internal and external γ rays scattering an electron in the acrylic
light guides or PMT glass. Additionally, scintillation from alpha decays on the
TPB and reflector surfaces can be observed.
Since MiniCLEAN’s maximum likelihood position reconstruction assumes the optics of liquid argon, a simple position estimate in other mediums can be obtained
by the charge centroid which is defined as

~r =

Σi Q2i p~i
Q2

(5.2)
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Figure 5.15: A photograph of the IV hanging in the OV before installation of
the OV top dome.

where p~i and Qi are the position and charge observed in PMT i and Q is the
total charge observed in the event. Figure 5.17 shows the angular coordinates of
the charge centroid for events in the first vacuum run of the IV. Clear peaks are
visible at the coordinates associated with each light guide. The prompt fraction as
a function of detected number of PE is shown in Figure 5.18. The low PE, high fP
events are consistent with Cherenkov production in the light guides. As described
in [140], Monte Carlo simulations of Cherenkov production in the detector do
not account for the events which extend above ∼ 80 PE. These events have been
attributed to scintillation by α decays within the ESR reflector foil which has been
shown to scintillate with a light yield of ∼ 255 photons/MeV [161]. Additionally,
a population of events near fp ≈ 0.4 is visible which can be attributed to alpha
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Figure 5.16: The OV-A piping within the support hardware at deck level. A
system of bellows allows for motion of the OV in the various buoyancy conditions
as well as during seismic activity.

Figure 5.17: Radial coordinates of the charge centroid in the first run of the
IV at a pressure of ∼ 10−3 mbar. The primary source of events are Cherenkov
production in the acrylic light guides and PMT glass from the large flux of γ
rays without the water shield. Clear peaks are visible at the angular positions
of the PMTs/light guides.
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Figure 5.18: Prompt fraction vs number of detected PE operating the IV
under vacuum. The low PE, high prompt fraction events are indicative of
Cherenkov production in the acrylic light guides.

decays near the TPB/acrylic interface producing scintillation light in the TPB.
Figure 5.19 from [162] shows the detection time of photons for candidate ESR
scintillation events. The time profile is well fit by a three exponential model with
time constants of 10 ns, 252 ns, and 1886 ns. The prompt component accounts for
80% of the scintillation light while the delayed components each contribute 10%
to the signal. These measurements are being incorporated into the Monte Carlo
simulation for background estimation in the liquid argon run.
Shortly after the initial operation of the IV under vacuum, the LED system was
commissioned and tested. Figure 5.20 shows a 2D projection of the light guide
cross sections with the vertical scale indicating the relative intensity of the light
observed in each PMT. A region of the detector is clearly illuminated by the 265 nm
light from the LED. Figure 5.21 shows a comparison of the time profiles from the
265 and 465 LEDs in the IV. A delayed component is visible in the UV time profile
relative to that of the visible LED which was noted during the initial LED runs in
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Figure 5.19: The time profile of candidate ESR scintillation events from vacuum data runs. Also shown is a fit to a three exponential model. The inset
shows the structure at early times. Figure from [162].

Figure 5.20: A 2D projection of the light guide shapes with the vertical scale
indicating the relative charge measured in the PMT within the light guide. The
detector is illuminated by a UV LED producing a region of PMTs which detect
a significant number of photons.
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Figure 5.21: The time profiles of photons detected from a 465 nm LED (blue)
and a 265 nm (red) LED in the initial LED vacuum runs. A delayed component
is visible in the UV LED time profile which suggests delayed re-emission from
the TPB.

February 2014. This suggests a delayed component to the TPB re-emission which
was previously unexpected.
Independent measurements of the TPB re-emission timing were later reported
in [163] which also suggested a delayed component to the re-emission. Based
on [164–166], it was suggested that the delayed component obey the time structure
observed in other organic scintillators. The probability, p(t), of a delayed reemission at time t takes the form [163]

p(t) '

ηs N
,
[1 + A ln(1 + t/ta )]2 (1 + t/ta )

(5.3)

where ηs is the fluorescence yield, ta is the relaxation time, and N and A are
constants depending on the nature of the scintillator. This model has been fit
to a high statistics UV LED run with the IV at vacuum as shown in Figure 5.22
from [167]. The delayed component is found to have a relaxation time of 100±72 ns
and comprise ∼ 4% of the re-emitted light. As the prompt integration window for

Chapter 5. MiniCLEAN Construction and Commissioning

117

Figure 5.22: Time profile of TPB re-emission from a 265 nm UV LED. As in
Figure 5.21, a delayed component is visible in the time profile. The late component is fit to Equation 5.3 and shown in red. The late component contributes
∼ 4% of the total light. Figure from [167].

the fp discriminant is typically ∼ 10 times the singlet decay constant, the time
scale of the delayed reemission is an important effect since it can produce singlet
photons which are detected beyond the prompt integration boundary.

5.3.2

Argon Gas Data

For the purposes of operating the IV with a gaseous argon target, a subset of
the gas purification system was assembled and tested. This consisted of the SAES
heated zirconium getter and a small activated charcoal trap cooled to temperatures
between -100 and -130 C by submersion in an ethanol slurry or using liquid nitrogen
cooled cold fingers. The time profile of the first argon scintillation light observed
by the MiniCLEAN detector on January 29, 2014 is shown in Figure 5.23. The
presence of a strong triplet component with a lifetime of ∼ 1.4 µs was a good
indication that the gas purity was meeting the requirements for the liquid argon
run. Figure 5.24 shows the number of detected PE and fp for a vacuum run
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Figure 5.23: Scintillation light from the first argon gas run of the MiniCLEAN
detector. The ∼ 1.5 µs time constant of the triplet light is a strong indication
of the gas purity.

compared to the first gas fill of the IV. A clear peak in the difference of the fp
distributions at 0.36 is visible due to scintillation events in the gas.
Figure 5.25 shows the prompt fraction as a function of the detected number of
photoelectrons. In addition to the Cherenkov events also visible in the vacuum
data, a population of scintillation events is visible near fp ∼ 0.3. These events are
largely due to Compton scattering of electrons in gaseous argon. These events are
shifted to lower fp values compared to Figure 5.24 due to higher gas purity (for
reasons discussed below) achieved by a faster fill of the detector.
A 29.7 kBq encapsulated 22 Na source was also placed on the detector in a location
where the IV steel thickness is reduced to 1 in. The source produces back-to-back
511 keV γ rays in addtion to a 1274 keV γ ray within ps. A NaI crystal coupled
to a PMT was placed directly on the source in order to tag one of the 511 keV γ
rays which ensures the other 511 keV γ is incident on the detector volume. The
tagging efficiency was estimated to be 0.41. Given the tagging window and the
relatively low rate of the source, the probability of accidental coincidence of the
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Figure 5.24: Comparison of the PE and fp distributions for a vacuum run
(blue) and argon gas runs (red) with the normalization set by the peak values.
The difference is shown in green which produces a clear peak of scintillation
events near fp = 0.36.
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Figure 5.25: Left: fp as a function of the detected number of PE for data
acquired with the IV filled to 1800 mbar of argon gas. The Cherenkov events
present in the vacuum data are visible in addition to a large population of
events at lower values of fp due primarily to scintillation of Compton scattered
electrons in the gaseous target volume. Right: the same distribution plotted
with overlayed tagged 22 Na events.

trigger with events not from the source was 0.2. Figure 5.25 also shows the charge
and prompt fraction of tagged

22

Na events which produce both Cherenkov and

scintillation events in the detector.
At room temperature, materials within the IV, in particular the acrylic, outgas
significant amounts of water vapor which rapidly degrades the scintillation signal
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Figure 5.26: Partial pressures of various gas species during a warm gas fill of
the IV. The detector was being filled with purified argon in the shaded region.
The partial pressure of H2 O continuously rises due to outgassing of water vapor
from the acrylic.

as discussed in 3.5. During the argon gas fills, a residual gas analyzer (RGA)
was connected to the IV which allowed the gas composition to be monitored.
The concentration of several gas species in the IV during an argon gas run are
shown in Figure 5.26. The O2 and CO2 concentrations are stable and near the
background of the RGA. The somewhat higher N2 partial pressure is attributed
to the use of large amounts of liquid nitrogen boil-off gas prior to the gas fill.
The partial pressure of H2 O increases steadily over the course of tens of hours
which limited the amount of data which could be acquired with high scintillation
quality. Figure 5.27 shows the effects of the H2 O quenching on the charge and
prompt fraction distributions during the first few hours of an argon gas run. With
a decreased light yield, the higher charge scintillation events are shifted to lower
detected PE. The reduction in the triplet time constant shifts the fp distribution
for scintillation events to higher values. It is worth noting that once the detector
is cooled, the outgassing of water vapor is negligibly small below 0 C which will
not make H2 O contamination an issue during the liquid argon run.

Chapter 5. MiniCLEAN Construction and Commissioning

Events / 4 ns

Figure 5.27: The charge and fp distributions during the first few hours after
an argon gas fill. Quenching by increasing amounts of water vapor reduces both
the light yield and the triplet time constant. This results in a downward shift
in the higher charge scintillation events and a shift of fp to higher values.
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Figure 5.28: Fit of the argon gas scintillation time profile to a two exponential
sum convolved with a Gaussian resolution function and a Gaussian offset in time
to account for double and late pulsing effects.
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Figure 5.29: The triplet time constant from scintillation events in argon gas
as a function of the H2 O concentration. The continuous curve is an exponential
fit to the data.

To extract the triplet time constant, the time profile for scintillation events with
fp < 0.5 is fit to a flat background with a two exponential profile convolved with a
resolution Gaussian and a Gaussian offset in time to account for double and late
pulsing effects. A sample fit is shown in Figure 5.28. Figure 5.29 shows the best fit
triplet time constant for scintillation events as a function of the water concentration
during a gas fill at 1800 mbar. The triplet time constant is rapidly quenched
from the ∼ 1450 ns near 45 ppm of water vapor to 500 ns at concentrations near
100 ppm. The initial 40 ppm concentration is due to outgassing during the 5 hours
required to fill the IV with the flow rate limited by the gas purification system.
In [140], Steve Jaditz utilizes the room temperature gas data to identify α decays in
which the full α energy is deposited in the argon gas. Figure 5.30 shows the mean
number of detected photoelectrons for these events which decreases with time due
to the degradation of the light yield with the accumulation of water vapor. Jaditz
esitmates a rate of 44.6 ± 0.7 α/hr which could translate to as many as 48 events
per year in the fiducial volume of 29.5 cm and energy region of interest 12.525 keVee. As indicated in Figure 8-3 of [140], the majority of the events which
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Figure 5.30: The mean number of detected PE for full energy 210 Po alphas in
argon gas runs. The light yield is degraded by the accumulation of outgassed
water vapor. Figure from [140].

leak into the region of interest are around the perimeter of the TPB surfaces
where light collection in the associated light guide is poorest. Improvements to
position reconstruction and/or likelihood tests specifically targeting this class of
events may significantly reduce this background if the assumptions in [140] result
in the projected surface background rate during the liquid argon run. Additionaly,
in [140], a conservative lower bound of 4.5 ± 0.9 PE/keV is set on the light yield in
liquid argon using measurements of the gaseous argon scintillation yield from [168].
During the assembly of the IV optical cassettes, the exposure of each light guide’s
TPB surface to the clean room atmosphere was recorded in addition to the radon
concentration in the clean room. This along with the modeled radon concentration
in the IV during optical cassette assembly from Figure 5.10 and the insertion time
of each optical cassette allows an estimated integrated exposure to be calcualted
under an assumed deposition rate of radon. Figure 5.31 shows the estimated rate
of alpha decays from the TPB surface assuming that the decay occurs on the
TPB surface viewed by the PMT which measures the most charge. Also shown
is the modeled relative exposure of the TPB surface for each light guide with the
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Figure 5.31: The full energy α decay rate estimated in [140] where the PMT
which detects the most light is assumed to be within the light guide where the
decay occurred. The blue histogram is normalized to the integral of the decay
rates and indicates the modeled relative exposure of each TPB surface to radon.

normalization set to be that of the estimate of the integrated rate. Correlations
between the estimated rates and the scaled model are evident. However, previous
tests [169] have indicated that a 1 min exposure to 1 Bq/m3 produces a deposition
resulting in 1.5 × 10−4 decays/m2 /day. As noted in [140], this along with the
modeled radon concentration gives a rate which is approximately 100 times lower
than the rate estimated from the gas data. As the deposition rate is strongly
dependent on surface and environmental conditions, this likely indicates a much
larger deposition rate than previously measured.

Chapter 6
Simulation and Analysis with
RAT
RAT is the simulation and analysis framework used by the MiniCLEAN collaboration. RAT was originally developed by the Braidwood collaboration [170], and is
currently used by MiniCLEAN, DEAP-3600, and SNO+ [173]. RAT incorporates
the electromagnetic and hadronic physics simulation provided by GEANT4 [171,
172], the data storage and processing tools provided by ROOT, parts of the scintillation and PMT simulation from GLG4sim, an open source package released by
the KamLAND collaboration, and much of the design philosophy of SNOMAN
from the SNO collaboration. The aim of RAT is to provide an accessible and easily configurable framework for simulation and analysis in scintillator/PMT based
experiments and test stands.
Within a detector geometry, RAT simulates the following detector effects:

• Propagation of primary and secondary particles, such as electrons, gamma
rays, nuclear recoils, and neutrons through detector materials using GEANT4.
125
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• Production of extreme UV (EUV) scintillation light by charged particles in
the liquid argon. This includes the energy and particle dependence measured
in [127].
• Propagation of individual EUV photons and wavelength-shifted photons
through the detector with GEANT4, including both bulk and surface optical processes of liquid argon, TPB, glass, and metal surfaces.
• Detection of photons at PMTs and the production of realistic pulses including time, charge and shape variations, as well as pre-pulsing, late-pulsing,
double-pulsing, and after-pulsing.
• Detector triggering, waveform digitization, zero suppression, and data packing for readout.

Analysis in RAT is treated identically for simulated events and events acquired
from a detector. In a loop, iterated on for each event, self-contained “processors”
operate on an event and perform a variety of tasks such as calibration of raw
data, pulse finding, event reconstruction, etc. A RAT macro typically consists of
a specification of the geometry to be used, a list of event processors, the source
of data (simulated event generators or detector events), and a specification of the
output format. The following sections further describe a small number of aspects
of the simulation and analysis package, and, in particular, those to which I have
contributed. I defer discussion of the analysis sequence to Section 8.3 where it is
discussed in the context of PSD techniques.
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Detector Geometry

RAT contains a versatile set of geometry “factories” which can be used to construct many detector or test stand geometries. Geometry specifications are stored
in JSON formatted tables which are read upon the initialization of a run in RAT.
Material and surface properties are implemented using the GEANT G4Material
and G4OpticalSurface classes for many common detector materials. Geometry objects may also have visualization attributes to aid in the construction of a geometry. Geometries which make use of existing geometry factories can be constructed
simply by assigning the relevant properties within JSON tables. Systematic simulation studies in which detector geometry parameters are modified can be easily
achieved by altering dimensions, materials, surface properties, etc. from within a
user macro.
Arrays of photomultiplier tubes can be placed easily placed into a geometry. PMTs
with hemispherical photocathodes utilize the G4TorusStack class to create the
envelope of the PMT and the photocathode. The photocathode is treated as
a special surface where incident photons may create a photoelectron depending
on the optics and quantum efficiency of the photocathode. The PMT response
model is described in detail in Chapter 7, and includes the charge, time, and pulse
shape response for single photoelectrons. Various sources of spurious pulses are
also included as described in Chapter 7, and dark pulses are included at a rate
specified for each PMT.
Figure 6.1 shows a cutaway view of the MiniCLEAN detector. Geometrical objects
can typically be disabled or modified from the user’s macro, or the visualization
may be disabled to produce partial rendering as in Figure 6.1. The DEAP-1
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Figure 6.1: A rendering of the MiniCLEAN IV from the simulated geometry
in RAT.

geometry within a water box shield is shown in Figure 6.2. These geometries are
used for the Monte Carlo simulations described in the following chapters.

6.2

Event Generators

Event generators within RAT combine vertex, position, and time generators. Vertex generators produce primary particles with a type, momentum, and polarization
depending on the particular vertex generator. Position generators produce coordinates for the event vertex, often utilizing features of the detector geometry. The
time recorded for the event is specified by a time generator which either produces
event times at a fixed interval or distributes event times with a Poisson distribution
of specified mean rate.
The particle gun vertex generator which allows the particle type, direction of the
initial momentum about some angle, polarization, and energy range of the particle
to be specified suits the needs of most Monte Carlo simulations. Inverse beta decay
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Figure 6.2: A rendering of the DEAP-1 detector within a water box shield
from the geometry in RAT.

and elastic neutrino scattering generators have also been implemented for use in
SNO+. A photon bomb generator which produces a specified quantity of photons
of a given wavelength spectrum is particularly useful for generating the scintillation
time PDFs used in Chapter 8. This is also used in building position reconstruction
PDFs at the start of RAT. Finally, a vertex generator has been implemented which
generates particles with isotropic momentum and a kinetic energy drawn from an
arbitrary binned energy spectrum.
The simplest position generators in RAT allow events to be generated from one
or more specified points in the detector geometry. However, events may often be
distributed within a volume of the detector or on the surface of a detector component. These cases are handled by the fill and paint generators which distribute
events uniformly over the volume or surfaces of the element in the geometry which
contains the user specified point. In cases where the above position generators are
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Figure 6.3: Generated event positions for surface alpha decays occurring on
the TPB (left) and reflector baffle (right) surfaces utilizing the triangle mesh
position generator.

insufficient, event positions can be uniformly distributed over an arbitrary triangle mesh which can be optionally extruded to provide event positions distributed
uniformly within a volume. This has been particularly useful in the simulation of
surface alpha decays from the TPB and reflector surfaces as shown in Figure 6.3.
The primary particle information is stored in the Monte Carlo branch of the RAT
output. Additionally, the properties of all particles subsequently created and their
propagation through the detector at each track step can be stored which is particularly useful for physics verification, geometry debugging, and gaining a sense of
what detector or physics properties are contributing to an effect observed in the
Monte Carlo simulation.
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Scintillation and Wavelength Shifting Physics

The core of the scintillation physics in RAT is from GLG4Scint written by Glenn
Horton-Smith. Since the scintillation yield of noble liquids in particular is dependent on dE/dx of the particle, the scintillation physics in RAT is handled
differently than other physics processes. At the end of each track step, the energy
loss, dE, and step length, dx, of the previous track segment are used to compute
the quenched energy deposition (as in Equation 3.6)

dEq =

dE
.
1 + kB dE
dx

(6.1)

The particle dependence of the Birk’s quenching is taken into account with a
particle dependent scale factor that depends also on the energy of the particle.
Once the quenched energy loss for the track step is computed, the number of
scintillation photons produced is drawn from a Poisson distribution with a mean
equal to the product of the quenched energy loss and scintillator light yield.
Scintillation photons are produced with a wavelength distribution that is specified
in the optics parameters of the scintillator. For noble liquids, these spectra are
shown in Figure 3.5. Decay times for each photon are drawn from an exponential distribution with time constant equal to that of the singlet or triplet decay
state depending on the comparison of a randomly drawn number with the energy
and particle dependent probability of production of a singlet state. Alternatively,
the timing of the scintillation photons can be drawn from an energy independent
sampled time distribution which is defined in the optical properties of the scintillator. Although the GLG4Scint based scintillation model is used by default, the
Noble Element Simulation Technique (NEST) [110, 174] model has also been implemented in MiniCLEAN RAT which allows a similar, independent scintillation
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model to be used for the noble liquids.
Two models for wavelength shifting films have been implemented in RAT. Optical
measurements of thin films often measure the emergent properties (transmission
and reflection probabilities for instance) of the film rather than optical properties
of the bulk wavelength shifting materials. For wavelength shifters characterized
in this way, a wavelength shifting model has been developed in which photons at
an optical interface may be transmitted, reflected, or absorbed with possible reemission. For TPB, the absorption probability of EUV photons is taken as unity,
and the number of re-emitted photons is drawn from a Poisson distribution, limited
by energy conservation, with a mean of one (a conservative estimate from 3.6). The
wavelength of re-emitted photons is drawn from the spectrum shown in Figure 3.7.
Visible photons are reflected and transmitted across the TPB surface with fixed
probabilities. Alternatively, wavelength shifters in RAT can be modeled as bulk
solids if the bulk optical properties as a function of wavelength have been measured.
The bulk TPB model in RAT typically gives significantly higher light yields in
Monte Carlo simulation, so MiniCLEAN continues to use the surface interface
model for Monte Carlo studies out of conservatism until further data from the
detector is available.
Although the angular distribution of re-emitted photons from an excited wavelength shifting molecule is isotropic, the absorption and scattering lengths of the
wavelength shifting material can produce a non-isotropic angular distribution of
photons leaving the wavelength shifting film. Furthermore, since EUV photons
are likely absorbed within a relatively small depth compared to the thickness of
the film, this distribution may be different for photons re-emitted in the forward
and reverse directions of the incident photon. In the case of treatment of the
wavelength shifter as a bulk solid, measured scattering and absorption lengths
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should ensure that this angular distribution is correct. However, in the case of
wavelength shifting at an optical interface, treating the re-emission as isotropic
likely overproduces photons at angles near parallel to the surface. To account for
this, forward and reverse re-emission angles can separately be drawn either from
an isotropic or Lambertian distribution as specified in the optics parameters of
the wavelength shifter.

6.4

DAQ Simulation

The DAQ simulation in RAT is based on digitization of waveforms from devices
which produce time-dependent voltage signals, PMTs being the typical example.
In experiments recording waveforms, a large sampling frequency is desirable since it
allows resolution of structure at fine time scales. However, in the case of a detector
with many channels observing scintillation light over many µs, high frequency
sampling of each waveform results in an excessively large data rate. One solution
is to employ zero-length encoding (ZLE), as with the CAEN V1720 digitizer, to
only record regions of waveforms where a sample has exceeded some threshold.
In addition, reduced amounts of data can be written to disk based on an online
software trigger which approximates reconstructed quantities. Both of these data
reduction techniques have been implemented in the DAQ simulation within RAT.
The PMT pulse shape model implemented in RAT is described in Chapter 7 where
the parameters of an analytic pulse shape model are varied. For each channel in the
DAQ system, the points at which each PMT pulse cross a threshold conservatively
set much lower than the threshold for ZLE are collected. If these pulses were the
only source of ZLE triggers, the DAQ simulation would simply digitize the signal
regions for each PMT with an electronics noise contribution drawn for each sample.
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However, this does not account for cases in which electronics noise triggers the ZLE
alone or collectively sums with PMT pulses to trigger the ZLE. One solution is to
generate a complete waveform for each channel, and then to determine the regions
of the waveform which remain after the ZLE. This approach was prohibitively
slow, requiring more CPU time than event generation at relatively low energies.
To improve the speed of the DAQ simulation, the electronics noise model was replaced with a model that could be derived from data. Waveforms acquired from
the DAQ system with a random trigger provide a realistic sample of electronics
noise which preserves channel-to-channel correlations. With arrays of electronics
noise for each channel far exceeding the length of a waveform, electronics noise
can be added to waveforms with a random starting location in the electronics
noise waveforms. The locations at which the noise nears the ZLE threshold can be
stored prior to MC event generation which allows only regions of the waveforms
in which the PMT pulses and electronics noise may cross the ZLE threshold to
be considered. This has been implemented in MiniCLEAN RAT which resulted
in a factor of ∼ 1000 speed improvement in the DAQ simulation. In cases where
electronics noise waveforms from a DAQ system are not available, a utility is provided which generates Gaussian per-sample noise of a specified RMS. The specific
parameters of the CAEN V1720 and V1740 digitizers have been implemented in
the Monte Carlo simulation. However, the DAQ simulation is generic enough that
readout of full waveforms from a generic high frequency oscilloscope has also been
included for use in test bench measurements.
By default the DAQ simulation produces a trigger when the number of channels
above some threshold exceeds a specified value. Although this is useful for many
applications, the triggering of detectors is often significantly more complicated.
For these purposes, experiment specific triggers can inherit from the base trigger
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class with full access to the waveforms on each channel to allow more complex
triggering schemes. Analog sums of an arbitrary set of channels have also been
implemented, and can be digitized on an independent channel or used for the
purposes of triggering.

6.5

MiniCLEAN Backgrounds

The generic sources of background in WIMP searches are described in Section 2.1.1.
This section briefly describes the result of Monte Carlo studies of the backgrounds
specific to the MiniCLEAN detector. A summary of MiniCLEAN’s backgrounds
is shown in Table 6.1.
Background
Intrinsic 39 Ar
αs in acrylic
αs on acrylic
αs in TPB
α’s on TPB
PMT (α,n)
Steel (α, n)
External n
PMT γs
Steel γs
γ-e Cherenkov

Raw Rate 12.5-25 keVee
1 × 1010 /yr
4.2 × 108
24 × 103 /yr
284 ± 4
3
10 × 10 /yr
1.0 ± 0.5
1 × 103 /yr
75 ± 3
3
10 × 10 /yr
3000
42 × 103 /yr
352
1840/yr
3650/yr
20 × 109 /yr
6 × 106
9 × 109 /yr
2 × 106
8
3 × 10 /yr
3500

Fiducial Volume
1.2 × 108
0.02 ± 0.01
1
(7 ± 3) × 10−3
0.82 ± 0.09
91.6 ± 1.1

3 × 105
1 × 105
< 0.1

PSD
<1
< 10−4
< 10−4
< 10−4
0.14 ± 0.05
3.8 ± 0.02
< 0.2
0.08 ± 0.01
< 0.08
< 0.02
< 0.1

Table 6.1: A summary of the MiniCLEAN background model. The second
column indicates the number of events per year in the energy region of interest,
and the third column places a subsequent cut on the fiducial volume at 29.5 cm.
The final column utilizes the PSD techniques described in the text. Table
from [142], also appearing in [140].
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Electrons

The primary source of electrons in MiniCLEAN is beta decays from the 1 Bq/kg
of

39

Ar in atmospheric argon. With a 500 kg target volume, this amounts to 1010

decays per year prior to the 39 Ar spike. Figure 6.4 shows the simulated distribution
of fp as a function of energy for

39

Ar decays and WIMP recoils. In each 5 PE

bin, the fp distribution is extrapolated (using the model discussed in Chapter 9)
from the 6 × 107 events generated to a one year exposure in order to evaluate
the leakage into a WIMP signal region. The region enclosed by the black line is
defined to give < 1 event per year leaking into the fp signal region once a fiducial
volume cut at 29.5 cm is applied. This region yields 30% WIMP acceptance from
12.5-40 keVee. Chapter 8 describes improved PSD techniques which reduce the
background within the 50% acceptance region shown in Figure 6.4 to < 1 event
per year.
The above discussion of 39 Ar backgrounds assumes that all electronic recoils originate from within the TPB radius. However, 3100 kg of argon is contained outside
the TPB radius. The lack of a wavelength shifter in these region results in a
small detection efficiency for EUV scintillation photons produced in these “dead”
regions. However, engineering tolerances required 4-7 mm gaps to be present between the light guide tubes which house the TPB coated acrylic. Simulation of
39

Ar decays in these regions indicated that a significant low energy background

could be introduced from the poor light collection efficiency of higher energy decays
in the dead regions between light guides.
Figure 6.5 shows the reconstructed vs generated energy for 39 Ar events within the
TPB radius (blue) compared to events beyond the TPB radius (red). The poor
light collection efficiency of events between light guides results in a projection of
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Reconstructed KE (keV)

Figure 6.4: Simulated 39 Ar decays and WIMP recoils in MiniCLEAN. Using the model described in Chapter 9, the prompt fraction distributions are
extrapolated (from the 6 × 107 events generated) in each 5 PE energy bin to
evaluate the leakage in that bin. The region enclosed by the black line gives
< 1 39 Ar decay leaking into the signal region with 30% WIMP acceptance from
12.5-40 keVee. Shown for comparison is the 50% acceptance region in the same
energy range.
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Figure 6.5: Reconstructed energy for 39 Ar decays generated within the TPB
radius and in the gaps between cassettes. The low detection efficiency for scintillation light produced in the space between cassettes makes much of the 39 Ar
spectrum fall in the low energy ROI.
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Ar events into the low energy region of interest. To mitigate this

effect, a number of variations in the cassette design near the TPB surface were
explored. Figure 6.6 shows one option in which the acrylic is recessed within the
light guide tube. The optimal solution was to place a reflective material in the
several mm gaps between the innermost edges of the light guides (as can be seen
in Figure 5.5).

Figure 6.6: A visualization from the space between two optical cassettes of
the inner surfaces of the MiniCLEAN detector with the acrylic recessed 3 cm
within the stainless steel light guides.

6.5.2

Gamma Rays

The external γ flux at SNOLAB has been estimated to be 1010 γ/m2 /yr [68] due to
40

K, 238 Ur, 232 Th, and (α, n) reactions. The water shield tank provides a minimum

of 150 cm of shielding. With an attenuation length on the order of 10 cm for MeV
scale γs, this flux is reduced to O(103 ) γ/m2 /yr before additional shielding from
the OV and IV steel, > 20 cm of liquid argon, and 10 cm of acrylic. This is many
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orders of magnitude below the gamma flux from internal detector components,
and is considered negligible.
The dominant sources of internal gammas in the MiniCLEAN detector are the
borosilicate glass envelopes of the photomultiplier tubes and the large mass of 316
SS from which the IV and OV are constructed. As summarized in [140], assay
results from [175] indicate an estimated rate of internal γs of 29 × 109 γ/yr with
the PMT glass contributing nearly 70% to the rate despite being < 0.1% of the
mass of stainless steel.
These internal gammas can compton scatter to produce electronic recoils in the
liquid argon volume. The flux is somewhat mitigated by the argon volume external
to the active volume and the acrylic light guides. Further, within an energy
region of interest of 12.5-40 keV and within a fiducial volume of 29.5 cm, the rate
of internal gamma induced electronic recoils is reduced to 4 × 105 which is far
below the rate of electronic recoils from

39

Ar, and can easily be suppressed with

PSD techniques. Additionally, internal gammas may scatter an electron within
the PMT glass or acrylic light guides, producing Cherenkov radiation. Since the
Cherenkov production yield is much lower than the liquid argon scintillation yield
these events are often well below the 75 PE analysis threshold. Additionally, they
are isolated to regions outside the target volume. Simulation studies suggest that
these Cherenkov events are reduced to < 0.1 leakage events/year within the energy
region of interest and fiducial volume.

6.5.3

Alpha Decays

The dominant sources of α decays within the target volume of the MiniCLEAN
detector are bulk

238

Ur and

232

Th contamination of the acrylic and TPB and
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Figure 6.7: Left: the time profile for scintillation of electronic and nuclear
recoils in liquid argon compared to scintillation of alpha particles in TPB. Right:
the reconstructed radius of simulated alpha decays on the TPB surface. Figures
from [177].

deposition of radon progeny on the acrylic and TPB surfaces. Depending on the
location of the decay, the alpha particle and nucleus can deposit energy in some
combination of the liquid argon, TPB, and acrylic. Energy deposition in the
acrylic goes undetected while the TPB and liquid argon scintillate with yields of
∼ 900 photons/MeV and 40000 photons/MeV respectively. Since alpha decays are
at the several MeV scale, events in which the alpha particle deposits substantial
fraction of its energy in the TPB or liquid argon will fall outside the low energy
region of interest. As described in detail within [140] and [176], the class of alpha
decays which are most likely leak into the low energy, high fp region of interest
are decays which occur at the TPB/liquid argon interface which are most likely
to be plate out of radon progeny. These decays produce a recoiling nucleus in the
liquid argon volume which can only be distinguished from a WIMP signal using
position reconstruction or by the small amount of scintillation light produced by
the alpha particle in the 1.5 µm TPB layer.
The right panel of Figure 6.7 shows the reconstructed position of

210

Po alpha

decays on the TPB surface. A factor of 3000 reduction in the background rate is
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achieved with a fiducial volume cut at 29.5 cm. The left panel of Figure 6.7 shows
the time profile of alpha decays within TPB compared to electronic and nuclear
recoils in liquid argon. This motivates the fα parameter which is defined to be the
fraction of the total charge detected between 13 and 775 ns of the trigger. A cut at
fα < 0.55 in addition to requiring that no PMT observes more than 10.5% of the
total charge in the event reduces the surface background rate to 0.14 events/year
in the energy region of interest and fiducial volume for a TPB surface α decay rate
of 1 α/m2 /day.

6.5.4

Neutrons

With a minimum of 150 cm of water shielding in place around the OV, the dominant source of neutrons in the IV is due to (α,n) reactions in the borosilicate PMT
glass. Assays of the R5912-02 MOD borosilicate glass [175] indicate 238 U comprises
103 ppb of the glass and

232

Th is present at a concentration of 170 ppb. Based

on the calculations of [67], this results in 42000 (α,n) neutrons per year from the
PMT glass. For comparison, the IV and OV steel contribute approximately 1840
(α,n) neutrons per year. Within the energy region of ineterest of 12.5-25 keV, the
20 cm of liquid argon external to the acrylic, 10 cm of acrylic, and 14 cm of liquid
argon external to the fiducial volume reduces the PMT neutron background to
∼ 92 events/year. This is reduced to 3.8 ± 0.02 events/yr with particle ID discriminants, and may represent the dominant source of background. Improvements
in the tagging of multiple scatter events may be able to further suppress the PMT
neutron background.

Chapter 7
Characterization of the R5912-02
MOD Photomultiplier Tube

7.1

Cryogenic Test Stand

Figure 7.1 shows a schematic of the test stand at LANL which was used to characterize an R5912-02 MOD PMT at 90 K. Also shown is a photograph of an
R5912-02 MOD attached to an IV tophat. Within the test stand, a collimated
532 nm Nd:YAG laser was used as a low intensity source of photons. The laser also
provided a trigger for a Lecroy oscilloscope configured for 10 GHz sampling. The
PMT HV and signal were connected to a 2 m long Gore 30 AWG cable within the
vacuum vessel before transitioning to a 30 m long RG-58 cable at a feedthrough
flange. The test stand data described here was acquired by Steve Jaditz at LANL.
To extract PMT pulses from the digitized waveforms from the test stand, the
integral in a sliding 1 ns integration window is compared to a charge threshold
based on the level of electronics noise. The sliding integration window is used as a
142
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Figure 7.1: Left: a schematic of the cold gas PMT test stand at LANL. Right:
a photograph of an R5912-02 MOD attached to a tophat with the holder used
in MiniCLEAN (in the final design, Delrin inserts replaced the material shown
in the photograph between the PMT glass and holder above the equator of the
PMT).

simple low-pass filter for pulse identification. A pulse is identified if the integrated
charge exceeds a factor of 5 the mean integral of noise-only waveforms. The
boundaries of the pulse are then extended until the sliding integral falls below a
factor of 3 the mean noise-only integral. Due to ringing (visible in Figure 7.2) in the
PMT base from imperfectly tuned components on the PMT base, any pulse within
10 ns of the end of another pulse is rejected if its total charge is less than 2% of
the charge of the previous pulse. In addition, due to a slight impedance mismatch,
the test stand also had a reflection which appeared in the data acquired at twice
the propagation time for the cable used in the test stand. Pulses overlapping with
a 6 ns window around the mean reflection time were also rejected.
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Pulse Shape

A lognormal distribution is a reasonably well-motivated model for the arrival times
of electrons amplified through the dynode stages of the PMT due to the randomness introduced by the amplification process in addition to the fact that there
exists a shortest path for any electron. For instance, a lognormal distribution
has been used by Daya Bay [149] to model the pulse shape of the non-cryogenic
R5912 PMT. Figure 7.2 shows the mean pulse shape obtained for R5912-02 MOD
single photoelectron pulses in the cryogenic test stand. In addition to the primary
peak, a “shoulder” is visible on the tail end of the pulse before ringing from the
electronics base.
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Figure 7.2: The single PE waveform averaged over many waveforms (black),
and the fit to the sum of two lognormal distributions (blue). The red and
magenta curves show the individual components from the fit, and the residual
of the waveform from the fit is shown in green.

In an attempt to model the pulse shape observed in Figure 7.2, the mean pulse
shape was fit to the sum of two lognormal distributions. The time-dependent

Arbitrary Units
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Figure 7.3: A comparison of the R5912-02 MOD pulse shape in two different configurations. The multiple-component pulse shape was observed both at
cryogenic and room temperatures and also independent of modifications to the
electronics base.

current I(t) takes the form of

I(t) =

n
X
i=1

Qi
−ln2
p
e
(t + t0 ) 2πσi2



t+t0
τi



/2σi2

(7.1)

with n = 2. Qi sets the integrated charge of each component, τi is the geometric
mean of the electron arrival times for each component, and σi represents the
geometric RMS of each component. t0 of Equation 7.1 represents an arbitrary time
offset which was kept fixed in all subsequent analysis to prevent large covariances
when fitting to the lognormal sum. Figure 7.2 also shows a fit of Equation 7.1 to
the mean pulse shape measured from the R5912-02 MOD at 90 K. Also shown are
the individual components from the fit, and the residual of the fit. The mean pulse
shape is an excellent fit to Equation 7.1 except for the ringing seen in the residual
which is not modeled. The separation between the two lognormal components in
the fit is on average 6 ns.
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Several potential factors which could contribute to two-component pulse shape
were investigated. Figure 7.3 shows typical pulses from the R5912-02 MOD operated at 90 K and room temperature. In addition, the room temperature data
was taken with a back-terminated base in an attempt to reduce ringing and overshoot. The two-component structure is visible in both configurations ruling out
temperature dependence. Furthermore, Figure 7.4 shows a sample of typical single
photoelectron pulses. The top panel shows a typical two-component pulse on the
left in addition to one in which the second component appears to have a magnitude which exceeds that of the first. The bottom panel of Figure 7.4 shows two
pulses which fit well to Equation 7.1 for n = 3, and appear to have a third component. As with the two-component pulses, the components later in time have
the maximum amplitude like the bottom right panel of the figure. This rules out
most scenarios in which the multi-component structure is an artifact of the base
electronics. Approximately 4% of pulses exhibited the feature shown in Figure 7.4
where the largest component of the pulse is not the first component in time.
Given the strong agreement of the mean pulse shape from Figure 7.2 and the discrete structure of the multi-component pulses, a two-component lognormal sum
(DLN) and a three-component lognnormal sum (TLN) was fit to each pulse identified in the cold PMT test data. The chi-squared values for the DLN and TLN
fits are shown in Figure 7.5 with the cuts used to classify pules as DLN or TLN.
Pulses which are a poor fit to Equation 7.1 for both n = 2 and n = 3 are rejected
under the assumption that they are the result of multiple photoelectron pileup or
other spurious events. Given the 4.5% coincidence rate of the pulsed laser trigger
with the PMT signal, the expected rate of multiple photoelectrons is 9.83 × 10−4 .
The fraction of pulses rejected using the pulse shape fits is 1.99 × 10−3 , a fraction
of two greater than the expected multiple photoelectron pileup.

ADC Counts

ADC Counts
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Figure 7.4: Sample single PE waveforms from cryogenic testing of the R591202 MOD PMT. The top waveforms fit well to a two-component lognormal model
while the bottom waveforms fit well to a three-component sum.

Using the cuts shown in Figure 7.5, 81.2% of pulses were classified as DLN while
18.8% were classified as TLN. Figure 7.6 shows the distributions of fitted parameters for pulses classified as DLN (top) and TLN (bottom). The left panels show
the time of each fitted component in the lognormal sum. The second component
of the pulse shape is typically separated in time by 6 ns from the first component,
and, for TLN pulses, the third component is approximately 6 ns from the second.
The distribution of the width of each component is shown in the central panel of
Figure 7.6, and the average charge of each component as a function of the total
charge in the pulse is shown in the right panels.
For the purposes of implementing the pulse shape in the Monte Carlo simulation,

TLN χr2

Chapter 7. Characterization of the R5912-02 MOD

148

5
4.5
4
3.5
3

DLN

2.5
2
1.5
1
0.5
0
0

TLN
0.5

1

1.5

2

2.5

3

3.5

4

4.5
5
DLN χ2r

102

Charge (pC)

Events / 7.5 x 10-5

Events / 0.1 ns

Figure 7.5: The distribution of reduced chi-squared statistics for waveform fits
to both two-component and three-component lognormal sums. Pulses within the
region labeled DLN are used to model the two-component pulses while pulses
within the region labeled TLN are used to model the three-component pulses.
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Figure 7.6: The distributions of fitted parameters for the DLN (top) and
TLN (bottom) pulses. The left and center panels show the distributions of τi
and σi from Equation 7.1 respectively with fits to a Gaussian distribution with
exponential tails in the DLN case. The right panel shows the mean and RMS
of Qi from Equation 7.1 as a function of total charge in the pulse.
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the distributions for the relative time between the components and the width are fit
to a Gaussian distribution with exponential tails. These fits are shown for the DLN
distributions in Figure 7.6. In the Monte Carlo simulation, these distributions are
sampled for each detected photoelectron to capture the variations in pulse shape
observed. Although we lack a plausible physical description of the electron optics
which could produce this discreteness in the pulse shape with offsets on the order
of 6 ns, it is included in the Monte Carlo simulation for completeness based on the
data from the cold test stand.

7.3

Single Photoelectron Timing and Charge

For each pulse identified using the lognormal pulse shape fits described above, the
detection time of each pulse is taken as the geometric mean of the first lognormal
component (τ1 in Equation 7.1 with τi in increasing order). Events where only a
single pulse is identified in coincidence with the trigger within a window of 18 ns
are considered prompt single photoelectron pulses. The distributon of detection
times for these pulses is shown in Figure 7.7. A Gaussian fit to the peak gives
a transit time spread of approximately 1.5 ns, but there is significantly broader
spread in the tails of the timing distribution.
Pulses that arrive mor than 18 ns before the prompt peak are assumed to be
prepulses which are the result of the incident photon transmitting through the
photocathode and creating a photoelectron at the first dynode. The distribution
of detection time for these pulses is shown in Figure 7.7, and the mean of the
timing distribution near 30 ns is approximately the mean photoelectron transit
time. Since the laser in the test stand is collimated directly towards the center
of the face of the PMT at normal incidence, photons transmitted through the
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photocathode will have a much higher probability of striking the first dynode than
in the case of uniform illumination across the face of the PMT. Assuming that all
transmitted photons reach the first dynode, the fraction of prepulse events is the
product of the probabiliy of transmitting through the photocathode at normal
incidence and the probability of creating a photoelectron at the first dynode. For

Events / 0.1 ns

the cold test stand data, this probability was 0.7%.
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Figure 7.7: The distribution of photoelectron detection times for early,
prompt, double, and late pulses from the R5912-02 MOD PMT. The detection time of each pulse is defined as the geometric mean of its first lognormal
component.

Events which have a prompt pulse in addition to a second detected pulse within
150 ns of the prompt peak are the result of double pulsing which results from
the inelastic scattering of a photolectron off the first dynode. The distribution of
detection times for both the primary and secondary pulses of this type are shown in
Figure 7.7. The arrival time distribution for the prompt component resembles the
distribution for standard prompt pulses. The distribution for the later component
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has a peak near 25 ns before extending to near 60 ns which is approximately twice
the photoelectron transit time. The measured double pulsing rate was 4.5%.
Pulses which fall outside the prompt window ar taken to be late pulses which are
the result of elastic scattering of the photoelectron off the first dynode. Figure 7.7
shows the distribution of the detection time for late pulses which were present in
the test stand data at a rate of 4.7% that of prompt pulses. The peak at 61.2 ns
represents twice the transit time since an elastically scattered electron will travel
two additional paths between the photocathode and first dynode under the field
within the PMT. The measured transit time is then 30.6 ns which is consistent
with the mean of the prepulsing time distribution.
Spurious pulses on yet another time scale are observed in most large area PMTs.
After pulses which are the result of a photoelectron ionizing impurities in the
PMT residual gas can produce potentially large pulses on µs timescales after the
incidence of a photon. At cryogenic temperatures, certain gas species will plate out
on the inner surfaces of the PMT which reduces the after pulsing rate (as measured
with the ETL 9357 PMT at 77 K in [150]). With the very limited statistics from
the LANL test stand in the configuration with waveforms acquired over many µs,
no statistically significant after pulsing was observed when the R5912-02 MOD
was operated near LAr temperatures in the test stand.
For each pulse identified in the pulse shape fit selection procedure described above,
the charge of each pulse is taken to be the sum of the Qi in Equation 7.1. This
avoids broadening of the charge distribution from electronics noise when taking a
simple charge integral. Figure 7.8 shows the charge distribution for prompt pulses
with the DLN and TLN pulses shown separately for comparison. The distributions
contain no “pedestal” since only pulses which are well fit to Equation 7.1 are
used to populate the charge distributions. In addition to the primary peak, the

Probability
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Figure 7.8: Charge spectra for prompt DLN and TLN pulses. The continuous
curves show a fit to the sum of two gamma distributions. The normalization
reflects the probability of observing the respective pulse types.

distributions contain a “shoulder” at low charge, an effect which is noted in [138].
For the purposes of modeling the distributions, they are fit to the sum of two
gamma distributions

p(q) =

1 − p1 k2 −1 −q/q2
p1
q k1 −1 e−q/q1 +
q
e
.
k1
Γ(k1 )q1
Γ(k2 )q2k2

(7.2)

The fit parameters are shown in Table 7.1, and the mean of each distribution is
given by
q = p1 k1 q1 + (1 − p1 )k2 q2 .

(7.3)

The charge distributions for early, double, late, and dark pulses are shown in
Figure 7.9 along with fits to Equation 7.2. The TLN distributions for pulses of
these types are not shown due to limited statistics from the test stand data. The
prepulse charge distribution contains an exponential-like component which can be
attributed to the lack of one amplification stage since the photoelectron is produced
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Prompt DLN
Prompt TLN
Prepulses
Double Pulses
Late Pulses
Noise Pulses

p1
0.642
0.549
0.806
0.917
0.738
0.671
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k1 q1 (pC)
k2 q2 (pC)
9.341
0.503 1.595 1.6945
16.666
0.317 5.185
0.721
4.583
0.118 18.016
0.115
7.133
0.683 8.512
0.194
5.041
0.840 1.541
0.383
3.143
1.284 2.727
0.258

Table 7.1: The fitted parameters from Equation 7.2 for the various types of
pulses. With the exception of the prompt TLN pulses, this includes only DLN
pulses due to limited statistics.

at the first dynode stage rather than the photocathode. The double pulse charge
distribution (where the charge of the pulse is defined as the sum of the charges of
the two pulses) resembles the prompt DLN distribution which is consistent with
inelastic scattering at the first dynode followed by the remaining energy deposidted
upon return to the first dynode. The late pulse charge distribution has a a high
charge component which is consistent with elastic scattering off the first dynode.
However, the distribution also contains a low charge component. The late pulse
charge distribution will contain som contamination from dark hits in the late time
window, but this contribution is far too small to fully explain the presence of this
component. The charge distribution for dark hits has both a low charge component
and a component near the mean single photoelectron charge which is consistent
with electron boil-off at both the photocathode and dynode structures. Figure 7.10
shows the fitted distributions from Figures 7.8 and Figure 7.9 with the relative
normalizations set by the probability of each pulse type (with the exception of
dark hits and prepules which have unit normaliztion).
Although Figure 7.9 shows the measured charge distribution for double pulses,
the energy deposition of the photoelectron at each encouter with the first dynode
sets the amount of the charge observed in each the two pulses. If Q1 is the charge
observed in the prompt component of a double pulse Q2 is the charge observed
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Figure 7.9: Charge spectra for early (top left), double (top right), late (bottom left), and noise (bottom right) pulses with fits to the sum of two gamma
distributions.

in the subsequent pulse, then the fraction of the total charge from the prompt
pulse, Q1 /(Q1 + Q2 ), is shown in Figure 7.11 as a function of the total charge.
This distribution displayed two distinct “lobes” separated by Q1 /(Q1 + Q2 ) =
0.5. Dividing the distribution into two at that value, the mean profiles are those
shown in Figure 7.11. The curves shown are exponential fits to the measured
distributions. At low charge, the incident photoelectron appears to on average
deposit half of its energy at the first dynode on the initial inelastic scatter. Higher
total charge pulses on average appear to to have either most or only a small amount
of the primary photoelectron energy deposited on the initial inelastic scatter.

Probability

Chapter 7. Characterization of the R5912-02 MOD

155

Double Log-Normal
Triple Log-Normal

10-1

Early Pulses
Double Pulses
Late Pulses
Noise Pulses

10-2

10-3
2

4

6

8

10

12
Charge (pC)

Q1 / (Q1 + Q2)

Figure 7.10: The fits from Figures 7.8 and 7.9 overlaid. The distributions for
early and noise pulses have unit normalization while the normalization of the
other distributions reflects the probability of detecting each pulse type.
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Figure 7.11: For double pulsing waveforms, the fraction of the total charge
in the first pulse as a function of the total charge from both pulses. The data
display two distinct populations with the mean and RMS displayed in the histogram for each separated by Q1 /(Q1 + Q2 ) = 0.5. The curves shown are
exponential fits to each distribution.
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As described above, the measured prepulsing rate is for photons at normal incidence at the center of the PMT. In MiniCLEAN, the reflective light guides more
uniformly distribute photons over the photocathode surface. Figure 7.12 illustrates
the approach for including the test stand prepulsing measurement in the Monte
Carlo simulation. Based on the location and momentum of each photon which is
transmitted through the photocathode, prepulses are created with a probability of
0.7% (from the test stand measurement) if the photon is incident directly on the
modeled dynode structure.

GLG4OpticalModel
x1

p1

x2
Geant4

p2
Dynode
Stack

Glass

Figure 7.12: An illustration of the tracking of photons which transmit through
the photocathode. Tracking is done by GLG4PMTOpticalModel in the upper
hemisphere while tracking in the lower hemisphere is handed back to Geant4.
The photon at point ~x2 with momentum in the direction of p~2 can create a
prepulse. However, the photon at point ~x1 with momentum in the direction of
p~1 cannot since it is not directed at the modeled dynode stack.

These measurements described here are used in MiniCLEAN’s Monte Carlo simulation, which is described in Chapter 6, to model the charge, time, and pulse shape
response of the R5912-02 MOD. The measurements described here were based on
the response of a single PMT, and the response of each PMT is modeled identically
except for the mean single phtoelectron charge which is calibrated in-situ. With
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cryogenic optical calibration data, this model could be extended by incorprating
the charge, time, and pulse shape response for each PMT independently.

7.4

Measurements from the R5912 HQE PMT

The PMT response model described in the previous sections was also applied to
data taken in a room temperature test stand at the University of Pennsylvania
with an R5912 HQE PMT illuminated by a low intensity light source. The HQE
version of the Hamamatsu R5912 PMT has nearly twice the quantum efficiency of
the cryogenic model, but it is not capable of operating at cryogenic temperatures.
The data described in Section 8.5 for the DEAP-1 prototype detector was taken
in a configuration with a pair of R5912 HQE PMTs viewing the active LAr target.
Additionally, DEAP-3600 will be instrumented with 255 of the R5912 HQE PMTs.
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Figure 7.13: Sample fits to a single PE pulse from the R5912 HQE PMT. The
lognormal sum fit to the waveform (black) is shown for a one-component (red),
two-component (blue), and three-component (red) distribution.

Figure 7.13 shows a typical pulse from the HQE version of the R5912 PMT in
addition to fits to Equation 7.1 for n = 1, 2, and 3. The multi-component lognormal sum was a suitable fit to indiviual pulses which allowed the response to be
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modeled as described in the previous sections. Figures 7.14 and 7.15 show sample
charge and timing distributions measured for the R5912 HQE PMT. Also shown in
Figure 7.14 are fits to Equation 7.2. The measured transit time spread for prompt
pulses from Figure 7.15 was approximately 1.1 ns. The double and late pulsing
rates were 5.5% and 3.3% respectively, and, from the late pulsing peak, the transit
time was 25.3 ns.These distributions were modeled as described in the previous
sections, and this model was implemented in the Monte Carlo simulation for the
simulation and analysis described in Chapter 8.
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Figure 7.14: Analogous to Figure 7.8 for the R5912-02 MOD, the prompt
charge distribution for DLN and TLN pulses from the HQE version of the
R5912 PMT is shown.

Compared to Figure 7.7 for the R5912-02 MOD, the timing distribution has a
few interesting features. The prepulsing peak is much supressed compared to
the prompt peak because the PMT was more uniformly illuminated than in the
cryogenic test stand where photons were collimated towards the dynode structure.
Additionally, with the higher statistics, pulses which scatter from the first dynode
and then scatter upon return are visible from 70-100 ns before reaching a floor of
dark hits beyond 110 ns.
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Figure 7.15: The The distribution of photoelectron detection times for early,
prompt, double, and late pulses from the R5912-02 HQE PMT. The time of
each pulse is defined as the geometric mean of its first lognormal component.

Ionic after pulsing in which the photoelectron ionizes a residual gas species in the
PMT vacuum are a well studied phenomenon ( [138, 151–154] for example). The
ion drifts to the photocathode over µs scales producing one or more photoelectrons
at the photocathode. HQE PMTs benefit from the significantly improved quantum
efficiency, but typically have a larger after pulsing rate. In LAr detectors, after
pulses from singlet photons fall in the triplet region which can both bias and smear
particle identification discriminants. For the R5912-HQE PMTs measured in the
test stand at Penn, the mean probabitiy of after pulse production from a single
incident photon was approximately 7%. However, due to production of multiple
photoelectrons with the ion incident on the photocathode, 18% of the total charge
detected was due to afterpulsing.
Figure 7.16 shows the charge and time of ionic afterpulses from several R5912 HQE
PMTs tested in the single incident photoelectron regime. The vertical axis is scaled
by the mean single photoelectron charge to represent the number of photoelectrons

PE
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Figure 7.16: The distribution of after pulse time and integrated charge for
the R5912 HQE PMT. The integrated charge is divided by the mean prompt
single PE charge to normalize the vertical axis.

produced by the ion at the photocathode. Althogh many afterpulses produce only
one or a few photoelectrons, a substantial fraction of afterpulses produce up to
tens of photoelectrons. Figure 7.17 shows the projection of Figure 7.16 onto the
time axis. Several peaks are present which are due to ionization of various residual
gas species within the PMT vacuum.
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Figure 7.17: The projection of after pulse times from Figure 7.16. Several
peaks are visible due to ionization of various residual gas species in the PMT
vacuum.

Chapter 8
Improving Photoelectron
Counting and Particle
Identification in Scintillation
Detectors with Bayesian
Techniques
[This chapter is largeley reprinted from Astroparticle Physics (2015), pp. 40-54,
copyright 2014 by Elsevier.]

8.1

Motivation

As described in Chapters 2 and 3, scintillators are a key component of many neutrino and dark matter experiments due to their relatively low cost and high light
162
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yield. In addition, many scintillators can be used for particle identification when
the time profile of the scintillation light is sensitive to the energy loss characteristics of different particles. Experiments that require low energy thresholds, high
energy resolution, and/or high levels of background rejection often combine a scintillating target medium with an array of photomultiplier tubes (PMTs) and a data
acquisition system with sensitivity to individual photoelectrons. In order to fully
capture the scintillation time profile, the PMT pulses are typically recorded using
a waveform digitizer.
Many common scintillators produce light on at least two characteristic time scales.
Particle identification in such scintillation detectors employs two related features:
the scintillation time scales, and the probability of populating the different time
scales, which depends on the particle’s energy loss characteristics. The canonical approach (examples include MicroCLEAN [127], DEAP-1 [155], XMASS [156],
XENON-10 [157], GERDA [158], KamLAND [159]) to time-based particle identification with a digitized time-dependent voltage waveform V (t) is to estimate the
fraction of the light produced on a fast timescale relative to the total amount of
light produced in the event. One such particle discriminant which we refer to as
the prompt-fraction, or fp , and is defined as
R
fp = R TTif
Ti

V (t)dt
V (t)dt

,

(8.1)

where Ti is some time before the prompt peak, Tf is the time defined by the end of
the event window, and  depends on the timing characteristics of the scintillator.
Typically the fp parameter is used to place a cut or perform some likelihoodbased analysis in order to select a certain class of interactions in the scintillator.
In later sections, we refer to fp leakage as the probability of events from a certain
class of background leaking into the fp signal region of interest. Although particle
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identification with fp is robust in the sense that it is fairly insensitive to fluctuations
in the scintillation light production or PMTs, its discrimination power breaks
down at low energies beyond statistical effects because it loses information about
the precise timing and charge of individual photoelectrons created by photons
produced in the scintillator.
The best strategy to count photoelectron (PE) pulses in a waveform depends on
the intensity and time structure of the light, as well as the characteristics of the
PMT electronics. A typical single photoelectron pulses from a large area PMT,
shown for cryogenic measurements of a Hamamatsu Photonics R5912-02-MOD 8”
PMT in Figure 7.4, spans 20 ns or more. Additionally, there are large pulse-topulse variations in the amplification of a single photoelectron, resulting in a fairly
broad charge distribution, shown again for the R5912-02-MOD in Figure 7.8. If the
light intensity observed by a PMT is very low or the time constant for scintillation
light is very long (hundreds of nanoseconds or more) compared to the duration of
a single photoelectron pulse, then overlap of pulses is improbable. Photoelectrons
can be counted by searching for peaks in the waveform, thus eliminating the impact
of the PMT charge distribution on the counting procedure.
However, if multiple photoelectrons are likely to be detected by a PMT in a time
much shorter than the single photoelectron pulse duration, such as from Cherenkov
or fast scintillation light, peak finding is a poor photoelectron counting strategy.
Peaks from different photoelectrons may not be clearly resolved in the waveform,
resulting in a systematic bias toward under-counting. A simple and unbiased technique for photoelectron counting in this case would be to integrate the waveform
and divide by the mean charge of a single photoelectron. Due to the broad charge
distribution of most PMTs, this normalized integral charge procedure in a waveform with pulse pileup will have more variance than peak counting in a waveform
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without pileup. Fundamentally, information is lost in the pileup that is difficult
to recover.
Realistic detectors typically span both of these extreme cases. Many experiments
observe both Cherenkov or fast scintillation and slow scintillation light. Moreover,
the light intensity observed by a given PMT can vary dramatically depending on
the energy of the event and its location in the detector. To cover all these cases, we
have designed a photoelectron counting method that combines both peak finding
and normalized charge integration by using Bayes’ Theorem to incorporate our
external knowledge of how likely photoelectron pileup is for different events, PMTs,
and times in the waveform. The method also outputs an estimated photoelectron
production time for each pulse, which can be analyzed for particle identification
purposes in many scintillators.
To make the discussion concrete, we focus the photoelectron identification procedure specifically on LAr scintillation light, primarily in the MiniCLEAN singlephase dark matter experiment and the DEAP-1 prototype, but the general approach can be easily adapted to the constraints of other experiments.
In Section 8.2 we use a GPU-based fast Monte Carlo simulation of the MiniCLEAN
detector to motivate the need for improvement in the canonical prompt-fraction
particle identification technique. The Bayesian photoelectron counting method
is described in Section 8.3, and improved particle identification test statistics are
defined in Section 8.4. We then demonstrate the effectiveness of the Bayesian photoelectron counting method in Section 8.5 with gamma simulation and calibration
data collected from the DEAP-1 detector underground at SNOLAB. Finally, Section 8.6 applies the Bayesian techniques to a complete Monte Carlo simulation of
MiniCLEAN.
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Background Leakage with the Prompt-Fraction

In this section, we highlight the mechanisms in scintillator detectors which contribute to fp leakage to motivate the potential improvement in a more sophisticated
approach. In order to treat a wide variety of detector contributions to fp leakage
in a consistent manner, we take a predominantly Monte Carlo approach, assuming
no functional form for any of the fp distributions, except at the stage of the initial
statistical fluctuations in the number of states produced.
As shown in the following, realistic detector effects can degrade the achievable
fp discrimination between background and signal by many orders of magnitude
relative to the fundamental limit, which is set by the statistical fluctuations in
the scintillation states produced. For the case considered here, 12.5 keV apparent
energy liquid argon scintillation events in MiniCLEAN, the fp leakage fraction
with 50% signal acceptance is increased from 3.9 × 10−11 with only fluctuations in
the scintillation states produced to 4.2 × 10−6 once all realistic detector effects are
included. In this section, we describe each of the factors that contribute to this
lost rejection efficiency. In the following sections, we develop a new method that
regains some of the lost rejection.
For the results in this section, we use a GPU-based fast Monte Carlo simulation to
sample and fluctuate the properties of individual photoelectrons from thousands
of events in parallel. This highly parallel approach allows us to reliably sample
the tails of the fp distributions over many orders of magnitude, without having
to rely on extrapolation of a phenomenological model. Detector optics and full
simulation of the data acquisition system are bypassed in this simplified model.
In Sections 8.5 and 8.6, we will present results from our full detector simulations
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of DEAP-1 and MiniCLEAN, that use a more complete model including detector
optics and DAQ.

8.2.1

Summary of Model Inputs

As described in Chapter 3, argon scintillation is produced by the de-excitation of
dimer states created by the ionization track of a particle [125]. There is both a
short-lived singlet state, τs with a lifetime of 7.0 ± 1.0 ns, and a longer-lived triplet
state, τl with a lifetime of 1600 ± 100 ns [126]. The relative amounts of singlet
and triplet states produced by a charged particle depend on both the type of the
recoiling particle and the energy deposited, as measured in [127]. This, along
with the large separation of the singlet and triplet time constants, offers excellent
particle identification in LAr. Using a full simulation of the MiniCLEAN detector
(see Chapter 6) with the above liquid argon scintillation characteristics, we have
optimized1 the integration bounds in Equation 8.1, and we take Ti = −28 ns,
 = 80 ns, and Tf = 15360 ns in the following sections.
The scintillation light yield of nuclear recoils in LAr at energies above 20 keV
is 25 ± 1% of the light yield for electronic recoils [128]. We refer to energies of
all types of recoils in units of electron equivalent keV (keVee), where this 25%
quenching factor has already been applied to energies for nuclear recoils. When
referring to the full recoil energy, without quenching, we use units of keVr.
We consider a general two-exponential scintillation model that is equivalent to,
but parametrized slightly differently than, that presented in [127]. The assumed
probability density function for the production times of argon scintillation photons
1

The fp integration bounds optimization minimizes the number of electronic recoils leaking
into the 50% nuclear recoil acceptance region in the MiniCLEAN Monte Carlo simulation
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is

P (t) = f

1 −t/τs
e
τs




+ (1 − f )


1 −t/τl
,
e
τl

(8.2)

where f is the fraction of states produced with the short-lived time constant2 ,
τs , and the remaining states are produced with the longer lived time constant,
τl . Generally all three of these parameters depend on the energy and type of the
scintillating particle. For concreteness, we focus on scintillation in liquid argon
detectors. However, this model and conclusions drawn from it are applicable to a
wide range of scintillators.
For further concreteness in the fast Monte Carlo model, we assume the properties
of the MiniCLEAN dark matter detector. The detector is described in detail in
Chapter 4, but its relevant scintillation characteristics are summarized in Table 8.1.
For the purposes of the fast Monte Carlo simulation, the MiniCLEAN detector is
considered to be a 500 kg liquid argon target surrounded by 92 optical cassettes.
Each optical cassette houses a Hamamatsu Photonics 8” R5912-02-MOD PMT and
a 10 cm thick acrylic plug. The acrylic plug acts as a substrate for the TPB layer
that converts the extreme UV argon scintillation light [124, 125] to a wavelength
regime where the PMTs are sensitive.
Due to the presence of

39

Ar, a beta decay isotope with 565 keVee endpoint, Mini-

CLEAN will observe 1010

39

Ar decays over all energies in a year of running with

atmospheric argon, so we focus on this as the primary particle identification background to the signal of interest, WIMP induced nuclear recoils. For the discussion
of the fast Monte Carlo simulation, we will further restrict the discussion to 75 PE
2

fp .

Although f is sometimes called the “prompt-fraction,” it is not identical to the test statistic
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Parameter
Light yield
Number of photoelectrons
Nuclear quenching factor
e− singlet fraction (f )
Ar recoil singlet fraction (f )
Singlet time const. (τs )
Triplet time const. (τl )
PMT gain
PMT single PE mean charge
PMT timing resolution
PMT dark hit rate
Digitizer sample size
Digitizer noise RMS
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Value
6 PE/keVee
75 PE
0.25 keVee/keVr
0.308
0.678
7.0 ns
1600 ns
3 × 107
5 pC
1.5 ns
1.5 kHz
4 ns
0.41 mV

Table 8.1: Basic scintillation and detector parameters for 12.5 keVee events
in the MiniCLEAN detector.

(12.5 keVee) apparent energy events in MiniCLEAN which is meant as a feasible but aggressive energy threshold for a WIMP dark matter search. Refer to
Chapter 4 for more details on the MiniCLEAN detector.
Leakage is defined to be the fraction of background events with an fp test statistic
greater than the median fp test statistic for signal. This yields an approximate
50% signal acceptance probability. Except where noted, each leakage fraction is
estimated using the very high statistics fast Monte Carlo simulation, including
only the detector effects of interest. This allows trillions of events to be generated
in several hours and avoids the need to extrapolate an analytic function to estimate
very low leakage levels. Unless otherwise specified, all leakage fractions have been
computed with sufficient statistics to reduce their statistical uncertainty to less
than 20%. We will use the complete optical simulation to evaluate background
leakage in Section 8.6.
In the remainder of this section, we identify various effects that increase the fp

Chapter 8. Bayesian Identification of Single Photoelectrons

170

leakage fraction. The simple estimate of leakage from binomial fluctuations at
75 PE (12.5 keVee) apparent energy would suggest background leakage as low as
3.9 × 10−11 . However, including the following realistic detector characteristics, we
find that with the simple fp test statistic one generally can only do as well as
4.2 × 10−6 at 12.5 keVee with 6 PE/keV detected scintillation light yield. Samples
of the fp distributions obtained for electronic and nuclear recoils, including only
those effects described below up to Section 8.2.5 are shown in Figure 8.3.

8.2.2

Binomial Fluctuations

If the detected photoelectrons could be perfectly identified as coming from the
de-excitation of either the singlet or the triplet states, then the only uncertainty
in particle identification would come from the Poisson fluctuations in the production and detection of photons from each dimer state. At a fixed number of
photoelectrons, these Poisson fluctuations in the detection of the two states appear as binomial fluctuations in the fraction of photoelectrons coming from the
singlet state. At this stage, with perfect identification of the scintillation states,
we estimate fp using f of Equation 8.2. With such a simple model, fp is not
a continuous distribution, so 50% acceptance of nuclear recoils can only be approximated. The numerically-estimated leakage purely from binomial fluctuations
at 75 PE (12.5 keVee) is 3.9 × 10−11 , with a nuclear recoil acceptance of 46%.
This represents a fundamental lower bound on the leakage, regardless of analysis
technique, and can only be improved by increasing the overall light yield of the
experiment.
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Scintillation time profile

The originating dimer states that produce each photoelectron cannot be identified perfectly because both states generate photons with overlapping exponential
time distributions. Argon has excellent particle discrimination properties because
the time constants are well separated for the two dimer states, but the inherent
ambiguity does increase the leakage to 2.9 × 10−10 .

8.2.4

39

Ar Spectrum and Detector Energy Resolution

The overwhelming source of electron-like backgrounds in a large, well shielded
liquid argon detector is the beta decay of
a real detector allows a distribution of

39

39

Ar. The finite energy resolution of

Ar beta energies to be detected with a

fixed number of photoelectrons. Figure 8.1 shows the true energy distribution for
39

Ar events with an estimated energy of 12.5 keVee in the MiniCLEAN fast Monte
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Figure 8.1: Energy dependence of the singlet fraction of electronic recoil [127]
overlaid with the energy spectrum (in arbitrary units) of 75 PE events from
39 Ar, assuming a detection efficiency of 6 PE/keVee.
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PMT Charge and Time Response

Photomultiplier tubes can produce a range of different pulse sizes given a single
photoelectron. This inherent charge resolution has a two-fold effect on background
leakage. First, it introduces some randomness in the determination of the number
of photoelectrons in an event, which must now be defined as the summed charge
from all PMTs divided by the PMT gain. This effectively broadens the energy
resolution of the detector, as shown in Figure 8.2. The second effect of the charge
resolution is to introduce fluctuations in the apparent number of singlet and triplet
states beyond the binomial fluctuations inherent in the underlying physics. Several
photoelectrons can individually fluctuate to each have two or three times the mean
charge, which broadens the tails of the fp distribution for both nuclear recoils and
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Figure 8.2: Energy distribution of 39 Ar events falling in the 75 PE bin
(12.5 keVee) before and after the R5912-02-MOD charge distribution is included.

The time response of a PMT also influences fp by smearing out the time structure
of the scintillation light. The timing jitter of the R5912-02-MOD is approximately
1.5 ns, but measurements indicate that a photoelectron also has a 4.7% chance of
producing a “late” pulse, delayed by up to 60 ns (see Figure 7.7). In addition,
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the finite width of a PMT pulse, as shown in Figure 7.4, makes it possible for the
prompt time window in the fp estimation to only partially contain the charge from
the pulse. The integral in the numerator of Equation 8.1 is relatively insensitive

Events / 0.001

to these effects, although they do contribute in small part to the overall leakage.
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Figure 8.3: Sample fp distributions for electronic (blue) and nuclear (red) recoils including the effects up to and including the PMT response from Table 8.2.
The dashed vertical line indicates 50% nuclear recoil acceptance.

To simulate these effects in the fast Monte Carlo simulation, we sampled charges
from the full charge distribution, shown in Figure 8.2, and a simplified Gaussian
timing distribution with a RMS of 1.5 ns that ignores the contributions of late
pulsing. For speed reasons, the effect of PMT pulses partially extending beyond the
prompt window was estimated by approximating the pulse shape with a Gaussian
function. The fp leakage of 75 PE electrons increased to 7.1 × 10−8 .

8.2.6

PMT Dark Current

Thermionic emission of individual electrons inside the PMT from the photocathode and dynode structure produces a “dark current” that can affect fp . In the
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MiniCLEAN detector, the 92 PMTs each produce dark pulses at a rate of approximately 1500 Hz at their operating temperature of 87K. Therefore, dark pulses will
be uniformly distributed over the 16 µs event window, with an average of 2.2 dark
pulses per event. In order to compensate for this offset in the energy scale, we
compute the leakage for 77 PE (instead of 75) when dark pulses are included. The
general effect of dark pulses is to further broaden the energy resolution of the detector, which worsens the leakage for the same reasons discussed in Section 8.2.4.
In addition, dark hits are most likely to occur outside the prompt time region
which biases the fp of both electronic and nuclear recoils to smaller values, but
biases the nuclear recoils more, bringing the two distributions closer together. As
a result, we find that the inclusion of a Poisson distribution of dark hits increases
the

39

Ar leakage fraction at 75 PE to 1.2 × 10−7 .

8.2.7

Digitization Noise

The sampling of the PMT signals introduces an additional source of noise into
the calculation of the integrals in fp . This noise can come from pickup of analog
signals in the PMT cabling to the digitizers or intrinsic noise in the analog-todigital converters. The precise impact of digitization noise on fp depends on the
amplitude and frequency composition. In the fast Monte Carlo simulation, we
have introduced this noise as a per-sample Gaussian random variable with a RMS
of 0.41 mV, consistent with measurements of the CAEN V1720 digitizers used
by MiniCLEAN, DEAP-1, and DEAP-3600. When zero suppression is enabled
in the digitizer readout, the largest contribution of noise to fp will occur when
the number of samples is maximized by separation of photoelectron pulses in time
and in different PMT channels. In the MiniCLEAN detector, with 92 PMTs,
this separation of signals in time and PMT channel is quite probable for 75 PE
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Detector Effect
Binomial Fluctuations
Scintillation Time Profile
39
Ar Distrib. + Energy Res.
PMT Response
PMT Dark Current
Digitization Noise

175

fp leakage
3.9 × 10−11
2.9 × 10−10
2.3 × 10−9
7.1 × 10−8
1.2 × 10−7
4.2 × 10−6

Table 8.2: Leakage of fp for 12.5 keV apparent energy events only in a detector with 6 PE/keV (assuming 50% nuclear recoil acceptance) as different
detector effects are added. Each row includes all of the effects above it, and
the assumptions for each row are described in detail in the text. The optimal
value of , the length of the prompt window in fp , is between 60 and 70 ns. The
uncertainty for all leakages is 20%.

events inside the fiducial volume of the detector. In this case, each photoelectron
pulse is recorded in a separate block of 32 samples, which could contribute an
additional Gaussian smearing per photoelectron of up to 3.7% of the mean single
photoelectron charge at 5 pC gain. We find that this increases the leakage to
4.2 × 10−6 in the fast Monte Carlo simulation.

8.2.8

Leakage Summary

Table 8.2 shows the increasing leakage from an fp cut as more detector effects are
included in the fast Monte Carlo model. Clearly, energy resolution is a significant
factor in the leakage due to the increased singlet fraction at lower event energies.
The detector energy resolution comes from a mixture of photon counting statistics,
which can only be improved by increasing the light yield of the detector, and
the PMT and waveform digitizer response, which can be improved with better
waveform analysis techniques, as shown in the next section.
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Bayesian Photoelectron Counting

Several of the detector effects described in the previous section that increase the
fp leakage fraction can be mitigated with an analysis that can extract individual
photoelectron times from the PMT waveforms. However, rather than solve a general deconvolution problem, we have instead developed an analysis that assumes
the PMT waveform is produced by argon scintillation from a single recoiling particle. This prior can be incorporated into Bayes’ Theorem in order to estimate the
number of photoelectrons in the waveform, and then assign times to each of the
photoelectrons based on the waveform shape.
The event analysis algorithm has 5 stages:

1. Time/voltage calibration of waveforms.
2. Identification of regions that contain pulses.
3. Bayesian identification of photoelectrons.
4. Reconstruction of the event position and energy.
5. Repeat of Bayesian identification of photoelectrons with improved priors.

These steps are explained in each of the following subsections.

8.3.1

Waveform Calibration

With the PMT waveforms in a zero-suppressed voltage-time series, the absolute
time offset of the waveforms in the event are adjusted so that the summed waveform
reaches a maximum amplitude at t = 0. Due to the shortness of the singlet time
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constant, aligning based on the peak removes most of the jitter caused by the
latching of the trigger, which can often be several digitizer samples or more.
The voltage of each PMT waveform is separately corrected to remove any baseline
offset. For this first stage of analysis, the first 4 pre-samples from each block of
samples in a given channel are averaged to estimate a constant baseline that is
subtracted from all the blocks in the channel. After voltage calibration, fp can
also be calculated for the summed PMT waveform, as it is used in the Bayesian
photoelectron identification stage.

8.3.2

Pulse Finding

Single photoelectron pulses from the 8” R5912-02-MOD PMTs typically span approximately 20 ns, as shown in Figure 7.4. We scan the calibrated waveforms
for each PMT separately with a sliding 12 ns (3 sample) integration window and
extract a pulse region whenever the integral exceeds 5 times the RMS of noise
samples times the square root of the number of samples in the window. Once
that detection threshold has been crossed, the boundaries of the pulse region are
the times where the sliding window integral drops to below the RMS divided by
the square root of the number of samples. Figure 8.4 shows the sliding window
calculation applied to a pulse from 5 photoelectrons.
We find that the sliding window integration method is much more sensitive to low
charge PMT pulses without significantly increasing the number of false positive
detections. The width and right skew of the pulses make it difficult to efficiently
discriminate low charge pulses from background noise with a simple voltage threshold. An integration window, however, effectively filters out the high frequency
noise while retaining the relatively low frequency PMT signal.

Voltage / Threshold
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Figure 8.4: A typical voltage waveform from a single PMT in MiniCLEAN
Monte Carlo simulation. The top panel shows the waveform normalized by 5
times the RMS of the electronics noise profile (black, solid) compared to the
sliding integral value normalized by the corresponding threshold (blue, dashed).
The sliding integration window enhances the right-skew PMT pulses relative
to threshold while providing a filter for high frequency electronics noise. The
bottom panel shows the pulse regions identified by the pulse finder. Green
shaded regions are the regions where threshold is crossed, and the gray regions
indicate a buffer region that extends the pulse boundaries. If threshold is crossed
again within the buffer, the pulse boundary is further extended as in the right
most pulse region.
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Once the samples corresponding to pulses have been identified, they are removed
from the waveform, and the remaining baseline-only samples are used to estimate
a local baseline for each block of samples in the original waveform. Unlike in the
calibration stage, the baseline computed in this stage is allowed to vary with time,
thus removing any lower frequency components, for example under- or over-shoot
in PMT base electronics. The new baseline is subtracted from the waveform and
the entire pulse finding procedure is repeated. After two passes, the results are
stable and robust against low-frequency baseline variations.

8.3.3

Bayesian Photoelectron Identification: First Pass

Once pulse regions have been extracted from each PMT waveform, the next task
is to identify how many separate photoelectron pulses are contained in each pulse
region, and what their arrival times were. As discussed in Section 8.1, two natural techniques to apply are normalized integral charge, where the integral of each
pulse region is divided by the average single photoelectron charge, or peak counting, where the number of local maxima in the pulse region are counted after some
filtering. Charge integration is a good strategy to apply at early times, where
pileup will likely make multiple peaks indistinguishable, and a poor strategy at
late times, where a pulse region will almost always contain a single photoelectron,
but the variance in the single photoelectron charge distribution will create large
fluctuations in the estimate. Conversely, peak counting is a poor strategy at early
times, where it will generally undercount photoelectrons, but a good strategy at
late times, where it is insensitive to charge fluctuations in single photoelectrons.
Figure 8.5 shows a sample waveform from a LAr scintillation event in the MiniCLEAN Monte Carlo simulation with each of these extremes identified.
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Figure 8.5: A simulated waveform from a high energy electron scintillating
in LAr. The fast singlet time constant results in many photoelectron pileup
at early times. However, at late times, peaks are likely many photoelectrons
regardless of the amplitude.

Bayes’ Theorem provides a quantitative way to incorporate our knowledge of the
time structure of argon scintillation light. For each pulse identified in each PMT
waveform we would like to know the most probable number of photoelectrons in
the pulse, n, given that the pulse spans time t1 to t2 (where t1 and t2 are defined
by the pulse finding procedure in Section 8.3.2) and has an integrated charge of
q. The probability mass function for n is
PQ (q | n)PN (n | t1 , t2 )
PQ (q | t1 , t2 )
PQ (q | n)PN (n | t1 , t2 )
= P∞
,
i=0 PQ (q | i)PN (i | t1 , t2 )

PN (n|q, t1 , t2 ) =

(8.3)

where PN is used to denote a probability mass function for the number of photoelectrons, and PQ denotes a probability density function for integrated charge.
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The function PQ (q | n) is the n-photoelectron charge distribution for the PMT,
which is assumed to have no dependence on the time of the pulse. The charge
distribution of noise, PQ (q | n = 0), can be found by applying the pulse finding
algorithm to a sample of waveforms with electronics noise only. The single photoelectron charge distribution, PQ (q | n = 1), can be measured for each PMT using
a triggered, low intensity light source, as in Figure 7.10. For n > 1, PQ (q | n) is
the convolution of PQ (q | n = 1) with itself n times. Figure 8.6 shows PQ (q | n) for
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n = 1, ..., 9 for the measured response of the R5912-02 MOD PMT.
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Figure 8.6: Charge distribution for the R5912-02MOD PMT for 1 to 9 photoelectrons. The distribution for 1 photoelectron is measured with a low intensity
light source, and the distributions for multiple photoelectrons are obtained with
successive convolutuions of the 1 PE distribution.

Our knowledge of the distribution of scintillation photons (and therefore the probability of pileup) enters into the equation via PN (n | t1 , t2 ), the probability mass
distribution for the number of photons in the given pulse. Suppose that events of
a particular class produce µ detected photoelectrons in the PMT on average with
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a photoelectron detection time probability density function (PDF) of S(t). The
probability mass function of observing n photoelectrons in the time interval [t1 , t2 ]
is then
PN (n | t1 , t2 ) =

∞
X

Pois(j | µ) × Bin(n | j, Ij ),

(8.4)

j=0

where Pois(j | µ) is the Poisson probability of observing j photoelectrons in the
entire waveform given the expected value µ, Bin(n | j, Ij ) is the binomial probability of detecting n photoelectrons given j photoelectrons in the waveform, and the
probability, Ij , of j photoelectrons falling in the time interval [t1 , t2 ] is defined by
Z

tj,2

Ij =

S(t)dt.

(8.5)

tj,1

The PMT timing response (including dark hits, double pulsing, and late pulsing
from Chapter 7) and the effects of detector optics are convolved with the scintillation time structure, Equation 8.2, to include realistic detector effects in the
photoelectron detection time PDF, S(t). Figure 8.8 shows sample time PDFs for
nuclear and electronic recoils at energies of 5 and 25 keVee in the MiniCLEAN
Monte Carlo simulation (described in detail in Chapter 6).
The integration bounds of Equation 8.5, tj,1 and tj,2 , depend on the hypothesized
number of photoelectrons, j, due to finite width of the PMT pulses. For the
hypothesis of a single photoelectron spanning the pulse bounds, t1 to t2 , the known
pulse shape can be used to narrow the integration bounds in Equation 8.5 to the
time interval in which the scintillation photon may have been produced, [t1,1 , t1,2 ].
However, in the limit of many photoelectrons spanning the same time interval, the
scintillation photons may have been produced over the entire range of the pulse,
[t1 , t2 ]. In practice, we compute the cumulative distribution function of the time
PDF, S(t), and determine the 1st and j th (j + 1)-quantiles, q1 and qj respectively.
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Letting τ represent the finite width of the digitization sampling, we then take
tj,1 = q1 − τ /2 and tj,2 = qj + τ /2. This gives a robust estimation of the correct
integration boundaries for j photoelectrons without requiring exact knowledge of
the PMT pulse shape with j photoelectrons piling up with random time offsets.
Figure 8.7 shows the tj for j = 1, ..., 6 for a sample pulse. With increasing j,
the lower and upper boundaries of the pulse converge to t1 and t2 respectively.
By inserting Equation 8.5 into Equation 8.4 and Equation 8.4 into Equation 8.3,
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PN (n|q, t1 , t2 ) can be evaluated.
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Figure 8.7: Sample integration times from Equation 8.5. The two lines of
each color represent tj,1 and tj,2 which converge towards the boundaries of the
pulse for large j.

The selection of µ and S(t) for each PMT (see Figure 8.8) depends on our hypothesis of the particle type, position and energy, but estimating those quantities in turn
requires the results of photoelectron counting. In order to bootstrap the process,
we perform this first pass of the analysis assuming that µ for each PMT is equal
to the total integrated charge observed by the PMT divided by the average single
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photoelectron charge. The time distribution for photoelectrons is estimated by
using the prompt-fraction test statistic, fp , which is computed using all the PMT
waveforms. Separate time PDFs for the singlet and triplet photons generated with
the Monte Carlo simulation are linearly combined to create S(t) according to the
singlet fraction calculated from fp . A flat time distribution for PMT dark hits is
then added into S(t) based on the relative magnitudes of the expected number of
PMT dark hits and µ. As described in Section 8.3.1, t = 0 for each event is defined
as the peak in the waveform summed over all PMTs in order to be consistent with
the definition of S(0) as the maximum of the time PDF.
With these bootstrap priors, the most probable number of photoelectrons in each
pulse region can be estimated as the integer n which has maximal PN (n|q, t1 , t2 )
from Equation 8.3. In order to assign times to the photoelectrons, the cumulative
distribution function (CDF) of the waveform in the region is used. For a pulse
region with most probable n photoelectrons, we determine the n + 1-quantiles of
the model CDF. Each photoelectron is assigned a unique detection time equal to
one of these quantiles. Interpolation is used so that the quantiles can be between
samples. This procedure is demonstrated in Figure 8.9 for a pulse region with 14
photoelectrons.

8.3.4

Position and Energy Reconstruction

Given counts and times for photoelectrons detected by every PMT in the detector,
more event properties can be reconstructed. With a radius of 43.7 cm, the MiniCLEAN detector is small enough that time is a weak handle on event position, so
only the number of photoelectrons observed by each PMT is used by a maximum
likelihood algorithm to estimate the event position and energy. The likelihood
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Figure 8.8: Photoelectron detection time PDFs for electronic and nuclear
recoils at 5 keVee and 25 keVee observed energies from MiniCLEAN MonteCarlo simulation (described in detail in Chapter 4). The peak near 60 ns is
due to PMT double and late pulsing as detailed in Section 7.3. The energy
dependence of the mean triplet fraction [127] is included in construction of the
PDFs. The flat component in time, due to PMT dark hits at 1480 kHz per PMT,
contributes a larger fraction to the signal at low energies resulting in convergence
to a higher probability at late times. In the Bayesian photoelectron counting
procedure, the PDFs are constructed by linear combination of the singlet and
triplet components with a bootstrapped prior to using the fp test statistic.

function contains a fast, Monte Carlo-derived optical model of the detector (which
approximates the detailed optics of the optical cassettes) that can predict the expected number of photoelectrons for each PMT given a hypothesized position and
energy. Once the fit has found the most likely event position and energy, a final
set of expected numbers of photoelectron are calculated for each PMT and passed
to the next stage of the analysis.
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Figure 8.9: (Left) Sample distribution of PN (n|q, t1 , t2 ) for the pulse shown
in the right panel. The Bayesian photoelectron counting algorithm assigns 14
photoelectrons to this pulse. (Right) The assigned times using the waveform
shape are shown by the vertical blue dashed lines.

8.3.5

Bayesian Photoelectron Identification: Second Pass

For second pass of the Bayesian photoelectron calculation, we repeat the calculation described in Section 8.3.3, but with an estimate of µ for each PMT derived
from the position and energy reconstruction stage. The estimate of the time PDF,
S(t), is left unchanged, except for the PMT dark hit contribution3 . By replacing the crude Bayesian prior from the first pass with a much more accurate one
based on event reconstruction, the second pass of the algorithm can reduce the
energy bias and improve the energy resolution. In principle, additional iterations
of position/energy reconstruction and Bayesian photoelectron counting could be
performed, but we generally find no significant improvement after 2 passes.
3

In a larger detector than MiniCLEAN, a different S(t) could be computed for each PMT
that includes the distribution of photon propagation times for an event at the reconstructed
position.
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Test Statistics for Particle Identification

With a set of detected photoelectron times for an event, T , we can compute a
variety of different test statistics. The simplest test statistic is a discrete version
of fp ,
rp =

|{t | t ∈ T ∧ Ti < t < }|
,
|{t | t ∈ T ∧ Ti < t < Tf }|

(8.6)

where  sets the prompt window, just as in the definition of fp . The rp test statistic
removes some of the variance induced by the PMT charge distribution on fp , but
does not take full advantage of the scintillation time structure.
A more powerful approach to separating electronic and nuclear recoils is a likelihood ratio test statistic, as was also briefly described in [127]. By evaluating the
likelihood of the observed photon detection times using time PDFs for a nuclear
recoil hypothesis and an electronic recoil hypothesis, one can make better use of
the full timing information from each photon. We define this second test statistic,
lr , as a normalized log-likelihood difference, comparing the nuclear recoil hypothesis to the electronic recoil hypothesis. Specifically, we define the test statistic to
be:
lr =

1 X
(log Pn (t | E) − log Pe (t | E)) ,
m t∈T

(8.7)

where m = |T |, Pn is the time PDF for the nuclear recoil hypothesis given an
event energy E, and Pe is the time PDF for the electronic recoil hypothesis given
an event energy E. Sample distributions for Pn and Pe are shown in Figure 8.8 at
5 and 25 keVee. Due to the sign convention adopted in the definition of lr , positive
values are more nuclear recoil-like and negative values are more electronic recoillike. The division by m is a convenience to keep the range of lr similar for events
with different numbers of photoelectrons. The time PDFs Pn and Pe are computed
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using separate Monte Carlo simulations of singlet and triplet scintillation photons,
which are then linearly combined according to the measured energy (including
the quenching factor where appropriate) and particle dependence of the singlet
fraction.
Finally, it is always important to pair a likelihood ratio with a goodness-of-fit metric to reject events that do not conform to either hypothesis. Given the time PDFs
Pn and Pe used to compute lr , we compute a Kolmogorov-Smirnov test statistic
for the nuclear recoil (Kn ) and electron recoil (Ke ) hypotheses, respectively.

8.5

Bayesian Photoelectron Counting in DEAP1

To demonstrate the effectiveness of the Bayesian photoelectron counting technique,
we apply it here to data collected by the DEAP-1 detector between November 28
and December 9, 2011. DEAP-1 is a cylindrical detector containing 7.6 kg of liquid
argon that has been operated underground at SNOLAB since 2007. The detector
has had various configurations as an R&D platform as described in [160], but the
configuration in November-December 2011 is shown in Figure 8.10.
The central target volume is defined by a 28 cm long and 15 cm diameter acrylic
cylinder that has been coated on the inside with TPB which converts 128 nm
extreme UV light [124, 125] into 440 nm visible light [115] that can be transmitted
through acrylic light guides which are coupled to PMTs through a layer of mineral
oil. The TPB thickness on each acrylic end cap is 0.9 µm and is coupled via a
Kodial glass window and acrylic light guide to a high quantum efficiency (HQE)
model R5912 8” PMT manufactured by Hamamatsu Photonics. The TPB coating
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Figure 8.10: A rendering of the DEAP-1 detector from the GEANT4 simulation. The 7.6 kg liquid argon volume is coupled to acrylic light guides via TPB
coated glass windows. Each light guide is coupled through a layer of mineral oil
to Hamamatsu Photonics R5912 PMT.

on the inside of the acrylic barrel is 4-5 µm thick, and the outside of the barrel is
wrapped with a PTFE reflector.
In this configuration, DEAP-1 digitizes full 16 µs waveforms with no zero-suppression
using a CAEN V1720 250 MHz digitizer. Zero-suppression is applied in software
to be consistent with the zero-length encoding assumed in the fast Monte Carlo
simulation in Section 8.2 and the full MiniCLEAN simulation in Section 6.
The DEAP-1 data set used for this analysis comes from a tagged, 10 µCi

22

Na

radioactive source placed just outside the acrylic vacuum vessel, centered along
the axis of the target volume. The dominant 22 Na decay mode produces a positron
that annihilates into back-to-back 511 keV gamma rays followed within ps by a
1274 keV de-exitation gamma ray. A small NaI crystal is placed behind the source
to tag one of the 511 keV gamma rays in order to constrain the other 511 keV
gamma to be within a 9◦ cone aimed directly at the center of the argon volume.
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The 22 Na source geometry and trigger configuration used in this data is very similar
to that described in [155], but the trigger only requires a coincidence between the
two main PMTs facing the argon and the small PMT attached to the back NaI
crystal. The 1274 keV gamma ray is untagged and uncorrelated in direction with
the 511 keV gamma ray that enters the DEAP-1 target volume.
The light yield of the detector in this configuration was measured to be 4.5 PE/keV
using the full energy peak from the 511 keV calibration gammas, and this is incorporated into the Bayesian counting procedure to include the energy dependence of
the mean singlet fraction in liquid argon scintillation. From test bench measurements described in Section 7.4, for approximately 7% of photoelectrons, the HQE
R5912 PMTs in DEAP-1 produce ionic after-pulses over timescales of several µs
after the primary pulse. The time PDFs used in the Bayesian photoelectron counting, and in the calculation of lr , include these effects with PDFs generated in the
simulation. With only 2 PMTs (rather than 92 as in the fast Monte Carlo simulation of MiniCLEAN in Section 8.2), there is significant pileup of photoelectron
pulses which provides a good test of the Bayesian photoelectron counting transitioning from pileup of multiple photoelectrons in the prompt region to isolated
pulses at late times as described in Section 8.3.3.
DEAP-1 is not capable of 3D position reconstruction, but can reconstruct the
position (z) of the event along the axis of the target cylinder. The z position is
also used to cut background that occurs at the windows where the PMT light
guides are coupled to the liquid argon target volume (see [160] for details). Only
events reconstructing within 10 cm of the z center of the detector are included in
the analysis. As a data quality cut and to remove pileup of multiple recoils in the
detector, we also apply a cut using the KS test statistics Ke and Kn described in
Section 8.4.
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The bottom panels of Figure 8.11 show the distributions of the three test statistics, fp , rp , and lr , as a function of the number of detected photoelectrons as
output by the Bayesian photoelectron counting procedure. Events at low number
of photoelectrons and high values of fp which could leak into the nuclear recoil
region are due in part to the effects described in Section 8.2. However, an additional class of high fp events are also present in the region of 25 to 150 PE.
The presence of this class of events is enhanced with the Bayesian photoelectron
counting procedure and the rp test statistic. Using the lr statistic, which takes
full advantage of the scintillation time profiles, these events are especially well
identified at positive values of lr . As described in the next section, simulations
suggest that these events are due to the untagged 1274 keV gamma from the 22 Na
decays producing Cherenkov light in the large acrylic light guides in coincidence
with the 511 keV gamma producing scintillation light in the liquid argon. The
fast Cherenkov light produces an additional prompt component which the fp test
statistic is relatively insensitive to. The separation of these events from the scintillation only events highlights the improved particle identification capabilities of
the Bayesian photoelectron counting technique and the lr test statistic.
A one-dimensional slice of the distributions at 30 PE, or 6.67 PE/keVee, is shown
in Figure 8.12. For the purposes of comparison, the lr values have been linearly
transformed to match the median values for electronic and nuclear recoils for
fp . This keeps a fixed 50% nuclear recoil acceptance for each test statistic. The
reduction in the lr tail relative to fp on the nuclear recoil side shows that lr is
a superior background rejection tool for low energy events. Integrating above fp
of 0.7, the Bayesian photoelectron counting and the lr test statistic reduce the
leakage of 30 PE events into the nuclear recoil 50% acceptance region by a factor
of 7.8 ± 0.3 (stat). The impact of the reduced leakage of electronic recoils into
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Figure 8.11: Distribution of fp (left column), rp (middle column), and lr (right
column) test statistics for simulated electronic recoils from a 22 Na calibration
source as a function of reconstructed number of photoelectrons in DEAP-1 simulation (top row) and data (bottom row). The solid black line in each panel
represents the simulated mean profile of each test statistic for nuclear recoils in
DEAP-1. The discrete nature of the rp test statistic creates the structure which
is apparent in the center panels. A population of events at positive lr values
below 100 PE due to pileup of Cherenkov light from the 1274 keV gamma with
scintillation from the 511 keV gamma becomes increasingly apparent with the
improved test statistic.

the nuclear recoil region is further examined in the next chapter where WIMP
sensitivity limits for DEAP-1 using fp and lr are compared.
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Figure 8.12: Distribution of fp , rp , and lr test statistics for electronic recoils
for 22 Na calibration events in DEAP-1 with 30 PE. The vertical dashed line
indicates 50% nuclear recoil acceptance at 6.7 keVee. The lr values have been
linearly transformed such that the median values for the electron and nuclear
recoil distributions match those for fp . The shift in the rp peak relative to fp is
due to the discrete nature of the test statistic.

8.6

Bayesian Photoelectron Counting in MiniCLEAN

A sample of 84 million

39

Ar decays were simulated and processed through the en-

tire analysis sequence as described in Section 8.3. The events have been limited to
be within the fiducial radius, where the energy scale has no radial dependence. For
75-100 PE (12.5-16.7 keVee) events, Figure 8.13 shows the fractional error in the
number of photoelectrons estimated using the Bayesian photoelectron counter on
the first pass with bootstrapped priors compared to the second pass where the priors, µ from Equation 8.4, are updated using position reconstruction. Although the
updated Bayesian priors can induce small channel-to-channel correlations, the second pass of the algorithm is an overall improvement. The second pass of Bayesian
photoelectron counting reduces the energy bias from 3.0% to 0.5% and improves
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the energy resolution from 4.1% to 3.9%.

Pass 1

103

Pass 2

Pass 1

104

Pass 2

103
102

102
10

10

1
-1

1
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
Lrecoil

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2
0.3 0.4
0.5
(PErec - PEmc) / PEmc

Figure 8.13: Right: the fractional error in estimation of the number of photoelectrons in simulated electron events in the MiniCLEAN detector between
75 and 100 PE. The second pass of Bayesian photoelectron counting, which
replaces the bootstrapped Bayesian prior with a prior derived from the reconstructed position and energy of the event, reduces the energy bias from 3.0% to
0.5%, reduces the energy resolution from 4.1% to 3.9%, and reduces the RMS
of the lr distribution by 5%. Left: the lr distribution is narrowed slightly after
a second iteration with improved Bayesian priors.

Figure 8.14 compares the apparent event energy from normalized charge integration, where the number of photoelectrons is estimated from the total charge
divided by the mean single photoelectron charge, to the number of photoelectrons
estimated using the two-pass Bayesian photoelectron counter. Since events are restricted to a region where the energy scale has no radial dependence, the improvement in photoelectron counting resolution is a direct measure of the improvement
of the energy resolution. The energy resolution is reduced from 4.3% with the
charge integration method to 3.1% with the Bayesian photoelectron counting.
The improved energy resolution offered by the Bayesian photoelectron counting
reduces the number of low energy background events entering the energy region
of interest. Lowering of the threshold with reduced background in the presence
of a WIMP-like signal can dramatically improve the sensitivity to signal which
increases rapidly at low energies.
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Figure 8.14: The ratio of estimated number of photoelectrons divided by the
true number of photoelectrons for simulated 39 Ar decays in the MiniCLEAN.
Only events between 75 and 100 PE, and radius less than 295 mm are shown.

The 2D distributions of the fp , rp , and lr test statistics as a function of reconstructed number of photoelectrons are shown in Figure 8.15 for simulated events
in the MiniCLEAN detector. The lr test statistic significantly tightens up the
distributions of electrons and nuclear recoils at very low numbers of photoelectrons, which is precisely where a WIMP signal will show increasing rate. We do
not have enough CPU resources to fully simulate the number of events required
to estimate the background leakage for each of these test statistics directly, as we
did with the fast simulation in Section 8.2. However, we can linearly transform lr
into the same [0,1] range as fp and rp so the median lr value for electrons is the
same as the median fp , and the same is true for nuclear recoil distributions. This
allows the tails of the distributions to be compared more easily, as is shown in
Figure 8.16. Electrons with only 40 PE (6.67 keVee as in Figure 8.12 for DEAP-1
given the respective light yields) show a significantly smaller tail in the lr distribution compared to fp and rp . Above fp of 0.7, the lr tail is reduced by a factor of
7.2±0.2 (stat) compared to the fp distribution. The impact of the reduced leakage

Chapter 8. Bayesian Identification of Single Photoelectrons

196

of electronic recoils into the nuclear recoil region is further examined in the next
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chapter where WIMP sensitivity projections using fp and lr are compared.

103

1

103

103

0.9

0.9

0.8

0.8

0.8

0.6

0.7

0.7

0.4

102

102

0.6

0.6

102
0.2

0.5

0.5

0

0.4

0.4

-0.2

10

0.3
0.2

0.2

0.1

0.1

0
0

50

100

150

200

250

300
PE

10

0.3

0
0

1

10

-0.4
-0.6
-0.8

50

100

150

200

250

300
PE

1

-1
0

50

100

150

200

250

300
PE

1

Events / 0.01

Figure 8.15: Distribution of fp (left panel), rp (center panel), and lr (right
panel) test statistics for simulated electronic (color scale) and nuclear (black
points) recoils as a function of reconstructed number of photoelectrons in the
MiniCLEAN detector. The solid red line in each panel indicates the mean profile
for simulated WIMP events shown by the black points.
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Figure 8.16: Distribution of fp , rp and lr test statistics for electronic recoils
for simulated MiniCLEAN events at 40 PE. The vertical dashed line indicates
50% nuclear recoil acceptance at 6.67 keVee. The lr values have been linearly
transformed such that the median values for the electron and nuclear recoil
distributions match those for fp .

With truth information from the Monte Carlo simulation, the efficiency of the
single PE counting algorithm can be directly evaluated. Figure 8.17 shows the
averaged time dependent probability that the single PE counting algorithm returns
a number of PE (the colored profiles) when the true number of photons in the pulse
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was either one (left panel) or two (right panel). At a given time after the initial
energy deposition, the black point represents the fraction of the time the single PE
algorithm correctly identifies the true number of photoelectrons in the pulse. For a
single MC PE (left panel), the algorithm returns one PE with > 95% efficiency at
all times, even in the presence of pileup at early times. At late times, the variance
of the PMT charge distribution is almost completely suppressed. For two MC PE
(right panel), the algorithm returns the correct number of PE with nearly 75%
efficiency at all times.
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Figure 8.17: In each 16 ns bin, pulses are identified with Monte-Carlo information which correspond to a single PE (left) and two PE (right). The various
distributions show the fraction of the time the Bayesian single PE procedure
outputs a given number of PE as the most probable.

In order to further motivate the j-dependent integration boundaries in Equation 8.5 (as shown in Figure 8.7), the left panel of Figure 8.18 shows lr distributions
for a few j-independent definitions of the integration boundaries of Equation 8.5.
Varying the integration boundaries several ns but keeping them fixed for all j induces significant fluctuations to the lr test statistic, particularly for nuclear recoils.
This makes the test statistic particularly sensitive to the definition of the peak and
boundaries defined in the pulse finding procedure. The right panel of Figure 8.18
shows the 2 PE counting efficiency in the case where the j-independent integration
boundaries are taken to be the leading and trailing edges identified in the pulse
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finding procedure. This can be compared to the right panel of Figure 8.17 where
the 2 PE counting efficiency is 25% higher and significantly flatter at early times.
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Figure 8.18: Left: lr for 20 keVee electronic (solid) and nuclear recoils
(dashed) for several j-independent definitions of the integration boundaries in
Equation 8.5. Right: a comparison to the right panel of Figure 8.17 for the
case where the integration boundaries in Equation 8.5 are taken to be the leading and trailing edges identified by the pulse finding procedure. The fraction
of 2 PE pulses in which the Bayesian calculation give 2 PE as the most likely
number in the pulse is significantly reduced, and a substantial time dependence
is evident at early times.

A more indirect evaluation of the efficiency of the Bayesian PE counting is the use
of the procedure in position reconstruction. The maximum likelihood position reconstruction used for MiniCLEAN can operate on Monte Carlo truth information,
peak counting in the waveform for each PMT, the integrated charge for each PMT,
or the output of the Bayesian PE counting algorithm. The resolution in the x coordinate for electrons is shown in Figure 8.19. At low numbers of photoelectrons,
each PMT is nearly in the single PE regime in which case peak counting provides
adequate position resolution while the variance of the PMT charge distribution is
a poor estimate of the number of PE in each channel. At larger numbers of PE,
peak counting becomes a poor estimate of the number of PE while the variance of
the charge distribution is largely averaged out. Position reconstruction utilizing
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the PE counting algorithm provides resolution nearing that obtained with Monte
Carlo truth information in both regimes.

Figure 8.19: Position reconstruction resolution for simulated electrons in
MiniCLEAN as a function of the number of detected PE. Utilizing peak counting or charge division works well in opposite regimes, but the Bayesian single
PE counting procedure smoothly transitions between the two, approaching the
resolution achieved with Monte-Carlo truth information.

Chapter 9
WIMP-Nucleon Constraints from
DEAP-1 and MiniCLEAN
This chapter further evaluates the improved PSD which can be achieved with
the techniques of the previous chapter. Models for the discrimination parameters
are first described. With DEAP-1 data, these models are then used to compare
WIMP-nucleon cross section constraints obtained using the different test statistics.
MiniCLEAN 39 Ar Monte Carlo simulations are then used to project the sensitivity
of MiniCLEAN in the presence of a background dominated by electronic recoils. In
both cases, the lr test statistic is found to improve the constraints on the WIMPnucleon cross section compared to constraints obtained by the fp test statistic.

9.1

Modeling the fp Discrimination Parameter

As described in Chapter 3, the ratio of singlet to triplet states produced depends
on dE/dx of the particle depositing energy in the scintillator. The fp discriminant
200
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is an estimate of the ratio of singlet states produced to the total number of scintillation photons created in the energy deposition. However, the exponential time
distribution of the singlet and triplet states in addition to various detector effects
results in a smearing of the singlet and triplet detection times across the prompt
boundary. In addition, the PMT charge response provides additional variance in
the prompt and total charge integrals.
As in [127] and [113], for a given particle type and initial energy, the distribution
of the fp parameter can be modeled as distribution of the ratio of two correlated
Gaussian random variables. The ratio distribution of two Gaussian random variables is provided by Hinkley in [178]. Letting µp (σp ) and µt (σt ) represent the
mean (variance) of the distribution of prompt and total integrated charge respectively, the distribution of fp values is given by
"

b(fp )
b(fp )d(fp )
Φ p
p(fp ) = √
3
2πσp σt a (fp )
1 − ρ2 a(fp )
p
1 − ρ2 −c/2(1−ρ2 )
+
e
,
πσp σt a3 (fp )

!
−Φ

−b(fp )
p
1 − ρ2 a(fp )

!#
(9.1)

where ρ = σp /σt is the correlation between µp and µt . Utilizing this expression for
the correlation coefficient, the remaining components of the above equation are
defined by
fp2 2fp
1
− 2 + 2
2
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σt
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+ 2
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Figure 9.1: The fp , rp , and lr discriminants as a function of the number of
detected PE for DEAP-1 AmBe data. A clear neutron band is visible in addition
to an electron band at lower values with a peak at the 60 keV γ line.

For a particular particle type and mean deposited number of PE µt , this provides
a model for the distribution of measured fp values with parameters µt , σp , and σt .
Letting the parameters of Equation 9.1 and 9.2 take on energy dependent values,
two-dimensional probability density function p(n, fp ) = q(n)p(f ) can be evaluated
where n is the estimated number of photoelectrons and q(n) is the distribution of
the total number of detected photoelectrons for a given class of events.
The left panel of Figure 9.1 shows AmBe neutron calibration data from the DEAP1 detector. A clear neutron band is visible at high values of fp while an electronic
recoil band is visible at lower fp values with a 60 keV peak from the AmBe source.
Where the neutron and electron bands are well-separated, the mean profile of the fp
parameter is determined for the purposes of modeling the µp (n) parameter above.
This is shown in Figure 9.2 along with lower energy data from MicroCLEAN [127].
The several ns differences in the bounds of the prompt integration window are
corrected for assuming singlet and triplet time constants of 7 ns and 1450 ns

fp
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Figure 9.2: The mean value of the fp test statistic for electronic (ER) and
nuclear (NR) recoils in MicroCLEAN and DEAP-1 after correcting for a few ns
difference in the integration boundaries. The dashed curves show joint fits to
Equation 9.3 for the ER and NR data.

respectively. The data is relatively well fit to an exponential function

f (n) = fa ± (fa − f0 )e−n/n0 ,

(9.3)

where ± refers to electronic/nuclear recoils and f0 = 0.5 is taken to be fixed. Joint
fits to the MicroCLEAN and DEAP-1 distributions are shown as dashed curves
in Figure 9.2. For nuclear recoils, the best fit values are fa = 0.761 ± 0.006 and
n0 = 16 ± 1. The best fit values for electronic recoils are fa = 0.277 ± 0.001 and
n0 = 78.8 ± 0.3.
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Letting the mean value of fp take the form of Equation 9.3, the parameters of
Equations 9.1 and 9.2 can be expressed as
µt (n) = n


µp (n) = n fa ± (f0 − fa )e−n/n0
(9.4)
2
σt2 (n) = n + σt,a
(n)


2
(n),
σp2 (n) = n fa ± (f0 − fa )e−n/n0 + σp,a

where σt,a and σp,a (similar to the parametrization in [127]) represent the variance
in addition to statistical fluctuations on the number of total and prompt PE. Using
the DEAP-1

22

Na calibration data in the bottom left panel of Figure 9.3, fits to

the σt,a and σp,a parameters (with µp held fixed according to Equation 9.3) in 5 PE
bins are shown in Figure 9.3. These parameters are well fit to a linear function in
the number of detected PE which completes the two-dimensional model, p(n, fp ),
of the prompt fraction for electronic recoils in DEAP-1. For nuclear recoils, the
additional variance parameters are taken to be the same as those for electronic
recoils, and the fa and n0 parameters take on the values mentioned above. It is
worth noting that the divergence of the σt,a and σp,a parameters from the linear
fits in Figure 9.3 is indicative of a breakdown in the ratio of Gaussians model
at low energies. In this regime, a ratio of Poisson distributions would be more
appropriate.

9.2

Modeling the lr Discrimination Parameter

The lr parameter, a normalized log-likelihood difference, does not have a well motivated analytic distribution as was the case with the fp parameter. However, a high
statistics toy Monte Carlo simulation, in which the lr parameter was calculated
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Figure 9.3: Best fit energy-dependent values for σt,a (top) and σp,a (bottom)
from the 22 Na data in the bottom left panel of Figure 8.11.

from PE times drawn randomly from a two-exponential scintillation model, was
used to fit the lr distribution to a variety of probability distributions. The best
fit to the toy Monte Carlo simulation for a particular particle type and number of
PE was achieved with a split Gaussian defined by

r(lr ) =


q




2
π(σ1 +σ2 )2

q




2
π(σ1 +σ2 )2



−µ)2
lr < µ
exp − (lr2σ
2
1


−µ)2
exp − (lr2σ
otherwise.
2

(9.5)

2

Although the toy Monte Carlo model did not incorporate realistic detector effects,
the split Gaussian distribution was also fit to full Monte Carlo simulation of the
MiniCLEAN detector. Figure 9.4 shows a fit of the lr distribution from 70-75 PE
to the split Gaussian model.
Similar to the model described in the previous section, a two-dimensional PDF
r(n, lr ) is constructed by letting the parameters µ, σ1 , and σ2 take on energy
dependent values. Figure 9.5 shows the best fit values of these parameters in
DEAP-1 5 PE bins for both electronic and nuclear recoils. The electronic recoil

Events / ( 0.02 )
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Figure 9.5: The PE dependent parameters µ, σ0 , and σ1 from Equation 9.5
for electronic recoil calibration data and nuclear recoil Monte Carlo simulation.

values are taken from fits to the

22

Na calibration data while the nuclear recoil

values are taken from fits to nuclear recoil Monte Carlo simulations due to the low
statistics in nuclear recoil calibration data.
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WIMP-Nucleon Cross Section Constraints
from DEAP-1

In this section, I utilize the models described in the previous sections to construct
two-dimensional distributions in PSD parameter vs energy for a WIMP signal and
for a model of backgrounds in the DEAP-1 detector. In order to compare the
effectiveness of the fp and lr discriminants, the signal and background models are
used to construct optimized acceptance regions that are used to set WIMP-nucleon
cross sections limits.
The data set considered here consists of a 2.9 day run of the DEAP-1 detector
beginning on November 8, 2011 and a 4.8 day run beginning on December 19, 2011.
The AmBe neutron calibration data from Figure 9.1 was acquired on November 28,
2011, and the 22 Na electronic recoil calibration data from Figure 8.11 was acquired
from December 1-9, 2011. In the following analysis, 10% of the full data set used
to calculate the WIMP-nucleon cross section constraints was used for the purposes
of modeling backgrounds, defining cuts, and verification of the PSD model. WIMP
acceptance regions were then defined prior to unblinding the remainder of the data
set.

9.3.1

Reconstruction and Applied Cuts

For each event in the DEAP-1 data set, the methods of Chapter 8 are used to
determine a set of single photoelecton detection times for each PMT. In Chapter 8,
it was implicitly assumed that the light yield of the detector is constant with
position. Figure 9.6 shows the position dependence of the light yield in DEAP-1
along the axis of the detector for simulated electronic recoils from 20-100 keV.

Light Yield (PE/keV)
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Figure 9.6: The light yield of simulated electronic recoils in DEAP-1 as a
function of the true z position. Also shown is a second order polynomial fit to
the profile.

This is fit to a second order polynomial with best fit coefficients of p0 = 3.686 ±
0.006 PE/keV, p1 = (7 ± 6) × 10−5 PE/keV/mm, and p2 = (1.64 ± 0.02) ×
10−5 PE/keV/mm2 . Although the Bayesian PE identification procedure remains
unchanged, the PDFs used for the lr calculation are updated using the z-dependent
light yield of the detector where the reconstructed z position is the charge centroid
for 2 PMTs
z=

Q1 − Q0
z0 ,
Q1 + Q0

(9.6)

where Qi is the charge in the i’th PMT and z0 = 351 mm. The electron equivalent energy (keVee) is taken to be the number of photoelectrons identified in
the Bayesian procedure of the previous chapter divided by the light yield from
Figure 9.6. In addition to the fp and lr discriminants, similar discriminants for
α identification are computed. fα is defined as the fraction of the total charge
between 13 and 775 ns of the trigger. This takes advantage of the timing structure
of the TPB scintillation shown in Figure 6.7. Similar to lr , the lα parameter takes
the normalized log-likelihood difference of detection times under the hypothesis of
a nuclear recoil vs TPB scintillation.

Nuclear Recoil Cut Efficiency
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Figure 9.7: The nuclear recoil acceptance efficiency as a function of the number
of detected photons.

A few data quality cuts are first applied to the data. To eliminate events with
excessive electronics noise, the RMS around the computed baseline is required to
be within 0.1 mV of the central value. To avoid re-triggering of the DAQ from high
energy events, events within 50 µs of the previous event are rejected. This results
in a reduction of live time by approximately 10%. As has been described in [176],
the ends of the DEAP-1 detector have excessively high background rates which
are not well described by scintillation in the liquid argon volume. The fiducial
mass of the detector is limited to 5 kg by a cut on the reconstructed z position
within 10 cm of the center.
The KS test statistics described in Section 8.4 are then utilized to reject events
which are neither consistent with both scintillation from nuclear nor electronic
recoils. Events are required to have log(Kn ) < −20.0 or log(Ke ) < −20.0 to
be considered. Finally, events with fα < 0.25 and/or lα > −0.5 are rejected to
mitigate TPB scintillation events. Identical cuts are applied to all Monte Carlo
background simulations. After all cuts are applied, the nuclear recoil acceptance
efficiency is evaluated using nuclear recoils generated in the Monte Carlo simulation. This is shown in Figure 9.7. The dominant source of lost efficiency at low
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energies is the rapidly increasing z resolution from the low PE statistics.

9.3.2

DEAP-1 Background Model

The dominant source of potential background in the DEAP-1 detector is Compton
scattered electrons from γ rays originating in the cavern walls. The combined γ ray
flux from 238 Ur,

232

Th, and 40 K at SNOLAB is estimated to be 1010 γ/yr/m2 [68].

The highest energy γ ray line originating from these sources is a 2.6 MeV gamma
from the Th decay chain. Additionally, the γ ray flux at SNOLAB at higher
energies due to neutron capture in the elements of the rock has been measured
in [179] as shown in Table 9.1. Although the γ energy spectrum contains structure
and various line energies (see [68]), attenuation within the skin layer of the rock
and various materials surrounding the detector reduces the structure significantly.
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Figure 9.8: The energy distribution of gammas from the 10% sample of the
data scaled to equal normalization with the Monte Carlo simulation described
in the text.

In order to estimate the detected energy spectrum from γs scattering in DEAP-1,
a simplified model is used in which the γ energy spectrum is flat from 0.0-2.6 MeV
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with a flux of 1010 γ/yr/m2 before tapering off the the fluxes shown in Table 9.1
at higher energies. These γ rays were then generated at on the outer surfaces of
the water box shield (shown in Figure 6.2). The reconstructed energy distribution
of γs interacting in DEAP-1 produces the distribution shown in Figure 9.8 which
is compared to the normalized distribution of reconstructed energies in the 10%
sample of data. Although with limited statistics, the γ rays generated with flat
energy distributions generally produce the structure observed in the data. After
statistical smoothing, the distribution from the simulated γ events is used to set
the energy distribution, q(n) in Sections 9.1 and 9.2, for electronic recoils in the
detector. A systematic uncertainty of 30% is applied to the normalization of the
rate of electronic recoils based on the scaling of the estimated gamma flux required
to achieve distributions in Figure 9.8.
Energy (MeV)
4.5-5
5-7
>7
>8

Flux (γ/m2 /day)
510 ± 200
360 ± 220
180 ± 90
< 20

Table 9.1: Measured γ flux at SNOLAB in several energy bins from [179].

In addition to γ rays from radioactivity in the cavern, materials surrounding the
detector also contribute to the rate of γ induced electron scatters in the detector.
The detector components with the largest concentrations of 238 Ur,

232

Th, and 40 K

are the PMTs which have been assayed by the DEAP collaboration to give a
combined activity of 2.9 Bq. Comparing the rate of triggers from γ rays generated
external to the water shield to γ rays generated in the PMT glass, within the
0-300 PE range considered here, the contribution to the overall γ rate is ∼ 10−3 .
39

Ar decays also contribute 7.07 Bq to the overall rate of electronic recoils, but

this also is a relatively small contribution to the overall rate.

Arbitrary Units
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Figure 9.9: (α,n) spectra from the Norite rock at SNOLAB in blue [67] and
borosilicate PMT glass in red [67].

The primary neutron backgrounds to DEAP-1 originate from (α,n) reactions in
the borosilicate PMT glass and from the Norite rock at SNOLAB. The spectra of
neutrons from these sources are shown in Figure 9.9 based on [67]. Monte Carlo
simulations were performed for each of these sources of neutrons and scaled based
on assay results of the R5912 HQE PMT and the estimated fast neutron flux of
4000 n/m2 /day at SNOLAB. This results in and estimated rate of 15±2 (stat) µHz
and 6 ± 1 (stat) µHz of neutron interactions in DEAP-1. The detected energy
spectrum of these events is used to set q(n) in Sections 9.1 and 9.2 for background
nuclear recoils.
The final source of backgrounds considered here in the DEAP-1 detector are low
energy surface alpha decays in which the TPB produces relatively small amonts
of scintillation light in the TPB and/or the recoiling nucleus deposits energy in
the liquid argon (this is described in detail in [176] and [140]). Here, I consider
only a single source of alpha decays,

210

Po in the TPB bulk. Although other Rn

chain isotopes contribute to the surface alpha rate as well,

210

Po has been found

to be dominant in DEAP-1 [176]. Figure 9.10 shows the low energy spectrum
from SRIM calculations in [160] of

210

Po decays on the TPB surface. In studies

Arbitrary Units
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The low energy component of TPB surface
from [160].

210 Po

decays

by Boqian Wang, decays in the TPB bulk have been found to be a dominant
source of surface alpha background in MiniCLEAN. The spectrum in Figure 9.10
is used to estimate the energy spectrum of

210

Po decays in TPB bulk in DEAP-

1 Monte Carlo simulation. This is done separatey for the 4-5 µm TPB coated
barrel of DEAP-1 and the 0.9 µm thick TPB coatings on the acrylic endcaps.
The distributions of fp as a function of the number of detected PE are shown
in Figure 9.11 for the simulated TPB bulk

210

Po decays in the barrel (left) and

endcaps (right) of DEAP-1. Based on the analysis in [176], the low energy bulk
210

Po decays are estimated to contribute 5.2 α/day and 1.4 α/day for the barrel

and endcaps respectively. The Monte Carlo simulations contain a factor of ∼ 103
higher statistics than the decay rate in the data set considered, so the TPB bulk
α background is included as a binned histogram (unlike the electronic and nuclear
recoils which utilize the models of Sections 9.1 and 9.2.
Combining the relative contributions of electronic recoils, nuclear recoils, and bulk
TPB α decays, the two-dimensional background distributions of fp and lr as a
function of PE are shown in Figure 9.12 (note that the vertical scale covers seven
orders of magnitude). The electronic and α/nuclear recoil bands are apparent with
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Figure 9.11: The simulated fp vs detected number of PE for 210 Po decays in
the TPB bulk of the barrel (left) and end caps (right) of DEAP-1.
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Figure 9.12: The DEAP-1 background models for fp (left) and lr (right) as a
function of the number of detected PE. The color scale indicates the number of
events within a bin for the 7.6 day exposure.

the nuclear recoil band suppressed several orders of magnitude. The value in each
bin represents the differential signal rate for over the 7.6 day run considered.

9.3.3

WIMP Signal Rates

To model the WIMP signal rate, I utilize the WIMP scattering model discussed in
Section 2.1. For a 100 GeV WIMP and 10−40 cm2 WIMP-nucleon cross section, this
results in an integrated rate above threshold as shown in Figure 9.13. Also shown,

Integrated Rate (events / kg / day)
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Figure 9.13: The WIMP scattering rate as a function of threshold energy
is shown in blue. The black curve shows the scattering rate weighted by the
combined trigger and cut efficiencies.
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Figure 9.14: The integrated WIMP scattering rates from the fp (left) and
lr (right) models. The normalization along the PE axis is from Figure 9.13.
The upper curve in each panel indicates 1% nuclear recoil acceptance while the
bottom curve indicates 90% acceptance.

is this spectrum weighted by the energy dependent nuclear recoil cut efficiency
shown in Figure 9.7. This sets q(n) in Sections 9.1 and 9.2. Utilizing the PE
dependent parameters for fp and lr , the two-dimensional WIMP scattering rate is
shown in Figure 9.14. The value in each bin represents the differential signal rate
integrated over the 7.6 day run considered.
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Figure 9.15: Combining the background rate, B, from Figure 9.12 and the
signal rate, S, from Figure 9.14,√the vertical scales for the fp (left) and lr (right)
statistics indicate the ratio S/ S + B. The enclosed red regions indicate the
acceptance regions used for the WIMP-nucleon cross section limits.

9.3.4

WIMP-nucleon Cross Section Constraints

The aim of the construction of the previous sections is to determine WIMP-nucleon
cross section constraints that allow the efficiencies of the fp and lr discrimination
to be compared. In order to construct optimized acceptance regions for each of
the statistics, the WIMP signal, S, in each bin of Figure 9.12 and the background,
B, in each bin of Figure 9.14 are used to construct Figure 9.15 where the vertical
√
scale indicates S/ S + B in each bin for fp and lr as a function of PE. For each
test statistic, this gives a sense of what region of the two-dimensional space is
most sensitive to signal in the presence of background. For comparison, the solid
lines indicate 1% (upper) and 90% (lower) nuclear recoil efficiency when applying
a cut above the curve. The vertical scales for fp and lr are set to be identical,
√
and the lr statistic is clearly more sensitive to signal at the peak of the S/ S + B
distribution.
To construct an acceptance region for each statistic, half the maximum value of
√
S/ S + B is found in the lowest PE bin that achieves that value. The acceptance

1

lr

fp
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Figure 9.16: The fp and lr vs PE distributions from the 7.6 day exposure.
The acceptance regions defined in Figure 9.15 are also shown.

√
regions shown in red then follow a contour of constant S/ S + B until the contour
would begin to close on itself. Since electronic recoil leakage is lowest at high enerergies, it is adventageous to continue extending the acceptance region to higher
√
PE values to preserve sensitivity to higher mass WIMPs (since the S/ S + B
distribution plotted assumes 100 GeV WIMP mass). The contour is then completed by following the 1% and 90% acceptance slope until 150 PE beyond which
there is little signal even for relatively high mass WIMPs. This construction of
the acceptance region based on each test statistics relative sensitivity to signal in
the presence of background allows a rather fair comparison of the effectiveness of
fp and lr in setting WIMP-nucleon cross section constraints.
After applying the cuts described in Section 9.3.1, the fp and lr distributions
as a function of PE for the full 7.6 day data set after unblinding are shown in
Figure 9.16 along with the acceptance regions described above. Again, 1% and
90% nuclear recoil acceptance lines are shown for reference. The fp acceptance
region with a threshold energy of 73.7 keVr contains 307 events while the expected
number from the background model described above is 275 ± 17(stat) ± 82(syst).
For a 100 GeV WIMP mass at 10−40 cm2 cross section, this region would contain

σχ-n (cm 2)
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Figure 9.17: Limits from a 36.8 kg-day exposure of DEAP-1 using the fp
and lr discriminants. Shown for comparison is the sensitivity in the absence
of background with 100% nuclear recoil detection efficiency with a 50 keVr
threshold.

24 events. The lr acceptance region with a threshold energy of 52.6 keVr contains
141 events while the expected number from the background model described above
is 97 ± 10(stat) ± 29(syst). Again for a 100 GeV WIMP mass and 10−40 cm2
cross section, this region would contain 40 WIMP signal events. The systematic
uncertainty comes from the normalization in the gamma rate which dominates the
leakage uncertainty at low energies.
Utilizing the methods described in Section 9, I place Bayesian upper limits on the
WIMP-nucleon cross section at a 90% confidence level as shown in Figure 9.17.
For comparison, a 0 background 100% nuclear recoil efficiency limit is also shown
for the same exposure with a 50 keVr theshold. A comparable limit using fp
from previous iteration of DEAP-1 can be found in [113]. The minimum WIMPnucleon cross section constraint obtained using the fp parameter is 6 × 10−40 cm2
at a WIMP mass of 178 GeV. For lr a minimum constraint of 4 × 10−40 cm2 is
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achieved at a WIMP mass of 133 GeV. In addition, the limits obtained using lr
at low WIMP masses are much improved by the ∼ 20 keVr reduction in energy
threshold. Although the high rate of backgrounds and relatively small size of
DEAP1-1 do not allow competitive limits to be placed on the WIMP nucleon cross
section, this demonstrates the improved WIMP sensitivity that can be achieved
with the improved PSD techniques described in Chapter 8.

9.4

WIMP-Nucleon Cross Section Projections for
MiniCLEAN

In this section, we follow a procedure identical to that described in the previous
section for the MiniCLEAN detector in order to compare sensitivity projections
for fp and lr . However, here the background model is simplified to uniformly distributed

39

Ar decays only for several reasons. First, with increasing detector size,

the rate of most backgrounds increases with surface area rather than volume, as is
the case for

39

Ar. In addition, backgrounds which scale with the detector surface

area (but not those which scale with volume) are increasingly fiducialized with
increasing detector size. As described in Section 4.3, the MiniCLEAN detector
will be spiked with

39

Ar to test the PSD achievable in a large single phase liquid

argon detector. Restricting the background to electronic recoils only also allows a
more direct comparison of the PSD test statistics fp and lr in rejecting electronic
backgrounds.
To construct the background model, the data in Figure 8.15 is used to fit the
fp and lr distributions in 5 PE bins using the models of Sections 9.1 and 9.2.
The resulting differential background rates for a 1 year exposure of the 150 kg
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Figure 9.18: The two-dimensional background distributions for fp and lr vs
energy for a one year exposure of MiniCLEAN assuming 39 Ar decays only.
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Figure 9.19: The two-dimensional WIMP signal distributions for a one year
exposure of MiniCLEAN assuming a WIMP mass of 100 GeV and 10−44 cm2
cross section.

MiniCLEAN fiducial mass are shown in Figure 9.18. The 1 Bq/kg activity of

39

results in an approximate 150 Hz background rate over all energies within the
fiducial volume. A light yield of 6 PE/keV is assumed based on the Monte Carlo
simulation which is constrained by the light yield measured in MicroCLEAN [127].
Utilizing the WIMP scattering rate from Section 2.1, over the same 150 kg-yr
exposure, the signal rate distributions are shown in Figure 9.19. A 100 GeV
WIMP mass and 10−44 cm2 WIMP-nucleon cross section are assumed. As in the
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√
previous section, the signal sensitivity, S/ S + B, is estimated in each bin as
shown in Figure 9.20. Contours are constructed in the fp and lr vs PE parameter
√
spaces using a constant S/ S + B contour extended to higher detected PE. These

1

lr

fp

acceptance regions are also shown in Figure 9.20.
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Figure 9.20: Combining Figures
9.18 and 9.19, the vertical scale indicates
√
S/ S + B in each bin.

Figure 9.21 shows the resulting WIMP-nucleon cross sections obtained using the
fp (solid red) and lr (solid blue) electronic recoil discriminants for the 150 kgyr exposure and a 150 Hz rate of

39

Ar decays within the fiducial volume. The

discrimination achived with fp results in a minimum WIMP-nucleon limit of 2 ×
10−44 cm2 at a WIMP mass of 103 GeV with an energy threshold of 53.3 keVr.
Using the lr discriminant, an energy threshold of 43.3 keVr is achieved which
results in a minimum cross section limit of 9 × 10−45 cm2 at a 94 GeV WIMP
mass. This results in over a factor of 2 improved sensitivity. For comparison, a
zero background limit with 50% WIMP acceptance at all energies with the same
exposure and a threshold of 50 keVr is shown.
In order to evaluate the discrimination achievable in larger detectors, in particular
with atmospheric argon, this WIMP-nucleon cross section procedure has been
repeated where the rate of

39

Ar decays is increased by a factor of 10 or 80 times

σχ-n (cm 2)
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Figure 9.21: WIMP-nucleon cross section exclusion limits for a one year exposure the various scenarios described in the text. With a fiducial mass of 150 kg,
limits obtained with fp are shown in red while limits using lr are shown in blue.
The dashed and dotted curves indicate limits in MiniCLEAN with 39 Ar spike
intensities of 10 and 80 respectively. The thin black curve indicates the 75 PE
threshold and constant 50% WIMP acceptance typically quoted. The green and
magenta curves allow the detector mass to scale with the spike intensity which
result in projections for 1.5 and 12 tonne fiducial mass detectors respectively.
Finally, the thick black curve indicates a 12 tonne fiducial mass detector with
zero background and 25 keVr energy threshold. All limits assume a one year
exposure.

that of atmospheric argon. These limits are shown as the dashed (dotted) curves
for a 10 (80) times

39

Ar spike in the MiniCLEAN detector with a 150 kg/yr

exposure for fp (red) and lr (blue). The increased rate of background results
in decreased WIMP sensitivity, particular at low energies. The nuclear recoil
acceptance efficiency defined for each of these cases is shown in Figure 9.22, and
Table 9.2 summarizes the results.
As the spiked intensity of

39

Ar is meant to demonstrate the PSD achievable in

an atmospheric argon detector with fiducial mass scaling with the spike intensity,
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PSD
fp
fp
fp
lr
lr
lr

Spike
Intensity
1
10
80
1
10
80

Threshold
Energy (keVr)
53.3
63.3
76.7
43.4
46.7
50.0

WIMP Mass
(GeV)
102
111
121
94
94
94
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σχ−n
(10−44 cm2 )
2.2
2.9
3.5
0.9
1.1
1.5

Acceptance

Table 9.2: A summary of the minimum WIMP-nucleon cross sections obtained
using the fp and lr discriminants with varying 39 Ar spike intensity. All limits
assume a one year, 150 kg exposure.
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Figure 9.22: The nuclear recoil acceptance using fp (red) and lr (blue) for a 1
year exposure of MiniCLEAN with atmospheric argon (solid) and 10 (dashed)
or 80 (dotted) times 39 Ar spike intensity.

Figure 9.21 shows the 10 (green) and 80 (magenta) times spike intensity WIMPnucleon cross section exclusion curves using lr where the detector mass is scaled
with the spike intensity (still for a one year exposure). The green curve represents
a projected sensitivity for a 1.5 tonne fiducial mass atmospheric argon detector
with a threshold of 46.7 keVr and one year exposure. Similarly, the magenta curve
represents the projected WIMP sensitivty for a 12 tonne fiducial atmospheric argon
mass and one year exposure. A final curve is shown on Figure 9.21 which indicates
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the WIMP sensitivity of a 12 tonne fiducial mass detector with 25 keVr threshold
and 90% WIMP acceptance in the absence of electronic backgrounds. This could
perhaps be achieved with large scale production of underground argon.

9.5

Summary and Conclusion

In the early chapters I have summarized the evidence for the existence of WIMP
dark matter and the ongoing direct detection efforts. I have also motivated the
use of noble liquids, in particular single phase liquid argon, for use in direct detection experiments which can be scaled to the large masses required to probe the
remaining WIMP parameter space above the coherent neutrino scattering floor.
The 500 kg single phase liquid argon MiniCLEAN detector has been described
in detail. From October 2012-June 2015, I was involved in nearly every phase
of the MiniCLEAN detector assembly and commissioning as detector manager
and deputy on-site coordinator. The detector is currently cooling towards argon
liquefaction temperature before beginning liquid argon operations.
Prior to on-site detector assembly, my primary focus was general development
of the MiniCLEAN’s simulation and analysis package. My simulation of

39

Ar

backgrounds in MiniCLEAN led to the discovery and mitigation of of a class of
potential low energy backgrounds presented by the small gaps between light guides.
I have also implemented a detailed cryogenic phtomultiplier tube response and
data acquisition system simulation which has improved the realism of Monte Carlo
studies. I have also utilized the simulation to develop improved PSD capabilities
which are demonstrated in the previous sections of this chapter.
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Using a 38 kg-day exposure of the DEAP-1 detector, I have demonstrated the
effectiveness of the normalized log-likelihood PSD parameter lr in the presence of
significant background. A minimum spin independent WIMP nucleon cross section of 4 × 10−40 cm2 is obtained at a WIMP mass of 133 GeV. This represents a
50% improvement over typical PSD techniques. With an improved light yield in
the MiniCLEAN detector, I project over a factor of two improved sensitivity based
on Monte Carlo simulation. This is achieved both by improved PSD techniques
and by the lowering of the analysis threshold achieved with the Bayesian identification of single photoelectrons. I have also evaluated MiniCLEAN’s sensitivity in
the presence of increased concentrations of 39 Ar for the purposes of evaluating the
sensitivity of much larger liquid argon detectors which are one of the few technologies cable of continuing to probe the WIMP parameter space in search of WIMP
dark matter.
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