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The recent experimental discovery of large, sudden motions of the cytoskeleton, called “cyto-
quakes,” opens new questions about whether cytoskeletal dynamics exhibit self-organized criticality
and whether such motions are the result of some underlying mechanical instability. We explore
these questions using a computational model of actomyosin network self-organization, which we
observe produces earthquake-like releases of mechanical energy that we identify as cytoquakes. We
characterize in detail the statistics of these mechanical energy fluctuations, illustrating that for the
physiological conditions tested here the system is subcritical. The large releases of stored energy are
observed to correspond to large displacements of the filaments, i.e. global structural rearrangements
of the network. We next probe the cytoquake mechanism by analyzing the network’s vibrational
normal modes using Hessian analysis. We describe several interesting observed trends resulting
from the novel application of this analysis to cytoskeletal networks, including a relationship be-
tween normal mode delocalization and network connectivity. Finally, a machine learning model is
implemented which successfully forecasts cytoquake occurrence, showing that signatures of mechan-
ical instability present in the Hessian eigenspectrum are well correlated with the propensity for a
network to experience a large fluctuation in mechanical energy.
I. INTRODUCTION
The actin-based cytoskeleton is an active biopoly-
mer network that plays a central role in cellular
physiology, providing the cell with a means to con-
trol its shape and produce mechanical forces during
processes such as migration and cytokinesis [1, 2].
Recent experimental efforts have uncovered a very
interesting phenomenon exhibited by cytoskeletal
networks in vivo: these networks undergo large, sud-
den structural rearrangements significantly more fre-
quently than predicted by a Gaussian distribution
[3, 4]. In previous work we have reported the first
in silico observations of this phenomenon, appear-
ing as heavy tails in the distributions of mechanical
energy released by cytoskeletal networks [5]. These
findings suggest that avalanche-like processes may
play a fundamental role in cytoskeletal dynamics.
∗ cjarzyns@umd.edu
† gpapoian@umd.edu
Heavy-tailed distributions of event sizes are well-
known from seismology, where the Gutenberg-
Richter law describes the power-law relationship be-
tween the energy released by an earthquake and such
an earthquake’s frequency [6, 7]. Due to this anal-
ogy the term “cytoquake” has been coined by ex-
perimenters to describe large events in cytoskeletal
dynamics, which we adopt here [3].
Prevailing theories about the origin of power-law
statistics in seismology center around the idea that
the earth is in a state of self-organized criticality
(SOC), in which the processes of slow driving, which
gradually builds up energy in the system, and fast
thresholded dissipation are attracted to a stable crit-
ical point [8–10]. At this critical point, the release
of stored energy occurs in scale-free cascades along
fractally organized faults, with local releases trig-
gering further releases in neighboring regions [11–
13]. Among several others systems with driven, dis-
sipative dynamics, sandpile models and mass-spring
arrays have reproduced qualitative features of these
avalanche-like energy releases, sometimes referred to
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2as “crackling noise” [8, 14, 15]. Here we explore
whether a similar physical description applies to ac-
tive cytoskeletal networks as well.
We will focus on a subsystem of the full cytoskele-
ton called actomyosin networks. These consist of
semi-flexible actin filaments and associated proteins,
including passive cross-linkers (e.g. α-actinin) and
active molecular motors (e.g. minifilaments of non-
muscle myosin IIA). These myosin minifilaments
(∼200 nm in length) transiently bind to pairs of
actin filaments and hydrolyze ATP molecules as fuel
to walk in a directed manner along the filaments,
generating motion and mechanical forces. The cross-
linkers (∼35 nm) bind more stably to nearby fil-
aments, serving to amplify the force produced by
motors and to both store and through unbinding
dissipate the resulting energy, heating the cell [16–
24]. We omit other associated proteins, such as the
branching agent Arp2/3, finding that our minimal
system is sufficient to produce cytoquake behavior,
although other researchers recently discovered that
branching acts to enhance avalanche-like processes
[25]. The rates of myosin motor walking and unbind-
ing as well as of cross-linker unbinding depend on the
forces sustained by the molecules, giving rise to non-
linear coupling between the mechanical state of the
cytoskeleton and its chemical propensities [26, 27].
An actomyosin network as represented in simulation
is visualized in Figure 1.
Actomyosin networks are driven, due to myosin
motor walking and active filament polymerization
(see Ref. 28), and dissipative, due to damping of fil-
ament motions from solvent and cross-linker unbind-
ing, and therefore have potential to exhibit SOC.
However, we will show that for the typical physio-
logical conditions tested in this paper, these systems
do not strictly satisfy the criteria of SOC and dis-
play instead subcritical dynamics, possibly owing to
non-conservative mechanical coupling and relatively
fast driving. We find that actomyosin networks be-
have in a strongly correlated, collective manner lead-
ing to the non-Gaussian releases of energy that we
identify as cytoquakes. Furthermore, we show that
these cytoquakes can be forecasted using informa-
tion about the network’s instantaneous mechanical
stability, which we probe using Hessian analysis. No-
tably, recent work has indicated that in complex sys-
tems which may be continuously parameterized to
the point where they exhibit SOC, it is possible to
make predictions of avalanche sizes only in the non-
critical (i.e. non-conservative coupling) regime [29].
An interesting possible biological implication of
these strongly correlated dynamics is that in order
to be highly sensitive to physiological cues arriving
via various cell signaling pathways, the cytoskeleton
operates near the “edge of chaos,” where it can re-
spond to such cues in a global yet coherent way [30].
Dynamic instability is already an appreciated fea-
ture of certain cytoskeletal components such as mi-
crotubules and filopodia [31, 32]. Perhaps a similar
design principle applies to larger cytoskeletal struc-
tures as well, to allow such structures to responsively
carry out different cellular functions. We can draw
an analogy to the observation that neuronal circuits
exhibit avalanche-like bursts of activity and may op-
erate close to a state of SOC, which has been argued
to contribute to brain plasticity and optimize infor-
mation processing [33–36]
To computationally study actomyosin networks at
high resolution, we rely on the simulation platform
MEDYAN (Mechanochemical Dynamics of Active
Networks) [5, 37–40]. As detailed in the Supple-
mentary Material, MEDYAN simulations combine
stochastic chemical dynamics with a mechanical rep-
resentation of filaments, as discrete beads connected
by thin cylinders, and associated proteins, as har-
monic potentials connecting positions on filaments.
Simulations proceed iteratively in a sequence of four
steps: 1) stochastic chemical simulation for a time
δt, 2) computation of the resulting new forces, 3)
quasi-equilibration via minimization of the mechan-
ical energy, and 4) updating of force-sensitive re-
action rates. Recent extensions to the MEDYAN
platform have enabled calculations of the change in
Gibbs free energy of the system during each of these
steps [5, 41]. This extension was originally applied
to study the thermodynamic efficiency of the myosin
motors in converting chemical free energy to me-
chanical energy under various conditions of cross-
linker and myosin motor concentration. We em-
ploy this methodology here and focus on the statis-
tics of the system’s mechanical energy U as it self-
organizes.
We performed MEDYAN simulations of small ac-
tomyosin networks consisting of 50 actin filaments
in 1 µm3 cubic boxes with varying concentrations of
α-actinin cross-linkers ([α]) and of myosin minifila-
ments ([M ]). Five concentrations of α-actinin (rang-
ing from 0.17 to 5.48 µM) and five concentrations
of myosin miniflaments (ranging from 0.003 to 0.08
µM) were used with a constant G-actin monomer
concentration of 13.3 µM , in the regime of phys-
iological concentrations [42]. This led to an equi-
librium filament length distribution with mean 0.48
µm and standard deviation 0.26 µm. We label these
conditions Ci,j , where i = 1, ..., 5 represents the rank
of the cross-linker concentration and j = 1, ..., 5 rep-
resents the rank of the myosin motor concentration.
The length of the simulation cycle δt was chosen as
0.05 s. Five runs of each condition Ci,j were simu-
lated. The parameterization (i.e. choice of mechan-
ical constants, reaction rates, etc.) of these simula-
3FIG. 1. A snapshot from a MEDYAN trajectory of an ac-
tomyosin network in a 1 µm3 box for the condition C3,3.
Actin filaments are shown in red, α-actinin is shown in
green, and myosin motors are shown in blue. Beads rep-
resenting the joined points (i.e. hinges) of thin cylinders
(here 54 nm long) are visualized as red spheres. The cyan
filaments represent motion of the network corresponding
to a soft, delocalized vibrational mode determined from
Hessian analysis, as described in the main text. In the
inset we zoom in on part of the network and exclude asso-
ciated proteins to show greater detail of this vibrational
motion.
tions was chosen to closely match in vivo cytoskele-
tal systems and is described in the Supplementary
Material.
II. CHARACTERIZING ∆U(t)
We first characterize the observed occurrence of
cytoquakes in these simulations. The runs begin
with short seed filaments that quickly polymerize
to their equilibrium lengths. Following this, the
slower process of myosin-driven self-organization oc-
curs which for most conditions results in geometric
contraction to a percolated network (see SI Movie 1)
[21, 43]. The mechanical energy U(t) fluctuates near
a quasi-steady state (QSS) value, which we analyze
as a stochastic process.
In Figure 2.A we display the trajectory of U(t)
for condition C3,3 ([α] = 2.82 µM , [M ] = 0.04
µM). We tracked the net changes of the mechan-
ical energy ∆U(t) = U(t + δt) − U(t) (labeled as
∆Gmech in Ref. 5) resulting from each complete cy-
cle of steps 1) - 4). For the purpose of analyzing the
asymmetric heavy tails in the distribution of ∆U ,
we treat the negative increments ∆U− (energy re-
lease) and positive increments ∆U+ (energy accumu-
lation) as samples from separate distributions with
semi-infinite domains. The complementary cumula-
tive distribution functions (CCDFs, i.e. the proba-
bility P (X ≥ x) of observing a value of the random
variable X above a threshold x, as a function of x)
of the observed samples collected from all five runs
at QSS are illustrated in Figure 2.B. Both distribu-
tions display striking heavy tails relative to a fitted
half-normal distribution. The CCDFs are instead fit
well by shifted power-laws of the form
P (X ≥ x) = xθs(x+ xs)−θ, (1)
for some shifts xs and power-law exponents θ. For
|∆U−| we find θ = 4.21 ± 0.59 (where the standard
deviation is determined from the five runs) and xs =
90± 27 kBT ; for ∆U+ we find θ = 11.14± 3.04 and
xs = 339±149 kBT . Thus |∆U−| has much shallower
tails as well as an earlier onset of power-law behavior
than ∆U+.
We also measured the non-Gaussian parameter
η =
〈x4〉
3〈x2〉2 − 1, (2)
where 〈xm〉 is the mth moment about zero; for a
half-normal distribution η = 0, and η > 0 quantifies
heavy-tailedness. We find η = 11.37± 5.37 for ∆U−
and η = 1.96 ± 0.58 for ∆U+. This, along with the
shallower tails of the fitted shifted power-laws, indi-
cates greater deviation from Gaussianity for energy
release compared to energy accumulation. These re-
sults support the picture that energy accumulation
occurs comparatively slowly and is released via large,
sudden events.
In Figure 3 we show that rare large events of
energy accumulation correspond to a greater than
usual number of myosin motor steps whereas rare
large events of energy release correspond to greater
than usual total displacement of the actin filaments
and a slightly greater number of linker unbinding
events. These large total displacements do not come
from highly localized motions, and instead depend
on many filaments each being displaced more than
usual, as shown in Figure 4. This agrees with the
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FIG. 2. A: Trajectory of the network’s mechani-
cal energy U(t) for condition C3,3. Inset: A blow-
up of the trajectory to show instances of rare events
(|∆U | > 100 kBT ) of energy release (blue) and accu-
mulation (green). B: CCDFs of |∆U−| (blue) and ∆U+
(green) collected from five runs when the system is at
QSS after 1000 s. Dotted lines in lighter colors repre-
sent fits to the data of a half-normal CCDF, and dashed
lines represent fits of shifted power-laws. C: The nor-
malized power spectral density of U(t) for a single run
at QSS from which the spectral exponent β = 1.72
is determined by fitting a power-law, shown offset in
red. D: The semivariogram obeys the scaling relation-
ship γ ∼ τ2Ha over the scaling range. We determined
Ha = 0.36 from the theoretical relationship for self-affine
time series β = 2Ha+ 1 using β = 1.72. This result for
Ha is plotted as the offset red line, indicating reasonable
agreement of the data with this relationship.
notion of cytoquakes as global structural rearrange-
ments of the network. Previous experimental defini-
tions of cytoquakes have focused on cytoskeletal dis-
placements, which we observe correlates with large
releases of energy [3, 4]. The absolute size of the
displacements during these 0.05 s long intervals ob-
served here is not very large, as each filament moves
only on the order of a few nm. We find this estimate
of speed to be consistent in order of magnitude with
corresponding in vitro measurements [44]. Perhaps
during cytoquakes, these displacements are collec-
tively coordinated in such a way as to drastically
reduce the energy; in the next section we will find
that these displacements correspond to preferential
motion along the soft vibrational modes of the net-
work.
We next analyze the temporal correlations of U(t)
at QSS. A self-affine stochastic time series G(t), for
which G(t) and |ζ|HaG(t/ζ) have the same statis-
tical properties for any scaling parameter ζ, has a
power spectral density S(f) exhibiting a power-law
dependence on frequency f :
S(f) ∝ f−β , (3)
where the spectral exponent β is the persistence
strength, related to the color of the signal. We find
β = 1.72 ± 0.02 for U(t) as shown in Figure 2.C,
painting U(t) as a pinkish brown signal; thus U(t)
is non-stationary and has temporally anti-correlated
increments ∆U [45–47]. Self-affine time series fur-
ther obey the theoretical relationship β = 2Ha + 1
when 1 ≤ β ≤ 3, where Ha is the Hausdorff ex-
ponent determined from the scaling of the semivari-
ogram
γ(τ) =
1
2
(G(t+ τ)−G(t))2 ∼ τ2Ha, (4)
and where the bar represents temporal averaging
[11, 12]. We find that this relationship is satisfied
by U(t), as shown in Figure 2.D, yielding Ha =
0.36 ± 0.01 and confirming that U(t) is self-affine.
Such non-Markovian and self-affine time series and
spatial patterns commonly arise in various complex
geophysical processes (e.g. the temporal variation
of river bed elevation), illustrating further qualita-
tive similarities between the cytoskeleton and earth
systems [48, 49].
Technical definitions of what constitutes SOC be-
havior are not universally agreed upon, but we follow
the definition of Ref. 12 which states that SOC sys-
tems must have event size distributions that tend to
a power-law in the limit of an infinite system size,
and a temporal signal that integrates a pink noise
process, giving β = 3 for the signal. The observed
distribution of |∆U−| for this system size is a shifted
power-law and has β = 1.72, and thus appears not to
be SOC but rather subcritical. To confirm this, we
studied the dependence of the distribution of |∆U−|
on the system size. Holding the concentrations of
all chemical species for condition C3,3 fixed, we per-
formed simulations using cubic volumes with side
lengths ranging from 0.5 to 2.5 µm. Larger systems
reach QSS at later times, and our simulations of
larger systems did not reach QSS in the allotted com-
putational time. So, we collected samples of |∆U−|
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FIG. 3. A: Differences in the total filament displacement between simulation cycles for which ∆U is less than
−100 kBT , cycles for which ∆U ∈ (−100 kBT, 0 kBT ) (where a random sub-sample of all events is taken to be
roughly equal to the number of events for which ∆U < −100 kBT ), cycles for which ∆U ∈ (0 kBT, 100 kBT )
(where a similar sub-sample is taken), and finally cycles for which ∆U is greater than 100 kBT . To compare these
distributions, the p-value of the Wilcoxon rank-sum test between pairs of cycle types is reported as being either not
significant: - (p ≥ 0.05), significant at level 1: * (p < 0.05), at level 2: ** (p < 0.01), or at level 3: *** (p < 0.001).
The total filament displacement is computed as the sum over all filaments of the distance between a filament at time
t+ δt and that filament at time t. The calculation of distance between filaments is described in Appendix A. In these
combination violin and box-and-whisker plots, the red circle represents the mean, the red bar represents the median,
and the notches in the box represent the 95% confidence interval of the median. This data is collected from one run
of condition C3,3 at QSS. B: Differences in the number of motor walking events between the different cycle types
as just described. C: Differences in the number of α-actinin unbinding events between the different cycle types. D:
Differences in the number of α-actinin binding events between the different cycle types.
for these systems on the approach to QSS, from 300
to 800 s, once the networks had all nearly fully per-
colated (i.e. nearly all filaments belonged to a sin-
gle component connected by cross-linkers), trusting
that the relevant scaling behavior could still be ob-
served. In Figure 5 we display the CCDFs of |∆U−|
for these simulations, showing the approach to Gaus-
sianity as system size increases. This trend is quan-
tified using the non-Gaussian parameter η, which
exhibits, curiously, a power-law decay with the sys-
tem volume V . Thus, we conclude that actomyosin
networks for these physiological conditions display
subcritical dynamics. The approach to Gaussianity
can be understood as a manifestation of the cen-
tral limit theorem applied to increasing amounts of
subcritical actomyosin. The heavy tails of ∆U+ in-
dicate that the driving in the system may not be
sufficiently slow to yield SOC behavior, and the
non-conservative transfer of mechanical energy be-
tween network components due to dissipation may
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FIG. 4. Rank-size distribution of the displacements ex-
perienced by each of the 50 filaments during simula-
tion cycles when ∆U is in different ranges. For each
cycle, the filaments are ranked according to their dis-
placement and these ranks are plotted against the cor-
responding displacement. The average and standard
deviation of these rank-displacement curves are taken
over each cycle in a given category. Interestingly, the
curves for the categories ∆U ∈ (−100 kBT, 0 kBT ) and
∆U ∈ (0 kBT, 100 kBT ) are almost exactly coincident.
also play a role [5, 10, 29, 50]. It remains to be
explored whether tuning various parameters of ac-
tomyosin networks can bring about true SOC.
III. HESSIAN ANALYSIS
Having described the statistics of the increments
∆U , we next aim to connect the occurrence of cyto-
quakes, defined as large values of |∆U−|, to the acto-
myosin network’s mechanical stability. To this end
we implemented a method to compute the Hessian
matrix H of the mechanical energy function U . In
MEDYAN, semi-flexible filaments are represented as
a connected sequence of thin cylinders whose joined
endpoints (i.e. hinges) are called beads. The set
of potentials defining the mechanical energy of the
filaments and associated proteins is outlined in the
Supplementary Material. The mechanical energy is
a function of these beads’ positions, and elements of
the Hessian matrix are defined as
Hiµ,jν =
∂2U
∂xiµ∂xjν
= −∂Fiµ
∂xjν
= −∂Fjν
∂xiµ
, (5)
where xiµ is the µ
th Cartesian component of the
position of the ith bead. We have µ = x, y, z and
i = 1, ..., N where N is the number of beads in the
network, so H is a square symmetric 3N -dimensional
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FIG. 5. CCDFs of |∆U−| normalized by the system vol-
ume V for increasing system sizes. Data is collected
from 5 runs of each condition, from 300 to 800 s. Half-
normal CCDFs are fit to the data and shown as dotted
lines. The half-normal fits of both the 0.125 µm3 and
15.625 µm3 conditions happen to be coincident. Inset:
the non-Gaussian parameter η is plotted for each dis-
tribution with uncertainty taken over the different runs,
showing power-law dependence on V .
matrix. The number of beads N(t) will change as fil-
aments (de)polymerize; in these simulations, at QSS
a single filament of length 0.5 µm will comprise ∼ 10
cylinders (11 beads), each ∼ 50 nm in length. After
each mechanical minimization, the Hessian matrix
is constructed by numerically computing the deriva-
tives on the right of Equation 5. The derivative
∂Fiµ
∂xjν
is found using a second-order central difference
approximation by moving the jth bead in the ±ν
directions by a small amount and determining the
changes in the force component Fiµ [51]. Due to
issues of numerical accuracy, we do not assume the
symmetry of the matrix H, but instead directly com-
pute each component Hiµ,jν and then symmetrize
the result: 12 (H
ᵀ + H)→ H.
The eigen-decomposition Λ = {λk}3Nk=1 of H is the
primary object of our focus due to its relation to the
mechanical stability of the actomyosin network. The
eigenvectors vk are the normal vibrational modes
of the network, and the eigenvalues λk indicate the
stiffness (|λk|) and stability (sgn(λk)) of the corre-
sponding mode. Such a vibrational mode is illus-
trated in Figure 1 (see also SI Movies 2-5). We draw
inspiration for studying Λ for actomyosin networks
from several sources: in single-molecule molecular
dynamics studies, the saddle-points of U (i.e. points
in the landscape with some imaginary frequencies)
are associated with transition states [52, 53]; in sim-
ulations of glass-forming liquids, the instantaneous
7normal mode spectrum allows inference about prox-
imity to the glass transition [54–56]; in deep learning
models for predicting earthquake aftershock distri-
butions, it was found that certain metrics also re-
lated to stability (e.g. the von-Mises criterion) are
informative model inputs [57, 58].
As Hessian analysis has not to our knowledge pre-
viously been performed for actomyosin networks, we
first digress to describe some interesting observed
trends of metrics defined on Λ before turning to our
main purpose, which is to use Λ as the input of a ma-
chine learning (ML) model to forecast cytoquake oc-
currence. We distinguish between unstable, stable,
soft, and stiff modes: for unstable modes λk < 0, for
stable modes λk ≥ 0, for soft modes 0 ≤ λk < λT ,
and for stiff modes λk ≥ λT , where we define the
threshold λT = 40 pN/nm to discriminate between
the twin peaks in the density of states (Figure 6.B).
The set {λk}3Nk=1 is visualized with these modes la-
beled in Figure 6.A for a QSS time point of condition
C3,3. A very small number of unstable modes persist
after each minimization cycle, the latter iterations
stopping once the maximum force on any bead is be-
low a threshold FT (here 1 pN). Thus the minimized
configurations are in fact saddle-points of U ; this is
expected as it is known from the theory of mini-
mizing loss functions that the ratio of saddle-points
to true local minima increases exponentially with
the dimensionality of the domain [59]. We expect
that in the space of all possible network topologies
(i.e. patterns of cross-linkers and motors binding
to filaments), the energy landscape will be rugged,
leading to the well-appreciated glassy dynamics of
non-equilibrium cross-linked networks [60–62]. For
a fixed topology, however, which is the result of
the chemical reactions occurring during step 1) of
the iterative simulation cycle, the energy landscape
should be smooth (i.e. non-rugged) with respect to
the beads’ positions, with a single nearby local min-
imum being sought during mechanical minimization
in step 3). The residual unstable modes are there-
fore thought to be an unimportant artifact of thresh-
olded stopping in the conjugate-gradient minimiza-
tion routine, and not representative of some phys-
ical feature of actomyosin networks. The observed
quantitative dependence of the number of residual
unstable modes on FT supports this conclusion and
is illustrated in the Supplementary Material.
We quantify the number of degrees of freedom in-
volved in a given normalized eigenvector vk using
the inverse participation ratio (IPR) [54]:
rk =
(
N∑
i=1
3∑
µ=1
(vk,iµ)
4
)−1
. (6)
If the eigenmode involves only one degree of freedom,
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FIG. 6. A: Ordered eigenspectrum {λk}3Nk=1 at a QSS
time point for condition C3,3. B: Scatter plot of the pairs
|λk|, rk (circles) plotted against the density of states
(solid lines), i.e. the proportion of eigenvalues between
λ and λ+ dλ. C: The mean value at QSS of 〈rk〉 for the
stable modes for various conditions Ci,j . The conditions
C1,j with low linker concentrations are not visualized as
these networks did not percolate and obscure visualiza-
tion for the remaining conditions. The mean is taken
over the last 500 s and over different runs. D: The mean
value of the mean node connectivity for various condi-
tions. E: Trajectories of 〈rk〉 of the stable modes as the
network self-organizes for the conditions C2,3, C3,3, C4,3,
and C5,3, with the mean and standard deviation taken
over the different runs. F: Similar trajectories of 〈λk〉g
of the stable modes.
then one component of vk will be one and the rest
will be zero, and rk = 1. On the other hand, if
the eigenmode is evenly spread over all 3N degrees
of freedom, then each component vk,iµ = (3N)
−1/2,
and rk = 3N . In Figure 6.B we plot rk for the
unstable, soft, and stiff modes along with the density
of states, showing that the soft modes involve many
degrees of freedom while the stiff and unstable modes
are comparatively localized.
We find that the mean value 〈rk〉 of the stable
8modes at QSS varies non-monotonically with myosin
motor concentration [M ] and α-actinin concentra-
tion [α] (Figure 6.C). To understand this trend we
implemented a mapping from the actomyosin net-
work into a graph, with nodes in the graph cor-
responding to actin filaments and weighted edges
(which may be thresholded and converted to binary
edges in an unweighted graph) between nodes corre-
sponding to the number of α-actinin molecules con-
necting the pair of filaments. The mean node con-
nectivity is defined as the average over all pairs of
nodes in the unweighted graph of the number of
edges necessary to remove in order to disconnect
them, thus quantifying the typical number of force
chains between filaments, or equivalently the extent
of network percolation [63, 64]. Revealingly, the
mean node connectivity is seen to correlate closely
with 〈rk〉 for the stable modes across the various con-
ditions Ci,j (Figure 6.D). We also find the number
of connected components of H and of the graph’s
adjacency matrix to match for most time points,
supporting this connection between network topol-
ogy and stable mode delocalization. Intermediate
concentrations of myosin motors enhance the net-
work percolation, but as [M ] continues to increase
the motors act to disconnect cross-linked network
structures causing the mean node connectivity and
〈rk〉 to decrease.
We observe that as a network contracts and be-
comes percolated during the process of myosin-
driven self-organization, the stable modes steadily
delocalize (〈rk〉 increases) and stiffen (the geomet-
ric mean 〈λk〉g increases), as shown in Figures 6.E
and Figures 6.F. During this process we also wit-
ness a qualitative change in the level spacing statis-
tics of the very soft and delocalized modes (λk <
10 pN/nm, rk > 100) from a Poisson to a Wigner-
Dyson distribution (Figure 7). This indicates that in
the percolated state these vibrational modes inter-
act and exhibit level repulsion, similar to soft parti-
cles near the jamming transition [4, 65–67]. Future
studies may reveal further similarities between these
systems and other marginally stable solids [61, 62].
As a final application of Hessian analysis before
employing it to forecast cytoquakes, we determined
the projections of the actomyosin network’s displace-
ments onto the vibrational normal modes {vk}3Nk=1
to discover additional distinguishing features of cy-
toquake events. Network displacements d(t) were
found by tracking the movement of each of the N(t)
beads during simulation cycles. As a working ap-
proximation, beads that depolymerized during a cy-
cle were assigned a displacement of 0, and beads
that newly polymerized were not assigned elements
in d(t). The 3N -dimensional displacement vectors d
were then normalized to have unit length. We define
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FIG. 7. Histograms of the level spacings ∆ω =
ωk+1 − ωk, where ωk =
√
λk are ordered so that ωk
increases as k increases, normalized by their average
∆ω for the very soft (λk < 10 pN/nm) and delocal-
ized (rk > 100) vibrational modes at different times
of a run of condition C3,3. The Poisson distribution
p(∆ω/∆ω) = e−∆ω/∆ω and the Wigner-Dyson distribu-
tion p(∆ω/∆ω) = pi
2
(∆ω/∆ω)e−
pi
4
(∆ω/∆ω)2 are plotted
as red and blue solid lines. This transition in distribu-
tions signifies that in the percolated network at 2000 s
the frequencies of these modes are no longer randomly
spaced and begin to interact, exhibiting level repulsion
for small ∆ω/∆ω.
the following quantities:
dk = d · vk, (7)
nk =
d2k
rk
, (8)
and
λP =
3N∑
k=1
d2kλk. (9)
The dk are the projections of d onto the eigenmodes
vk, which obey
3N∑
k=1
d2k = 1 (10)
owing to the normalization of d and vk. Thus the
quantity d2k can be viewed as the weight of the dis-
placement d along the kth eigenmode. Because the
eigenmodes involve varying numbers of degrees of
freedom, as quantified by rk, we introduce nk as the
weight of the displacement along eigenmode k per
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FIG. 8. Scatter plot of the pairs ∆U, λP measured dur-
ing QSS for a run of condition C3,3. From these points, a
Gaussian kernel density estimate of the joint PDF (treat-
ing λP on a log-scale) is constructed and shown as a
contour plot. Red guidelines demarcate regions of in-
terest. Inset: Combination violin and box-and-whisker
plots showing the ratio nsoft/nstiff for different categories
of simulation cycles (c.f. Figure 3). The Wilcoxon rank-
sum test indicates significant (***) differences in the dis-
tributions for all pairs of cycles types. The inset is not
blocking any of the scatter plot data.
degree of freedom involved in the eigenmode. We de-
fine nsoft and nstiff as the mean of nk over the eigen-
modes belonging to the soft (0 ≤ λk < 40 pN/nm)
and stiff (λk ≥ 40 pN/nm) subsets. The mean ra-
tio nsoft/nstiff for rare events of energy release and
rare events of energy accumulation are displayed in
the inset of Figure 8. Evidently, during cytoquakes
there is enhanced displacement along the soft modes
compared to the stiff modes. We also considered the
weighted average of the eigenvalues {λk}3Nk=1 using
the displacement weights d2k, leading to the measure
of effective stiffness (or projection-weighted eigen-
value) λP experienced during the displacement d.
In Figure 8 we display a scatter plot of the pairs
∆U, λP measured during QSS for a run of condi-
tion C3,3, along with a kernel density estimate of
their joint probability density function (PDF). The
structure of the joint PDF shows that λP during cy-
toquake events is almost always soft, whereas for all
other simulation cycles λP could be soft or stiff with
similar probabilities. As a result of this analysis, we
conjecture that in order to achieve large global rear-
rangements during cytoquakes, actomyosin networks
take the “path of least resistance” by deforming pri-
marily along the soft modes.
IV. CYTOQUAKE FORECASTING
Can the eigen-decomposition of the Hessian ma-
trix be used to forecast cytoquake occurrence? In-
tuition suggests that, in analogy with the connec-
tion between imaginary frequencies (i.e. unstable
modes) and molecular transition states, the vibra-
tional modes of the actomyosin network may con-
tain information that a large structural rearrange-
ment is poised to occur. To test this idea, and with-
out detailed a priori knowledge about which fea-
tures in Λ would be informative, we implemented
a ML model using the eigen-decomposition as the
input and outputting the predicted probability p of
observing a large event of energy release (defined
as ∆U < −100 kBT ) occurring within the next
tW = 0.15 seconds. We resorted to using a high-
dimensional ML model after it was found that sev-
eral simple features in the eigenspectrum which we
believed might reflect mechanical stability (for in-
stance the value of the smallest positive eigenvalue)
did not by themselves significantly correlate with cy-
toquake occurrence. In the ML model, a parameter
pT sets the threshold probability above which the
model claims a cytoquake will occur. We performed
principal component analysis (PCA) on the input
vector to reduce its dimensionality, finding that only
30 dimensions (a compression factor of over 50) suf-
fice to explain over 95% of the variance of {λk(t)}3Nk=1
(Figure 9.A). This reduced vector m(t) is the input
for a feed-forward neural network with three hidden
layers, schematically illustrated in Figure 9.B. We
give the details of the ML pipeline in Appendix B.
We evaluated our model by computing the area
under the curve (AUC) for receiver operator charac-
teristic (ROC) curves, which are the locus of points
of true positive rate and false positive rate evaluated
on the test data as the probability threshold pT is
varied from 0 to 1 (Figure 9.C). For a random model
AUC = 0.5, while for a perfect model AUC = 1. The
test data is balanced such that an equal number of
cytoquake and non-cytoquake events are included,
allowing the use of this AUC metric [68, 69].
We found that the Hessian eigenspectrum
{λk(t)}3Nk=1 contains sufficient information to fore-
cast cytoquake occurrence with significant accuracy,
with an AUC of 0.81 when using data from a sin-
gle run of condition C3,3 (Figure 9.C) and of 0.70
when using data from all five runs. To gain insight
into broadly which features carry the most predictive
information, we varied the model by including dif-
ferent subsets of predictors as the input, as shown
in Figure 9.D Keeping only the eigenvalues of the
soft modes does not harm performance, giving an
AUC of 0.71, while keeping only the stiff modes does
harm performance, giving an AUC of 0.68. Perfor-
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FIG. 9. A: Cumulative explained variance from PCA of
the ∼ 1, 600 eigenvalues {λk(t)}3Nk=1. B: Schematic de-
piction of the feed-forward neural network architecture.
The numbers of nodes in each layer are not to scale.
The original input vector M˜, which includes either just
{λk}3Nk=1 or also {rk}3Nk=1 after rescaling, is reduced to the
low-dimensional vector m, to which the rescaled energy
U˜ is optionally included. The neural network consists of
the three hidden layers L1, L2, and L3, outputting the
cytoquake probability p. C: ROC curves for the model
using only {λk}3Nk=1 input and trained on a single run of
condition C3,3, with 5 realizations of the stochastic batch
network training and their average shown. The ROC
curve of a random model is plotted as the red dotted line.
D: Bar plot indicating the AUC of ROC curves using dif-
ferent combinations of inputs for the model trained on
data collected from all runs of condition C3,3. From left
to right, the labels indicate that the model inputs are:
{λk}3Nk=1; {λk|0 ≤ λk < λT }; {λk|λT ≤ λk}; {λk}3Nk=1 and
{rk}3Nk=1; U ; {λk}3Nk=1, {rk}3Nk=1, and U ; {λk}3Nk=1, {rk}3Nk=1,
and U with forecasting done for large positive increments
∆U > 100 kBT .
mance slightly improves upon augmenting the in-
put with the inverse participation ratios {rk(t)}3Nk=1.
Interestingly, we also found that a logistic regres-
sion model using only the mechanical energy U(t)
as an input feature performs quite well, reminis-
cent of the debate concerning one neuron vs. deep
learning models of earthquake aftershock prediction
[57, 58]. This logistic regression model has learned
an optimal cutoff for U that indicates instability
and likely cytoquake occurrence. We may seem-
ingly conclude that the ML model using the Hes-
sian eigenspectrum as an input has merely learned
what the mechanical energy is, however we find that
by far the best performance results from combin-
ing {λk(t)}3Nk=1, {rk(t)}3Nk=1, and U in the ML model,
reaching an AUC of 0.79. This suggests that the
learned features of the Hessian eigenspectrum are
not redundant given U(t), i.e. that their mutual in-
formation is low. Finally, we found that prediction
of large positive increments (∆U > 100 kBT ) is also
possible, though with poorer performance than of
the negative increments.
Taken together, these results shows that the stiff-
ness and delocalization of the soft vibrational modes
of the actomyosin network along with its current me-
chanical energy reflect the propensity of the system
to suddenly undergo a large change in mechanical
energy. Apparently there is a signature in the Hes-
sian eigenspectrum that prefigures large jumps in
the mechanical energy landscape being explored dur-
ing stochastic chemical dynamics.
V. DISCUSSION
We have presented evidence to support the fol-
lowing picture of active actomyosin network self-
organization: actomyosin networks explore a rugged
mechanical energy landscape in a self-affine random
walk characterized by occasional, sudden jumps out
of metastable configurations. These jumps entail
significant dissipation of mechanical energy and are
typically accomplished by an avalanche-like process
of spreading destabilization, resulting in a global
structural rearrangement. These motions have large
projections along the soft, delocalized vibrational
modes, and furthermore properties of these modes
can be used to predict when such relaxation events
are about to occur. We have argued for this connec-
tion between vibrational modes and avalanche-like
mechanical relaxation events on the basis of intu-
ition, and a ML model has proven the existence of
correlations between the two while, for now, obscur-
ing further mechanistic details due to a lack of in-
terpretability. Confirming and filling in the details
of this picture is deserving of future research effort.
Our in silico study of actomyosin networks has
illustrated the subcritical nature of mechanical en-
ergy accumulation and release, and highlighted the
connection between cytoquakes and the network’s
mechanical stability. However we have focused only
on global properties of small disordered networks,
neglecting spatial information. This spatial infor-
mation should contain important additional clues
about the process of cascading destabilization likely
occurring during cytoquakes, and is indeed necessary
when analyzing large systems due to the observed
approach to Gaussianity for global metrics (Figure
11
5). One may expect to find in large cytoskeletal
structures some extended unstable interfaces similar
to faults [3, 70].
At larger length scales, the self-similar organiza-
tion of the cytoskeleton may also affect the heavy-
tailed distributions of event sizes. Recent experi-
ments have discovered fractal patterning of cortical
actin networks in vivo, which has been argued to
give rise to anomalous diffusion of membrane pro-
teins via cytoskeleton-membrane interactions [71].
It has also been shown in certain forest-fire mod-
els that self-similarly “pre-structured” systems ex-
hibit dependence of the power-law exponent on the
fractal dimension of the system [12, 72, 73]. Thus,
it may be the case that the fractal dimension of
the cytoskeleton modulates the frequency and mag-
nitudes of cytoquakes which result from the inher-
ent driven, dissipative dynamics, similarly to in the
earth [11, 13, 74, 75]. Continued exploration of the
recently discovered and surprising similarities be-
tween the active cytoskeleton and SOC earth sys-
tems promises to reveal key insights into the me-
chanics of cells.
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APPENDIX A: COMPUTING FILAMENT
DISPLACEMENTS
The area between the two filaments x and y is tri-
angulated using the beads comprising the filaments
({xi}nx−1i=0 and {yj}ny−1j=0 ) as vertices, where nx is
the number of beads in x and similarly for ny. To
compute the displacement of filament x during the
time interval δt, we set y to the new configuration
of x at the end of the interval. The triangles come
in pairs for most of the filament lengths, as shown
using the dark and light colors of green of Figure
10. If nx and ny are unequal (say nx < ny), extra
triangles are added using the last bead in x, xnx−1,
as the only vertex in filament x. The sum of these
triangle areas Atot is divided by the average of the
two filament contour lengths Lx and Ly to give the
measure of distance d = 2AtotLx+Ly .
FIG. 10. Illustration of how the area between two
filaments x and y is triangulated to allow calculation of
the distance between them. The beads comprising the
filaments are labeled xi, yj , and areas between triplets
of beads are labeled Ai,j where the lowest indices of the
beads xi and yj in the triplet are used.
APPENDIX B: MACHINE LEARNING
PIPELINE
A. Cytoquake Classification
We pose the forecasting of cytoquakes as a bi-
nary classification problem. A trajectory ∆U(t) =
U(t+ δt)− U(t) at QSS (after 1,000 s) is converted
to a binary sequence such that each t for which
∆U(t) ≤ ∆UT , as well as the tW = 0.15 previ-
ous seconds (i.e. 3 previous time points) are clas-
sified as cytoquakes, and the rest are not. This tW
window is chosen to help overcome the stochastic-
ity inherent in the chemical dynamics which, along
with the instantaneous mechanical stability we are
using as a predictor, controls cytoquake occurrence.
We focus here on the 5 runs of conditions C3,3.
∆UT = −100 kBT is chosen to lie well in the tail
of the distribution of |∆U−| for this condition and
therefore distinguishes rare events, as shown in Fig-
ure 2.B in the main text. With these choices, ∼ 10%
of samples across all runs are labeled as events in the
classification problem.
12
B. Model Inputs
The predictors of the model capture information
about the network’s mechanical stability. The or-
dered sets of eigenvalues {λk}3Nk=1 at each time t is
padded by adding zero eigenvalues between the un-
stable (λk < 0) and stable (λk ≥ 0) parts of the spec-
trum to maintain a fixed input dimension across all
time points and runs. We then collect these eigen-
values into a vector M(t) such that the first element
of M(t) is the largest negative λk at time t and the
last element is the largest positive λk at time t. We
optionally include the the inverse participation ra-
tios {rk}3Nk=1 in this vector by first adding zeros in
the places of the set {rk}3Nk=1 corresponding to where
zeros were added in the set {λk}3Nk=1, and then inter-
leaving the λk and rk in the now doubly sized vector
M(t), so that now for example the first two elements
of M(t) correspond to the largest negative λk and
the associated rk at time t. The vectors M(t) are
then linearly rescaled, so for each element Mi(t) the
average over all times of a run is 0 and the variance
is 1. These rescaled vectors are labeled M˜(t).
When only the λk are included then M˜(t) has
∼ 1,600 dimensions, and with the rk are also in-
cluded it has ∼ 3,200 dimensions. To avoid over-
fitting the model, we first reduce the dimension-
ality of M˜(t) via PCA using all time points in a
run. We choose 30 dimensions as the size of the re-
duced vector m(t) because this allows for more than
95% of the variance of M˜(t) to be explained when
just the λk are included as shown in Figure 4.A in
the main text. Model performance appreciably de-
creases when fewer than 30 dimension are used and
improves only marginally if more are used. A row
of ones is added as a 31st dimension to m(t) as a
bias for the neural network. As an additional indi-
cator of the network’s mechanical stability we may
also consider its mechanical energy at time t. The
original mechanical energy U(t) is linearly rescaled
to give U˜(t) so that it has zero mean and unit vari-
ance. We then optionally augment with input vector
m(t) with the U˜(t) as a 32nd dimension.
C. Treating Multiple Trials
We may treat the data from all 5 runs of condi-
tion C3,3 separately or combine all data together to
train a larger model. Model performance is gener-
ally found to be better when trained on data from a
single run, however by combining data from all runs
we probe more general underlying trends that are
not specific to the network organization of one run.
When describing trends from varying model inputs
as in Figure 4.D in the main text, we focus on results
obtained by combining all runs due to their greater
generality.
For a single run there are ∼ 20,000 samples, giv-
ing 100,000 samples when combining all runs. When
combining runs, we first rescale and perform PCA
on the predictors using only the data within a single
run, and then concatenate the resulting m(t) with
their associated labels into a larger data set. This
way the relative variation of the predictors compared
to their typical values for a particular organization
of the actomyosin network is retained, and the typi-
cal values of particular network organizations them-
selves affect the model inputs to a lesser degree.
D. Neural Network Architecture
We used the Python modules scikit-learn and
Keras with a Tensorflow back end to train a deep
feed-forward neural network and a logistic regression
model for the binary classification problem [76, 77].
The 31 or 32-dimensional (depending on if U˜(t) is
included as a predictor) input vector m is fed into
three fully connected hidden layers Li, i = 1, 2, 3,
each with either 30 or 100 nodes depending on if
the data consists of a single run (20,000 samples) or
of all 5 runs (100,000 samples). Each node in the
hidden layers uses a rectified linear unit activation
function. The output of the network is two nodes us-
ing a softmax activation function whose values are
p and 1 − p, where p is the predicted probability of
a cytoquake event at that time t. The network is
trained for either 400 or 200 epochs using a categor-
ical cross-entropy loss function with Adam optimiza-
tion in stochastically chosen batches of either 1,000
or 10,000 samples, depending on the whether the sin-
gle or multiple run data sets, respectively, are used.
The cytoquake samples are given a higher weight
(×3) than the non-cytoquake samples during train-
ing. A L2 penalty of 0.05 is used to curb overfitting.
When using only U˜(t) as a predictor, a logistic re-
gression model is fit using the same sample weights.
E. Model Validation
Of all the data samples, we use 2/3 to train
the model with and validate the model on the
remaining 1/3. We repeat these random train-
ing/testing set splits to gather statistics on model
performance. The binary classification procedure
involves the probability threshold pT (such that
p > pT means the model predicts a cytoquake).
Model performance is measured by varying pT from
0 to 1 and measuring the true positive rate (TPR,
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the proportion of actual cytoquakes correctly pre-
dicted as such) and false positive rate (FPR, the
proportion of actual non-cytoquakes incorrectly pre-
dicted as cytoquakes) on the test data; the locus of
these points forms the receiver operator characteris-
tic (ROC) curve. A random model would have FPR
= TPR, so an area under the curve (AUC) of the
ROC curve greater than 0.5 indicates a good model,
and a perfect model would have an AUC of 1. One
can also consider precision-recall (PR) curves, which
contain points in the space of model precision (the
proportion of predicted cytoquakes which were ac-
tual cytoquakes) and recall (the same as TPR). A
random model would have the same precision, equal
to the proportion of actual cytoquakes in the testing
data, for all values of recall as pT is varied, giving
an AUC equal to that proportion.
When the test data is unbalanced, i.e. when there
are many more non-cytoquake events than cyto-
quake events, it has been shown that the AUC of
the PR curve is a more faithful metric for model
performance (since a model may score a high AUC
of the ROC curve by overestimating that events are
not cytoquakes) [68, 69]. To overcome this limitation
of ROC curves, which we believe has a more intu-
itive interpretation that PR curves, we balance the
testing data, keeping all cytoquake events and ran-
domly keeping an equal number of non-cytoquake
events. We confirmed that trends observed in the
AUC of the ROC curves as the model is varied also
hold when considering the AUC of PR curves on the
full test set.
In Figure 11 we show examples of these PR and
ROC curves on the training and testing data for a
model trained on a single run. The very high AUC
of the PR and ROC curves evaluated on the training
data indicates that the model has nearly perfected
its prediction on those samples and may indicate
overfitting, however this high performance general-
izes nicely to the unseen testing data. Note that
the AUC of the ROC evaluated on the testing data
is significantly higher than shown in Figure 4.D in
the main text reflecting the generally higher perfor-
mance of models trained on data from a single run
compared to models trained on data from all runs.
Finally, as a sanity check, we confirmed that ran-
domly shuffling the labels on the training set de-
creases performance on the training set and causes
the performance on the test set to decrease to that
of a random model, as shown in Figure 12.
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FIG. 11. A: PR curve evaluated for a model using
{λk}3Nk=1, {rk}3Nk=1, and U as inputs trained on data from
a single run at QSS of condition C3,3 and evaluated on
the training data. The red line indicates the performance
of a random model on the data set. The asterisk on the
AUC indicates that the fraction of cytoquake samples in
the data set (for this run ∼ 0.06) has been subtracted
from the actual AUC, to give the area between the black
and red curves. B: ROC curve for the same model eval-
uated on the training data. C: PR curve for the same
model evaluated on the balanced testing data. D: ROC
curve for the same model evaluated on the balanced test-
ing data.
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FIG. 12. A: PR curve evaluated for a model using
{λk}3Nk=1, {rk}3Nk=1, and U as inputs trained on data from
a single run at QSS of condition C3,3 and evaluated on
the training data, when the training data labels have
been randomly shuffled. The red line indicates the per-
formance of a random model on the data set. B: ROC
curve for the same model evaluated on the training data.
C: PR curve for the same model evaluated on the bal-
anced testing data. D: ROC curve for the same model
evaluated on the balanced testing data.
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SUPPLEMENTARY MATERIAL
Description of MEDYAN Simulation Platform
A detailed description of the MEDYAN (Mechanochemical Dynamics of Active Networks) model can
be found in Ref. 37, and additional extensions and applications of MEDYAN to study the dynamics of
actomyosin networks are described in Refs. 5, 21, 38–41. Here we briefly outline the relevant aspects of
MEDYAN to facilitate understanding the results in this paper, and direct the reader to the above references
for a more thorough introduction.
1. Simulation Protocol
A MEDYAN simulation proceeds by iterating a sequence of four steps which evolve the chemical and
mechanical dynamics forward while maintaining a tight coupling between the two. The steps are as follows:
1. Evolve system using stochastic chemical simulation for a time δt.
2. Compute the changes in the mechanical energy resulting from the reactions that occurred in step 1).
3. Mechanically equilibrate the network in response to the new stresses from step 2).
4. Update the reaction rates of force-sensitive reactions based on the new tensions from step 3).
This protocol reflects a separation of timescales between the slow chemical dynamics and the fast mechan-
ical response, such that the mechanical subsystem is assumed to always remain near equilibrium and to
adiabatically follow the chemical changes in the network. As argued in Ref. 37, supported using experi-
mental evidence from Refs. 16, 78, and 79, this timescale separation holds for typical cytoskeletal networks
which experience localized force deformations with fast relaxation times compared to the typical waiting
time between myosin motor walking steps and filament growth-induced deformations.
2. Chemistry
In MEDYAN, diffusing chemical species are represented with discrete copy numbers belonging to several
compartments, which form a regular grid comprising the simulation volume. The compartment size is chosen
so that it may be assumed that inside the compartments the diffusing species are well-mixed, allowing the
use of mass-action kinetics to determine their instantaneous propensities to participate in chemical reactions
within compartments and diffusion events between adjacent compartments. The minimum Kuramoto length
(i.e. the mean free diffusional path length of a reactive species before it participates in a chemical reaction)
among the species sets this compartment size to ensure that the well-mixed assumption holds [80]. The
diffusing chemical species may participate in local chemical reactions according to the copy numbers of the
reactants in its compartment, or else it may jump to an adjacent compartment in a diffusion event with a
propensity determined by its copy number in the original compartment [81]. The algorithm for stochastically
choosing which event (including local reactions or jumps between compartments) will occur next is the Next
Reaction Method, an accelerated variant of the Gillespie algorithm [81, 82]. These are Monte Carlo methods
which randomly select both the time to any next event and which event will occur at that time in accordance
with each event’s instantaneous propensity.
The user specifies the different chemical species and the reactions that they participate in. Several types
of reactions are possible. Regular reactions involve only diffusing species (e.g. the conversion of ADP-bound
to ATP-bound G-actin monomer). Polymerization reactions result in the subtraction of a diffusing monomer
from the local compartment and its conversion into a filament species, and depolymerization reactions do
the opposite. Filaments in MEDYAN’s have definite spatial coordinates, rather than the compartment-level
description of the diffusing species’ positions. This network of spatially resolved filaments is overlaid on the
compartment grid, so that sections of filaments are able to react with diffusing species according to their
local copy numbers. In addition, filaments have mechanical properties which will be discussed in the next
section. A filament may react with a diffusing species such as a cross-linker (e.g. α-actinin), branching (e.g.
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Arp2/3), or molecular motor (e.g. NMIIA). Binding reactions involve a discrete set of binding sites along the
filament, and they stochastically occur as chemical reaction events according to the number of those binding
sites and the local copy number of diffusing binding molecules. A bound molecular motor may participate
in a walking reaction, which causes it to move one of its ends to an adjacent binding site, stretching the
motor and generating forces. Other reactions not used in this paper but encompassed by MEDYAN include
filament nucleation, filament destruction, filament severing, and filament branching reactions.
3. Mechanics
The mechanical energy U of networks in MEDYAN is a function of the positions of the filament beads and
the lengths of the molecules bound to the filaments. There are also potentials describing a branched filament’s
energy which are not included in this paper. Filament beads mark the joined end points (i.e. hinges) of the
cylinders comprising the filament. Individual cylinders can stretch but not bend, but a bending energy term
is included for pairs of adjacent cylinders. The energy term for the stretching of cylinders is
Ustr =
1
2
Kfil,str(l − l0)2, (11)
where l = ||ri+1 − ri|| is the length of the cylinder whose beads are at positions ri+1 and ri, l0 is the
cylinder’s equilibrium length, and Kstr is the spring constant of this harmonic potential. The energy term
for the bending of adjacent cylinders is
Ubend = bend (1− cos(θi,i+1)) , (12)
where bend parameterizes the strength of the interaction and θi,i+1 is the angle between the cylinders.
Molecules bound to pairs of filaments (e.g. α-actinin and NMIIA) of stretched length lbound have a harmonic
stretching energy term:
Ubound,str =
1
2
Kbound,str(lbound − l0bound)2, (13)
where the subscript “bound” indicates that the variables and parameters are specific to the bound molecule.
An excluded volume interaction is included to prevent cylinders from overlapping. The analytical formula
for this interaction is complicated but can be expressed as a double integral over the two lengths of the
participating cylinders i and j:
Uvol,ij = Kvol
∫ 1
0
∫ 1
0
dsdt
|ri(s)− rj(t)|4 , (14)
where ri(s) = ri + s(ri+1 − ri) is the position along the i cylinder, which is parameterized by a variable
s running from 0 to 1 along the cylinder’s length. These positions ri(s) are also therefore functions of the
cylinders’ bead positions, ri and ri+1. Finally, an exponentially decaying boundary repulsion term prevents
the filaments from poking outside the simulation volume:
Uboundary = boundarye
−di/λ, (15)
where boundary parameterizes the interaction strength, di is the distance from the boundary to the nearest
endpoint of the i cylinder, and λ parameterizes the interaction screening length.
At the end of each chemical evolution cycle, the positions of the bound molecules and the filament beads will
have changed due to the chemical reactions which occurred, displacing the system from near-equilibrium.
The positions of the filament beads are then updated in a mechanical equilibration cycle by minimizing
the total mechanical energy function U . This is accomplished using the conjugate-gradient minimization
algorithm. The minimization procedure ends when the maximum net force remaining in the network is below
a user-specified force tolerance FT , as result of which the system returns to near mechanical equilibrium.
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4. Mechanochemical Coupling
An important facet of the dynamics of actomyosin networks is that the chemical reaction rates of the
associated proteins depend on the forces they sustain: at high tension the myosin minifilaments will walk
and unbind more slowly (stalling and catch-bond behavior) whereas the passive cross-linkers are modeled as
unbinding more quickly under tension (slip-bond behavior) [26, 27]. These force-sensitive behaviors thus play
the role of non-linearly coupling the mechanical state of the actomyosin network to its stochastic chemical
dynamics.
The myosin motors used in MEDYAN are modeled after non-muscle myosin IIA (NMIIA), which exists
in the cell as a minifilament consisting of tens of individual myosin heads. The chemical dynamics of the
myosin minifilaments are based on the Parallel Cluster Model of Erdmann et al. [17, 83]. In this model, a
myosin minifilament contains a number Ntotal of individual myosin heads and has a binding rate to the actin
filament pair equal to
kfil,bind = Ntotalkhead,bind, (16)
where khead, bind is the individual myosin head binding rate. In MEDYAN, Ntotal is uniformly randomly
selected between a minimum and maximum number of heads each time a minifilament binds. The bound
myosin minifilament has a number of bound heads N0bound under zero tension equal to the duty ratio ρ times
the total number of heads:
N0bound = ρNtotal. (17)
The duty ratio is determined by the individual head unbinding rate:
ρ =
khead,bind
k0head,unbind + khead,bind
, (18)
where k0head,unbind is the head unbinding rate under zero tension. Under tension Fext the bound myosin
minifilament has altered walking and unbinding rates as well as an altered number of bound heads. The
number of bound heads under tension is given by
Nbound(Fext) = min
{
Ntotal, N
0
bound + β
Fext
Ntotal
}
, (19)
where the parameter β = 2.0 is chosen to fit experimental data. The myosin minifilament walking rate under
zero tension is
k0fil,walk = s
1− ρ
ρ
khead,bind, (20)
where s is called the stepping fraction, defined as the ratio of the user-specified real distance between binding
sites on the filament dstep to the distance between binding sites on the computational cylinder representing
the filament segment dtotal: s =
dstep
dtotal
. Equation 20 is based on the PCM and is explained Refs. [17, 37].
Under tension, the myosin minifilament walking rate is altered according to a formula of the Hill type:
kfil,walk = max
{
0.0, k0fil,walk
Fstall − Fext
Fstall + Fext/α
}
, (21)
where the stall force Fstall is the maximum tension a minifilament can sustain before it stops walking, and
where α = 0.2 is another parameter chosen to fit to experimental data. The myosin minifilament will unbind
from the pair of actin filaments under zero tension with a rate
k0fil,unbind =
khead,bindNtotal
exp
(
log
(
k0head,unbind+khead,bind
k0head,unbind
)
Ntotal
)
− 1
. (22)
This non-obvious expression is the inverse of the mean residence time of the minifilament as determined
using the PCM. Under tension, the myosin minifilament unbinding is modeled with Kramers-type catch-
bond behavior:
kfil,unbind(Fext) = k
0
fil,unbind max
{
0.1, exp
( −Fext
Nbound(Fext)F0,head
)}
, (23)
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where F0,head is the characteristic force a single myosin head catch-bond, and the minimum unbinding factor
0.1 is a parameter to chosen to ensure the possibility to unbind under arbitrarily large tension. We assume
for myosin minifilaments that the stretching constant is given by
Kbound,str = Khead,strNbound, (24)
where Khead,str is the stretching constant for an individual head; this equation assumes the bound heads
share the load in parallel.
The unbinding of passive cross-linkers (e.g. α-actinin) are modeled are Kramers-type slip-bond:
klinker,unbind(Fext) = k
0
linker,unbind exp
(
Fext
F0,linker
)
, (25)
where F0,linker is the characteristic force of the cross-linker slip-bond.
Finally, the actin filament will polymerize with a rate that exponentially decreases with the component
of the sustained force along the polymerizing tip, Fext. This dependence is based on the Brownian ratchet
model of Peskin et al. [84]:
kpoly(Fext) = k
0
poly exp
(
− Fext
F0,poly
)
, (26)
where F0,poly is the characteristic force of the Brownian ratchet model, and k
0
poly is the zero-force polymer-
ization rate.
Any of the above characteristic forces F0 may be converted to a corresponding characteristic distance x0
via
F0 = kBT/x0, (27)
where kBT is the thermal energy, casting expressions of the form Fext/F0 to the form Fextx0/kBT .
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5. Parameterization
The following table lists the parameters chosen for the simulations presented in this paper.
Parameter Description Value
General Simulation Parameters
kBT Thermal energy 4.1 pN · nm
Lcomp Cubic compartment side length 500 nm
Nx, Ny, Nz Number of compartments in each dimension 2, 2, 2
Lcyl Filament cylinder equilibrium length 54 nm
δt Length of chemical evolution step 0.05 s
FT Force tolerance of mechanical minimization 1 pN
Mechanical Parameters
Kfil,str Actin filament stretching constant 100 pN/nm [37]
bend Actin filament bending energy 1344 pN ·nm [37, 85]
Kvol Cylinder excluded volume constant 10
5 pN/nm4 [37]
Khead,str NMIIA head stretching constant 2.5 pN/nm [86]
Kα,str α-actinin stretching constant 8 pN/nm [87]
boundary Boundary repulsion energy 41 pN · nm a
λ Boundary repulsion screening length 2.7 nm b
Mechanochemical Parameters
NNMIIA,bind Binding sites per cylinder for myosin motors 8
c
Nα,bind Binding sites per cylinder for α-actinin 4
d
dstep NMIIA minifilament step size 6.0 nm [86]
Nmin, Nmax Range of number of NMIIA heads per minifilament 15, 25
e [88]
Fstall Stall force of NMIIA minifilament 100 pN
f
F0,head Characteristic force of NMIIA catch-bond 12.6 pN [17]
F0,α Characteristic force of α-actinin slip-bond 17.2 pN [89]
F0,poly Characteristic force of actin Brownian ratchet 1.5 pN [90]
lM Equilibrium length of NMIIA minfilament 175− 225 nm [37]
lα Equilibrium length of α-actinin 30− 40 nm [37]
Chemical Parameters
kactin,diff Diffusion constant of actin monomer 20 µMs
−1 [37]
kα,diff Diffusion constant of α-actinin 2 µMs
−1 [37, 91]
kmotor,diff Diffusion constant of NMIIA minifilament 0.2 µMs
−1 [37]
kactin,poly,+ Actin plus-end polymerization 11.6 µMs
−1 [79]
kactin,poly,- Actin minus-end polymerization 1.3 µMs
−1 [79]
kactin,depoly,+ Actin plus-end depolymerization 1.4 s
−1 [79]
kactin,depoly,- Actin minus-end depolymerization 0.8 s
−1 [79]
khead,bind NMIIA head binding 0.2 s
−1 [16]
k0head,unbind NMIIA head unbinding under zero tension 1.7 s
−1 [16, 37]
kα,bind α-actinin binding 0.7 µMs
−1 [19]
k0α,unbind α-actinin unbinding under zero tension 0.3 s
−1 [19]
TABLE I. All parameters used in the simulations reported in this paper.
a - Chosen for the energy scale to be 10 kBT .
b - Chosen as the the length of a G-actin monomer.
c - Chosen to allow the spacing between binding sites to be roughly equal to its physiological value near
6 nm [86].
d - Chosen to allow the spacing between binding sites to be roughly equal to its physiological value near
30 nm [92].
e - Chosen to given an average Ntotal = 20 in approximate agreement with literature values [88].
f - A wide range of values are found in the literature for the stall force of the minifilament. We take an
order of magnitude estimate for this parameter based on the stall force of a single head (on the order of 10
pN , estimated as dstepKhead,str [37]) times the number of bound heads in the minifilament (on the order of
10). This parameter choice is empirically valid as it yields observable network contraction.
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Dependence on δt and FT
The heavy-tailed distributions of |∆U−|, the magnitudes of the negative energy increments which are the
chief subject of this paper, may have strong dependence on certain key parameters governing the mechanical
equilibration protocol. To ensure that these distributions are not artifacts of simulation we investigate
whether changing the parameters FT and δt alters the qualitative properties of the distributions. In Figure
13 we compare these distributions using 3 runs for each parameter choice. Only weak dependence on FT is
observed. We find strong dependence on δt, however for each parameter choice heavy tails exist and thus
we may conclude that the cytoquake phenomenon is not an artifact despite their frequency and magnitude
having dependence on δt. While a smaller choice for FT and δt should correspond more closely to reality, we
find that for the smallest of the tested values for these parameters the simulations did not complete in the
allotted computer wall time of 2 weeks. Thus our choices for these parameters used in this paper are chosen
to be small while still allowing us to run full 2,000 s simulations.
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FIG. 13. A: Complementary cumulative distribution functions of the negative increments |∆U−| at QSS for various
choices of the force tolerance parameter FT plotted against fitted half-normal CCDFs. For these runs condition C3,3
is used with δt = 0.05 s. A: Complementary cumulative distribution functions of the negative increments |∆U−| at
QSS for various choices of the time between minimization, δt. The energy increments are normalized by δt for more
direct comparison between these curves. For these runs condition C3,3 is used with FT = 2 pN .
We also investigated how the fraction of negative eigenvalues persisting after mechanical minimization
depends on the force threshold FT . When minimization ceases at higher forces, more negative eigenvalues
are left remaining, as expected. This behavior is illustrated in Figure 14.
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FIG. 14. Scatter plot showing the fraction of negative eigenvalues remaining after mechanical minimization when
different choices of the parameter FT are used. The data is collected from QSS for 3 runs of C3,3, with the standard
deviation taken over time and over the runs.
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