Temporomandibular Joint (TMJ) Osteoarthritis (OA) is associated with significant pain and disability. It is really hard to diagnose TMJ OA during early stages of the disease. Subchondral bone texture has been observed to change in the TMJ early during TMJ OA progression. We believe that raw probability-distribution matrices describing image texture encode important information that might aid diagnosing TMJ OA. In this paper we present novel statistical methods for High Dimensionality Low Sample Size Data (HDLSSD) to test the discriminatory power of probability-distribution matrices in computed from TMJ OA medical scans. Our results, and comparison with previous results obtained from the summary features obtained from them indicate that probability-distribution matrices are an important piece of information provided by texture analysis methods and should not be down sampled for analysis.
INTRODUCTION
Osteoarthritis (OA), the most prevalent arthritis worldwide, is associated with significant pain and disability and affects 13.9% of adults at any given time [1, 2] . OA affects the temporomandibular joint (TMJ), among other joints. To date, there is no single sign, symptom, or test that can clearly diagnose early stages of the disease. It has been observed that often times, changes in the TMJ bone occur in early stages of this disease, involving structural changes both in the texture of the bone marrow and the subchondral cortical plate (see figure 1) . We have successfully measured subchondral bone texture in the 3D space, and we know it can potentially provide an objective measure of subchondral bone architecture quality [3] using Gray Level Co-occurrence Matrices [4] (GLCM) and Gray Level Run Length Matrices [5] (GLRLM). However, we believe that raw probability-distribution matrices represented in GLCM and GLRLM encode important information that is lost when computing summary features. In this paper we present statistical methods for High Dimensionality Low Sample Size Data (HDLSSD) to test the discriminatory power of probability-distribution matrices compared with summary features obtained from them. 
DATA
We will use 16 condylar bone specimens, obtained from 12 patients with diagnosis of TMJ OA who were treated with surgical resection. From those 16 condylar bone specimens, we have 4 pairs of specimens that come from the same patient (left and right condyles. Imaging of all specimens were acquired using μCT and hr-CBCT. For further information on this dataset see our previously published study in [3] .
METHODS

Image analysis
In order to discriminate healthy/damaged sub-images we computed two types of matrices each one characterizing a different aspect of the global image. GLCM, represent a two-dimensional histogram where both entries are the voxel values. The GLCM encodes the number of occurrences of each voxel value combination in the whole image and this in every spatial direction. GLRLM, on the other hand, represent a two-dimensional histogram where one entry is the size of each run (set of consecutive, collinear voxels having the same grey-level value in one direction) and the other entry the intensity of each run. The GLRLM encodes the number of grey-level runs for each run size and voxel intensity for the whole image, in every spatial direction. In other terms, it describes the distribution of regions with same voxel intensity and different sizes in the image.
Statistical analysis
Throughout this summary, matrix data will be displayed both as a colored grid with higher intensity colors indicating values of larger magnitude (see figure 1 .left.d-f and 1.right.b for CBCT-GLCM, and subsequent respective figures) and as a rasterized curve determined by the entries in each matrix (figure 2 a-c and figure 3a for CBCT-GLCM, and subsequent respective figures for the rest of the modalities). Our goal is to determine whether the probability-distribution matrices have comparable discriminatory power to the textural features extracted from them. We will examine each of the four sets of matrices separately and then compare their overall performance to prior analyses. This problem falls within the realm of high-dimension, low-sample-size classification, with each set of matrices constituting 35 observations of dimension 100 (d=100, this is so for the selected gray-levels and run-lengths bins in the computation of GLCM and GLRLM matrices). As such we chose distance-weighted discrimination (DWD) as our classification method and validated the results with direction-projection-permutation (DiProPerm) hypothesis tests. DWD was developed as an alternative binary linear classifier to support vector machines (SVM) [6] . The goal was to take more information into account when determining the separating hyperplane than just a small number of support vectors. The hyperplane, determined by a vector w and scalar β, is found by solving a second-order cone program of the form notated equation 1 (describing the DWD optimization problem formulation), where each x i is a d-dimensional observation, y i is the class label of x i (+1 or -1).
The r i are meant to represent the residuals from each data point to the hyperplane, so by minimizing the sum of reciprocals we maximize their distance to the hyperplane with more weight placed on points closer to the boundary. ξ is an error vector, penalized by a constant C in the objective, which allows for some data points to fall on the wrong side of the hyperplane if necessary. DiProPerm [7] is a permutation-based hypothesis test that assesses the chance that the observed degree of separation happened as a result of expected random variation. It was developed with DWD in mind as an area of application, but it represents a general framework of nonparametric hypothesis testing built to discern typical and atypical behavior in high-dimensional settings. To conduct the test, we randomly shuffle the class data labels and project it onto the DWD direction determined by the two new classes. We record the mean difference and repeat the process 1000 times to create an empirical distribution of mean differences. The p-value of the test is the percent of the empirical distribution larger than the mean difference between the original classes.
RESULTS
Analysis of GLCM computed from CBCT
We present the full set of curves for each data class alongside and matrix of overall mean behavior (see figure 2) . The correspondence markings (figure 2.d) are included in the first column for clarity. The interesting structure of these matrices is concentrated almost entirely along the diagonal; only 36 variables out of 100 have a nonzero entry in at least one observation. The damaged samples tend to display higher values at the edges of the diagonal whereas healthy samples reached higher peaks in the third and fourth diagonal entries. Figure 3 displays the results of a DWD test of the two classes. As expected, high values at the edges of the diagonal indicate a damaged observation and high values in the middle of the diagonal indicate a healthy observation. Also note that further down the diagonal, values in off-diagonal entries also seem to indicate a damaged observation. The DiProPerm hypothesis test for this data obtained a p-value=0.002. By this metric the separation between classes is quite significant and on the order of the significance of separation that we found with summary features obtained from the matrices before [3] .
Analysis of GLRLM computed from CBCT
Rather than being concentrated along the diagonal, the information in the CBCT-GLRLM is concentrated in each row. The observations reach a peak at the beginning of each row and peter off to the right side of the matrix. Figure 4 shows that the healthy observations seem to remain more intense across the third and fourth rows, while damaged observations have extra peaks in the sixth and seventh rows. From these plots we can clearly determine which portions of the matrix best correlate with each class (see figure 5 ). Damaged observation peaks tend to be higher in the middle rows of the matrix and run longer on the top and bottom rows, while healthy observations exhibit the opposite behavior. The DiProPerm hypothesis test for this separation achieved a p-value=0.003; indicating that the class separation observed above is similarly significant to that of the CBCT-GLCM data.
Analysis of GLCM computed from μCT
These matrices exhibit a combination of the behaviors observed in the CBCT data, some observations are concentrated along the diagonal, while others are periodic, peaking at the start of each row (see figure 6 ). The periodic behavior turns up in the trabecular mean plots more prominently than the damaged mean plots. Plots in figure 7 seem to indicate that a damaged observation means high peak values are located strictly along the diagonal as well as in the bottom-right corner, and that other areas of the matrix tend to indicate a healthy observation. This regional association is weaker than what was observed in the CBCT matrices. The loadings curve is more erratic with lots of low-magnitude entries. The DiProPerm hypothesis test shows a non-significant separation between classes (p-value = 0.305).
Analysis of GLRLM computed from μCT
Similarly to the CBCT-GLRLM data, the observations in this set of matrices follow a periodic pattern by row (figure 8).
Based on the mean behaviors of each class, healthy observations seem to simply be larger on average across the board except in the last few rows. Figure 9 shows the results of DWD on this set of matrices. As expected from the summarization, large peak values at the beginning of each row are associated with healthy observations. Less apparent from the summarization is the association of peak width with damaged values, especially in lower rows of the matrix (figure 9). The separation jitter plot does not appear as striking as those from CBCT matrices, but according to a DiProPerm hypothesis test the achieved separation is significant with a p-value = 0.032.
DISCUSSION
In this paper we present novel statistical analysis methods to analyze data that falls within the realm of highdimension, low-sample-size classification. Our data samples consisted on probability-distribution matrices obtained from two well-known methods for texture analysis [4, 5] . The results presented build upon previous work of our team [3] , and present new and novel information based on this new data and methods. For a full comparison of the effectiveness of the summary matrices as compared to the extracted features, a table of the DiProPerm p-values of the separation between the two classes for each subset of data is given below. It appears that extracting features from the CBCT matrices loses some discriminatory information, but extracting features from the µCT matrices reduces or works around some apparent noise. In conclusion, these results compared with previous results obtained from the summary features indicate that probability-distribution matrices are an important piece of information provided by texture analysis methods that yields higher discrimination power than summary features and should not be ignored for analysis.
