Abstract: We present a framework for estimating states and parameters in systems that can be described by a detectable linear system perturbed by a nonlinear function of the states, exogenous signals, and a vector of unknown, constant parameters. The estimators designed in this framework consist of two interconnected modules: a parameter estimator that is constructed as though the states and the nonlinear perturbation were directly available for measurement; and an observer/perturbation estimator that estimates the states as well as the perturbation. The design methodology is based on satisfying an H ∞ condition, which leaves the designer with a wide range of options for carrying out the design. We discuss the use of LMI-based techniques in particular, and illustrate their application on a simulation example. We also discuss how the results of the paper can be applied to a more general class of cascaded nonlinear systems.
INTRODUCTION
A problem frequently encountered in model-based control and estimation is the presence of uncertain perturbations in the system equations. Such perturbations can be the result of external disturbances or internal plant changes, such as a configuration change, system fault, or changes in physical plant characteristics. The uncertainty associated with these perturbations can often be characterized in terms of a vector of unknown, constant parameters.
Unknown parameters are often dealt with by introducing parameter estimates that are updated online. For linearly parameterized systems there is a large body of work on adaptive control and estimation (see, e.g., Krstić, Kanellakopoulos, and Kokotović, 1995) . For systems that are nonlinearly parameterized, however, only a few specialized techniques have been developed. Ortega (1996) presented a simplified version of a result by Fomin, Fradkov, and Yakubovich (1981) , which applies to nonlinear parameterizations with a convexity property. Another method for convex or concave parameterizations was proposed by Annaswamy, Skantze, and Loh (1998) and extended to general nonlinear parameterizations by Loh, Annaswamy, and Skantze (1999) . The results of Bošković (1995 Bošković ( , 1998 and Zhang, Ge, Hang, and Chai (2000) focus on first-order systems with fractional parameterizations. Qu (2003) presented an approach for a class of higher-order systems with matrix fractional parameterizations, where an auxiliary estimate of the full perturbation to the system equations was used in the estimation of the unknown parameters. An approach for more general nonlinear parameterizations was presented by Qu, Hull, and Wang (2006) , using a control law based on a parameter estimate that is biased by an
The work of Håvard Fjaer Grip is supported by the Research Council of Norway. The work of Ali Saberi is partially supported by NAVY grants ONR KKK777SB001 and ONR KKK760SB0012. appropriately chosen vector function. Tyukin, Prokhorov, and van Leeuwen (2007) developed an adaptive design framework for monotonically parameterized perturbations based on the idea of virtual algorithms that are designed as though the time derivative of the measurements were available. Liu, Ortega, Su, and Chu (2011) have recently presented methods based on Immersion & Invariance.
The authors have previously presented a methodology for estimating unknown parameters in systems of the formẋ = f (t, x) + B(t, x)v(t, x) + φ, where φ = B(t, x)g(t, x, θ) is a perturbation parameterized by the vector θ (Grip, Johansen, and Imsland, 2008; Grip, Johansen, Imsland, and Kaasa, 2010) . This design methodology is based on the observation that, if the perturbation φ were directly available, then identifying θ would be a matter of inverting the nonlinear equation φ = B (t, x)g(t, x, θ) with respect to θ. The overall design is therefore modular, consisting of a parameter estimator and a perturbation estimator. The parameter estimator is designed as though φ were known, to dynamically invert the expression φ = B(t, x)g(t, x, θ) with respect to θ. The perturbation estimator is designed to produce an estimate of φ. The two modules are then connected, so that the parameter estimator uses the estimate of φ provided by the perturbation estimator instead of the actual perturbation. The parameter estimate is in turn fed back to the perturbation estimator.
The techniques cited above are all based on the assumption of full-state measurement. The authors have recently presented an extension of their previous work to the case of partial-state measurements, for systems that can be described as a linear system with a nonlinear perturbation Johansen, 2009, 2011) . This extension consists of replacing the perturbation estimator with a highgain observer for an extended system, which estimates both the states of the system and the perturbation. Although the extension greatly expands the class of systems that can be handled, there are some drawbacks to the way the high-gain observer is designed. Principal among these is the issue of complexity: the design is carried out by transforming the linear part of the system to a special coordinate basis (scb) (Sannuti and Saberi, 1987) ; assigning gains using a poleplacement technique; and then scaling the gains in certain directions to achieve stability. This process requires considerable effort from the designer, not least in understanding the structural properties displayed by the scb. In a subspace of the state space the gain is designed based only on the infinite zero structure of the system, which can be dramatically altered by infinitesimally small changes to the system matrices. This sensitivity can in some cases lead to poor conditioning that must be rectified through further effort by the designer. Finally, the design methodology implicitly assumes that a high-gain design is needed, and a minimum-phase condition is therefore imposed to ensure that high gain does not cause instability.
Contributions of This Paper
The goal of this paper is to present an alternative methodology for the case of partial-state measurements, which is conceptually simpler than the one presented by Grip et al. (2009) , and which rectifies some of the drawbacks mentioned above. In particular, we shall replace our previous highgain design with an observer/perturbation estimator. The observer/perturbation estimator serves the same purpose, and is implemented in the same way, as the high-gain observer. However, the gains can be chosen freely by the designer, as long as they ensure that the H ∞ norm of a particular transfer matrix is sufficiently small. Consequently, a wide range of H ∞ design techniques can be applied, including Riccati-based techniques, lmi-based techniques, and direct methods (see Saberi, Stoorvogel, and Sannuti, 2006) .
Preliminaries
For vectors z 1 , . . . , z n , we denote by col(z 1 , . . . , z n ) the column vector obtained by stacking the elements of z 1 , . . . , z n . The operator · denotes the Euclidean norm for vectors and the induced Euclidean norm for matrices. For a symmetric matrix P , the maximum and minimum eigenvalues are denoted by λ max (P ) and λ min (P ). For a set E ⊂ R n , we write
Throughout the paper, we assume that all signals and functions are sufficiently smooth to permit differentiation when necessary. When considering systems of the formż = F (t, z), we assume that all functions involved are sufficiently smooth to guarantee that F : R ≥0 × R n → R n is piecewise continuous in t and locally Lipschitz continuous in z, uniformly in t, on R ≥0 × R n . The solution of this system, initialized at time t = 0 with initial condition z(0) is denoted by z(t). We shall generally simplify the notation by omitting function arguments.
PROBLEM FORMULATION
We consider systems of the following type:
where x is the state; y is the output; φ is a perturbation to the system equations; and u is a time-varying input that is well-defined for all t ∈ R ≥0 and may include control inputs, reference signals, measured disturbances, or other known influences. For ease of notation, we introduce the vector ν := col(u, y) of known signals. The perturbation is given by the expression φ = g (ν, x, θ) , where g is a continuously differentiable function and θ ∈ R p is a vector of constant, unknown parameters.
We shall design an estimator for both the state x and the unknown parameter vector θ. The technicalities of this design are most easily overcome if the time derivativeu is welldefined and piecewise continuous, and x, u,u, and θ are known a priori to belong to compact sets. We shall therefore make this assumption throughout the paper. We note that this assumption also implies that ν andν belong to compact sets. In most estimation problems, the restriction of the variables to compact sets is reasonable, because the states and inputs are typically derived from physical quantities with natural bounds. When designing update laws for parameter estimates, we also assume that a parameter projection can be implemented as described by Krstić et al. (1995, App. E) , restricting the parameter estimates to a compact, convex set Θ ⊂ R p , defined slightly larger than the set of possible parameter values. Throughout the paper, we assume that θ is always initialized from Θ, that is,θ(0) ∈ Θ, and we shall make use of this assumption when constructing our proofs.
We denote by X ⊂ R n , V ⊂ R m+r , and V ⊂ R m+r the compact sets to which x, ν, andν belong, and by Φ the compact image of V × X × Θ under g.
For ease of notation, we define
which represents the time derivative of the perturbation φ.
Assumption 1. The pair (C, A) is detectable; and the triple (C, A, E)
is left-invertible with no invariant zeros at the origin.
Assumption 2. There exists a number β > 0 such that for all
Remark 1. In Assumption 2, we specify a Lipschitz-like condition on d, which is global in the sense that there are no bounds onx andφ. Although this condition may appear restrictive, we are free to redefine g(ν, x, θ) outside the compact set V × X × Θ without altering the accuracy of the system description (1). We may, for example, introduce a smooth saturation on x outside X, in which case the condition is satisfied if g(ν, x, θ) is sufficiently smooth.
PARAMETER ESTIMATOR
When designing the parameter estimator, we pretend that x and φ are available, so that an estimator of the forṁ θ = u θ (ν, x, φ,θ) ( 2) can be implemented. The function u θ is designed so that (2) dynamically inverts the expression φ = g(ν, x, θ) with respect to θ, causingθ to converge exponentially to θ. The formal requirement is given by the following assumption, which is stated in terms of the estimation errorθ = θ −θ.
In reality, x and φ are not available, and hence (2) is not implementable. Instead, the parameter estimator that we actually implement isθ
wherex andφ are estimates of x and φ provided by the observer/perturbation estimator to be presented in Section 4. Thus, the dynamics of the estimation error becomeṡ
As mentioned in Section 1, we assume that the parameter estimates are restricted by projection to a set Θ, encompassing all possible values of θ. This requirement is formally stated by the following assumption:
Assumption 4. The update law (6) ensures that ifθ(0) ∈ Θ, then for all t ≥ 0,θ(t) ∈ Θ.
Constructing the Parameter Estimator
Constructing the parameter estimator to satisfy the above assumptions constitutes the greatest challenge in applying our methodology. Grip et al. (2010) discussed this issue in detail, and provided a series of propositions with accompanying examples that showed how the parameter estimator may be constructed for certain types of nonlinearly parameterized perturbations. The same propositions were presented with slight modifications for the partial-state measurement case by Grip et al. (2009) . We repeat the propositions again in this section, but without proofs, examples, and some of the surrounding discussion.
The first two propositions apply to the case when the equality φ = g(ν, x, θ) can be explicitly inverted, either the whole time (Proposition 1), or just part of the time (Proposition 2). (ν, x, θ) . Then Assumptions 3 and 4 are satisfied with the update law u θ (ν,x,φ,θ 
where Γ is a symmetric, positive-definite gain matrix.
Proposition 2. Suppose that there exists a known function
l : V × R n × R k → [0, 1] such that t l
(ν(t), x(t), φ(t)) is piecewise continuous and that for all
Suppose furthermore that there exist T > 0 and σ > 0 such that for all t ∈ R ≥0 ,
Then Assumptions 3 and 4 are satisfied with the update law u θ (ν,x,φ,θ 
, where Γ is a symmetric, positive-definite gain matrix.
When it is not possible or desirable to solve the inversion problem explicitly, it is often possible to implement the parameter estimator as a numerical search for the solution.
Proposition 3. Suppose that there exist a positive-definite matrix P and a function M : V × R n × Θ → R p×k such that for all (ν, x) ∈ V × R n , and for all pairs θ 1 , θ 2 ∈ Θ,
Then Assumptions 3 and 4 are satisfied with the update law
Proposition 4. Suppose that there exist a function S : V × R n → S p+ such that each element of t S(ν(t), x(t))
is piecewise continuous, where S p+ is the cone of p ×p positivesemidefinite matrices; and a function M : V × R n × Θ → R p×k , both bounded for bounded x, such that for all (ν, x) ∈ V ×R n and for all pairs θ 1 , θ 2 ∈ Θ,
and a number
1/2 . Then Assumptions 3 and 4 are satisfied with the update law u θ (ν,x,φ,θ g(ν,x,θ) )), where Γ is a symmetric, positive-definite gain matrix.
In Section 5 we shall analyze the stability properties of the parameter estimator (6) together with the observer/perturbation estimator that will be introduced in the next section. To do so we shall need an additional assumption regarding u θ .
Assumption 5. The parameter update law u θ (ν,x,φ,θ) is Lipschitz continuous with respect to (x,φ), uniformly in
Remark 2. The Lipschitz condition in Assumption 5 is global in the sense thatx andφ are not presumed to be bounded, and it may therefore fail to hold in many cases. However, if a local version of the Lipschitz condition holds, then the update law is easily modified to satisfy Assumption 5 by introducing a saturation onx andφ outside the compact sets X and Φ. When checking Assumption 5, the projection in the update law may be disregarded, since the Lipschitz property is retained under projection (Grip et al., 2010 , App. A).
OBSERVER/PERTURBATION ESTIMATOR
The purpose of the observer/perturbation estimator is to estimate both the state x and the perturbation φ. To accomplish this we extend the system (1) by introducing φ as a state, and introduce an extended system vector χ
T . The dynamics of the extended system is given bẏ
We construct the following observer:
where K x ∈ R n×r and K φ ∈ R k×r are gain matrices. In (9),
we have made use of the parameter estimateθ, produced by the parameter estimation module, and its time derivativė θ = u θ (ν,x,φ,θ) . The variablesx andφ are estimates of x and φ, and they are gathered in a vectorχ
It is convenient to analyze the observer in terms ofχ, which constitutes a nonsingular transformation from the original observer states (x, z).
Taking the time derivative ofφ yieldsφ = d (ν,ν,x,θ,φ) + K φ (y − Cx). Defining the errorχ = χ −χ it is therefore easily verified that the error dynamics of the observer becomeṡ
T . In (10),d can be viewed as a nonlinear disturbance term, which must be suppressed in order to ensure stability. Considering the dynamics (10a), the transfer matrix from the input point ofd to the stateχ is given by
Our stability results in the next section will be presented in terms of an H ∞ condition on H(s).
STABILITY
Before stating our main stability result for the overall estimator, we give a preliminary result for the observer/perturbation estimator alone. The proof of this and the other formal results in this section are given in Appendix A.
Lemma 1.
There exists a γ > 0 such that, ifK is chosen such thatĀ −KC is Hurwitz and H(s) ∞ < γ, then (assuminĝ θ ∈ Θ) the error dynamics (10) is input-to-state stable with respect toθ.
Next, we state our main stability result for the combined parameter estimator and observer/perturbation estimator. Theorem 1. There exists a γ > 0 such that, ifK is chosen such thatĀ −KC is Hurwitz and H(s) ∞ < γ, then the error dynamics (10), (7) is exponentially stable with all initial conditions such thatθ(0) ∈ Θ contained in the region of attraction.
Theorem 1 specifies thatK must be chosen to satisfy certain conditions. The question of whether such aK exists is answered by the following theorem.
Theorem 2. There exists a γ * > 0 such that, for all γ > γ * ,K can be chosen such thatĀ −KC is Hurwitz and H(s) ∞ < γ. Moreover, if (C, A, E) is minimum-phase, then γ * = 0.
GAIN SYNTHESIS AND TUNING
Theorem 1 tells us that we can design our observer by ensuring thatĀ −KC is Hurwitz and that H(s) ∞ < γ, for some γ > 0. This condition may not be achievable in general; however, Theorem 2 shows that it is always achievable if the system satisfies an additional minimum-phase condition.
From the proof of Theorem 1, it is possible to compute an explicit numerical value of γ for use in constructing the gains. Such a computation is, however, likely to be conservative and lead to poor performance. It is therefore preferable in practice to tune the observer by starting with a large value of γ and decreasing it gradually until the desired stability and performance is achieved.
As a practical matter, ensuring thatĀ −KC is Hurwitz and that H(s) ∞ < γ can be achieved using several different H ∞ design methods; specifically, Riccati-based methods, direct methods, and lmi-based methods (see Saberi et al., 2006) .
The use of lmis is attractive, because it allows for easy incorporation of additional performance criteria in the design process. For a given γ, it follows from the bounded-real lemma (see, e.g., Saberi et al., 2006, Th. 11.45 ) that H(s) ∞ < γ is satisfied by choosingK = P −1 X, where X and P = P T > 0 are solutions of the lmi PĀ +Ā
Such a solution is far from unique-there are additional degrees of freedom in choosingK that can be used to improve performance. In particular, it was shown by Chilali and Gahinet (1996) that by including additional lmis based on a common Lyapunov matrix P , it is possible to constrain the closed-loop poles to some convex lmi region (assuming the region is feasible for the given H ∞ objective), or to incorporate additional H ∞ or H 2 minimization objectives.
Limiting the Observer Gain
Of particular concern in observer design is the effect of measurement noise, which is severely amplified if the observer gains are chosen too large. Using lmis, we can incorporate an additional objective to ensure that the gains are not chosen much larger than what is necessary to achieve H(s) ∞ < γ. Suppose that y is affected by additive noise n; that is, y = Cx+n. Equation (10a) then becomesχ = (Ā−KC)χ+Ēd−Kn. If we view this as a linear system with inputsd andñ, the transfer matrix from n toχ is G(s) := −(sI −Ā +KC) −1K . In the spirit of Chilali and Gahinet (1996) , we can minimize a bound on G(s) ∞ , while at the same time satisfying (11), by minimizing a value γ 2 n > 0 subject to the lmis (11) and
This lmi minimization problem can be solved using commonly available software (see Boyd, El Ghaoui, and Feron, 1994) .
Remark 3. Note that the overall dynamics (10) is nonlinear, and thus there is no well-defined transfer function from n to the estimation errorχ. Minimizing G(s) ∞ should therefore be viewed as a technique for limiting the magnitude ofK rather than a precise performance objective.
Remark 4. As in other H ∞ -based design problems, it is beneficial to pre-scale the input and output channels of the transfer function to the same order of magnitude. Details on this topic are beyond the scope of this paper, and we refer instead to other sources (e.g., Skogestad and Postlethwaite, 2005) .
SIMULATION EXAMPLE
In this section we revisit an example previously considered by Grip et al. (2009) , concerning a dc motor with friction modeled by the LuGre friction model. The model is borrowed from Canudas de Wit and Lischinsky (1997) . When this example was considered by Grip et al. (2009) , a problem was encountered due to a small parameter σ 1 that altered the infinite zero structure of the system and resulted in excessively high gains. To achieve stability with more moderate gains, the design was carried out based on a manually altered model with σ 1 = 0. The H ∞ -based methodology does not require such an alteration when the gains are synthesized using lmis.
The model is described by Jω = u − F , where ω is the measured angular velocity, u is the motor torque, F is the friction 2 ). The model is parameterized by σ 0 = 260.0 Nm/rad, σ 1 = 0.6 Nm s/rad, α 0 = 0.28 Nm, α 1 = 0.05 Nm, α 2 = 0.0176 Nm s/rad, and ω 0 = 0.01 rad/s. As in the previous paper , we shall assume that these parameters are known, except for the uncertain parameter θ := α 0 , which represents Coloumb friction. To indicate that ζ depends on the unknown parameter, we write ζ(ω, θ). We assume that θ is known a priori to belong to the range Θ := [0.05 Nm, 1 Nm]. Following the notation from previous sections, we write x = col(ω, η), y = ω, and ν = col(u, y). We furthermore define the perturbation φ = g(ν, x, θ) := σ 0 η|y|/ζ (ω, θ) . By extending the state space as described in Section 4, we obtain the system
We design the parameter estimator as before (Grip et al., 2009) , by noting that the equation φ = g(ν, x, θ) can be explicitly inverted with respect to θ when φ ≠ 0. Proposition 2 applies to such situations and yields the parameter estimatoṙ 2 ). The function l(ν,x,φ) is defined as l(ν,x,φ) = 0 when |φ| ≤ 0.9 and l(ν,x,φ) = 1 when |φ| ≥ 1, with a linear transition between 0 and 1 for 0.9 < |φ| < 1. We choose the gain Γ = 1.
To understand why this choice of parameter estimator makes sense, consider the error dynamics ofθ in the hypothetical situation thatx = x andφ = φ: θ = −Proj (l(ν, x, φ) 
θ).
It is easy to see thatθ is drawn exponentially toward the origin when l(ν, x, φ) > 0 (i.e., |φ| > 0.9), and that it remains constant otherwise. Thus, if |φ| > 0.9 occurs a certain portion of the time, then the conditions specified by Proposition 2 are satisfied.
Next, we design the observer/perturbation estimator according to (9). It is straightforward to confirm that the triple (C, A, E) corresponding to the model is left-invertible and minimum-phase. Thus, by Theorem 2, we know that we can make H(s) ∞ as small as is necessary to achieve stability.
We design the gains using the formulation described in Section 6, by minimizing γ 2 n > 0 subject to the lmis (11) and (12), for some sufficiently small choice of γ > 0. We find that γ = 0.5 yields stability and good performance, resulting in the gainK ≈ [−0.70, −1.13 · 10 
CONCLUDING REMARKS
The methodology presented in this paper is focused on the case where θ represents a vector of unknown, constant parameters. However, the methodology can be applied in a straightforward way to the case when θ is a state variable described byθ = f (ν, θ), provided an observer for θ of the form (6), satisfying Assumption 3, can be constructed. This observation effectively extends the results to a class of nonlinear cascaded systems.
