Introduction
Past climates provide useful examples of how the climate system has responded to changes in external forcing, such as orbitally-induced changes in incoming solar radiation, and internal feedbacks, such as changes in atmospheric CO 2 concentration ([CO 2 ]) or ice sheet extent ). Reconstructions of past climate states are now routinely used to evaluate the performance of the climate models that are used to project the trajectory of future climate changes (Harrison et al. (2014 (Harrison et al. ( , 2015 ; Kageyama et al. (2018) ; Schmidt et al. (2014) ). The Last Glacial Maximum (LGM, ca. 21,000 years ago) has been a major focus for these evaluations because the change in climate forcing was as large (albeit different in type) as the change expected by the end of the 21st century (Braconnot et al. (2012) ; Kageyama et al. (2018) ). These evaluations obviously depend on the availability of quantitative reconstructions of key climate variables and this has led to the creation of benchmark data sets documenting climate conditions over land (e.g. Bartlein et al. (2011) ) and ocean (e.g. MARGO Project Members et al. (2009) ).
Although there are many sources of data that can be used to reconstruct past climates, and indeed many approaches for doing so, they are all generated for individual sites. Geological preservation issues means that the number of sites available tends to decrease through time (Bradley (1999) ). Furthermore, the actual sampling of potential sites is non-uniform, so there are often large geographic gaps in the data coverage (Harrison, Bartlein, and Prentice (2016) ). The ideal situation for model evaluation would be -2-to have continuous climate fields. While gridding the data sets at a scale comparable to that of the climate models (see e.g. Bartlein et al. (2011) ) can improve the situation, this still does not solve the problem of significant gaps in data coverage.
Alternative approaches to generating spatially continuous palaeoclimate reconstructions have been developed that involve combining observations with model simulations of palaeoclimates. Goosse, Renssen, Timmermann, Bradley, and Mann (2006) , for example, used observations to select the most realistic from an ensemble of climate-model simulations iteratively. They ran a relatively large ensemble of simulations using a range of different climate forcings and/or model parametrisations to encompass uncertainties, and then selected the members of the ensemble that best matched the observations at each time step before running these simulations for longer to gain an new estimate of the climate. In this approach, the most realistic climate is taken to be the simulated climate(s) that best matched observations after multiple simulations. Although this approach provides continuous and self-consistent fields of climate variables, the reconstructions cannot deviate fundamentally from the model predictions and thus could still be influenced by systematic errors inherent in the model construction. Annan and Hargreaves (2013) also used an ensemble of model simulations, but in this case they used multiple models. The ultimate climate reconstruction was assumed to be a weighted average of those climate models, where the weighting was determined by the goodness-offit to the observations. They applied a global weighting to each model rather than allowing the goodness-of-fit to vary regionally. As a result, there are regions where the reconstructed palaeoclimate is far from the observations, producing a palaeoclimate reanalysis that is highly influenced by systematic errors in the models.
Variational data assimilation techniques provide a way of combining observations and model outputs to produce climate reconstructions that are not explicitly constrained to a given source (Nichols (2010) ). The 3D-Variational method finds the best linear unbiased estimate (BLUE) of the palaeoclimate given the site based reconstructions and a prior estimate. While this could lead to the generation of reconstructions with sharp changes in time and/or space, it is possible to incorporate additional assumptions about the error of the prior estimate (the difference between the true climate and the prior) to prevent this by smoothing the solution. The degree to which the reconstructed climate field is smoothed can be controlled by adjusting two length scales: a spatial length scale that determines how smooth the error in the prior is between different geograph-ical areas and a temporal length scale that determines how smooth it is through the seasonal cycle.
Here we apply this method to reconstruct six palaeoclimate variables across southern Europe at the LGM. The six climate variables are those provided in the Bartlein et al. (2011) dataset, namely mean annual temperature (MAT), mean temperature of the coldest month (MTCO), mean temperature of the warmest month (MTWA), growing degree days above a baseline of above 5
• C (GDD5), mean annual precipitation (MAP) and an index of plant-available moisture (the ratio of actual to equilibrium evapotranspiration or α in Bartlein et al. (2011) re-expressed as the ratio of MAP to equilibrium evapotranspiration or MI in our analyses). We use LGM climate simulations from the 3rd phase of the Palaeoclimate Modelling Intercomparison Project (PMIP3 : Braconnot et al. (2012) ) to create a prior. These simulations were forced by changes in incoming solar radiation, changes in land-sea geography and the size and extent of ice sheets, and a reduction in atmospheric CO 2 concentration (see Braconnot et al. (2012) for details of the modelling protocol). In addition to investigating methods to determine appropriate spatial and temporal length scales, we provide a way of calculating the error in the final reconstructions.
Data Assimilation with Spatial and Temporal Correlations in the Prior
In this section we describe the underlying method used in this paper. Section 2.1 describes the inverse problem solved by the method and the types of data used. Section 2.2 shows how we relate together the different variables involved by specifying correlations in our prior estimate of the system. Finally section 2.3 describes how the problem is preconditioned in order to reduce the computation cost.
The Inverse Problem
Our problem is to determine the palaeoclimate that existed from a particular set of site-based reconstructions. We label the reconstructions as the column vector y i ∈ R 6 for site i. For each reconstruction, y i , there are a total of 6 variables that may have been reconstructed, namely; α, MAP, MAT, MTCO, MTWA and GDD5. All these reconstructions together make the observations labelled y ∈ R 6N such that
where N is the number of reconstructions. The reconstruction technique gives the uncertainty for each reconstruction that we label as the column vector v y ∈ R 6N in the same order as y. Not all variables are reconstructed at every site, for these variables the uncertainty tends to infinity.
From these reconstructions we want to produce a gridded climate, the state vector, x ∈ R 13M where there are M grid cells. The j'th grid cell of the state is labelled
x j ∈ R 13 where
For each grid cell the method determines a set of 13 variables: the mean annual precipitation (P ) and the 12 average temperatures for each month, T where
where T m is the temperature at month m.
For a general function h that maps a gridded climate x to the site based observations we state the problem as trying to find an x such that
Solving equation ( It can be shown (Nichols (2010) ) that the BLUE of the solution of equation (3) with a prior estimate of the state is given as the analysis, x a , where
with the cost function J as
Here B is the covariance of the uncertainties in the background and R is the covariance of the uncertainties in the observations. We assume that there are no correlations in the errors of the observations so we set
The background error covariance matrix can be represented as the product of the uncertainties of the prior and the correlations between the variables in the prior. Hence we
where
the diagonal matrix formed of the standard deviations of the prior error and C is the background error correlation matrix.
Background Error Correlation
The true x is expected to be smooth between adjacent grid cells and also from month to month; this is also expected to be the case in the prior. It would be unusual, for example, to have very high temperature in March if the temperatures in February and April are very low. Hence the difference between the true state and the prior, the error in the prior, is also smooth. To achieve this we impose a structure to the background error correlation matrix, C, that weighs the cost function so that its minimum is smooth.
We assume there are two independent sets of correlations in the prior. The first correlation is spatially between the different grid cells. We also assume that the correlation between the grid cells is Gaussian about the distance between them so that for each cell i and j there is a correlation of
as described in Haben (2011) . Here θ(i, j) is the angle between the centre of grid cell i and j on a great circle of the Earth, the correlation length scale is L = L s and a = 6371km is the radius of the Earth. The correlation matrix between all grid cells, C Ls , is given as
The choice of L s is dependent on the datasets used in y and x b and so is specific to each problem. In section 3.2 a method of finding L s is shown for a particular experiment.
The second assumed correlation is between the error of the temperatures of the prior.
We assume that between each month the temperatures have a Gaussian correlation given by equation (8). Here θ(i, j) = mod 12 (|i − j|) between months i and j. The correlation length scale is L = L t and a = 6/π. L t again depends on the datasets given and is shown for a particular experiment in section 3.2. For each grid cell the correlation between the different climate variables is given by C Lt where
Note how {c Lt (i, j)} ij is offset by the first row and column due to the presence of the precipitation term which is uncorrelated to the temperature terms.
These two sets of correlations mean that all the variables in the error of the prior are correlated together. For instance the grid cells i and j are correlated by (C Ls ) ij and the temperatures in month l and k are correlated by (C Lt ) lk . This means that the temperatures in month l in grid cell i and month k in grid cell j are correlated by the product (C Ls ) ij (C Lt ) lk . Repeating this for every variable gives an overall correlation for the prior (C from equation (6)) as
where ⊗ is the Kronecker product of matrices.
The incorporation of Gaussian correlations reflects the variables that are being reconstructed. We expect the true climate to be smooth and so we expect their difference, the error in the background, also to be smooth. Hence we set the error in the background to be smooth both spatially in the case of C Ls and temporally in C Lt . The presence of the scales L s and L t allows the adjustment of the smoothing in both dimensions.
Preconditioning and the Condition Number
In determining the minimum of the cost function numerically we expect small errors in our input data due to the round-off of irrational numbers by computers. These errors can lead to increased computational cost and errors in the solution. Golub and Loan (1996) shows how the errors are proportional to the condition number of our problem which in this case is the condition number of the Hessian of our cost function. As in Golub and Loan (1996) we define the condition number κ of a symmetric positive def-inite matrix M to be
where λ max(M) and λ min(M) are the maximum and minimum eigenvalues of M. The Hessian of the cost function, S, is the second derivative (linearised) of the cost function, J.
Equation (11) shows how the condition number of S represents the disparity in scales of the problem. As the eigenvalues represent the sizes of the scales of S, their ratio represents the largest scale that will be encountered when inverting S. Since large scale differences create more numerical inaccuracy, a large condition number will increase the computational cost and lead to an inaccurate solution.
Haben, Lawless, and Nichols (2011) shows that the bounds on the condition number can be reduced by minimising the cost function around w instead of x where
where B 1 2 is the symmetric square root of the matrix B such that
Equation (12) transforms the inverse problem from equation (4) into finding
where J(w) is
We use the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method to find the state, w a , which has the minimum J, L-BFGS is a quasi-Newton method that maintains a limited memory version of an approximated Hessian as described in Liu and Nocedal (1989) . At each evaluation step we calculate the gradient of J as
where H x is the Jacobian of h evaluated at x. Once w a is found we use equation (12) to find x a , the solution.
The analysis error covariance matrix, A, shows the covariance of the analysis error. Since we are using the BLUE of the climate, A is the minimum possible for this problem. Nichols (2010) describes how to calculate A as
where the gain matrix K is
Experimental Design
We use our method to reconstruct the palaeoclimate of southern Europe during the Last Glacial Maximum (LGM). The LGM had a solar forcing similar to the present day but northern hemisphere ice sheets were more extensive, sea-level was lower and the area of the continents therefore larger, and the atmospheric CO 2 concentration was less than half of the concentration today. In this section we describe the choices of h, y and x b used to make this reconstruction and our choices for L t and L s , the correlation length scales.
Experiment Setup
We use pollen-based reconstructions of climatic variables from Bartlein et al. (2011) as our observations. Bartlein et al. (2011) gives means as anomalies from the modern climate as well as standard errors. We add the anomalies to the CRU CL v2.0 dataset (New, Lister, Hulme, and Makin (2002) ) to derive absolute climate reconstructions. In order to remove dimensional effects when making our reconstruction we non-dimensionalise
where N y is the number of days in a year, T s is a temperature scaling value (5 • C). The function D P is defined as
where I sc is the solar constant (1360.8W m −2 ) and λ is the latent heat of vaporisation of water (2.45M Jkg −1 ). D P ensures that the method never creates a situation where
We use the non-dimensionalised variables as our y and their non-dimensional standard errors, formed from the product of the standard errors and the derivative of equation (18) • grid) in order to produce absolute values for each model. For each variable in the set we take the mean and variance across the set of all models to produce a gridded map. In order to remove dimensional effects we non-dimensionalise this map of precipitations and monthly temperatures using
These non-dimensional variables form the prior x b and their non-dimensional uncertainties, formed from taking the product of the uncertainties and the derivative of equation
The observation function, h, links together the variables from both datasets. At each site, i, we define the observation function aŝ
The moisture index function µ is
as given by the Budyko curve with ω = 3 as described in Zhang et al. (2004) . The moisture index m is calculated as
where γ (0.067kP aK −1 ) is the psychrometer constant at sea level, l j is the length of month j in days and where ∂e s ∂T = 10.5485
is the differentiated Roche-Magnus formula from Allen, Pereira, Raes, and Smith (1998).
The function R(T k , S k ) is the daily net radiation at the vegetated surface defined in Davis et al. (2017) for the middle day in month k. The variable S k is the average sunshine fraction for month j which is taken from the PMIP3 average described above. We define
, the mean function to be mean(T) = 1 Ny 12 k l kTk and max(T) and min(T) to be the maximum and minimum temperature inT respectively. The full observation function, h, is formed by applyingĥ at each grid cell where there is an observation and defining
and so h will have the dimension 6N .
Determining L t and L s
The two correlation length scales, L t and L s , in C (section 2.2) determine the strength of the correlation in the errors of the prior. By varying the length scales we can vary how smooth the error of the prior is and hence how smooth the solution is. If the length scale is too large then the error will be over-smoothed and the solution will miss smaller scale features such as inter-annual temperature changes or spatially small features such as topography. A length scale too small will mean the solution will be too coarse and contain unrealistic jumps.
In order to determine a suitable value for L t we consider a single grid cell with a single simulated observation at 37.50
• and E33.73 We can further understand L t by seeing how information is changed by the method.
If we consider the hypothetical, true, conditioned solution to the inverse problem, w t , then by equation (3) we have that
when assuming the tangent linear hypothesis that
Further Nichols (2010) shows how
Hence we can consider the change from true solution to our computed one (w a ) as being given by
is the resolution matrix as described in Delahaies, Roulstone, and Nichols (2017) P T0 T1 T2 T3 T4 T5 T6 T7 T8 T9T10T11   State Variables   P  T0  T1  T2  T3  T4  T5  T6  T7  T8  T9  T10  T11   State Variables   P T0 T1 T2 T3 T4 T5 T6 T7 T8 T9T10T11   State Variables   P T0 T1 T2 T3 T4 T5 T6 T7 T8 are far away, whereas a low L s represents errors not being highly correlated even though they are close together. A large L s means that information from the reconstructions could be be propagated over a large distance. While this is useful in maximizing the use of a geographically sparse data set, it could be unrealistic if this propagation extends too far beyond the source area for the pollen on which the site reconstructions are based (which is generally, though not always, of the order of 20 − 100km around the site). In order to obtain a realistic solution whilst maximising the use of the data we choose L s such that the assumed average source area of the different sites does not overlap.
L s corresponds to the area that each observation impacts, so an increase in L s gives higher utilisation of observations. Haben et al. (2011) show that the condition number of the inverse problem is proportional to the distance between the reconstruction sites which, in this case, is proportional to L s . However, the condition number corresponds to the sensitivity of inverting the Hessian to inputs and so is inversely proportional to the computational accuracy of the problem, up to first order. Hence, it is important to check that a choice of large L s doesn't lead to a condition number for the problem that is too large to give an accurate result. to propagate information sufficiently far from the different reconstructions. As seen in Fig. 3 , L s = 400km still has a relatively low condition number and hence the solution will be relatively accurate.
Results
The solution using scaling values of L t = 1 and L a = 400 (Fig. 4) produces climates at 50 sites and surrounding grid cells that are close to the reconstructions, as expected, over much of the region. However, this is not the case for 3 sites in the northern part of the area considered. These discrepant cases occur either where there is significant disagreement between different reconstructions and/or disagreement between the reconstructions and the prior with at least one of the reconstructions having relatively low variance. This reconstruction is weighted highly in the cost function and the solution does not meet the other reconstructed variables or the prior. This creates a situation in which the best possible solution differs from both the reconstructions and prior. The plot of the difference between the solution and the prior, transformed by equation (21) at each grid cell and dimensionalised via equation (18), shows the climate is much drier in the western part of the area compared to the prior as seen by the MI and precipitation (Fig. 5) . MAT has increased in some regions but decreased in others; this suggests that the inclusion of C Ls is working as intended, since although there are varied changes in MAT, the changes occur in a spatially smooth way. Furthermore there has been an increase in temperature seasonality as MTCO has become colder at all sites and MTWA has become warmer at most sites. This, together with the changes to MAT and GDD5 suggests that C Lt is having the desired effect; as the changes to MTCO and MTWA are impacting the whole of the seasonal cycle of the climate and giving reasonable and smooth changes to both MAT and GDD5.
In general (Fig. 6 ) grid cells near reconstruction sites have less error, because the solution is using information from both the prior and the reconstructions, while grid cells further away from reconstruction sites have higher error by defaulting to the error in the prior. However, there are some areas near reconstruction sites with high errors in MTCO.
This reflects the fact that there need to be large changes in MTCO from the prior to match the observations, MTCO has a high median error overall and spatial changes in this error are low, and the solution implies that the reconstructions of MTCO are not consistent with reconstructions of other climate variables at the site. is almost certain that GDD5 is zero and so these areas have been left blank.
number can be used to identify an appropriate scale for interpolating the site-based data spatially, and that a scale of 400-500km appears to be appropriate for southern Europe at the LGM given the data currently available. This spatial scale is not uniformly appropriate, however. The standard deviation of the reconstructions (Fig. 6 ) provides a measure of how reliable the interpolation is. More importantly, the standard deviation of the reconstruction could be used to determine when the interpolated values provide a realistic measure of the actual climate and when they do not. Establishing an acceptable threshold value for reliability would be a useful step in the creation of the kind of palaeoclimate reanalysis we are proposing here.
Whilst the values of both scales, L s and L t , have been shown to be appropriate for the example shown in this paper, they are somewhat subjective. The spatial scale, L s , is chosen to give high utilisation of sparse observation data and is shown, by the condition number in Fig. 3 , not to lead to a numerically inaccurate solution. A value for L t is determined by plotting the resolution matrix for multiple L t , as shown in Fig. 2; however, this only provides a range of possible values. A more objective method for selecting L t could be developed by selecting the L t which gives the resolution matrix closest to the identity.
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Conclusions
In this paper we have demonstrated a new method for reconstructing spatially explicit palaeoclimate reconstructions from site-based data. The method allows the effects of each site in the dataset to be tuned by imposing a structure to the error of the prior (B) that creates reconstructions that are spatially smooth and hence more realistic. By assuming that the error in the prior with respect to temperature has a Gaussian correlation month by month, it also allows the generation of a solution that is temporally smooth.
We show that a length scale L t of 1 provides a smooth solution for the seasonal cycle, both using single sites and over multiple grid cells. Our analyses suggest that a spatial length scale (L s ) of 400km is reasonable for southern Europe at the LGM; although this is larger than the assumed source area of most of the reconstruction sites, it reflects the large-scale coherence of the regional climate change between LGM and present. Additional work could help to determine a more objective way to determine these length scales, but nevertheless the final climate maps appear plausible and suggest that the application of this new method should yield more robust data sets for climate-model evaluation. 
