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 a Abstand des Messobjekts zur Linse
A Fläche eines Kamerapixels
α Einfallswinkel des Lichtes
αin,αab Polwinkel in Kugelkoordinaten
αNA halber objektseitiger Öffnungswinkel
α⊥ Polwinkel bezüglich der Oberflächennormale
β Substitutionsvariable zur Berücksichtigung
der Filtersubstratdicke
C charakteristische Matrix des Schichtsystems
circ(.) Indikatorfunktion der Kreismenge
dB Durchmesser der optischen Blende
dG Gitterperiode des Beugungsgitters
dN ,i Schichtdicke der i -ten Schicht
di (h) Differenz einer Beobachtung vom Erwartungswert
im i -ten Kamerakanal
v
Symbolverzeichnis




η Substitutionsvariable zur kompakten
Interferenzfilterberechnung
ε−i j i , j -te Element der inversen Kovarianzmatrix Σ
−1
fi (λ) optische Filtertransmissionsfunktion
Fh◦ Fisher-Information
FWHM Halbwertsbreite (full width at half maximum)
gi Intensitätswert des i -ten Kamerakanals
gμ,i Intensitätserwartungswert des i -ten Kamerakanals





gμ erwarteter mittlerer Intensitätsvektor
GK,i Zufallsvariable bezüglich des i -ten Kamerakanals
GK Zufallsvariablenvektor der Kamera
GT transformierter intensitätsnormierter Zufallsvektor
γdiff Beugungswinkel
γin,γab Azimutwinkel in Kugelkoordinaten




h◦ Arbeitspunkt, bzw. eine Höhe imMessbereich




hmin untere Grenze des Messbereichs
hmax obere Grenze des Messbereichs
hPSF Amplitudenpunktverwaschungsfunktion










Ji Bessel-Funktion i-ter Ordnung und erster Art
JE Funktional zur Bewertung der Sensorempfindlichkeit
JBhat Funktional zur Bewertung mittels Bhattacharyya-Ungleichung
JBayes Funktional zur Bewertung im Bayesschen Sinne
JCR Funktional zur Bewertung mittels Cramér-Rao-Ungleichung
JU Funktional zur Bewertung der Messunsicherheit








κ Exponent der Bhattacharyya-Ungleichung
l geometrische Distanzvariable
l (λ) Spektrum der Lichtquelle
L(.) spektrale Strahldichte
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λ Diskretisierungschritt der Wellenlänge
m Anzahl der Diskretisierungsschritte imMessbereich
mG Beugungsordnung
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n Anzahl der multispektralen Kamerakanäle
Ni Brechungsindex der i -ten Schicht






PR(ξ,ζ) rotationssymmetrische defokussierte Blendenöffnungsfunktion




pi Parametervektor des i -ten Filters
φ Anteil von s-polarisiertem Licht








rmin minimale modellierte Reflektanz des Messobjekts
rBRDF bidirektionale Reflektanzverteilungsfunktion
RF Reflektanz eines Interferenzfilterschichtsystems
Ri Integrationsgebiet
Rn n dimensionale Roatationsmatrix
ρ rotationssymmetrische Koordinate bezüglich der Apertur





σa Standardabweichung des Ausleserauschens
σd Standardabweichung des Dunkelrauschens
σg Standardabweichung des Intensitätsrauschens
σq Standardabweichung des Quantisierungsrauschens




t normierte optische Koordinaten in x-Richtung
T Integrationszeit der Kamera
TF Transmission eines Interferenzfilterschichtsystems
θ Verkippungswinkel des konfokalen Theta-Mikroskops
θi Rotationswinkel
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u(.) Nutzenfunktion im Bayesschen Kontext
V optische Vergrößerung
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CCT chromatic confocal triangulation
circ Indikatorfunktion der Kreismenge
CR Cramér-Rao-Ungleichung
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Die Qualitätsprüfung technischer Oberflächen erfährt gegenwärtig einen
Wandel. Aufgabenstellungen, für die klassischer Weise ein taktiles Profilome-
ter eingesetzt wurden, werden vermehrt durch flächenhafte 3D-Messtechnik
gelöst. Dieser Trend profitiert dabei von einem gesteigerten Informationsge-
halt. Gilt es beispielsweise das Rückhaltevermögen für Öl von Zylinderlaufflä-
chen zu prüfen, ist unter anderem von Interesse, ob die einzelnen Reservoirs
miteinander verbunden sind. Nur eine flächige Prüfung kann diese funktio-
nalen Eigenschaften ermitteln. Ausdruck dieser Veränderung ist die aktuell
entstehende Normreihe DIN EN ISO 25178 [Din11].
Die Entwicklung hat auch eine Kehrseite, die auf das gestiegene Datenauf-
kommen zurückzuführen ist. Das flächige Abtasten einer Oberfläche erfor-
dert viele Messpunkte, insbesondere wenn kleine Details auf großen Flächen
geprüft werdenmüssen. Verglichenmit den heute verfügbarenMessverfah-
ren sind lange Prüfzeiten die Folge. Als Konsequenz erlaubt der Stand der




Abbildung 1.1: Strahlengang eines CCT-Sensors mit seinen charakteristischen separa-
ten Optiken für Beleuchtungs- und Abbildungsstrahlengang
prinzip des chromatisch konfokalen Triangulationssensors (CCT1-Sensor)
basiert auf einer Kodierung des Objektabstandes durch die Wellenlängen
von annähernd monochromatischem Licht. Zur Messung der Objekthöhe
muss die fokussierte Wellenlänge bestimmt werden, welche mittels einer
multispektralen Kamera geschätzt wird. Diese ist durch die spektralen Emp-
findlichkeiten der einzelnen Kamerakanäle charakterisiert und deren Op-
timierung bildet den Hauptteil dieser Arbeit.
Das optische Messprinzip des neuartigen CCT-Sensors wurde speziell für
Hochgeschwindigkeitsmessungen entwickelt. Die Optik kann als konfokales
Theta-Mikroskop beschrieben werden, welches um das chromatische Mess-
prinzip erweitert wurde. Ein solches Mikroskop ist dadurch gekennzeichnet,
dass Beleuchtungs- und Abbildungsstrahlengang durch zwei separate und
gegeneinander geneigte Optiken realisiert werden. Durch die zusätzliche
chromatische Aufspaltung des Lichts können die zumessenden Objekthöhen
durch unterschiedliche Wellenlängen kodiert werden. Der Vorteil dieses opti-
schen Aufbaus liegt in einer geringen Halbwertsbreite des spektralen Signals.
Gegenüber chromatischen Sensoren, die gemäß des Stands der Forschung
aufgebaut sind, wird dadurch eine gesteigerte Messempfindlichkeit erzielt.
1 CCT steht für chromatic confocal triangulation. Der Name wurde in Anlehnung an den
chromatischen Triangulationssensor der Offenlegungsschrift [Kör04b] gewählt.
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Diese Arbeit befasst sich mit einem optischen 3D-Sensor, der das techni-
sche Problem der zu langsamenMessgeschwindigkeit adressiert. Das Mess-
Der Hauptbeitrag dieser Arbeit behandelt die Optimierung einer multispek-
tralen Kamera. Auf Basis der Schätztheorie wird dazu im ersten Schritt die
Messunsicherheit des gesamten CCT-Sensors quantifiziert und anschlie-
ßend optimiert. Als Freiheitsgrade werden dabei die Schichtdicken von Inter-
ferenzfiltern angepasst und dadurch die Transmission der Filter eingestellt.
Dieses Vorgehen ist in der Literatur unter dem englischen Begriff Experi-
mental Design bekannt. Die dort vorgeschlagenen Ansätze zur Quantisie-
rung der Messunsicherheit sind jedoch unzureichend. Analytische Ansätze
können nicht angewendet werden, da ein nichtlineares Sensormodell vor-
liegt. Numerische Lösungen für beispielsweise das Bayesian Experimental
Design haben einen sehr hohen Rechenaufwand zur Folge, welcher die prak-
tische Anwendbarkeit erschwert. In dieser Arbeit wird als Alternative eine
approximative Lösung des Bayesschen Ansatzes vorgestellt, welche sehr ef-
fizient ausgewertet werden kann.
Die Idee, chromatische Abstandssensoren durch den Einsatz einer multispek-
tralen Kamera zu beschleunigen, wurde bereits mehrfach veröffentlicht.
Die vorgeschlagenen spektralen Empfindlichkeiten der Kamerakanäle
entsprechen denen von RGB-Filtern oder vergleichbaren Filtersätzen. Pro-
blematisch ist bei diesem Ansatz die damit einhergehende hohe Messun-
sicherheit bei der Schätzung der Wellenlänge. Durch die optimierten Interfe-
renzfilter des CCT-Sensors kann diese reduziert werden. Des Weiteren kann
diese geringere Messunsicherheit über einen deutlich größeren spektralen
Bereich realisiert werden. Dadurch lassen sich CCT-Sensoren mit vergleichs-
weise großem Messbereich aufbauen.
Auf der anderen Seite existieren auch chromatische Sensoren, die zur Schät-
zung der Wellenlänge ein Spektrometer verwenden. Dieser Ansatz ermög-
licht im Vergleich noch geringere Messunsicherheiten, kann aber nicht das
ursprüngliche technische Problem einer flächigen Hochgeschwindigkeits-
messung lösen. Typischerweise beinhaltet dieser Ansatz tausend Pixel pro
Messpunkt, wodurch die Messgeschwindigkeit durch den Transfer dieser
Daten limitiert ist.
Die beschriebene Methodik wurde genutzt, um einen CCT-Sensor mit einer
sechskanaligen multispektralen Kamera aufzubauen. Die experimentellen
Ergebnisse bestätigen die geringereMessunsicherheit imVergleich zumStand
der Forschung. Das Potenzial dieses Messprinzips liegt in der Kombination




Aktuelle Umfragen unter Experten ergeben, dass eine industrielle Revolution
erwartet wird [Kag13]. Unter dem Schlagwort »Industrie 4.0« wird eine hoch
automatisierte, selbstorganisierende Massenproduktion für individuelle
Produkte angekündigt. Dieses Szenario stellt auch die zukünftige Qualitäts-
kontrolle vor enorme Herausforderungen. Da individuelle Produkte geprüft
werdenmüssen, ist die Aussagekraft einer stichprobenhaften Qualitätskon-
trolle begrenzt. Des Weiteren entfällt die Möglichkeit für einen häufig auf
tre
-
tenden Defekttyp spezialisiertes Messequipment zu entwickeln, da die
Produktionsstraße von morgen vom Produkt entkoppelt ist. Durch das gerin-
gere Vorwissen über Defekttypen wird die Qualitätssicherungsaufgabe auf-
wendiger. Benötigt wird eine schnelle und flexibel einsetzbare Messtechnik.
Das chromatisch konfokale Messprinzip des CCT-Sensors hat das Potenzial





Der chromatisch konfokale Punktsensor hat wesentlich dazu beigetragen,
dass optische Sensoren in die taktile Koordinatenmesstechnik Einzug halten
[Din11]. Das chromatische Prinzip ermöglicht dabei einen vertikalen Mess-
bereich, wodurch das ansonsten notwendige mechanische Antasten entfällt.
Stattdessen wird das reflektierte Licht mit einem Spektrometer analysiert
und mittels Signalverarbeitung die Wellenlänge mit maximaler Intensität
bestimmt. Über dieses Zwischenergebnis kann auf den Abstand zwischen
Sensor undMessobjekt zurückgeschlossen werden. Die eingesetzten Spek-
trometer beinhalten eine Zeilenkamera mit 500 – 1000 Pixel, welche sehr
schnell im kHz-Bereich ausgelesen werden kann. Die Messgeschwindigkeit
wird weniger durch die Auslesegeschwindigkeit der Kamera limitiert, son-
dern entweder durch die begrenzte Intensität der Lichtquelle oder durch die
Geschwindigkeit der mechanischen Positionierungen des Sensors.
Diese Situation ändert sich, wenn anstatt eines Punktsensors ein chroma-
tisch konfokaler Zeilensensor aufgebaut wird. Dabei muss wieder für jeden
Messpunkt ein Spektrometer technisch realisiert werden, was typischerweise
durch eine hyperspektrale Kamera gelöst wird [Rup04b]. Die Spektren der
einzelnenMesspunkte werden dabei auf einem Flächenchip nebeneinander












Abbildung 2.1: Chromatisch konfokaler Punktsensor mit Spektrometer (a) und die in
dieser Arbeit behandelte Alternative einermultispektralenKamera (b). Die dargestellte
wellenlängenabhängige Fokussierung wird durch ein diffractive optical element (DOE)
realisiert [Rup04b, Hil12].
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zahl im einstelligen kHz-Bereich. Folglich sind chromatische Zeilensensoren
in ihrer Messgeschwindigkeit durch die Auslesegeschwindigkeit der bein-
halteten Flächenkamera limitiert.
Durch den alternativen Einsatz einer multispektralen Kamera, welche mit
wenigen Kamerapixeln pro Messpunkt auskommt, kann dieses technische
Problem überwunden werden. Zusätzlich kann ausgenutzt werden, dass
beim Spektrometeransatz der Großteil der erhobenen Daten keine Informa-
tion über die Messgröße enthält. Wird beispielsweise das in Abbildung 2.1
visualisierte Lichtspektrum abgetastet, dann sind zur Schätzung des Maxi-
mums nur die Intensitätswerte des rot dargestellten Konfokalpeaks relevant
[Vdi10]. Somit werden auch beim Spektrometeransatz nur wenige Kame-
rakanäle für die Schätzung der Wellenlänge verwendet. Prinzipiell hat der
2.1 Motivation
keit zu beschleunigen und zum Spektrometeransatz vergleichbare Messun-
sicherheiten zu realisieren.
Das Problem der Messgeschwindigkeit wird deutlich, wenn der Stand der
Technik für kommerziell erhältliche chromatisch konfokale 3D-Sensoren
betrachtet wird. Aus Tabelle 2.1 geht hervor, dass die Zeilenraten von Zei-
lensensoren gegenüber Punktsensoren deutlich geringer sind. Sowohl der
chromatische Punktsensor als auch der CCT-Sensor beinhalten eine Zei-
lenkamera, weswegen beide ein vergleichbares Geschwindigkeitspotenzial
aufweisen. Der Vorgriff auf die Ergebnisse dieser Arbeit zeigt, dass auch die
vorhergesagten Messunsicherheiten des CCT-Sensors in der gleichen Grö-
ßenordnung liegen. Diese Einordnung soll die messtechnische Relevanz des
in dieser Arbeit untersuchten CCT-Sensors aufzeigen.








70 kHz 1 28 nm 3 mm
Chromatisch konfokale Zeilensensoren
STIL™, MPLS-180-Wavy 1,8 kHz 180 2,5 µm 2 mm
PRECITEC™, CLS1 2 kHz 192 0,6 µm 0,95 mm
FocalSpec™, SQM 1200 0,2 kHz 1000 1 µm 6 mm
CCT-Sensoren (als Experiment aufgebaut)
RGB-Filter 13 kHz 4096 4 µm –
90 µm
20 mm
6 Interferenzfilter 10 Hz 500 0,5 µm –
3,9 µm
20 mm
Potenzial des CCT-Sensors (Angaben auf Basis verfügbarer Hardware)
4 Interferenzfilter 100 kHz 2300 0,18 µm –
0,58 µm
2 mm
Tabelle 2.1: Vergleich des CCT-Messprinzips mit kommerziellen Produkten.
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Ansatz mittels multispektraler Kamera das Potenzial die Messgeschwindig-
2 Einleitung
2.2 Ziele
In dieser Arbeit wird ein Messprinzip untersucht, das in Zukunft zur Steige-
rung der Messgeschwindigkeit von chromatisch konfokalen Zeilensensoren
beitragen könnte. Der Einsatz einer multispektralen Kamera zur Schätzung
der Wellenlänge ermöglicht implizit hohe Messgeschwindigkeiten. Damit
sich dieser Ansatz für messtechnische Aufgaben eignet, soll als zentrale Auf-
gabe die Messunsicherheit des Gesamtsystems reduziert werden.
Daraus folgt als Ziel der Arbeit die Optimierung einermultispektralen Kamera
zur Schätzung der Wellenlänge von annäherndmonochromatischem Licht.
Eine multispektrale Kamera besteht aus mehreren Kanälen, welche jeweils ei-
ne einzigartige spektrale Empfindlichkeit besitzen. Diese wird durch optische
Filter eingestellt, wozu in dieser Arbeit Interferenzfilter zum Einsatz kommen.
Da es sich beim CCT-Sensor um ein neuartiges Sensorprinzip handelt, soll
auch die grundsätzliche Machbarkeit gezeigt werden [Tap11]. Durch eine
experimentelle Umsetzung ist auch eine quantitative Einordnung in den
Stand der Forschung möglich.
Die Arbeit erhebt nicht den Anspruch, eine optimale multispektrale Kamera
zu finden. Dadurch wird das Problem ausgeklammert, dass die Ergebnisse
der Optimierungsrechnungen nur lokale Minima beschreiben. Des Weite-
ren werden für die Sensoroptimierung nur Aspekte betrachtet, die einen
signifikanten Einfluss auf die Filteroptimierung haben. Insbesondere ist die
messtechnische Optimierung der Sensoroptik nicht Bestandteil dieser Arbeit.
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2.3 Beiträge
2.3 Eigene Beiträge zum Stand der Forschung
Die Hauptbeiträge dieser Arbeit liegen in der Optimierung von optischen Fil-
tern für chromatische Sensoren. Durch die erarbeiteten Ansätze konnten Fort-
schritte auf dem Gebiet der chromatisch konfokalen 3D-Messtechnik erzielt
werden. Eine Übersicht aller Veröffentlichungen ist auf Seite 143 zu finden.
Wesentliche Beiträge zur Optimierung einer multispektralen Kamera sind:
• die Optimierung von Interferenzfiltern mit einer Kostenfunktion, die
die Messunsicherheit des Gesamtsystems bewertet [Tap13b],
• eine approximative Lösung des Bayesian Experimental Design welche
effizient ausgewertet werden kann [Tap14b, Tap14a],
• die Generalisierung für multispektrale Kameras, die eine beliebige
Anzahl von Kamerakanälen beinhalten können [Tap13b],
• ein Ansatz zur Berücksichtigung von Fertigungstoleranzen der Interfe-
renzfilterfertigung während der Optimierung [Tap13c].
Beiträge für die chromatisch konfokale 3D-Messtechnik sind
• ein neuartiges Messprinzip mit vergleichsweise geringer Messunsicher-
heit und gleichzeitig hoher Messgeschwindigkeit [Tap12b],
• eine optimale Signalverarbeitung auf Basis der Schätztheorie [Tap13b],
• eine algorithmische Reduzierung des Datenaufkommens durch eine
generalisierte Intensitätsnormierung [Tap12c].
Für Evaluationszwecke wurde des Weiteren als Experimente:
• ein CCT-Sensor mit Hochgeschwindigkeits
RGB-Kamera aufgebaut [Tap12b].
• ein CCT-Sensor mit optimierter multispektraler Kamera mit sechs
Kanälen realisiert [Tap13b].




Diese Arbeit beginnt mit einem Überblick über den Stand der Technik. Dort
wird auf die optischen Aspekte des CCT-Sensors, auf die Anwendung mul-
tispektraler Kameras und auf Optimierungsaspekte eingegangen.
In Kapitel 4 wird der CCT-Sensor physikalischmodelliert. Zuerst wird dazu ein
Optikmodell entwickelt, indem die Eigenschaft einer beugungsbegrenzten
Abbildung betrachtet wird. Anschließend wird die multispektrale Kamera
beschrieben, wobei auch das Rauschverhalten berücksichtigt wird.
Im anschließenden Kapitel 5 wird die Signalverarbeitung auf Basis der Schätz-
theorie behandelt. Zusätzlich wird eine Intensitätsnormierung vorgestellt,
welche zur Datenreduktion genutzt werden kann.
In Kapitel 6 werden drei Ansätze zur Sensoroptimierung vorgestellt. Der erste
Ansatz basiert auf der Cramér-Rao-Ungleichung. Als zweiter Ansatz wird das
Bayesian Experimental Design betrachtet und für dieses abschließend eine ap-
proximative Lösung entwickelt, welche auf der Bhattacharyya-Ungleichung
basiert.
Kapitel 7 fasst experimentelle und Simulationsergebnisse zusammen und
stellt einen quantitativen Bezug zum Stand der Forschung und Technik her.






Das konfokale Abbildungsprinzip geht zurück auf ein Patent von Marvin
Minsky [Min57]. Für ein optisches System, bestehend aus Beleuchtungs- und
Abbildungsoptik, werden als wesentliche Idee zwei Punktblenden eingeführt.
Zusätzlich ist erforderlich, dass sich die so realisierte Punktlichtquelle und
der Punktdetektor im Objektraum einen gemeinsamen Brennpunkt teilen.
Dieses konfokale optische Gesamtsystem ermöglicht nur punktuelle Mes
sun
-
gen, weist aber gegenüber einem optischen System ohne zweifache
Punktblende eine verbesserte Abbildungsleistung auf. Zum einen kann das
Licht lateral kompakter fokussiert werden, sodass kleinere Objektstrukturen
abgebildet werden können [Wil90a]. Zum anderen führt eine Defokussie-
rung zu einem schnellen Intensitätsabfall. Diese Eigenschaft ermöglicht eine
optische 3D-Messung, wobei der Abstand zwischen Objektoberfläche und
Optikmitmaximaler Intensität ermittelt wird [Lea11]. Dabei profitiert das 3D-
Messprinzip besonders von hohen numerischen Aperturen, weswegen typi-
scherweise mikroskopartige Realisierungen vorzufinden sind [Wil84, Bey12].
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3.1.1 Konfokale 3D-Hochgeschwindigkeitsmessung
Eine häufig anzutreffende Aufgabenstellung der optischen 3D-Messtechnik
ist die flächige Erfassung einer Oberflächentopographie. Die vielleicht ein-
fachste technische Realisierung besteht aus einem konfokalen Punktsensor
und einer mechanischen Verfahreinheit zummäanderförmigen Abrastern
der Oberfläche [Lea11]. Das konfokale 3D-Messverfahren erfordert an
jedem lateralen Messpunkt zusätzlich eine vertikale Scanbewegung zur
Ermittlung des Abstands maximaler Intensität. Dieses Vorgehen korrespon-
diert mit einer vergleichsweise langen Prüfzeit und ist daher nicht für Hochge-
schwindigkeitsmessungen geeignet. Zur Steigerung der Messgeschwindigkeit
können drei wesentliche Ideen unterschieden werden:
• Schnelle Aktorik zur Realisierung der Scanbewegungen
• Parallelisierung durch gleichzeitige Messung anmehreren Orten
• Ersetzen der Punktlichtquelle durch eine zeilenartige Beleuchtung
Schnelle Aktoren zur flächigen Abtastung einer Oberflächentopographie
können auf unterschiedliche Weise realisiert werden. Z.B. kann die Scanbe-
wegung durchMikrospiegel oder ein Mikrodisplay umgesetzt werden, wenn
nur ein Oberflächenausschnitt der Größe des Sichtfelds des Objektivs be-
trachtet wird [Lea11]. Die ansteuerbaren Pixel (bzw. Mikrospiegel) fungieren
dabei als Punktblenden, welche schnell umgeschaltet werden können. Eine
ähnliche Idee verfolgt auch der Ansatz der sogenannten Nipkow-Scheibe
[Tiz00, Lea11]. Auf dieser rotierenden Scheibe sind spiralförmig Punktblen-
den angeordnet, sodass während einer Rotation jeder Punkt der Oberfläche
gemessen wird. Auch für die vertikale Achse sind optimierte Aktorkonzep-
te bekannt. Mittels einer schwingenden Stimmgabel kann eine periodische
Veränderung des optischen Wegs erreicht werden, wozu ein Prisma oder ein
Spiegel an der Stimmgabel angebracht ist [Kör04, Liu10]. Anstatt den Weg
direkt zu beeinflussen, kann auch ein adaptiver optischer Spiegel eingesetzt
werden, dessen Brennweite kontrolliert angepasst werden kann [Yas03].
Eine weitere Steigerung der Messgeschwindigkeit kann erreicht werden,
wenn an unterschiedlichen Orten parallel gemessen wird. Benachbarte kon-
fokale Punktsensoren können gleichzeitig messen, solange diese nicht zu
nah nebeneinander angeordnet sind [Paw06, S. 448]. Von dieser Möglichkeit
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wird beim Ansatz der Nipkow-Scheibe Gebrauch gemacht, indemmehrere
Punktblenden spiralförmig angeordnet sind [Tan02]. Eine Umsetzung mit be-
sonderer technischer Relevanz bildet die Gruppe der chromatisch konfokalen
Sensoren. Diese fokussieren unterschiedliche Wellenlängen auf unterschied-
liche Abstände [Mol84, Dob97, Rup04a, Shi06, Gar08, Chu09]. Das Spektrum
des reflektierten Lichts zeigt ein charakteristisches Maximum für die Wellen-
länge, die gerade auf der Objektoberfläche fokussiert ist. Die Notwendigkeit
einer axialen Scanbewegung entfällt hierbei. Stattdessen wird mit einem
Spektrometer die fokussierte Wellenlänge ermittelt. Neben einer axialen Auf-
spaltung kann das chromatische Prinzip auch für eine laterale Aufspaltung
genutzt werden. In diesemFall werden lateral benachbarteMesspunkte durch
unterschiedlicheWellenlängen realisiert [Gro11, Pit03]. Möglich ist auch eine
Kombination aus lateraler und axialer Aufspaltung des Lichts [Hil13].
Der dritte prinzipielle Ansatz zur konstruktiven Steigerung derMessgeschwin-
digkeit ersetzt die Punktlichtquelle eines konfokalen Mikroskops durch ei-
ne zeilenartige Beleuchtung. Gleichzeitig wird der Punktdetektor auf der
Abbildungsseite als Zeilenkamera ausgeführt, indemmehrere Punktdetek-
toren nebeneinander angeordnet werden. Streng genommen handelt es
sich auf Grund der Spaltblende nicht mehr um ein konfokales Messystem.
Z.B. reduziert sich die laterale Auflösung parallel zur Zeilenbeleuchtung
auf die eines konventionellen Hellfeldmikroskops [Wil90a]. Die Möglichkeit
zur 3D-Messung bleibt jedoch erhalten und somit können in einer Zeile
parallel Messungen durchgeführt werden [Wol06, Wan13]. Das chromati-
sche Prinzip kann mit der linienhaften Beleuchtung kombiniert werden
[Lin98, Kör04b, Kör04, CS03, Tap12b].
Neben diesen konstruktiven Ansätzen kann die Messzeit auch durch Hochge-
schwindigkeitskameras [Rup08] und intensive Lichtquellen verkürzt werden
[Shi04].
3.1.2 Chromatisch konfokales Messprinzip
Der CCT-Sensor ist der Gruppe der chromatisch konfokalen Sensoren zu-
zuordnen, weswegen der Stand der Forschung dieser Sensoren gesondert
betrachtet wird. Chromatisch konfokale Sensoren fokussieren unterschied-
liche Wellenlängen in unterschiedlichen Abständen zum Objektiv. Das Spek-
trum des reflektierten Lichts zeigt ein charakteristisches Maximum für die
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Wellenlänge, die gegenwärtig auf der Oberfläche fokussiert ist [Lea11]. Mit
einem Spektrometer kann das Lichtspektrum abgetastet und das Maximum
bestimmt werden. Die VDI/VDE Richtlinie 2655 [Vdi10] schlägt dazu folgen-
de Auswerteverfahren vor: Maximumermittlung, Schwerpunktbildung und
Anpassen einer Parabel oder Gauß-Funktion an den Konfokalpeak [Luo12].
Entsprechende chromatische Punktsensoren werden amMarkt angeboten.
Alternativ zum Spektrometer kann die fokussierte Wellenlänge auch mit
wenigen optischen Filtern bestimmt werden. Dazu wird die Intensität des
reflektierten, fast monochromatischen Lichts durch mehrere Kamerapixel
mit unterschiedlicher spektraler Empfindlichkeit gemessen. Eine einfache
technische Umsetzung setzt dazu eine handelsübliche RGB-Kamera ein
[Kör04b, Rup04b, Rup08, Tap12b]. Jede Wellenlänge korrespondiert dann
mit einem demMenschen nachempfundenen Farbeindruck. Die Signalverar-
beitung besteht in diesem Fall darin, den gemessenen drei Farbwerten
eine zuvor kalibrierte Objekthöhe zuzuordnen. Dabei wird eine Aufteilung
in Farbintensität und Chromatizität vorgenommen, wobei die Chromati
zität invariant gegenüber Intensitätsschwankungen ist [Tiz94, Tiz00].
Werden RGB-artige Filter gewählt, besitzt das Messverfahren, verglichen mit
dem Spektrometeransatz, eine hoheMessunsicherheit. Als Alternative kön-
nen auch Filter mit linear zunehmender spektraler Transmission verwendet
werden [Ker10, Kim13]. Dadurchwird eine gleichbleibendeMessunsicherheit
über den gesamtenMessbereich erzielt. Verglichen mit einem RGB-Filteran-
satz ist jedoch eine gesteigerte Messunsicherheit zu erwarten.
3.1.3 Konfokales Theta-Mikroskop
Unter dem Begriff der konfokalen Mikroskopie werden unterschiedliche
technische Realisierungen zusammengefasst. Typischerweise realisiert ein
konfokales Mikroskop einen koaxialen Strahlengang, bei dem Beleuchtungs-
und Abbildungsstrahlengang dasselbe Objektiv passieren. Das Teilgebiet
der konfokalen Theta-Mikroskopie verwendet separate Objektive, die je-
weils um einen Winkel θ aus der Vertikalen verkippt sind. Wird die Optik
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Der Vorteil eines geteilten konfokalen Aufbaus liegt in einem verbesserten
axialen Auflösungsvermögen [Web99a, Web99b, Wan03]. Der Effekt basiert
auf dem unterschiedlichen lateralen und axialen Auflösungsvermögen eines
klassischen konfokalen Mikroskops [Mul02]. Besonders bei kleinen nume-
rischen Aperturen ist das laterale Auflösungsvermögen deutlich höher als
das axiale Auflösungsvermögen. Durch die Verkippung wird erreicht, dass
sich das resultierende axiale Auflösungsvermögen aus dem ursprünglichen
lateralen und axialen Auflösungsvermögen zusammensetzt [Liu06, Kin04].
Auf diese Weise kann eine deutliche Steigerung der axialen Auflösung er-
reicht werden [Ste95, Liu08, Che13].
Der positive Effekt einer Verkippung wird maximal genutzt, wenn beide Ob-
jektive orthogonal zueinander angeordnet werden [Ste94, Lin96]. Aktuelle
Veröffentlichungen behandeln technische Realisierungenmit einer zeilenar-
tigen Beleuchtung, mit dem Ziel, mehrere Messungen gleichzeitig zu reali-
sieren [Sim07, Dwy07, Wan13]. Dieser nicht mehr streng konfokale Aufbau
hat große Ähnlichkeit zur sogenannten Lichtschnitt Mikroskopie, welche
erstmals im Jahre 1903 veröffentlicht wurde [San11].
3.2 Messverfahren mit
problemspezifischen Filtern
Unter dem Sammelbergriff der chromatischen Sensoren werdenMessprin-
zipien zusammengefasst, die die interessierende Messgröße mit Hilfe ei-
ner multispektralen Kamera bestimmen. Eine multispektrale Kamera ist
dadurch gekennzeichnet, dass mehrere Kamerapixel mit unterschiedlicher
spektraler Empfindlichkeit zum Einsatz kommen. Als prominentester Ver-
treter stellt eine RGB-Kamera eine multispektrale Kamera dar, wobei die
spektralen Kanäle demmenschlichen Farbempfinden nachempfunden sind.
Im Fokus dieses Abschnitts liegen die Methoden, die zur Gewinnung pro-
blemspezifischer Filter eingesetzt werden.
Beim Stand der Forschung sticht die Chemometrie als ein dominantes An-
wendungsgebiet heraus. Der wesentliche Unterschied zu anderen messtech-
nischen Umsetzungen liegt darin, dass bei der Chemometrie störende Sub-
stanzen mit modelliert werden. Eine typische Aufgabenstellung besteht in
der Konzentrationsmessung einer interessierenden Substanz, die sich in
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einem Gemisch unbekannter stöchiometrischer Zusammensetzung befin-
det. Die prinzipielle Zusammensetzung ist jedoch bekannt und wird zum
Entwurf problemspezifischer Filter genutzt. Eine ähnliche Situation wür-
de sich ergeben, wenn der CCT-Sensor während der Messung intensivem
Umgebungslicht ausgesetzt würde.
3.2.1 Spektrale Identifikationsaufgabe
Die hier betrachtete spektrale Identifikationsaufgabe hat zum Ziel, die quan-
titative Zusammensetzung eines Gemisch zu bestimmen. Jede der beteili-
gen Chemikalien ist dabei durch einen spektralen Absorptionskoeffizienten
charakterisiert. Gemäß dem Lambert-Beer’schen Gesetz führt dies zu einer
konzentrationsabhängigen Dämpfung, die zur Schätzung der interessieren-
den Konzentration genutzt werden kann [Mor77]. Neben dem klassischen
Ansatz, der diese Aufgabenstellung mit einem Spektrometer löst, werden
auch technische Realisierungenmit wenigen, problemspezifischen Filtern
vorgeschlagen. Eine wichtige Voraussetzung für diese Verfahren ist die An-
nahme kleiner Konzentrationsänderungen. In diesem Fall kann der expo-
nentielle Charakter des Lambert-Beer’schen Gesetzes in guter Approximation
als linear angesehen werden [Mor77].
Allen Ansätzen auf diesem Gebiet ist gemein, dass die kontinuierlichen Spek-
tren in eine Vektorrepräsentation überführt werden, indem das Spektrum
geeignet abgetastet wird und die Messwerte in einem Vektor organisiert wer-
den. Eine weitere wesentliche Gemeinsamkeit ist, dass der Intensitätswert
einer Kamera als Skalarprodukt von Lichtspektrum und Filterspektrummo-
delliert werden kann [Bia86]. Das Skalarprodukt realisiert dabei approximativ
eine elementweise Multiplikation für jede Wellenlänge und eine Integration
über die Wellenlänge auf einem breitbandigen Kamerasensor. Durch diese
Behandlung der Aufgabenstellung in einem linearen Vektorraum sind alle
multivariaten Verfahren anwendbar, die sich in diesem Sinne mit einem
Skalarprodukt umsetzen lassen.
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Folgende mathematischen Verfahren werden als Filterdesignvorschriften
vorgeschlagen:
• Hauptkomponentenanalyse [Nel98, Med05]
• Hauptkomponentenregression [Myr02]
• Lineare Regression [Pra99, Dai07]
• Lineare Diskriminanzanalyse [Bro10]
• Optimalfilter (engl. matched filter) [Mor77]
• Normierter Kreuzkorrelationskoeffizient [Tap12d]
• Orthogonale Filter bezüglich Störsubstanzen [Bia86]
Bis auf den Filteransatz des normierten Kreuzkorrelationskoeffizienten erge-
ben sich für alle anderen aufgelisteten Verfahren aufgrund der Rechenvor-
schriften Filtercharakteristiken mit positiven und negativen Werten. Tech-
nisch können diese durch zwei Filter und zwei Kameras realisiert werden.
Jeder Filter setzt dabei entweder nur die positiven oder negativenTransmissio-
nen um. Anschließend wird mittels Signalverarbeitung eine Subtraktion der
gemessenen Kameraintensitätswerte durchgeführt [Med05]. Dieses Problem
kann aber auch durch einen als Interferenzfilter ausgeführten Strahlteiler
gelöst werden, indem die positiven Filterkoeffizienten in Transmission und
die Negativen in Reflektion realisiert werden [Myr01].
Besonders hervorzuheben ist eine frühe Arbeit [Mor77], die eine Optimalität
auf Basis der Theorie des Kleinste-Quadrate-Schätzers entwickelt. Zur Be-
wertung dieses Verfahrens wurde mehrfach gezeigt, dass das Signal-Rausch-
Verhältnis gegenüber einem klassischen Spektrometeransatz gesteigert wer-
den kann [Hai04, Boy08].
3.2.2 Spektral kodierte Messsignale
Unter Ausnutzung unterschiedlichster physikalischer Effekte ist es möglich,
interessierendenMessgrößen ein charakterisierendes Spektrum zuzuordnen.
Darauf basierend können z.B. Sensoren zur Temperaturmessung [Rus98],
zur Konzentrationsmessung [Fon95], Stromstärkesensoren [Jon98],
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Abstandssensoren [Hut88, Cas12] und für andere Messgrößen aufgebaut
werden [Lee03]. Die Information über die Ausprägung der interessierenden
Messgröße ist dabei im Lichtspektrum enthalten. Mit Hilfe einer multispek-
tralen Kamera kann jedem Spektrum ein Intensitätsvektor zugeordnet wer-
den. Durch einen Kalibriervorgang [Tiz00] oder Lernprozess [Ahm97] kann
von dem so ermittelten Intensitätsvektor wieder auf den zugrundeliegen-
den Messwert zurückgeschlossen werden. Typischerweise wird bei chromati-
schen Sensoren der Intensitätsvektor in einen Chromatizitätsvektor umge-
rechnet, indem eine Intensitätsnormierung durchgeführt wird [Jon93, Jäh05,
Jon08]. Dadurch wird erreicht, dass die Messung invariant gegenüber ab-
soluten Intensitätsänderungen ist, die z.B. durch variierende Oberflächen-
reflektanzen auftreten können.
Die involvierte multispektrale Kamera, welche jedem Lichtspektrum einen
Intensitätsvektor zuordnet, ist durch ihre optischen Filter charakterisiert. Um
diese zu optimieren, müssen zwei wesentliche technische Probleme gelöst
werden [Jon08]:
• Die Empfindlichkeit des Messverfahrens gilt es zu steigern
• Eine eindeutige Beziehung zwischenMessgröße und Chromatizitäts-
vektor muss sichergestellt werden
Die spektrale Transmissionscharakteristik der Filter stellt dabei den Frei-
heitsgrad dar, diese Ziele zu erreichen. Diese Teilprobleme werden in [Jon93]
vollständig beschrieben. Eine direkte Optimierung der Filtertransmissionen
mit einer Kostenfunktion, die diese Teilprobleme bewertet, wird jedoch nicht
durchgeführt. In [Jon00] wurden die Parameter von Gauß-artigen Bandpass-
filtern angepasst. Die Parameter wurden in Anlehnung an die Gabor-Trans-
formation gewählt. Die Idee ist, dass ein Spektrum durch mehrere Gauß-
artige Signale approximiert werden kann. In der gleichen Arbeit wurden auch
Filtersätze mit mehr als drei Filtern untersucht. Das Ergebnis dieses Vorge-
hens erinnert stark an Bandpassfilter, die spektral nur wenig überlappen.
Das Problem der Optimierung von Filtersätzen wird in weiteren Arbeiten
pragmatisch gelöst, indem geeignete optische Filter aus einem Filterkatalog
ausgewählt wurden [Tiz94, Kim13]. Nach welchen Kriterien diese Auswahl
vorzunehmen ist, wird nicht behandelt.
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Der Stand der Forschung, der sich von der Farbwahrnehmung des Menschen
ableiten lässt, ist etwas fortschrittlicher. Z.B. ist es durchaus üblich, die Trans-
missionscharakteristik von Interferenzfiltern direkt zu optimieren, um eine
gezielte Farbwahrnehmung einzustellen. Im Rahmen der Optical Interfe-
rence Coatings Konferenz 2013 wurde dazu ein Wettbewerb durchgeführt.
Ziel waren Interferenzfilter, die unabhängig vom Betrachtungswinkel einen
definierten Farbeindruck beibehalten [Hen13]. Ein weiteres Anwendungsfeld
ist die Farbmessung, in der es Farbunterschiede zu quantifizieren gilt. Dabei
liegt optimaler Weise die Messunsicherheit der Farbmessung unterhalb
der Wahrnehmungsschwelle des menschlichen Farbempfindens für
Farbunterschiede. Für diese Aufgabenstellung werden optimierte Filtersätze
vorgeschlagen, die sich vom klassischen Spektrometeransatz unterscheiden
[Fre10]. Konkret wurde eine multispektrale Kamera entworfen, die das einfal-
lende Lichtspektrum als Linearkombination der eigenen Filtertransmissio-
nen schätzt, wobei lediglich sechs bzw. zwölf Interferenzfilter zum Einsatz
kommen.
Auch für chromatisch konfokale Abstandssensoren werdenMessverfahren
mit wenigen optischen Filtern vorgeschlagen. Eine technisch einfache Lö-
sung basiert dabei auf handelsüblichen RGB-Filtern [Tiz00, Kör04b, Rup04b].
Alternativ werden Filtertransmissionen mit Bandpasscharakter [Tiz94] oder
linearer monotonen Steigung vorgeschlagen [Ker10, Kim13]. Arbeiten, die
den Freiheitsgrad beliebiger Filtertransmissionen im Zusammenhang mit
chromatischen Sensoren nutzen, sind nicht bekannt. Ein ähnliches Bild er-
gibt sich, wenn Abstandssensoren auf Basis der spektral kodierten Streifen-
projektion betrachtet werden [Wus91, Häu93, Gen96, Sat99, Lim04, Wie12].
Neben handelsüblichen RGB-Kameras werden auch hier Filter mit mono-
toner Steigung vorgeschlagen [Taj90].
In [Jon08] wurde als ein Teilproblem der Optimierung ein eindeutiger Zu-
sammenhang zwischenMessgröße und intensitätsnormierter Beobachtung
gefordert. Nach dem Stand der Forschung kann die Eindeutigkeit entwe-
der konstruktiv sichergestellt werden, indem die Filtersätze dahingehend
optimiert sind, oder mittels Signalverarbeitung auf Basis zusätzlicher An-
nahmen hergeleitet werden.
Auf dem Gebiet der farbkodierten Streifenprojektion werden dazu Nachbar-
schaften betrachtet [Boy87, Sal98, Pag04, Pag05]. Dieses Vorgehen korrespon-
diert mit der Annahme, dass eine zusammenhängende Oberfläche betrachtet
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wird. Auch für chromatische Sensoren kann diese Annahme genutzt werden,
indem nur kleine Änderungen des Intensitätsvektors angenommen werden.
In diesem Fall können durch Betrachtung des zeitlichen Verlaufs oder von
benachbarten Messpunkten Mehrdeutigkeiten aufgelöst werden [Jon00].
3.3 Optimierung von Interferenzfiltern
Die Optimierung von Interferenzfiltern ist für diese Arbeit von besonderem
Interesse, wohl wissend, dass auch andere optische Filtertechnologien exis-
tieren. Als Alternativen kommen in Frage1 [Tap12a]:
• Absorptionsfilter nach dem Dresler-Prinzip [Ric81]
• Spektrale Filtermasken [Bia86]
• Angepasste Lichtquellen [Mor77, Tap14c]
• Mischungen von absorbierenden Flüssigkeiten [Dai07]
• Plasmonenresonanzfilter [Kim99]
Verglichen mit diesen Technologien haben Interferenzfilter den Vorteil, dass
sie sich vergleichsweise effizient berechnen lassen und entsprechende Ferti-
gungsmöglichkeiten bestehen. Die Berechnung der Filtertransmission aus
einer Abfolge von Schichtdicken unterschiedlicher Brechungsindizes ist in
Standardwerken beschrieben [Fur92, Mac01]. Darüber hinaus sind quellof-
fene Implementierungen verfügbar [Lar08, Orf10]. Für eine Nachimplemen-
tierung empfiehlt sich die Veröffentlichung [Lar08], wobei die Berechnung
der Ableitung durch das Wiederverwenden von Zwischenergebnissen be-
schleunigt werden kann [Laa78]2.
Die typische Aufgabenstellung, welche bei der Optimierung eines Interfe-
renzfilters bearbeitet wird, ist die Berechnung des notwendigen Brechungs-
indexverlaufs als Funktion der Schichtposition, um eine vorgegebene Trans-
missionscharakteristik zu erreichen. Methodisch können ein numerischer
1 Die Auflistung der optischen Filtertechnologien erhebt keinen Anspruch auf Vollständigkeit.
2 In Gleichung 19 auf Seite 540 befindet sich ein Fehler. Zur Behebungmüssen die positiven
Vorzeichen durch negative Vorzeichen ersetzt werden.
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und ein analytischer Ansatz unterschieden werden [Dob78]. Der analyti-
sche Ansatz basiert auf einem Zusammenhang der Transmission mit dem
Brechungsindexverlauf auf Basis der Fouriertransformation [Wil89, Lar08].
Für dieses Vorgehen ist die Überschrift »Optimierung von Interferenzfiltern«
etwas irreführend, da aufgrund eines analytischen Zusammenhangs keine
Optimierung notwendig ist. Der analytische Zusammenhang kann jedoch
nur approximativ gelöst werden, weswegen weitere Optimierungen notwen-
dig sind [Ver96, Ver08]. Das Ergebnis dieser Methodik sind Filterdesigns mit
kontinuierlichem Verlauf des Brechungsindex’, welche als Rugate-Filter be-
zeichnet werden [Joh93]. Die Herstellung solcher Filter ist aufwendig, aber
nach dem Stand der Technik möglich [Li14].
Der numerische Ansatz basiert auf einem klassischen Optimierungsgedan-
ken, bei dem eine Kostenfunktion den Unterschied zwischen aktueller Lö-
sung und Zieldesign bewertet [Lar08]. Ausgehend von einem Startwert wird
dann, z.B. mittels eines gradientenbasierten Verfahrens, die Filtertransmis-
sionscharakteristik dem Zieldesign angenähert. Im Kontext der Interferenz-
filteroptimierung wird dieser Vorgang als Refinement bezeichnet [Ver97].
Da die Kostenfunktion nicht konvex ist, können nur lokale Minima garan-
tiert werden. Aus diesem Grund werden auch nicht gradientenbasierte Op-
timierungsverfahren eingesetzt [Mar95, Yan01]. Neben diesen klassischen
Ansätzen werden für die Optimierung von Interferenzfiltern auch heuristi-
sche Ansätze, wie die Needle-Methode oder das Flip-Flop-Design angewandt
[Dob92]. Bei der Needle-Methode wird eine zusätzliche infinitesimal dün-
ne Schicht an der Position mit maximaler Verbesserung der Kostenfunkti-
on eingeführt [Sul96, Tik96, Ver01, Tik07]. Effektiv wird so der Parameter-
raum der Optimierung um eine Dimension erweitert, und lokale Optima
können weiter verbessert werden.
3.4 Optimale Auslegung von Sensoren
Der Stand der Forschung zur optimalen Auslegung vonMessinstrumenten
stellt ein Teilgebiet der statistischen Versuchsplanung dar (engl. Design of
Experiments). Die Messung mit einem Sensor wird dabei als ein Experiment
betrachtet, für welches es gilt, die einstellbaren Designparameter in opti-
maler Weise zu wählen. Die Optimalität kann dabei unterschiedlich moti-
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viert werden, weswegen alphabetische Kennzeichnungen wie A-Optimalität,
D-Optimalität und weitere eingeführt wurden [Cha95, vT11]. Vor demHin-
tergrund der messtechnischen Anwendung kann die Güte einer Messung
vergleichsweise eindeutig durch die Messunsicherheit bewertet werden
[Gum08]. Die Quantifizierung der Messunsicherheit stellt somit ein zentra-
les Problem dar, wobei die Messunsicherheit als Standardabweichung der
Messgrößenschätzung definiert werden kann [Gum08]. Um die Varianz einer
Parameterschätzung zu ermitteln, werden in der Literatur drei unterschied-
liche Vorgehensweisen vorgeschlagen:
• Herleitung eines analytischen Ausdrucks für die Schätzvarianz
• Approximative Abschätzung mittels einer unteren Schranke
• Numerische Simulation der Messung und der Messunsicherheit
Ein analytischer Ausdruck kann nur für Spezialfälle hergeleitet werden, z.B.,
wenn ein lineares oder linearisiertes Sensormodell hinreichend ist [Mie94].
Damit eine untere Schranke die wahre Schätzvarianz gut approximiert, müs-
sen gewisse Kriterien erfüllt sein. Eine Voraussetzung ist, dass alle Einflüsse
die zur Schätzvarianz beitragen, durch die untere Schranke erfasst werden.
Nur für Spezialfälle kann gezeigt werden, dass Schätzfunktionen existieren,
welche diese untere Schranke erreichen. In diesem Fall entspricht die Schätz-
funktion der Maximum-Likelihood-Schätzfunktion [vdB07]. Untere Schran-
ken, wie beispielsweise die Cramér-Rao-Ungleichung, zeichnen sich durch
eine kompakte analytische Form aus [DD99, VA02].
Die dritte, numerische Herangehensweise ist generell anwendbar, geht je-
doch mit einem hohen Rechenaufwand einher. Typischerweise kommen
dabei Monte-Carlo-Methoden zum Einsatz, wobei auch andere numerischen
Methoden vorgeschlagen werden [vT11].
Ist die Messunsicherheit quantifiziert, kann diese direkt als Funktional in
einer Optimierungsrechnung minimiert werden, indem die einstellbaren
Designparameter geeignet gewählt werden. Diese Vorgehensweise kann so-
wohl mit der frequentistischen als auch mit der Bayesschen Schätztheorie
umgesetzt werden [Sam10]. Im frequentistischen Weltbild entspricht die
Messgröße einem unbekannten, nicht zufälligen Parameter. Im Bayesschen
Kontext beschreibt die Messgröße eine Zufallsvariable, welche durch eine
A-priori-Wahrscheinlichkeitsverteilung charakterisiert ist.
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Abbildung 3.1: Zunahme der Schätzunsicherheit für den Fall, wenn das Signal-
Rausch-Verhältnis 1dB unterschreitet. Abbildung angelehnt an Abbildung 11 und
22 in [Tre07].
Die drei aufgelisteten Vorgehensweisen werden um eine Approximation der
numerischen Simulation erweitert. Diese basiert auf der Bhattacharyya-Un-
gleichung als Spezialfall der Chernoff -Ungleichung [Dud01].
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Dabei besteht eine Verwechslungsgefahr mit der gleichnamigen Bhattacha-
ryya-Ungleichung aus der Parameterschätztheorie, welche analog zur
Cramér-Rao-Ungleichung eine untere Schranke der Schätzvarianz beschreibt
[Tre07]. Um einer späteren Verwechslung vorzubeugen, werden an dieser
Stelle die Bhattacharyya-Ungleichung und weitere untere Schranken für die
Schätzvarianz vorgestellt. Wird in den folgenden Kapiteln von der Bhattach-
aryya-Ungleichung gesprochen, ist jedoch immer die Bhattacharyya-
Ungleichung als Spezialfall der Chernoff -Ungleichung gemeint. Diese wird in
Abschnitt 6.3.3 behandelt und stellt keine untere Schranke für die Schätzvari-
anz dar.
Die Cramér-Rao-Ungleichung kann als Spezialfall der Bhattacharyya-Unglei-
chung dargestellt werden [Fen59]. Die Bhattacharyya-Ungleichung stellt ei-
ne schärfere untere Grenze für die Schätzvarianz dar, wofür im Gegensatz
zur Cramér-Rao-Ungleichung zusätzliche Ableitungen bezüglich der Schätz-
größe berücksichtigt werden [Bha46].
In der Literatur existieren weitere untere Schranken wie z.B. die Bobrovsky-
Zakai-Schranke oder die Weiss-Weinstein-Schranke [Tre07]. Diese unteren
Schranken bilden das Phänomen einer sprungartigen Zunahme der Schätz-
varianz ab. Dieses kann beobachtet werden, wenn das modellierte Signal-
Rausch-Verhältnis ein Dezibel unterschreitet. In Abbildung 3.1 ist dazu in
doppelt logarithmischer Weise der Root Mean Square Error (RMSE) des
Schätzfehlers über dem Signal-Rausch-Verhältnis aufgetragen. Die grüne
Linie (CR) zeigt die untere Schranke der Cramér-Rao-Ungleichung und die
rote Linie visualisiert die untere Schranke der Bhattacharyya-Ungleichung.
Beide untere Schranken bezeichnen eine minimale Varianz. Damit diese mit
einem RMSE verglichen werden können, sind die Standardabweichungen der
unteren Schranken in Abbildung 3.1 aufgetragen. Des Weiteren soll für die-
se Betrachtung die Erwartungstreue der Schätzfunktionen gelten. Dadurch
beinhaltet der Mean Square Error keinen zusätzlichen systematischen Offset
zum Schätzwert (Bias) und kann mit der Varianz der unteren Schranken
verglichen werden [Bey99, S.112].
Die unteren Schranken können das Verhalten der sprungartigen Zunahme
der Schätzvarianz nicht vorhersagen. Für diese Arbeit ist dieses Problem aller-
dings nicht relevant, da der CCT-Sensor bei einem deutlich höheren Signal-
Rausch-Verhältnis betrieben wird. Die Problematik ist in [Tre07] umfassend
aufgearbeitet.
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Abschließend sei auf eine in Abbildung 3.1 dargestellte Situation hingewie-
sen, in der der exakte RMSE geringer ist, als die unteren Schranken (SNR≈
−22 dB). Dies ist möglich, da für den skizzierten exakten Fall Vorwissen mit
verwendet wird. Im Detail beschreibt der dargestellte exakte Verlauf eine nu-
merische Bayessche Lösung, welche sich für sehr kleine SNR auf die a-priori-






Chromatische Sensoren haben die gemeinsame Eigenschaft, dass die Infor-
mation über die interessierende Messgröße in Form eines Lichtspektrums
vorliegt. Um auf die Messgröße zu schließen, wird das Licht mittels einer
mehrkanaligen Kamera analysiert. Jeder Kanal hat dabei eine charakteris-
tische spektrale Empfindlichkeit, sodass aus den beobachteten Intensitäts-
werten die Messgröße geschätzt werden kann. Diese Kamera kann sowohl
als multispektrale Kamera mit wenigen, sowie als Spektrometer mit vielen
Kanälen ausgebildet sein. Das Modell eines chromatischen Sensors stellt
somit den Zusammenhang zwischen beobachteten Intensitätswerten und
der zugrundeliegenden Messgröße her.
Im ersten Teil dieses Kapitels wird die Sensoroptik betrachtet. Ziel ist hier-
bei, das Lichtspektrum in Abhängigkeit der Messgröße zu beschreiben. Im
zweiten Teil wird die mehrkanalige Kamera modelliert, wobei auch das Ka-
merarauschen berücksichtigt wird. Abschließend wird in Abschnitt 4.2.3 der
Effekt einer Intensitätsnormierung diskutiert, wodurch eine Invarianz der
Beobachtung gegenüber variierenden Oberflächenreflektanzen des Mess-
objekts erzielt werden kann.
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4.1 Modellierung der Sensoroptik
Die Modellierung der Optik des CCT-Sensors gliedert sich in drei Abschnit-
te. Zu Beginn wird der CCT-Sensor als ein konfokales Mikroskop betrachtet.
Mithilfe der Theorie der Fourieroptik wird dabei die Auswirkung einer De-
fokussierung auf die Lichtintensität am Kamerapixel modelliert. Im Gegen-
satz zum konfokalen Mikroskop kommt beim CCT-Sensor eine zeilenartige
Beleuchtung zum Einsatz, was zusätzlich betrachtet wird. Im zweiten Ab-
schnitt wird berücksichtigt, dass der CCT-Sensor einem konfokalen Theta-
Mikroskop entspricht. Dabei werden Beleuchtungs- und Abbildungsoptik
gegeneinander verkippt. Abschließend wird die chromatische Eigenschaft
des CCT-Sensors modelliert, indem die Beugung an einem optischen Gitter
berücksichtigt wird. Ziel dieses Abschnitts ist dieModellierung des spektralen
Signals s(λ,h), welches das Lichtspektrum als Funktion der Wellenlänge λ
für eine gegebene Objekthöhe h beschreibt.
4.1.1 Das konfokale Mikroskop
Durch eine paraxiale Betrachtung können die Eigenschaften eines konfokalen
Mikroskops gut beschrieben werden. Dazu werden die Beugungseffekte in ei-
nem perfekten optischen System betrachtet. Von besonderem Interesse sind
dabei zwei unterschiedliche technische Realisierungen: Ein echtes konfokales
Mikroskop, bestehend aus einer Punktlichtquelle und einem punktförmigen
Kamerapixel [Min57] und die zweite Realisierung mit einer punktförmigen
Lichtquelle in Kombination mit einem zeilenförmigen ausgedehnten Detek-
tor. Die Ergebnisse des zweiten Falls sind identisch zur technisch relevanten
Umsetzung mit einer zeilenartigen Beleuchtung und vielen in einer Zeile
nebeneinander angeordneten Kamerapixel [Paw06, She88, S. 448]. Die pa-
raxiale Betrachtung eines konfokalenMikroskops mit Beleuchtungs- (Linse
1) und Abbildungsstrahlengang (Linse 2) ist in Abbildung 4.1 dargestellt.
Zur flächigen Messung eines Objektes wird dieses abgerastert, indem es um
(xS,yS) bewegt wird. Folglich wird in der Literatur auch von einem scanning
confocal microscope gesprochen [Kin96].
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Abbildung 4.1: Strahlengang eines konfokalenMikroskops gespiegelt an der Objek-
tebene. Typischerweise werden sowohl der Beleuchtungs-, als auch der Abbildungs-
strahlengang mit demselben Objektiv realisiert.























als Funktion der Amplitudenpunktverwaschungsfunktionen (engl. amplitude
point spread functions) der beiden Linsen hPSF,1 und hPSF,2 beschrieben wer-
den, wobei eine infinitesimal kleine Punklichtquelle angenommen wird. Die
Annahme infinitesimal kleiner Ausdehnungen wird im Folgenden noch häufi-
ger benutzt. Der Begriff »Intensität« und das Proportionalitätszeichen weisen
darauf hin, dass kein radiometrisch korrekter Energietransport modelliert
wird. Durch entsprechende Normierungsfaktoren könnte I (xS,yS) auch als
Bestrahlungsstärke dargestellt werden [Hec05, S. 856]. Das Objekt wird durch
seine Reflektanzfunktion r (x,y) berücksichtigt und die geometrische Form
des Kameradetektors fließt durch die Funktion K (xK,yK) mit ein. Im hier
betrachteten allgemeinen Fall ist auch eine unterschiedliche Vergrößerung
V zwischen Linse 1 und Linse 2 zugelassen, welche aber im Folgenden als
V = 1 angenommen wird. Das Betragsquadrat |.|2 ist auf den Zusammenhang
zwischen Intensität und Amplitude zurückzuführen.
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Zur Vereinfachung von (4.1) kann die Amplitudenpunktverwaschungsfunk-








(ξi x +ζi y)
)
dξidζi (4.2)
über die Fouriertransformation ausgenutzt wird [Kin96, S. 11]. Wie in 4.1 dar-
gestellt bezeichneta den geometrischen Abstand zwischen Objekt und Lin-











1, für ξ2+ζ2 ≤ (dB/2)2
0, sonst
(4.3)
gibt die Transmission in der ξ,ζ-Ebene an und beschreibt hier eine kreisrunde
Blende mit Durchmesser dB [Stö93].
Werden (4.3) und (4.2) in (4.1) eingesetzt und als weitere Annahme ein Ob-
jekt r (x,y) = δ(x)δ(y) mit infinitesimaler Ausdehnung betrachtet, so kann
der laterale Intensitätsabfall als Funktion einer Scanbewegung (xS,yS) be-
stimmt werden. Im Falle eines idealen Punktdetektors K (xK,yK)= δ(xK)δ(yK)


















eingeführt werden. Diese normierten Koordinaten ermöglichen eine von
der Wellenlänge und der numerische Apertur NA = sin(αNA) unabhängige
Betrachtung und werden in Abbildung 4.2 ausgenutzt. Die Funktion J1(v)
bezeichnet eine Bessel-Funktion erster Ordnung und erster Art.
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normalisierte optische Koordinate t , bzw. w oder ν
Abbildung 4.2: Veränderung der auf eins normierten Intensität als Funktion einer
lateralen Verschiebung eines infinitesimal kleinen Objekts. Den Intensitätsverläu-
fen liegen die Lichtquellen: Punkt-, zeilenartige und flächige Lichtquelle zugrunde.
Für die Zeilenartige wird der Intensitätsabfall parallel und senkrecht zur Lichtquelle
dargestellt.
Die gleiche Betrachtungmit einem unendlich ausgedehnten, zeilenartigen










zur Folge [Wil90a]. Die Funktion H1(t ) beschreibt eine Struve-Funktion erster
Ordnung. Die beiden optischen Koordinaten t und w zeigen, dass parallel
zum Kamerasensor ein anderer Intensitätsverlauf existiert, als senkrecht zum
Kamerasensor.
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Zum Vergleich wird noch als dritter Fall ein unendlich ausgedehnter Kamera-
detektor K (xK,yK)= 1 betrachtet. Diese Konstellation beschreibt ein Hellfeld-






entspricht dem des sogenannten Airy-Scheibchens [Wil90b]. Dieses bezeich-
net das charakteristische Beugungsbild eines sehr kleinen Punktobjekts, wel-
ches durch ein Hellfeldmikroskop betrachtet wird.
Bisher wurden drei Fälle unterschieden, indem ein Punkt-, zeilenförmiger
und flächiger Kamerasensor betrachtet wird. Die Ergebnisse sind identisch
zu den technisch interessanten Konstellationen eines punktförmigen Kame-
rasensors und einer Punkt-, zeilenförmigen und flächigen Lichtquelle. Dabei
muss im Fall einer zeilenförmigen Lichtquelle zusätzlich in die zwei Rich-
tungen parallel und senkrecht zur zeilenförmigen Lichtquelle unterschieden
werden. In Abbildung 4.2 sind die lateralen Intensitätsverlaufe für diese vier
Fälle gegenübergestellt. Für denCCT-Sensor ist der Fall einer zeilenartigen Be-
leuchtung relevant. Dabei ist ersichtlich, dass senkrecht zur Spaltblende die
laterale Auflösung eines echten konfokalen Mikroskops erreicht wird. Parallel
zur zeilenartigen Beleuchtung reduziert sich die laterale Abbildungsleistung
hingegen auf die eines Hellfeldmikroskops.
Neben dem lateralen Auflösungsvermögen ist für die 3D-Messung das axia-
le Auflösungsvermögen von besonderem Interesse. Bei einem konfokalen
Mikroskop kann zur 3D-Messung ausgenutzt werden, dass die Bestrahlungs-
stärke am Kamerasensor schnell abnimmt, sobald sich das Objekt nicht mehr
im Fokus befindet. Um diesen Sachverhalt zu modellieren, wird die kom-
plexe defokussierte Blendenfunktionen



















4.1 Modellierung der Sensoroptik
eingeführt [She88]. Für die zweite Blendenfunktion wird die Rotationssym-
metrie ρ2 = (ξ2+ζ2) ausgenutzt und die circ-Funktion gemäß (4.3) als Fall-








stellt den Zusammenhang zur Defokussierungz her und ermöglicht eine
bezüglich der Wellenlänge und der numerischen Apertur normierte Behand-
lung. Wird diese Blendenfunktion in (4.1) eingesetzt, ergibt sich für den Fall






als axialer Intensitätsverlauf [Wil90a]. Kommt stattdessen ein zeilenartigerDe-












Die optische Koordinate t wurde in (4.4) eingeführt und verläuft in Richtung
der Spaltblende. Die Blendenfunktion PR(u,ρ) ist in (4.6) zu finden und J0(.)
bezeichnet eine Bessel-Funktion nullter Ordnung und erster Art. Der Zusam-
menhang (4.9) entspricht einer kompakten Darstellung von (4.2) [Wil90a].
Beim Vergleich des axialen Verhaltens der Intensität und des lateralen Verhal-
tens muss beachtet werden, dass die optischen Koordinaten unterschiedlich
definiert wurden (vgl. (4.7) und (4.4)). Bei der axialen Betrachtungmuss keine
Ausrichtung bezüglich der Linienlichtquelle unterschieden werden, da diese
orthogonal zur optischen Achse ausgerichtet ist.
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normalisierte optische Koordinate u
Abbildung 4.3: Veränderung der auf eins normierten Intensität als Funktion einer
axialen Defokussierung eines infinitesimal kleinen Objekts. Beide Lichtquellen zeigen
ein vergleichbares Verhalten.
weicht von den in Abbildung 4.3 dargestellten Verläufen dahingehend ab,
dass dieses langsamer abklingt. Bei realen Objekten ist die topographische
Ausprägung der Oberfläche deutlich komplizierter. Hinzu kommt, dass die
Ausprägung unbekannt ist und örtlich variiert. Dadurch verändert sich der
beobachtete Intensitätsverlauf, was eine Quelle für Messfehler darstellt. Der
Fokus dieser Arbeit liegt auf der Optimierung von optischen Filtern und ist
auf ein vergleichsweise einfach auszuwertendes Sensormodell angewiesen.
Aus diesem Grund wird der Sachverhalt der topographischen Ausprägung
der Oberfläche vernachlässigt, in der Annahme, dass der resultierende Fehler
keinen signifikanten Einfluss auf die Filteroptimierung hat.
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Eine wichtige Anmerkung zur Beurteilung dieser Ergebnisse ist, dass die An-
nahme eines infinitesimalen Punktobjektes großen Einfluss auf die jeweilige
Veränderung der Bestrahlungsstärke hat. Z.B. wird in [Wil90a] auch der Fall
eines defokussierten, unendlich ausgedehnten planaren Objekts in Kombina-
tion mit einem zeilenartigen Kamerasensor behandelt. Das Ergebnis












Abbildung 4.4: Prinzipskizze eines konfokalen Theta-Mikroskops, bei dem charakte-
ristischerWeise die Strahlengänge der Beleuchtung und der Abbildung gegeneinander
verkippt sind. Die orange eingefärbten Flächen deuten an, dass in diesem Fall die
resultierende vertikale Auflösung gesteigert werden kann, indem sich das Beobach-
tungsvolumen verkleinert.
4.1.2 Konfokales Theta-Mikroskop
Beim CCT-Sensor werden zwei separate Optiken für Beleuchtung und Abbil-
dung eingesetzt, wobei sie umeinenWinkel 2θ zueinander verkippt sind. Eine
Optik, wie sie in Abbildung 4.4 dargestellt ist, wird in der Literatur als konfo-
kales Theta-Mikroskop [Ste94] bezeichnet oder auch als dual-axes confocal
microscopy [Wan13]. Gegenüber der konventionellen konfokalen Mikrosko-
pie ergibt sich ein Vorteil für die 3D-Messung [Lin96]: Durch den gekreuzten
Aufbau verringert sich das Beobachtungsvolumen, wobei ausgenutzt wird,
dass die laterale optische Auflösung höher ist als die axiale Auflösung eines
konfokalenMikroskops. Dieser Sachverhalt ist in Abbildung 4.4 durch eine
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dunklere orangene Einfärbung im Fokuspunkt hervorgehoben und gilt im
Besonderen für kleine numerische Aperturen [She95].
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Abbildung 4.5: Halbwertsbreite des Intensitätsabfalls eines konfokalenMikroskops
als Funktion der numerischen Apertur NA. Die Ergebnisse der Gauß-Approximation
sind den aus der Literatur stammenden Standardformeln (4.12) und (4.13) gegenüber-
gestellt.
Es ist keine geschlossene Lösung für eine analytische Behandlung von gegen-
einander verkippten Strahlengängen bekannt. In [Liu06] wurden zusätzliche
Approximationen eingeführt, welche eine Betrachtung mittels Fourierop-
tik ermöglichen. In der gleichen Arbeit wurden jedoch signifikante Abwei-
chungen zwischen numerischer und approximierter Lösung festgestellt. In
dieser Arbeit wird eine alternative Behandlung vorgeschlagen, welche auf
einer Approximation der lateralen und axialen Intensitätsverläufe mittels
einer Gauß-Funktion basiert. In der Veröffentlichung [Zha07] wird gezeigt,
dass dies eine gute Approximation zur Beschreibung eines konfokalen Mi-
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kroskops darstellt. Auch die VDI/VDE-Richtlinie [Vdi10] schlägt vor, an den
beobachteten Konfokalpeak eine Gauß-Kurve anzupassen, um die Position
4.1 Modellierung der Sensoroptik
maximaler Intensität zu schätzen. Abschließend sei noch auf eine Arbeit
hingewiesen, welche dieses Auswerteverfahren für einen chromatisch kon-
fokalen Sensor umsetzt [Luo12].















Durch numerische Anpassung im Sinne der kleinsten Fehlerquadrate an die
Funktionen (4.5) und (4.8) ergeben sich die Parameter:













wobei beachtet wurde, dass die axiale optische Koordinate anders als die










mit Standardapproximationen verglichen werden. Der Index i kann entspre-










als gängige Standardapproximationen bekannt [Mul02].
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Beim Vergleich der Halbwertsbreiten in Abbildung 4.5 muss beachtet wer-
den, dass die Standardapproximation ein konfokales Mikroskop mit zwei
Punktblenden beschreibt, wohingegen hier eine zeilenartige Beleuchtung
betrachtet wird. Folglich werden für das laterale Auflösungsvermögen zwei
Fälle unterschieden, je nachdem, ob die Betrachtung senkrecht oder par-
allel zur Spaltblende erfolgt.
Mit der Gauß-Approximation (4.10) wird im Folgenden der Effekt einer Ver-
kippung der beiden Objektive modelliert, wie sie in Abbildung 4.4 dargestellt
ist. Dazu wird der Intensitätsverlauf
Iapprox(x,y,z)= IBelIAbb, mit IBel = IAbb =
√
Iapprox(x,y,z) (4.14)
in zwei identische Faktoren aufgeteilt. Dieses Vorgehen berücksichtigt den
konfokalen Aufbau, bei demmultiplikativ zwei Amplitudenpunktverwasch-
ungsfunktionen beitragen (vgl. Gleichung (4.1), bzw. siehe [Ste94]). Um die
Verkippung zumodellieren, werden analog zu [Kin04] die um θ rotierten Koor-
dinaten eingeführt
xBel = x cos(θ)+ z sin(θ)
yBel = y
zBel = x sin(θ)+ z cos(θ)
xAbb = x cos(θ)− z sin(θ)
yAbb = y
zAbb =−x sin(θ)+ z cos(θ)
mit der Vorzeichenkonvention, wie in Abbildung 4.4 dargestellt. Durch Ein-
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lateral, senkrecht zur Spaltblende









Abbildung 4.6: Auswirkung einer Verkippung auf die Halbwertsbreite des Intensitäts-
signals, ausgewertet für NA= 0,25 und λ= 500 nm.
Zur Veranschaulichung dieses Ergebnisses wird der Effekt einer Verkippung θ
auf das vertikale Auflösungsvermögen hin untersucht. Als Kennzahl wird












betrachtet, welche auch als Approximation des Rayleigh-Kriteriums inter-
pretiert werden kann [Mul02].
Abbildung 4.6 zeigt, wie die Halbwertsbreite für das axiale Intensitätssignal
zu Beginn deutlich abfällt (blauer Graph). Ab 45 Grad ist der Gewinn an
axialer Auflösung durch eine weitere Verkippung gering, allerdings muss
eine deutliche Verschlechterung der lateralen Auflösung senkrecht zur Li-
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nienlichtquelle in Kauf genommen werden (roter Graph). Einen technisch
interessanten Punkt stellt θ = 45◦ dar, bei demdieHalbwertsbreiten aller Rich-
tungen übereinstimmen. Der schwarze Graph stellt dabei die Halbwertsbreite
parallel zur Linienlichtquelle dar und ist unabhängig vom Kippwinkel θ. Der
positive Effekt auf die axiale Halbwertsbreite des Intensitätssignals ist gegen-
über einem konfokalenMikroskop (θ = 0◦) direkt ersichtlich. Besonders bei
kleinen numerischen Aperturen kommt dieser Effekt zum Tragen, hingegen
verschwindet dieser bei sehr hohen numerischen Aperturen [She95].
4.1.3 Chromatisch konfokaler Triangulationssensor
In den vorangegangenen Abschnitten wurde das konfokaleMikroskop nur für
eine Wellenlänge betrachtet. Das chromatische Prinzip erfordert jedoch eine
polychromatische Betrachtung. In diesem Abschnitt wird der Zusammen-
hang zwischen Objekthöhe h und fokussierter Wellenlänge λF hergeleitet.
Als fokussierte Wellenlänge λF wird hierbei die Wellenlänge mit maxima-
ler Intensität des Konfokalpeaks bezeichnet [Vdi10]. Zusammen mit dem
Intensitätsverlauf einer Defokussierung (4.15) ergibt sich dann das model-
lierte spektrale Signal des CCT-Sensors.
Zur Herleitung des Zusammenhangs h(λF) wird der technisch interessante
Fall eines Transmissionsgitters als dispersives optisches Element betrach-
tet. Prinzipiell kann die Aufspaltung des polychromatischen Lichts auch
durch andere optische Elemente erreicht werden. Beispielsweise wurde in
[Tap13b] ein CCT-Sensormit einem reflektierenden konkaven Beugungsgitter
modelliert (dargestellt in Abbildung 7.2). Der hier betrachtete Aufbau ist in






l = sin(θ) dB/2
tan(αNA)
, (4.16)
mit Blendenöffnung dB, Distanz l und Beugungswinkel γdiff. Die hergeleite-
ten Beziehungen vernachlässigen, dass der halbe Öffnungswinkel αNA, sowie
die Verkippung θ von der Wellenlänge abhängen.
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Abbildung 4.7: Prinzipieller Strahlengang eines CCT-Sensor mit Transmissionsgitter.
Halber Öffnungswinkel αNA und Verkippung θ sind für die nullte Beugungsordnung
gezeichnet.
zu bewerten muss beachtet werden, dass die geometrischen Beziehungen
(4.16) einer Prinzipskizze entnommen werden. Die hergeleiteten Ergebnis-
se werden im Anschluss der folgenden Betrachtung mit einer numerisch
simulierten CCT-Optik verglichen (vgl. Abbildung 4.9).
Um einen Zusammenhang zwischen Objekthöhe und fokussierter Wellen-







Wie in Abbildung 4.7 dargestellt, werden aus Gründen der Einfachheit die
Werte der nullten Beugungsordnung übernommen. Um diese Vereinfachung
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betrachtet werden. Diese beschreibt den Beugungswinkel γdiff in Abhängig-
keit der betrachteten Beugungsordnung m, dem Einfallswinkel γein und des










Für exemplarische Werte zeigt der Zusammenhang h(λF) eine approximative
lineare Abhängigkeit. In Abbildung 4.8 ist dem exakten Zusammenhang (4.18)
die lineare Approximation (4.19) gegenübergestellt.
Wie bereits angesprochen basiert die Herleitung von (4.16) auf einer ver-
gleichsweise einfachen Prinzipskizze. Für die spätere Anwendung ist das
Verhalten einer realen mehrlinsigen Optik relevant, weswegen im Folgen-
den die Abhängigkeit h(λF) für eine simulierte Optik betrachtet wird. Die
betrachtete Optik wurde mit der Optikdesign-Software Zemax™ entworfen
und ist in Abbildung 7.14 dargestellt. Die reale CCT-Optik zeigt einen starken
linearen Zusammenhang (4.19) mit einer maximalen Abweichung von 13
μm von der Näherung (4.19) (vgl. Abbildung 4.9).
Im Folgenden wird von einem linearen Zusammenhang zwischen Objekthö-
he und fokussierter Wellenlänge ausgegangen. Diese Annahme vereinfacht
viele noch folgende Betrachtungen auf dem Gebiet der Schätztheorie. So
kann äquivalent in der Domäne der Wellenlängenschätzung sowie bezüg-
lich der Höhenschätzung argumentiert werden. Existiert ein linearer Zu-
sammenhang, kann z.B. eine Aussage der Messunsicherheit bezüglich der
Höhenschätzung durch eine simple Skalierung in eine Aussage bezüglich
der Schätzung der fokussiertenWellenlänge übertragen werden. In der An-
wendung muss diese Annahme für jede Optik überprüft werden. Um den
exakten Zusammenhang (4.18) zu berücksichtigen, muss dieser in den Glei-
chungen (4.20) und (4.21) verwendet werden.
42
4.1 Modellierung der Sensoroptik
500
exakter Zusammenhang h(λF )
lineare Approximation


















Abbildung 4.8: Visualisierung des Zusammenhangs h(λF). Als technisch sinnvolle
Werte wurde beispielhaft mG = 1, dG = 1/200 mm, γein = 0, αNA = arcsin(0.25), dB =
20mmgewählt. Die dargestellte lineare Approximation lauteth(λF)≈ 0,01412mmnm λF+
26,45 mm.
sich ein Messobjekt an der Position (x = 0,y = 0,h(λF)), so trifft das spektrale
Signal












auf den Detektor. Dieser Zusammenhang beschreibt das Spektrum des an
einer Objektoberfläche reflektierten Lichts für den Fall, dass die Wellenlänge
λF die Konfokalbedingung erfüllt und maximal fokussiert ist. Der modellierte
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Das spektrale Signal s(λ,λF) ergibt sich, wenn die Auswirkung einer Defokus-
sierungz(λF)= h(λ)−h(λF)= a1(λ−λF) in (4.15) betrachtet wird. Befindet




















Abbildung 4.9: Numerisch ermittelter Zusammenhang h(λF) für die simulierte CCT-
Optik, wie sie in Abbildung 7.14 dargestellt ist. Der RMSE der linearen Approximation
beträgt 7,5 μmund die maximale Abweichung 13 μm.
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le Breite gemäß (4.11) für kleinere Wellenlängen abnimmt. Für die spätere












in Abhängigkeit der Höhe h von Vorteil. Um die Güte dieser Modellierung
zu bewerten, sei auf Abbildung 7.4 verwiesen. Diese zeigt einen visuellen
Vergleich zwischen dem gemessenem und dem hier vorgestellten Modell.
Die maximale Abweichung beträgt 4,8 % und der RMSE = 2,1 % der maxi-
mal gemessenen Intensität. Es ist anzumerken, dass in die Messung auch
Abbildungsfehler der Optik eingehen, welche hier nicht betrachtet wurden.
spektrale Signalverlauf entspricht einer Gauß-Funktion, wobei die spektra-
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Der CCT-Sensor unterliegt wie jedes Messverfahren Störeinflüssen, die sich
in einer Messunsicherheit manifestieren. Die Modelle, die in diesem Kapitel
aufgestellt werden, zielen auf eine Optimierung der Filter einer multispek-
tralen Kamera ab, mit dem Ziel, die Messunsicherheit des Gesamtsystems
zu reduzieren. Die entscheidende Frage in diesem Zusammenhang ist, wel-
che Störeinflüsse wesentlichen Einfluss auf die Messunsicherheit haben. An
dieser Stelle wird die wichtige Annahme gemacht, dass es ausreichend ist,
ausschließlich das Kamerarauschen zu betrachten.
In der Richtlinie [Vdi10] sind systematische und statistische Störeinflüsse
aufgelistet, die bei derModellierung eines klassischen konfokalenMikroskops
berücksichtigt werdenmüssen. »Zu den statistischen Abweichungen gehören:
• Grundrauschen des Detektors
• vertikale Positionierabweichung
• Schwankungen der Beleuchtungsintensität [...]
• Topografie der Probe
• Ausrichtung des Profils bei der Auswertung
• Unsicherheit des Bezugsnormals und deren Weitergabe«, [Vdi10]
Da diese Auflistung für ein konfokales Mikroskop erstellt wurde und hier
ein CCT-Sensor modelliert wird, treffen zwei Punkte nicht zu. Zum einen
entfällt beim CCT-Sensor ein vertikales Positionieren, zum anderen wird das
Spektrum in allen Kamerakanälen gleichzeitig erfasst, weswegen Intensitäts-
schwankungen der Lichtquelle keinen Einfluss haben. Die Topographie der
Probe bzw. deren Ausrichtung wird in dieser Arbeit nicht berücksichtigt. Die
bei der Optikmodellierung getroffene Annahme eines infinitesimal kleinen
Objekts ist aus Sicht der Anwendung durchaus problematisch. Zum einen
ist die Annahme objektiv falsch, zum anderen ist die Ausprägung der Ober-
flächentopographie örtlich variabel. Letztlich manifestiert sich auch dieser
Einfluss in einer Abweichung des beobachteten Intensitätswerts. Somit wä-
re eine approximative Berücksichtigung im Kamerarauschen möglich, in-
dem beispielsweise die Varianz des Rauschmodells zusätzlich erhöht wird.
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Der letzte Punkt ist nicht relevant, da zur Simulation keine Kalibrierung
notwendig ist. Gemäß dieser Argumentation stellt das Grundrauschen des
Detektors den wesentlichen Störeinfluss dar.
4.2.1 Multispektrales Kameramodell
Als multispektrale Kamera wird in dieser Arbeit eine Kamera mit n Kamera-
kanälen bezeichnet. Jeder Kanal i bestimmt am gleichenMesspunkt einen
Intensitätswert gi und das Ergebnis einer multispektralen Kamera wird als
Intensitätsvektor g = (g1, . . . ,gn) zusammengefasst. Der Begriff multispek-
tral deutet an, dass jeder Kamerakanal durch seine spektrale Empfindlich-
keit charakterisiert ist. Diese wird eingestellt durch einen optischen Filter
fi (λ,α,φ,pi ) → [0,1], welcher neben einer wellenlängenabhängigen Trans-
mission auch als Funktion des Einfallswinkels α und der Polarisation φ des
Lichtes modelliert wird. Die Variable φ wird definiert als der Anteil von s-
polarisiertem Licht. Als s-polarisiertes Licht wird der prozentuale Anteil der
Lichtintensität bezeichnet, deren elektrischen Feldstärkevektoren senkrecht
zur Einfallsebene liegen. Der prozentuale Anteil des p-polarisierten Lichts
ergibt sich gemäß 1−φ. Die Transmission des Filters wird durch den Parame-
tervektor pi eingestellt, und alle Filterparameter der multispektralen Kamera
werden in einem Vektor p = (p1 , . . . ,pn ) zusammengefasst. Im Falle von In-
terferenzfiltern bezeichnet p beispielsweise Schichtdicken und Brechungsin-
dizes. Eine multispektrale Kamera besitzt des Weiteren eine Quanteneffizienz
q(λ), die für jeden Kamerakanal und jedes Pixel identisch modelliert wird.
Diese Annahme zeigt, dass streng genommen nicht eine Kamera, sondern
nur ein multispektraler Pixel modelliert wird. Der photoelektrische Effekt
mit Quantenausbeute q(λ) stellt dabei die mittlere Anzahl erzeugter Elek-
tronen ins Verhältnis zur mittleren Anzahl auftreffender Photonen [Sal08].
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Lichteinfalls berücksichtigt. Unter Vernachlässigung der Kameraquantisie-














als Funktion der spektralen Strahldichte L(x,αab,γab,φ,λ(h)). Diese ist im
Allgemeinen von der Position der betrachteten Oberfläche x = (x,y), der Ob-
jekthöhe h(x),der Polarisation φ und der Wellenlänge λ abhängig. Zusätzlich
muss die winkelabhängige Abstrahlcharakteristik L(αab,γab) berücksichtigt
werden, wobei im Kameramodell über den Polwinkelαab und den Azimut γab
integriert wird. Diese Winkel sind dabei zur Normale des Kamerapixels defi-
niert. Bezüglich des Polwinkels ist es aufgrund der numerischen Apertur des
Objektives ausreichend nur bis zum halben Öffnungswinkels αmax zu inte-
grieren. Der Term sin(α) berücksichtigt, dass über den Raumwinkel mit Hilfe
von Kugelkoordinaten integriert wird [Bey12]. Der Faktor ki = (gμ,i − gd)/ei
wird als Systemverstärkung bezeichnet undmodelliert den Zusammenhang
zwischen Anzahl erzeugter Elektronen ei und Intensitätswert gμ,i im Kame-
rakanal i , wobei ein Dunkelwert gd berücksichtigt wird [Jäh05]. Die konstan-
te Systemverstärkung k = ki = k j∀i , j ∈ {1, . . . ,n} wird für alle n Kanäle als
gleich angenommen. Analog besitzt jeder Kamerakanal denselben Dunkel-
wert gd = (gd, . . . ,gd). Die spektrale Strahldichte L(x,αab,γab,φ,λ(h)) kann
über das Plancksche Wirkungsquantum, der Integrationszeit, der Pixelflä-
che und unter Berücksichtigung des Raumwinkels in eine Anzahl Photonen
umgerechnet werden. Der Index μ kennzeichnet die Verwendung des Kame-
ramodells im Erwartungswert des Rauschmodells. Auf diesen Aspekt wird
im folgenden Abschnitt 4.2.2 näher eingegangen.








möglich [Bey12]. Mittels der BRDF, als Funktion des Ortes x, zweier Einfalls-
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Als weitere Einflussfaktoren gehen Pixelfläche A und Belichtungszeit T mit
ein sowie der RaumwinkelΩ. Durch diesen wird die Winkelabhängigkeit des
winkel α⊥in und γ
⊥




ab, der Polarisation φ
und der Wellenlänge λ, kann die abgestrahlte spektrale Strahldichte





























als Funktion der eingestrahlten spektralen Strahldichte Lin(x,α⊥in,γ
⊥
in,φ,λ(h))
modelliert werden. Da die BRDF zwischen emittierter Strahldichte und ein-
gestrahlter Betrahlungsstärke vermittelt, ist der Term cos(α⊥) notwendig,
welcher die Verkleinerung der projizierten Fläche des Oberflächenelementes
für steigende Polwinkel α⊥ berücksichtigt [Pha10]. Der Polwinkel α⊥ und
Azimut γ⊥ beziehen sich dabei auf die Normale des Oberflächenelemen-
tes am Ort x. Dieses lokale Koordinatensystem unterscheidet sich von dem
Polwinkel α und Azimut γ in Gleichung (4.22), was durch den hochgestell-
ten Index α⊥ gekennzeichnet wird. Da mit Hilfe von Kugelkoordinaten über
die Hemisphere integriert wird, muss zusätzlich der Term sin(α⊥) berück-
sichtigt werden. Aufgrund des chromatischenMessprinzips ist die spektrale
Abhängigkeit λ(h) als Funktion der Objekthöhe angegeben.
Die Beleuchtungskonstellation des CCT-Sensors, als Ausprägung eines kon-
fokalen Theta-Mikroskops, kann unter Vernachlässigung von Fremdlicht
gegenüber dieser allgemeinenModellierung deutlich konkretisiert werden.
Dazu wird die Strahldichte Lab(x,αab,γab,φ,λ(h))= r (x)l (λ,φ)s(λ,h) in drei
Faktoren zerlegt. Die gewählte Aufteilung schränkt die möglichen Beleuch-
tungskonstellationen dahingehend ein, dass z.B. die spektrale Verteilung
l (λ,φ) keine Funktion des Ortes darstellt. Mit Blick auf die Anwendung sind
somit Oberflächen mit ortsvariabler Farbe von den folgenden Betrachtungen
ausgeschlossen. Das Lichtspektrum l (λ,φ) kann dabei als zeitlich konstan-
te Eigenschaft der Lichtquelle aufgefasst werden, wobei dieses zusätzlich
auch ein örtlich und zeitlich konstantes Reflektanzspektrum der Objektober-
fläche enthalten kann. Der Einfluss des Ortes reduziert sich auf eine reine
Dämpfung aufgrund örtlicher Reflektanzvariationen r (x) der Oberfläche.
Der dritte Term s(λ,h) beschreibt das spektrale Verhalten der Sensoroptik
als Funktion der Messgröße h, wie es im vorhergegangenen Abschnitt in
Gleichung (4.21) hergeleitet wurde.
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Die Oberflächenneigung, und damit die Winkelabhängigkeit bezüglich α⊥
und γ⊥, wird vernachlässigt. Diese Vereinfachung ignoriert, dass bei ge-
neigten spiegelnden Oberflächen der Beleuchtungskegel das abbildende
Objektiv nicht mehr symmetrisch ausleuchtet. Für winkelempfindliche Fil-
ter, wie beispielsweise Interferenzfilter, resultiert eine veränderte spektrale
Empfindlichkeit der multispektralen Kamera, da unsymmetrisch über den
Einfallswinkel integriert wird. Diese veränderte spektrale Empfindlichkeit
hat einen systematischen Messfehler zur Folge. Das Problem der winkel-
abhängigen Interferenzfilter kann technisch gelöst werden, indem anstatt
auf der Abbildungsseite auf der Beleuchtungsseite optisch gefiltert wird. Zu-
sätzlich muss mit einemMultiplex-Beleuchtungsansatz zeitlich sequentiell
auf der Beleuchtungsseite das Spektrum gemäß der Filtertransmissionen
f(λ,α,φ,p) verändert werden [Tap14c].











wobei auch ausgenutzt wird, dass alle Terme als zeitlich konstant angenom-
men werden und bezüglich der Pixelfläche nicht variieren. Aus diesemGrund
können die Integrationszeit T und die Pixelfläche A als Konstanten vor das
Integral gezogen werden. Zusätzlich wurde der Dunkelwert gd vernachläs-
sigt. Es sei darauf hingewiesen, dass die hier verwendete Integration über
den Öffnungswinkel α einen Beleuchtungskegel impliziert, welcher symme-
trisch zur optischen Achse ausgerichtet ist. Diese Forderung kann durch
eine telezentrische Optik erfüllt werden.
Für die Anwendung des Kameramodells (4.23) in einer Optimierung des Sens-
ordesigns sind die Einflussfaktoren h,r und p von besonderer Bedeutung.
Unterschieden wird in Schätzparameter (h und r ) und Designparameter p.
Schätzparameter haben die Eigenschaft, dass diese in einemMessvorgang
ermittelt (geschätzt) werdenmüssen, um eine Beobachtung g mit Hilfe des
Kameramodells und dieser Parameter bestmöglich zu erklären. Der Schätz-
parameter r , welcher die lokale Reflektanz des Messobjekts beschreibt, wird
auch als Störparameter (engl. nuisance parameter [vdB07, S. 47]) bezeichnet.
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Im Gegensatz zum Schätzparameter h, welcher die interessierende Messgrö-
ße beschreibt, ist die Oberflächenreflektanz für die Aufgabenstellung einer
3D-Messung uninteressant. Die Designparameter p, welche die Transmission
der einzelnen Filter kontrollieren, werden imMessvorgang nicht geschätzt,
sondern als gegeben angenommen. Sie stellen in dieser Arbeit die einzige
Stellschraube für ein verbessertes Sensordesign dar und werden in Kapitel
6 optimiert. Ein verbessertes Sensordesign könnte auch gelingen, indem
z.B. eine Optik mit höherer numerischer Apertur gewählt oder der Sensor
für kleinere Wellenlängen ausgelegt wird. Optimierungen dieser Art liegen
jedoch außerhalb des Interesses dieser Arbeit, welche sich auf die Wellen-
längenschätzung mit optimierten Filtern konzentriert.
4.2.2 Rauschmodell
Die Intensitätswerte einer Kamera unterliegen statistischen Schwankungen.
Die wesentliche Ursache besteht darin, dass ein Intensitätswert eine Maß-
zahl für die Anzahl detektierter Photonen darstellt und der Photonenfluss
zeitlich variiert. Selbst unter perfekten experimentellen Bedingungen kann
die Anzahl der Photonen pro Zeit nicht konstant gehalten werden. Stattdes-
sen fluktuiert diese gemäß einer Wahrscheinlichkeitsverteilung, welche vom
Typ der Lichtquelle abhängt [Sal08]. Für technisch relevante Lichtquellen ist
diese Verteilung durch eine Poisson-Verteilung gegeben.
Weitere wesentliche Rauschquellen sind das Dunkelrauschen der Ausleseelek-
tronik und das Quantisierungsrauschen. Gemäß [Jäh05] kann das Dunkelrau-
schen der Ausleseelektronik als normalverteilt und das Quantisierungsrau-
schen als gleichverteilt angenommen werden. Das Quantisierungsrauschen
unterscheidet sich dahingehend, dass kein physikalischer Störprozess die
Rauschquelle bildet, sondern der Quantisierungsfehler durch eine äquiva-
lente Störquelle modelliert werden kann [Bey12].
Im Folgenden wird ein beobachteter Intensitätswert gi als Realisierung ei-
ner ZufallsvariableGK,i betrachtet, wobei der Index i den Kamerakanal be-
zeichnet. Der Erwartungswert E{GK} = gμ dieses Zufallsvektors sei durch
das Kameramodell (4.23) gegeben. In der Schätzliteratur wird dieses Mo-
dell auch als expectation model bezeichnet, wodurch sich auch die Wahl
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des Index’ gμ erklärt [vdB07, S. 12]. Für die Varianz Var{GK,i } = σ2g wird in
[Jäh05] der Zusammenhang




)= k2σ2a +σ2q +k (gμ,i − gd ) (4.24)
angegeben. Die Varianz des i -ten Kamerakanals wird in Abhängigkeit des
Erwartungswertes gμ,i modelliert. In dem konstanten Term geht die Stan-
dardabweichung σa zur Berücksichtigung des Ausleserauschens der Kame-
raelektronik und die Standardabweichung des Quantisierungsrauschens σq
ein. Die Systemverstärkung k = (gμ− gd )/e gibt analog zum Kameramodell
(4.22) den Zusammenhang zwischen erzeugten Elektronen e und erwar-
tetem Intensitätswert gμ,i an, wobei ein Offset gd im abgedunkelten Zu-
stand berücksichtigt wird. Der dritte Term in (4.24) zeigt eine lineare Ab-
hängigkeit vom erwarteten Intensitätswert und erinnert an die zugrunde-
liegende Poisson-Verteilung, da die Varianz σ2g (gμ,i ) vom Erwartungswert
gμ,i abhängt. Werden alle konstanten Anteile zusammengefasst, vereinfacht




)=σ2d +kgμ,i , (4.25)
wobei σd die Standardabweichung beschreibt, die im abgedunkelten Zu-
stand beobachtet werden kann. Abbildung 4.10 zeigt, dass diese einfache
lineare Modellierung der Varianz das reale Verhalten gut beschreiben kann.
Neben der Varianz ist die Modellierung der Wahrscheinlichkeitsverteilung
von zentraler Bedeutung. Einleitend wurde bereits darauf hingewiesen, dass
den betrachteten Einflussgrößen unterschiedliche Verteilungen zugrunde
liegen. Aus Gründen der Einfachheit wird GK als normalverteilt angenom-
men, wobei vernachlässigt wird, dass das Quantisierungsrauschen durch
eine Gleichverteilung charakterisiert ist und dem Photonenrauschen eine
Poisson-Verteilung zugrunde liegt. Es kann jedoch argumentiert werden,
dass durch die Wahl kleiner Quantisierungsstufen der Einfluss des Quan-
tisierungsrauschens gering ist. Des Weiteren stellt die Normalverteilung
für eine hinreichend große Anzahl an Photonen eine gute Approximation
der Poisson-Verteilung dar.
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Abbildung 4.10: Experimentelle Messung des Rauschverhaltens einer industriellen
Zeilenkamera. Das lineare Rauschmodell (4.25) mit einem Offset bei g = 0 kann den
Charakter der Messdaten erklären.
Das Rauschen einer multispektralen Kamera mit n Kanälen wird somit durch






















wobei die Diagonalmatrix zeigt, dass stochastische Unabhängigkeit für die
einzelnen Kamerakanäle angenommen wird. Somit sind die Beobachtungen
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Aufgrund des Erwartungswertes ist auch die Wahrscheinlichkeitsdichtefunk-
tion von derMessgröße h, der Oberflächenreflektanz r und den Filterparame-
tern p abhängig.
4.2.3 Intensitätsnormiertes Kameramodell
Das Kameramodell (4.23) hängt von der Oberflächenreflektanz des Messob-
jektes ab. In der Bildverarbeitung ist es üblich, eine solche unerwünschte
Abhängigkeit von einem Störparameter r mittels Normierung zu eliminieren.





eingeführt. In Anlehnung an die Farbbildverarbeitung wird der normierte
Intensitätsvektor gC als Chromatizitätsvektor bezeichnet. Sowohl die Sum-
mennorm (i = 1) [Jäh05], die euklidische Norm (i = 2) [Tap12c], sowie die
Maximumnorm (i →∞) [Smi78] kommen zum Einsatz. Es sind aber auch
Mischformen gebräuchlich [Tap12c]. In allen Fällen kürzt sich der multipli-
kative Einfluss r heraus, wobei in dieser Arbeit die euklidische Norm (i = 2)
gewählt wird.
4.2.4 Intensitätsnormiertes Rauschmodell
Unglücklicherweise hat ein intensitätsnormiertes Kameramodell kein ent-
sprechend normiertes Rauschmodell zur Folge. Der Grund hierfür liegt im
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modellierten Photonenrauschen, bei dem die absolute Anzahl detektierter
Photonen ausschlaggebend ist.
Die Intensitätsnormierung des Kameramodells (4.27) entspricht einer linea-
ren Transformation des Zufallsvektors GT = GK/||gμ||2. Der Term ||gμ||2 stellt
dabei einen nicht zufälligen Skalar dar, wodurch sich der Erwartungswertvek-
tor E{GT}= gμ/||gμ||2 = gC ergibt. Gemäß Var{aX +b}= a2Var{X } zur linearen










































in funktionaler Abhängigkeit von der Oberflächenreflektanz r . Dabei bezeich-
net g′μ = gμ/r das Kameramodell ohne Vorfaktor r . Bei dieser Betrachtung
wurde der Varianzanteil des Dunkelrauschens σ2d approximativ vernachläs-
sigt. Im Vergleich mit dem Photonenrauschen ist dieser Anteil gering, wenn
hohe Intensitäten betrachtet werden (vgl. Abbildung 4.10).
Die Intensitätsnormierung (4.27) erfüllt ihren Zweck nur für das Kameramo-
dell, für das Rauschmodell bleibt eine Abhängigkeit von der Oberflächen-
reflektanz bestehen. Um trotzdem mit dem normierten Kameramodell ar-
beiten zu können, ist eine Worst-Case-Annahme notwendig. Diese Situati-
on ist durch eine minimal tolerierbare Lichtmenge charakterisiert, welche
durch r (x)= rmin bestimmt ist. Das Rauschmodell beschreibt somit den un-
günstigsten Fall, d.h. alle Situationenmit höheren Reflektanzen r (x)≥ rmin
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führen entsprechend zu weniger Rauschen als modelliert. Entsprechend
(4.28) resultiert die Kovarianzmatrix



















Die Wahrscheinlichkeitsdichtefunktion des transformierten Zufallsvektors
GT = GK/||gμ||2 ergibt sich, wenn der transformierte Erwartungswert E{GT}=
gμ/||gμ||2 und die Kovarianzmatrix (4.30) in (4.26) eingesetzt werden.
4.2.5 Anmerkungen
Die lineare Modellierung der Varianz als Funktion des erwarteten Intensi-
tätswertes (4.25) ist für die Betrachtung der Cramér-Rao-Ungleichung in
Abschnitt 6.3.1 hinderlich. Aus diesem Grund wird für diese Betrachtung
ein einfacheres Modell eingeführt, welches alle Kamerakanäle mit derselben
konstanten Varianz σ2 beschreibt. In diesem Fall kann die Kovarianzmatrix
Σ=σ2I (4.31)
mithilfe der Einheitsmatrix I dargestellt werden.
Wird statt dieser einfachen Kovarianzmatrix (4.31) die transformierte Kovari-
anzmatrix (4.30) verwendet, dann haben die absoluten Filtertransmissionen
f(λ,α,φ,p) einen Einfluss auf das Kamerarauschen. Eine höhere Filtertrans-
mission f(λ,α,φ,p) korrespondiert in diesem Fall mit einer geringeren nor-
mierten Varianz, da mehr Photonen eingesammelt werden.
Abschließend soll die nichtlineare Abhängigkeit der beobachteten Intensi-
tätswerte g von der Messgröße h betrachtet werden. Durch das chromatisch
konfokale Messprinzip ist das beobachtete Lichtspektrum s(λ,h) von der
Objekthöhe abhängig. Im Kameramodell (4.23), welches die erwarteten In-
tensitätswerte gμ(h) beschreibt, wird über dieses Lichtspektrum integriert.
In Abhängigkeit der Wellenlänge wird s(λ,h) dabei durch die Filtertransmis
sionen f(λ,α,φ,p) gewichtet, welche eine nichtlineare Abhängigkeit von der
Wellenlänge besitzen. Aus diesem Grund besteht keine lineare Abhängig
keit der Beobachtung gμ(h) von der Messgröße h. Diese Ei
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genschaft spielt









Nach dem Stand der Forschung können zwei Arten von chromatischen Senso-
ren unterschieden werden. Am häufigsten ist eine Umsetzungmit Spektrome-
tern vorzufinden, weswegen dieser Ansatz hier als klassisches Messverfahren
bezeichnet wird. Eine alternative technische Ausprägung ersetzt das Spek-
trometer durch eine multispektrale Kamera, welche nur wenige optische
Filter verwendet. Dies erfordert eine andere Signalverarbeitung, die in die-
sem Kapitel für chromatisch konfokale Sensoren vorgestellt wird. Die zwei
unterschiedlichen Messprinzipien sind für einen chromatisch konfokalen
Punktsensor in Abbildung 2.1 visualisiert.
5.1 Klassisches Messprinzip mit
Spektrometer
Bei einem chromatisch konfokalen 3D-Sensor hängt die Messgröße direkt
mit der Lage des sogenannten Konfokalpeaks des Spektrums zusammen. Die
Signalverarbeitung besteht darin, die mittlere Wellenlänge dieses Intensitäts-
maximums zu bestimmen. In der Richtlinie [Vdi10] werden dazu die Methoden:
57
5 Signalverarbeitung für chromatische Sensoren
• Maximumsuche
• Flächenschwerpunktverfahren (optional mit quadrierten
Intensitätswerten)
• Filterverfahren durch Anpassung einer Gauß-Kurve oder Parabel
vorgeschlagen. Diese Methoden wurden ursprünglich für konfokale 3D-Sen-
soren ohne chromatische Aufspaltung entwickelt. Sie lassen sich jedoch di-
rekt auf chromatische Sensoren übertragen [Luo12]. In dieser Arbeit wird die
Gauß-Methode in Abschnitt 7.1.1 genutzt, um den Spektrometeransatz expe-
rimentell umzusetzen. Gemäß [Lea11, S.242] ist das Anpassen einer Parabel
die am häufigsten angewendete Methode.
5.2 Messprinzip mit multispektraler Kamera
Die Signalverarbeitung des Messprinzips mit wenigen optischen Filtern kann
direkt aus der Schätztheorie abgeleitet werden. Diese nutzt das Sensormodell,
um von einer verrauschten Beobachtung auf den Messwert zu schließen.
Dazu werden die Least-Square- (LS), die Maximum-Likelihood- (ML) und die
Maximum-a-posteriori-Schätzfunktion (MAP) vorgestellt. Der LS-Schätzer ist
aufgrund seiner einfachen geometrischen Interpretation hilfreich und wird
später zur Herleitung einer Approximation des Bayesian Experimental Design
verwendet. In dieser Arbeit wird sowohl auf die Bayessche Schätztheorie als
auch auf die klassische frequentistische Schätztheorie Bezug genommen.
Aus diesem Grund wird der ML- und MAP-Schätzer als jeweiliger Vertreter
vorgestellt. Für eine technisch sinnvolle Annahme wird jedoch gezeigt, dass
beide Schätzmethoden in ihrem Ergebnis übereinstimmen.
Abschließend wird eine Intensitätsnormierung vorgestellt, welche es ermög-
licht, die Datenrate zu reduzieren. Die Eignung des CCT-Sensors für Hochge-
schwindigkeitsmessungen wird dadurch motiviert, dass derzeitige vergleich-
bare Sensoren mit Spektrometeransatz durch ihre Datenrate limitiert sind.
Für die Signalverarbeitung des CCT-Sensors ist es somit von Bedeutung, dass
die Datenrate auf algorithmische Weise weiter reduziert werden kann.
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5.2.1 Schätzverfahren zur Messgrößenbestimmung
Mit dem Sensormodell des CCT-Sensors können die zu erwartenden Be-
obachtungen gμ(h) vorhergesagt werden. Die Beobachtungen g weichen
jedoch aufgrund von Rauscheinflüssen von dieser Vorhersage ab. Eine de-
terministische Erklärung der Beobachtung ist somit nicht möglich und die
zugrundeliegenden Parameter können lediglich geschätzt werden.










gi − gμ,i (h)
)(
g j − gμ, j (h)
)
.
Die Gewichtungskoeffizienten wi j können dabei in einer Matrix W organi-
siert werden. Für den Fall eines linearen Sensormodells, bei demdie Beobach-
tung linear vom Schätzparameter abhängt, kann gezeigt werden, dass der
beste erwartungstreue LS-Schätzer eine Gewichtungsmatrix W =Σ−1 besitzt
[vdB07, S. 145]. Gilt zusätzlich der Spezialfall Σ = σ2I aus Gleichung (4.31),










Der Schätzwert minimiert somit den euklidischen Abstand zwischen be-
obachtetem Intensitätsvektor g und modellierter Beobachtung gμ(h). Die
einfache geometrische Interpretation ist hilfreich und wird zur Motivation
einer Approximation des Bayesian Experimental Design genutzt.
Die Annahme eines linearen Modells, welche für das Ergebnis (5.1) gemacht
wurde, ist beim CCT-Sensor nicht erfüllt, weswegen der ML-Schätzer be-
trachtet wird. Der wesentliche Unterschied zum LS-Schätzer liegt darin, dass
die Information der modellierten Wahrscheinlichkeitsdichteverteilung (4.26)




und kann als die wahrscheinlichste Erklärung der beobachteten Daten g
interpretiert werden. Eine wichtige Eigenschaft der ML-Schätzmethode ist,
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dass alle effizienten und erwartungstreuen Schätzmethoden demML-Schät-
zer entsprechen [vdB07]. Ein Schätzer wird als effizient bezeichnet, wenn
seine Varianz die untere Schranke der Cramér-Rao-Ungleichung erreicht.
Diese wird in Abschnitt 6.3.1 vorgestellt.
Die ML-Methode entstammt der frequentistischen Schätztheorie. Ein Schätz-
parameter stellt hierbei eine unbekannte Größe dar, welche nicht direkt
beobachtet werden kann. Stattdessen sind lediglich Beobachtungen möglich,
welche in einem stochastisch modellierten Zusammenhang zur Schätzgrö-
ße stehen. Diese entstammen einem wiederholbaren Experiment, in wel-
chem die Beobachtungen durch zufällige Rauscheinflüsse gestört werden.
Der Wahrscheinlichkeitsbegriff wird dabei durch die beobachteten relati-
ven Häufigkeiten gerechtfertigt.
Der MAP-Schätzer basiert hingegen auf der Bayesschen Statistik. Dort stellt
der Schätzparameter selbst eine Zufallsvariable dar und ist durch seine
a-priori-Wahrscheinlichkeitsverteilung charakterisiert. Der Wahrscheinlich-
keitsbegriff wird dabei freier als degree of belief 1 interpretiert. Für eine um-
fassende Gegenüberstellung im Kontext der Parameterschätzung sei auf
[Sam10] verwiesen.








Die A-priori-Wahrscheinlichkeitsdichteverteilung p(h) beschreibt dabei, wie
häufig mit welcher Objekthöhe im Messbereich zu rechnen ist. Da keine





hmax−hmin , falls hmin ≤ h ≤ hmax
0, sonst
1 Der englische Begriff degree of belief kann als »Grad des Dafürhaltens« übersetzt werden.
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einer Gleichverteilung gewählt. Wird diese Annahme in (5.3) eingesetzt, resul-
tiert das Maximierungsproblem (5.2) der ML-Schätzfunktion. Für diesen Fall
stimmen somit die Schätzergebnisse und die Eigenschaften beider Verfahren
überein.
Aufgrund des nichtlinearen Kameramodells müssen die hier vorgestellten
Schätzfunktionen numerisch maximiert werden. Gängige Optimierungsver-
fahren für die Parameterschätzung werden in [vdB07] vorgestellt. Zur Rea-
lisierung einer echtzeitfähigen Signalverarbeitung können diese Optimie-
rungsrechnungen einmalig offline durchgeführt werden und in einer Loo-
kup-Tabelle gespeichert werden. Während der Messung erfolgen dann nur
Speicherzugriffe, die wiederummit hoher Geschwindigkeit technisch reali-
siert werden können. Da die Lookup-Tabellen mitunter sehr groß1 ausfallen
können, ist eine Datenreduktion durch eine Intensitätsnormierung sinnvoll.
Diese wird im nächsten Abschnitt vorgestellt.
5.2.2 Datenreduktion durch Intensitätsnormierung
Der erste Schritt der Signalverarbeitung für einen CCT-Sensor besteht in einer
Normierung
gC = g∣∣∣∣g∣∣∣∣2 , (5.4)
wodurch die Chromatizitätsvektoren gC erhalten werden. Als Resultat befin-
det sich jede normierte Beobachtung auf der Oberfläche einer Hypersphere
mit dem Radius eins. Die hier vorgestellte Intensitätsnormierung projiziert
diese Oberfläche auf einen Unterraum, wodurch die Beobachtungsdaten
im ursprünglichen Koordinatensystemmit einer Dimension weniger darge-
stellt werden können. Die Transformation basiert auf der stereographischen
Projektion und besteht aus den folgenden drei Schritten:
1 Z.B. beträgt der Speicherbedarf einer Lookup-Tabellen für eine multispektralen Kamera mit
sechs Kanälen (256Bit)6 ·16Bit≈ 563Terabyte (8 Bit Kameraquantisierung, 6 Kamerakanäle,
16 Bit Höhenauflösung). Durch eine Intensitätsnormierung kann dieser Speicherbedarf auf
2,2 Terabyte reduziert werden. Es muss jedoch beachtet werden, dass die Lookup-Tabelle nur
dünn besetzt ist, was zur weiteren Reduktion des Speicherbedarfs genutzt werden kann.
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Abbildung 5.1: Visualisierung der Intensitätsnormierung in einem beispielhaften
3-dim. RGB-Raum. (a) Kameraspezifischer RGB-Beobachtungsraummit Farbkoordi-
naten auf einer Kugel um den Ursprung. Jede Farbkoordinate ist gemäß ihrer RGB-
Werte eingefärbt. (b) Rotierter RGB-Raum, sodass der diagonale Vektor auf der
gB-Achse zu liegen kommt. (c) Stereographische Projektion auf die gR,gG-Ebene und
resultierender zweidimensionaler Chromatizitätsraum.
Die einzelnen Schritte sind in Abbildung 5.1 für einen dreidimensionalen
Farbraum dargestellt. In diesem Fall ist es zulässig, den Begriff Farbe zu
verwenden, da Abbildung 5.1 einen demmenschlichen Sinneseindruck nach-
empfundenen RGB-Raum zeigt. In Anlehnung an eine Farbtransformation
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• Normierung der Intensitätsvektoren
• Rotation der Chromatizitätsvektoren
• Stereographische Projektion der Chromatizitätsvektoren
5.2 Messprinzip mit multispektraler Kamera
werden die normierten Beobachtungsvektoren gC als Chromatizitätsvektoren
bezeichnet.
Der erste Schritt wird in Gleichung (5.4) vorgestellt. Die anschließende Rota-









= (0, . . . ,0,1)
löst. Die Dimension n des Beobachtungsraumes ist durch die Anzahl der
Kamerakanäle gegeben. Die Drehung rotiert dabei einen Punkt der Diagona-
len auf die letzte Achse. Gemäß der Euler-Winkel kann die Drehmatrix Rn =
Rn,1Rn,2 · · ·Rn,n−1 durch n −1 Teilmatrizen gebildet werden [Sal99]. Diese be-
schreiben jeweils eine Drehung um eine Achse mit Hilfe des Drehkästchens:


cos(θi ) −sin(θi )




























Beispiele für Matrizen unterschiedlicher Dimensionen n sind im Anhang 8.2
zu finden. Abschließend wird die stereographische Projektion








durchgeführt. Der Vektor gP hat gegenüber der ursprünglichen Darstellung g
eine um eins verringerte Dimension. Die ursprüngliche Information über die
63
5 Signalverarbeitung für chromatische Sensoren
absolute Intensität ist in gP nicht mehr enthalten. Für einen Hochgeschwin-
digkeitssensor kann dadurch der Datenstrom reduziert und die Größe von




In Kapitel 4 wurde ein Sensormodell entwickelt, mit dem für gegebene Para-
meter das Messergebnis vorhergesagt werden kann. Die Modellparameter
können dabei in Schätzparameter und Designparameter aufgeteilt werden.
Aus den Beobachtungen einer Messung werden die unbekannten Schätzpara-
meter bestimmt, wobei je nach anwendungsspezifischem Interesse zusätzlich
zwischen Störparameter1 undMessgröße unterschieden wird. Z.B. stellt im
Falle des CCT-Sensors die Oberflächenreflektanz einen Störparameter dar,
welcher für die eigentliche Aufgabe einer 3D-Messung uninteressant, jedoch
zur vollständigen Modellierung einer Beobachtung notwendig ist.
Für die Optimierung von Filtersätzen sind die Designparameter von zentraler
Bedeutung. Diese werden als bekannt angenommen und können vom Expe-
rimentator frei gewählt werden. Dieses Kapitel behandelt imWesentlichen
die Fragestellung, wie diese Designparameter dazu genutzt werden können,
die Messunsicherheit des CCT-Sensors zu reduzieren. Die wissenschaftliche
Herausforderung liegt in der Quantifizierung der Messunsicherheit, um die-
se in einer Optimierungsrechnung zu reduzieren. Problematisch ist auf der
einen Seite der hohe Rechenaufwand einer annähernd exakten numerischen
1 engl. nuisance parameter
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Lösung. Auf der anderen Seite verhindert das nichtlineare Sensormodell
den Einsatz gängiger Approximationen.
6 Optimierung von Filtersätzen
Das Kameramodell gμ(h,r,p) wird in diesemKapitel oft verwendet. Dabei wer-
den aus Gründen der besseren Lesbarkeit nicht immer alle Abhängigkeiten
mitgeführt. An dieser Stelle sei darauf hingewiesen, dass z.B. gμ(h) als kom-
pakte Schreibweise für gμ(h,r,p) genutzt wird. Des Weiteren sei darauf hinge-
wiesen, dass sowohl in der Domäne der Wellenlänge als auch bezüglich der
Höhenschätzung argumentiert werden kann. Dabei wird der lineare Zusam-
menhang (4.19) zwischen fokussierter Wellenlänge und Objekthöhe ausge-
nutzt.
Kapitel 6 gliedert sich wie folgt: Zu Beginn wird der Zusammenhang zwi-
schen Schichtaufbau und Transmission für Interferenzfilter vorgestellt. An-
schließend wird in Abschnitt 6.2 das Optimierungsproblem näher betrachtet.
Dabei werden zwei Teilprobleme identifiziert, welche unabhängig vonein-
ander die Messunsicherheit beeinflussen. In 6.3 werden drei Ansätze zur
Quantifizierung der Messunsicherheit behandelt und entsprechende Op-
timierungsfunktionale formuliert.
6.1 Optimierung von Interferenzfiltern
Eine multispektrale Kamera ist durch die spektralen Empfindlichkeiten der
einzelnen Kamerakanäle charakterisiert. Um diese technisch zu realisieren,
werden in dieser Arbeit Interferenzfilter eingesetzt. Durch die geeignete Wahl
der Dicken und Brechungsindizes eines Dünnschichtaufbaus können nahezu
beliebige Filtertransmissionen erreicht werden [Dob78]. Zusätzlich existieren
Fertigungsverfahren, welche auch komplizierte Schichtabfolgen mit geringer
Fertigungstoleranz herstellen können. Auch wenn dieWahl von Interferenzfil-
tern technisch gut gerechtfertigt werden kann, stellt sie letztlich eine willkür-
liche Festlegung dar. Eine Auflistung alternativer Technologien, welche eine
Optimierung der Filtertransmission erlauben, ist in Abschnitt 3.3 zu finden.
Zur Berechnung der Transmission für einen Interferenzfilter, wie er in Abbil-
dung 6.1 dargestellt ist, müssen zwei Aspekte betrachtet werden: Neben dem
Dünnschichtaufbau trägt auch der Grenzflächenübergang an der Rückseite
des Filters zur resultierenden Filtertransmission bei. Für technisch relevante,
polychromatische Lichtquellen kann dabei angenommen werden, dass die
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Substratdicke größer ist als die Kohärenzlänge des Lichts. Für diesen Fall
werden im Folgenden die Schritte zur Berechnung der Filtertransmission









Abbildung 6.1: Schichtaufbau eines Interferenzfilters mit alternierenden Brechungs-
indizes. Auch das Substrat des Filters trägt durch die Grenzfläche Substrat/Luft zur
Transmission bei.
Die Filtertransmission fi (λ,α,φ,pi ) des Filters i mit Parametervektor
pi = (Ns ,dN ,s , . . . ,N1,dN ,1,NLuft,NSubstrat) kann wie folgt berechnet werden:
Jede Schicht j mit Brechungsindex N j und Schichtdicke dN , j wird durch
eine charakteristische Matrix
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vorgestellt, wobei für Details auf [Lar08] verwiesen wird. Eine Herleitung,
die auf den Maxwell-Gleichungen aufbaut, kann der Standardliteratur ent-














N2j −α2, falls φ= 1, (s-Polarisation)
N2j√
N2j −α2
, falls φ= 0 (p-Polarisation) und
ψ j := 2π
λ
√
N2j −α2dN , j
6 Optimierung von Filtersätzen
beschrieben. Dabei beschreibt λ die Wellenlänge und α den Einfallswinkel.
Bezüglich der Polarisation φ ist eine Fallunterscheidung notwendig. Um
beliebige Polarisationszustände zu behandeln, werden die Filtertransmission
für beide Fälle berechnet und anschließend entsprechend ihrem Verhältnis
von s- und p-Polarisation verrechnet. Der Brechungsindex N j kann im Falle
einer absorbierenden Schicht eine komplexe Zahl darstellen [Zin13, S.23].























Um die Filtertransmission fi (λ,α,φ,pi ) zu erhalten, muss neben dem In-
terferenzfilterschichtaufbau auf der Vorderseite auch die Grenzfläche Sub-
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strat/Luft an der Rückseite betrachtet werden. Auch diese Grenzfläche kann

















ergibt sich als Ergebnis einer geometrischen Reihe, welche Mehrfachreflek-
tionen zwischen Vorder- und Rückseite berücksichtigt. Das Substrat kann
dabei als absorbierendes Mediummodelliert werden, indem ein komplexer
Brechungsindex NSubstrat gewählt wird. Die Indizes TF,V und TF,R kennzeich-
nen die Transmission an der Vorder-, bzw. Rückseite und RF,V− beschreibt
6.2 Teilprobleme der Optimierung
die Reflektanz an der Vorderseite in inverser Richtung. Je nach betrachte-
ter Richtung muss die Reihenfolge des Schichtaufbaus in (6.1) invertiert
werden [Lar08]. Der Operator Im{.} bezeichnet den Imaginärteil und ent-
sprechend Re{.} den Realteil.
6.2 Teilprobleme der Optimierung
Ziel der hier betrachteten Optimierung ist ein Sensordesign mit verminderter
Messunsicherheit. Hierfür existieren zwei wesentliche Ursachenmit unter-
schiedlichem Charakter. Zum einen sind nur verrauschte Beobachtungen
möglich, was zu einer gewissen Messunsicherheit führt. Das zweite Teilpro-
blem beschreibt eine Eindeutigkeitsproblematik der Wellenlängenschätzung
aus den Multispektraldaten, welche sich auch negativ auf die resultieren-
de Messunsicherheit auswirken kann.
Um die beiden Teilprobleme zu visualisieren, wird eine Darstellung einge-
führt, welche das Sensormodell als mehrdimensionalen Pfad beschreibt. Als
Pfad wird dabei die zusammenhängendeMenge {gμ(h)|h ∈ [hmin,hmax]} be-
zeichnet. Der Verlauf dieses Pfades visualisiert dabei die erwartete Verände-
rung der Beobachtung als Funktion einer veränderten Objekthöhe h. Eine
beispielhafte Pfadrepräsentation ist in Abbildung 6.2 dargestellt, wobei die-
sem Schaubild ein Sensormodell mit den in 6.3 dargestellten Filtertrans-
missionen zugrunde liegt.
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Abbildung 6.2: Beispielhafte Pfadrepräsentation einer zweikanaligen multispektralen
Kamera. Die Farbskala beschreibt die fokussierte Wellenlänge und erlaubt einen
Vergleich mit dem Sensormodell in Abbildung 6.3.
6.2.1 Teilproblem des Beobachtungsrauschens
Werden mit einer multispektralen Kamera Intensitätswerte beobachtet,
so unterliegen diese Rauscheinflüssen. Die in 5.2.1 vorgestellten Schätzfunk
tio
-
nen sind deterministisch, wodurch verrauschte Beobachtungen unter-
schiedliche Schätzergebnisse zur Folge haben. Daraus resultiert eine Varianz
des Schätzergebnisses, welche als Messunsicherheit definiert werden kann
[Gum08].
Vor dem Hintergrund der Filteroptimierung stellt sich die Frage, wie Fil-
tertransmissionen verändert werden können, sodass die Messunsicherheit
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reduziert werden kann. Eine Möglichkeit ist, die Empfindlichkeit bezüglich
der Messgröße zu steigern. Gemäß DIN-Norm [Din95] beschreibt die Emp-











der erwarteten Beobachtung gμ(h,p) nach der Messgröße interpretiert wer-
den. Wie in [Din95] angesprochen, ist die Empfindlichkeit im Falle eines
nichtlinearenModells vom Arbeitspunkt h◦ abhängig. Die Wahl der euklidi-
schen Norm ||.||2 ermöglicht eine skalare Maßzahl für die Empfindlichkeit
und wird in einer noch folgenden Betrachtung gerechtfertigt (vgl. Gleichung
(6.13)). Eine wichtiger Aspekt ist, dass die alleinige Optimierung dieses Teil-
problems eine rein lokale Betrachtung darstellt. Das Optimierungsfunktional
(6.2) bewertet nur die lokale Ableitung am Arbeitspunkt h◦.
Die Empfindlichkeitseigenschaft kann mittels der Pfadrepräsentation gut
dargestellt werden. Zum Erstellen von Schaubild 6.2 wurde die fokussierte
Wellenlänge jeder Objekthöhe in diskrete Schritte λ = 0,1 nm aufgeteilt.
Die Distanz benachbarter Intensitätsvektoren ist proportional zum Diffe-
renzenquotient gemäß (6.2) und ist ein Maß der Empfindlichkeit. Die mar-
kierten Ausschnitte I und II zeigen zwei Arbeitspunkte λgelb ≈ 580 nm und
λblau ≈ 450 nm, welche eine unterschiedliche Empfindlichkeit aufweisen.
Im Abschnitt II sind die als Punkte dargestellten Intensitätsvektoren deut-
lich weiter voneinander entfernt.
6.2.2 Teilproblem der Eindeutigkeit
Im Konzept des CCT-Sensors tritt ein zusätzliches Problem auf, welches letzt-
lich auf das nichtlineare Sensormodell zurückzuführen ist. Je nach Wahl der
spektralen Empfindlichkeit der multispektralen Kamera kann es vorkommen,
1 Zitat: »Um die Empfindlichkeit eines Meßgerätes zu bestimmen, wird der Zeigerweg auf der
Skala zur entsprechenden Änderung der Meßgröße ins Verhältnis gesetzt. Bei digital arbeiten-
den Geräten wird die Anzahl der Ziffernschritte auf die entsprechende Änderung der Meßgröße
bezogen. Für nichtlineare Meßgeräte läßt sich die Empfindlichkeit nicht für den gesamten
Meßbereich angeben, sondern ist punktweise vom Meßwert abhängig.«[Din95, S.6]
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dass für zwei unterschiedliche Objekthöhen der gleiche Intensitätsvektor
beobachtet wird. In diesem Fall kann von einer Beobachtung nicht eindeutig
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λ/nm
Abbildung 6.3: Dargestellt ist der erwartete Intensitätswert als Funktion einer fokus-
sierten Wellenlänge (Intensitätswerte skaliert auf 0 – 255). Es wurden Interferenzfilter
mit 17, bzw. 21 zufällig gewählten Schichtdicken verwendet.
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auf die zugrundeliegende Messgröße zurückgeschlossen werden. In Abbil-
dung 6.2 ist eine solche Situation III dargestellt, bei der es zu einer Kreuzung
im Pfad kommt. Wird zusätzlich das Kamerarauschen berücksichtigt, ist eine
Eindeutigkeitsaussage nur noch unter Angabe einer Wahrscheinlichkeit mög-
lich. Beispielsweise zeigt Ausschnitt IV eine Konstellation, in welcher sich
zwei Pfadausschnitte annähern, aber keine Überschneidung stattfindet. Mit
vergleichsweise hoher Wahrscheinlichkeit kann es in dieser Situation passie-
ren, dass, obwohl λrot fokussiert ist, ein Intensitätsvektor g(λrot) beobachtet
wird, welcher ein Schätzergebnis λ̂
(
g(λrot)
)=λhellblau zur Folge hat. Das Re
sultat ist wiederum eine gesteigerte Messunsicherheit. Die Ursache liegt hier
allerdings in der Eindeutigkeitsproblematik.
-
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6.3 Optimale Filtersätze und
ganzheitliche Entwurfsprinzipien
»In general, the result of a measurement is only an approximation
or estimate of the value of the measurand and thus is complete
only when accompanied by a statement of the uncertainty of that
estimate.« [Gum08, S.4]
Das obige Zitat fordert, dass für jeden Messwert auch eine Messunsicherheit
ausgewiesen wird, um die Güte einer Messung zu bewerten. Das bedeu-
tet aber auch, dass für die Aufgabenstellung einer Sensoroptimierung die
Messunsicherheit direkt als Optimierungsfunktional genutzt werden kann.
Allgemein formuliert entspricht die Sensoroptimierung mit demDesignpa-








wobei das Funktional JU(.) die Messunsicherheit quantifiziert. In [Gum08] ist
die Messunsicherheit definiert als Standardabweichung bzw. als Varianz der
Messgröße. Des Weiteren wird die Messgröße h mittels der Schätzfunktionen







Die Beobachtung g stellt dabei eine Realisierung des Zufallsvektors GK dar
und die Messunsicherheit variiert je nach Arbeitspunkt h◦.
Im Folgenden werden drei Ansätze vorgestellt, welche die Varianz (6.3) auf
unterschiedliche Art und Weise quantifizieren. Als Erstes wird dazu die
Cramér-Rao-Ungleichung betrachtet, welche eine untere Schranke für die
Messunsicherheit darstellt. Unglücklicherweise vernachlässigt diese Vorge-
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hensweise das Teilproblem der Eindeutigkeit. Als Alternative wird mit Hilfe
des Bayesian Experimental Design eine numerische Lösung für das Opti-
mierungsfunktional (6.3) hergeleitet. Diese berücksichtigt auch das Optimie-
rungsproblem der Eindeutigkeit, jedoch ist für eine praktische Optimierung
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der Rechenaufwand zu hoch. Um diesen zu reduzieren, wird abschließend
eine Approximation des Bayesian Experimental Design vorgestellt, welche
auf der Bhattacharyya-Ungleichung aufbaut.
6.3.1 Cramér-Rao-Ungleichung
Die Cramér-Rao-Ungleichung stellt eine untere Schranke für die Varianz (6.3)
dar. Die Idee beim Einsatz dieser unteren Schranke für die Sensoroptimie-
rung ist, dass Designparameter, die diese Schranke minimieren, auch die
tatsächliche Messunsicherheit minimieren. Diese Aussage kann dadurch ge-
rechtfertigt werden, dass Schätzfunktionen existieren, deren Schätzvarianz
die untere Schranke der Cramér-Rao-Ungleichung unter gewissen Vorausset-
zungen erreichen [vdB07, S. 105]. Für den CCT-Sensor ist jedoch aufgrund
des nichtlinearen Sensormodells keine Schätzfunktion bekannt, die diese
Eigenschaft erfüllt. Nichtsdestotrotz kann empirisch gezeigt werden, dass
Optimierungen, die die Cramér-Rao-Schranke verringern, auch die wahre
Messunsicherheit reduzieren (vgl. Abschnitt 7.2). Eine weitere Besonderheit
der Cramér-Rao-Ungleichung ist ihre geschlossene analytische Form, die
eine schnelle Auswertung erlaubt.
Im Folgenden wird die Cramér-Rao-Ungleichung hergeleitet und anschlie-
ßend diskutiert. Gegeben sei eine vektorielle Zufallsvariable GK ∼ p(g|h) mit∫
p(g|h)dg = 1. (6.4)
Des Weiteren soll der Fall ĥ(g) eines erwartungstreuen Schätzers für h be-
trachtet werden1. Unter Ausnutzung der Erwartungstreue E{ĥ(GK)}= h ver-
1 Die Cramér-Rao-Ungleichung kann auch für den Fall eines nicht erwartungstreuen Schätzers
hergeleitet werden [vdB07, S.72].
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schwindet die erwartete Differenz der Schätzung und der zugrundeliegenden




∣∣h◦}=∫(ĥ (g(h◦,r,p))−h◦)p(g|h◦)dg = 0. (6.5)
6.3 Optimale Filtersätze und ganzheitliche Entwurfsprinzipien
Durch Differenzierung von (6.5) unter Anwendung der Produktregel und
in der Annahme, dass Integration bezüglich g und Differentiation bezüg-















p(g|h◦)dg = 0. (6.6)

























Wird das so erhaltene Zwischenergebnis (6.7) in quadrierter Form in die
Cauchy-Schwarzsche-Ungleichung eingesetzt, resultiert
∫(











wobei der erste Term der Messunsicherheit und der zweite Term die so-






















p(g|h◦)dg = E{(sh◦ )2} (6.10)
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die Fisher-Information bezüglich derMessgröße h amArbeitspunkt h◦ angibt
[vdB07, S.60]. Die Darstellung als Erwartungswert ist nützlich, wobei sh◦ als
Fisher score bezeichnet wird [vdB07, S.23].
Für das entwickelte Sensormodell kann die Fisher-Information als analyti-
scher Ausdruck ausgewertet werden. Dazu wird im ersten Schritt die logarith-































i j d j (h) (6.11)
betrachtet, wobei die Schreibweise ε−i j das (i , j )-te Element der Kovarianzma-
trix Σ−1, |Σ| die Determinante und d(h)= g−gμ(h), bzw. di (h)= gi − gμ,i (h)
bezeichnet. Im nächsten Schritt wird die Ableitung ∂ln(p(g|h))/∂h, bzw. der
Fisher score gebildet. Zur Herleitung einer geschlossenen Lösung ist die An-
nahme notwendig, dass Σ keine Abhängigkeiten bezüglich h aufweist. Die-
se Forderung ist dann erfüllt, wenn das stark vereinfachte Rauschmodell
(4.31), mit einer Kovarianzmatrix σ2I betrachtet wird. Dieses vereinfachte
Rauschmodell wird in dieser Arbeit nur an dieser Stelle verwendet. Da nur
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der letzte Term in (6.11) eine Abhängigkeit von h aufweist, ergibt sich der




































6.3 Optimale Filtersätze und ganzheitliche Entwurfsprinzipien
Dabei wurde ausgenutzt, dass die Kovarianzmatrix symmetrisch ist. Die Fis-



















































































als euklidische Norm der Ableitung des Kameramodells nach der Messgröße
geschrieben wird.








Diese Darstellung erlaubt einen Vergleich mit dem in Abschnitt 6.2.1 ein-
geführten Sensorempfindlichkeitsmaß (6.2), da JCR∝ 1/J2E gilt. Der Zusam-
menhang 1/x2 stellt für x ∈ R>0 eine monotone Funktion dar, womit die
Lösungen der zugehörigen Optimierungsprobleme übereinstimmen. Damit
ist auch ersichtlich, dass nur das Teilproblem des Beobachtungsrauschens
berücksichtigt wird und der Einfluss der Eindeutigkeitsproblematik durch
die Cramér-Rao-Ungleichung unberücksichtigt bleibt [Tap14a].
Zwei Ansätze zur Lösung dieses Problems wurden untersucht. Zum einen
kann das Optimierungsfunktional (6.14) um einen zusätzlichen Term erwei-
tert werden, welcher nur die Eindeutigkeitsproblematik bewertet. Dieser
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Ansatz wurde in [Tap13b] umgesetzt und die experimentellen Ergebnisse
werden in Abschnitt 7.1.3 vorgestellt. Alternativ kann die Messunsicherheit
numerisch bestimmt werden, was im folgenden Abschnitt behandelt wird.
Dieser zweite Ansatz hat den Vorteil, dass nicht zwischen den unterschiedli-
chen Quellen der Messunsicherheit unterschieden werden muss.
6.3.2 Bayesian Experimental Design
Ein zentraler Gedanke beim Auslegen eines Experimentes im Sinne von Bayes
ist die Definition einer Nutzenfunktion zur Bewertung der gewählten Desi-
gnparameter [Cha95]. Ist diese gegeben, kann der Nutzen für alle möglichen
Beobachtungen evaluiert werden, wobei die Auftrittswahrscheinlichkeit je-
der Beobachtung berücksichtigt wird [vT11]. Dieses Vorgehen führt zum




}=∫∫∫u (g,h,r,p)p(g,h,r |p)dgdhdr , (6.15)
indem die Nutzenfunktion u(.) mit der Wahrscheinlichkeitsdichteverteilung
des Signalmodells gewichtet wird und über alle möglichen Daten integriert
wird. Die drei Integrale beziehen sich dabei auf die rauschenden Intensi-
tätswerte g, die Messgröße h und die Oberflächenreflektanz r . An dieser
Stelle wird deutlich, dass diese Variablen im Bayesschen Kontext als Zufalls-
variablen behandelt werden und eine gemeinsame Verbundwahrscheinlich-
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keit p(g,h,r |p) angegeben werden kann. Diese Verbundwahrscheinlichkeit
kann als bedingte Wahrscheinlichkeit
p(g,h,r |p)= p(g|h,r,p)p(h,r )
= p(g|h,r,p)p(h)p(r )
geschrieben werden, indem die A-priori-Wahrscheinlichkeitsdichtevertei-
lung p (h,r ) berücksichtigt wird. Die bedingte Wahrscheinlichkeit p(g|h,r,p)
ist bereits aus der Modellierung des Kamerarauschens bekannt (vgl. (4.26)).
Über die zu messenden Objekttopographien liegt keine Information vor,
sodass bezüglich der A-priori-Wahrscheinlichkeitsdichteverteilung folgen-
de Annahmen getroffen werden. Zum einen soll stochastische Unabhän-
gigkeit gelten, wodurch p (h,r ) = p(h)p(r ) gilt. Vor dem Hintergrund der
6.3 Optimale Filtersätze und ganzheitliche Entwurfsprinzipien
messtechnischen Anwendung wird somit gefordert, dass von einer bekann-
ten Objekthöhe nicht auf die Oberflächenreflektanz zurückgeschlossen wer-




hmax−hmin , hmin ≤ h ≤ hmax
0, sonst
gemäß einer nichtinformativen Gleichverteilung gewählt und damit ange-
nommen, dass jeder Arbeitspunkt h ∈ [hmin,hmax] imMessbereich mit glei-
cher Wahrscheinlichkeit zur Messaufgabe beiträgt. Eine analoge Argumen-
tation wäre auch bezüglich p(r ) gerechtfertigt, allerdings wird stattdessen
nur eine minimale Oberflächenreflektanz betrachtet
p(r )= δ (rmin)=
{
1, r = rmin
0, sonst.
Zur Begründung dieser Wahl muss vorweggenommen werden, dass zur Be-
rechnung der erwarteten Nützlichkeit (6.15) mehrdimensionale Integrale
numerisch gelöst werdenmüssen. Indem nur eine minimale Reflektanz be-
trachtet wird, entfällt effektiv eine Dimension, über die zusätzlich integriert
werden müsste. Das Ziel ist somit eine Reduzierung des Rechenaufwands bei
der Optimierung der Filtersätze. DesWeiteren ist durch die Beschränkung auf
r = rmin die Verwendung des intensitätsnormierten Rauschmodells möglich.
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Aus Sicht der Messtechnik stellt r = rmin eine konservative Festlegung dar, da
gemäß (4.29) einemaximale intensitätsnormierte Varianz angenommenwird.
Abschließend gilt es noch die Nutzenfunktion zu definieren. Diese soll wieder
die Güte eines Sensors anhand dessen Messunsicherheit bewerten. Folg-
lich wird die Nutzenfunktion
u(g,h,r,p)= (h − ĥ(g))2
als quadratische Abweichung der geschätzten Messgröße zumwahrenWert
h gewählt. Werden alle getroffenen Annahmen in (6.15) eingesetzt, dann ma-
ximieren die im Sinne von Bayes optimalen Filterparameter p die erwartete
Nützlichkeit












h − ĥ(g))2 p(g|h,rmin,p)p(h)dgdh.
Die Integration über h birgt jedoch die Gefahr, dass zum Vorteil einer hö-
heren Nützlichkeit für einige wenige Arbeitspunkte h◦ eine deutlich höhere
Messunsicherheit akzeptiert wird.Muss diese in einemDatenblatt spezifiziert
werden, so muss für eine seriöse Angabe die Messunsicherheit am ungüns-
tigsten Arbeitspunkt ermittelt werden. Gemäß dieser Argumentation ist ein
Sensor durch die Messunsicherheit an seinem schlechtesten Arbeitspunkt






h◦ − ĥ(g))2 p(g|h◦,rmin,p)dg (6.16)
berücksichtigt werden kann. Für den Fall einer erwartungstreuen Schätz-
funktion ĥ(g) entspricht das Integral der Schätzvarianz, wie sie auch für die
Herleitung der Cramér-Rao-Ungleichung eingeführt wurde (vgl. (6.8)). Diese
Übereinstimmung wurde erreicht durch die quadratische Nutzenfunktion
und die Annahme einer nichtinformativen A-priori-Wahrscheinlichkeitsdich-
teverteilung p(h). Für den Fall einer nicht erwartungstreuen Schätzfunktion
ĥ(g) geht in die quadratische Nutzenfunktion auch der sogenannte Bias, als
Offset vom Erwartungswert, mit ein.
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Wie bereits angesprochen, muss zur Optimierung von (6.16) ein mehrdimen-
sionales Integral
∫
(.)dg gelöst werden, wobei die Dimension durch die Anzahl
der Filter pro Filtersatz gegeben ist. Gemäß [vT11] sind prinzipiell unter-
schiedliche Verfahren wie z.B. Monte-Carlo- oder Gauß-Hermite-Integration
geeignet, solche Integrale approximativ zu lösen. Besonders gut funktionie-
ren diese Verfahren, wenn Glattheitsannahmen bezüglich des Integranden
erfüllt sind. Z.B. wäre die Approximation mittels Gauß-Hermite-Quadraturre-
gel fehlerfrei, wenn sich die Funktion u(g)= (h − ĥ(g))2 mit einem Polynom
gewissen Grades darstellen ließe. Wird für ĥ(g) eine ML- oder MAP-Schätz-
funktion gewählt, dann treten aufgrund des beinhaltetenMaximumoperators
Unstetigkeiten auf. Diese führen zu Sprungstellen im Schätzergebnis, wenn












Abbildung 6.4: Variation der numerischen Monte-Carlo-Integration angegeben in
Prozent der empirischen Standardabweichung σ̂ im Verhältnis zummittleren Integra-
tionsergebnis μ̂. Betrachtet wurde ein realistischer Filtersatz mit vier Filtern, d.h. es
wurde eine vierdimensionale Integration approximiert. Als Schätzfunktion wurde der
ML-Schätzer verwendet.
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eine Beobachtung g durch zwei oder mehr Schätzwerte mit gleicher Wahr-
scheinlichkeit erklärt werden kann. Glattheitsbedingungen werden somit
nicht erfüllt und das Integral kann nur mithilfe der Monte-Carlo-Methoden
technisch sinnvoll gelöst werden. Da es sich um eine statistische Integrations-
methode handelt, unterliegt das approximierte Integrationsergebnis einer
gewissen Varianz. In Abbildung 6.4 wurde dazu der Einfluss der Anzahl an
Funktionsauswertungen auf die Varianz des Integrationsergebnises unter-
sucht. Auf einer doppelt logarithmischen Skala ist ein annähernd linearer
Zusammenhang zwischen Anzahl der Funktionsauswertungen und prozen-
tualer Variation des Integrationsergebnises zu erkennen. Aufgetragen ist die
empirische Standardabweichung im Verhältnis zum empirischen Mittelwert.
Beispielhaft markiert die unterbrochene Linie die Anzahl notwendiger Funk-
tionsaufrufe, bei der die Standardabweichung des Integrationsergebnisses
ein Prozent des absoluten Integrationswerts ausmacht.
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Die vielen notwendigen Funktionsauswertungen haben eine hohe Rechenzeit
zur Folge. In diesemZusammenhang ist es besonders problematisch, dass die
Schätzfunktion ĥ(g) selbst eine eindimensionale, nicht konvexe Optimierung
darstellt, die für jede Funktionsauswertung des Integrals gelöst werden muss
(vgl. (5.2)). Auch das Bayessche Optimierungsfunktional ist nicht konvex
und die gefundene Lösung hat lediglich lokale Optimalitätseigenschaften.
Die Güte der gefunden Lösung hängt somit vom zufällig ge -wählten Start
punkt ab. Je mehr Startpunkte durchgerechnet werden, des -to wahrschein
licher werden gute Ergebnisse. So betrachtet hängt die Güte des gefundenen
Sensordesigns von der Rechenzeit ab, da diese die Anzahl betrachteter
Startpunkte limitiert.
6.3.3 Bhattacharyya-Ungleichung




h◦ − ĥ(g))2 p(g|h◦,rmin,p)dg (6.17)
entwickelt. Ziel ist eine geschlossene Lösung für das Funktional, welches
dann effizient ausgewertet werden kann. Die Approximation basiert im Kern
auf der Bhattacharyya-Ungleichung, welche wiederum als Approximation der
Chernoff -Ungleichung dargestellt werden kann [Dud01]. Für eine praktische
Anwendbarkeit sind weitere heuristisch motivierte Schritte notwendig.
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Für die folgende Betrachtung wird die kontinuierliche Messgröße
h◦ ∈ [hmin,hmax] in m äquidistante Werte hi diskretisiert. Da die gesuchte
Approximation in einer numerischen Optimierung verwendet wird, könnte
die Diskretisierung analog zur Approximation einer Ableitung durch einen
Differenzenquotienten gerechtfertigt werden. Beispielsweise wird die Grenz-
wertbetrachtung des Differenzenquotienten numerisch durch hinreichend
kleine Zahlen technisch umgesetzt.
































Abbildung 6.5: Voronoi-Diagramm (blau) eines in h diskretisierten Kameramodells.
Die magenta und die grüne Funktion zeigen den Intensitätsverlauf für Kamerakanal 1
und 2 als Funktion der fokussierten Wellenlänge λ(h). Im Beobachtungsraum sind
alle Vektoren gμ = (gμ,1,gμ,2) als roter Pfad dargestellt.
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Der Charakter der eingeführten Diskretisierung hi ist jedoch ein anderer,
da vergleichsweise grobe Diskretisierungsschritte gewählt werden. Zur Op-
timierung hat sich beispielsweise eine Diskretisierung der Wellenlänge von
λ= 0,1 nm als ausreichend erwiesen. Für eine Höhenmessung mit 2 mm1
Messbereich und einem spektralen Messbereich von 425 nm – 700 nm ergibt
sich h = 0,73 μm. Verglichen mit der kleinsten erreichten Messunsicher-
heit von 0,1 μm zeigt, dass eine grobe Diskretisierung vorliegt; wobei die
Messunsicherheit die Standardabweichung der Höhenschätzung angibt. Die
eingeführte Diskretisierung ist somit heuristischer Natur und erlaubt eine
andere Sichtweise auf das Optimierungsfunktional (6.17).
Für die Motivation der Approximation ist es vorteilhaft, die Schätzfunktion
ĥLS(g) als LS-Schätzer zu wählen. Der Vorteil dieses Schätzers liegt in der
geometrischen Interpretation, indem jeder Beobachtung g die Messgröße
ĥ zugeordnet wird, welche gemäß des Kameramodells gμ(ĥ) eine minimale
euklidische Distanz ||g−gμ(ĥ)||2 zur Beobachtung besitzt. Diesem Gedanken
folgend, kann im Falle m diskreter Messgrößen hi der Beobachtungsraum
gemäß eines Voronoi-Diagramms aufgeteilt werden. Das Voronoi-Diagramm
zerlegt den Beobachtungsraum in RegionenRi , welche jeweils einem Zen-
trum gμ(hi ) zugeordnet sind. Die Regionen haben die Eigenschaft, dass jede
Beobachtung g ∈ Ri einen kleineren euklidischen Abstand zum Zentrum
gμ(hi ) hat als zu allen anderen Zentren. Folglich ist das Schätzergebnis des
LS-Schätzers für jede Beobachtung ĥLS(g ∈Ri ) = hi bekannt. Ein beispiel-
haftes Voronoi-Diagramm ist in Abbildung 6.5 dargestellt.
Diese Einteilung des Beobachtungsraumes mittels eines Voronoi-Diagramms



















p(g|hi ,rmin,p)dg , mit (6.18)
R j =
{
g | ĥLS(g)= h j , j ∈ {1, . . . ,m}
}
1 Die beispielhaften Werte sind Tabelle 7.3 entnommen.




















Abbildung 6.6: Visualisierung der Auswirkungen einer Integration gemäß dem ZKF
(grün schraffiert) und des MKF (rot schraffiert).
von Integralen über die jeweiligen Regionen zu schreiben. Da die Integra-
tionsregionenR j über das Ergebnis der Schätzfunktion definiert sind, entfällt
die Abhängigkeit der Schätzfunktion von der Beobachtung und die Schätz
funktion kann aus dem Integral herausgezogen werden. Mit dem Ziel einer
geschlossenen Lösung für dieses Funktional kann im nächsten Schritt das
verbleibende mehrdimensionale Integral
∫
(.)dg überR j für sich gelöst
werden.
-
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lung, wie groß der Klassifikationsfehler P (Fehler) ist, wenn berücksichtigt
wird, dass die Beobachtungen gemäß p(g|hi ) verteilt sind. Für den Zweiklas-
senfall (ZKF), bei dem nur die Klassen h1 und h2 existieren, gilt [Dud01]











wobei bereits der Spezialfall betrachtet wurde, dass beide Objekthöhen (Klas-
sen) h1 und h2 mit gleicher A-priori-Wahrscheinlichkeit auftreten. Bei einem
Vergleich der Integrale aus (6.19) und (6.18) fällt auf, dass das Ergebnis jeweils
als eine Fehlerwahrscheinlichkeit interpretiert werden kann. Es existiert aber
auch ein großer Unterschied zwischen dem ZKF in (6.19) und demMehrklas-
senfall (MKF) in (6.18), bei dem m Objekthöhen betrachtet werden. Dieser
Unterschied hat große Auswirkungen bezüglich der Integrationsgebiete, wel-
che in Abbildung 6.6 gegenübergestellt sind.
Anstatt, wie imMKF notwendig, nur über Region R j zu integrieren (rot schraf-
fiert), wird im ZKF über einen kompletten Halbraum integriert (grün schraf-
fiert). Obwohl offensichtlich ist, dass an dieser Stelle ein (großer) Fehler
gemacht wird, wird im Folgenden die Integration des ZKF in kombinatori-
scher Weise auf den MKF angewandt. Die Behandlung des MKF als viele
Zweiklassenfälle hat eine überschätzte Fehlerwahrscheinlichkeit zur Folge.
Anstatt über R j wird über eine größere Region integriert, welches R j voll-
ständig enthält. Der Grund für dieses Vorgehen ist, dass für die Integrale
des ZKFs eine Approximation mittels der Bhattacharyya-Ungleichung exis-
tiert. Diese stellt eine geschlossene Lösung der Chernoff -Ungleichung dar
Dazu wird das Schätzproblem als Klassifikationsproblem betrachtet. Jede
diskrete Objekthöhe hi entspricht dabei einer Klasse undRi beschreibt die
zugehörige Entscheidungsregion. Für alle Beobachtungen g ∈Ri folgt die
Klassifikation ĥ(g)= hi . Interessant bei dieser Betrachtung ist die Fragestel-
und beschreibt eine obere Schranke für die Fehlerwahrscheinlichkeit (6.19).
6.3 Optimale Filtersätze und ganzheitliche Entwurfsprinzipien
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Dadurch ist folgende Abschätzung möglich∫
R j






(−κ(gi ,g j ,Σi ,Σ j )) , mit
κ
(
















∣∣∣Σi+Σ j2 ∣∣∣√|Σi ||Σ j |
⎞
⎠ ,
wobei letztere die Bhattacharyya-Ungleichung mit dem Vorfaktor 1/2 dar-
stellt [Dud01]. Der Vorfaktor berücksichtigt, dass im ZKF beide Fehler (g ∈
R2|h1) und (g ∈R1|h2) betrachtet werden und hier stattdessen nur der Fehler
(g ∈R j |hi ) von Interesse ist. Die Variable gi := gC(hi ,rmin,p) ermöglicht eine
kompaktere Schreibweise und bezeichnet das intensitätsnormierte Kamera-
modell (4.27); analog verweist Σi auf Kovarianz (4.28). Es sei angemerkt, dass
die Bhattacharyya-Schranke nur für den Fall einer normalverteilten Wahr
scheinlichkeitsdichtefunktion p(g|hi ) gültig ist, was hier erfüllt ist (vgl. (4.26)).
Anstatt die Bhattacharyya-Ungleichung in ihrer ursprünglichen Form zu ver-






p(g|hi ,rmin,p)dg = 1
gilt, da über eine Wahrscheinlichkeitsdichte integriert wird. Um diese Eigen-






)2 exp(−κ(gi ,g j ,Σi ,Σ j ))∑m
l=1 exp
(−κ(gi ,gl ,Σi ,Σl )) (6.20)
ein Normierungsterm im Nenner hinzugefügt. Die zweite Anpassung hinge-
gen ist heuristisch motiviert. Untersuchungen haben ergeben, dass bei der
-
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Anwendung unterschieden werden muss, ob hi und h j benachbarte Objekt-
größen bezeichnen oder nicht. Dabei hat sich gezeigt, dass eine bessere Ap-
proximation erreicht wird, wenn diemodellierten Varianzen bei nicht benach-
barten Objekthöhen verdoppelt werden. Dazu wird die Gewichtungsfunktion
w(hi ,h j )= 2
1+exp(− 1a · |hi −h j |) (6.21)
eingeführt, welche die Kovarianzmatrix w(hi ,h j )Σi je nach Abstand |hi −h j |
gewichtet. Der Parameter a hängt dabei vom betrachteten Problem ab und
muss entsprechend geeignet gewählt werden.
Das Ziel, welches dabei verfolgt wird, entspricht einer Balancierung der bei-
den Teilprobleme der Optimierung. In Abschnitt 6.2 wurden dazu zwei Quel-
len für Messunsicherheit vorgestellt: zum einen das Teilproblem des Beob-
achtungsrauschens, welches vorwiegend bei benachbarten Objekthöhen zu
beachten ist, zum anderen das Eindeutigkeitsproblem, welches nur bei weit
auseinanderliegenden Objekthöhen auftritt. Wird die Gewichtungsfunktion
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in geschlossener Form. Die Eignung dieser Approximation wird im folgen-
den Kapitel 7 empirisch untersucht, indem diese numerischen Lösungen
mittels Monte-Carlo-Integration gegenübergestellt wird (vgl. Abbildung 7.10
und 7.17). Mit Blick auf die Wahl der Integrationsgrenzen, wie sie in Abbil-
dung 6.6 in rot und grün gegenübergestellt wurden, handelt es sich um eine
grobe Approximation des ursprünglichen Funktionals. Es sei jedoch schon
vorweg genommen, dass sich diese Approximation erstaunlich gut für die
Optimierung von Filtersätzen eignet.
6.3 Optimale Filtersätze und ganzheitliche Entwurfsprinzipien
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Das approximative Optimierungsfunktional (6.22) wird analog zum Bayess-
chen Optimierungsfunktional (6.16) in einer Minimax-Optimierung verwen-
det. Dadurch wird die Optimierung durch den ungünstigsten Arbeitspunkt
aus {h1, . . . ,hm} dominiert.
Die Intention dieser Approximationwar eine Reduzierung der Rechenzeit, bei
der Auswertung des Bayesschen Optimierungsfunktionals (6.17). Für eine rea-
listische Aufgabenstellung, wie sie in Abschnitt 7.2 im Detail vorgestellt wird,
ermöglicht die gefundene Approximation (6.22) eine ungefähr 800mal schnel-
lere Auswertung im Vergleich zu einer numerischen Lösung mittels Monte-
Carlo-Integration. Die typische Rechenzeit einer Optimierung, unter Verwen-
dung der Approximation, beträgt 24 Stunden auf einem Server mit 16 Xeon™
Kernen je 2,6 GHz Taktfrequenz. Wird z.B. ein Filtersatz von vier Filtern je
20 Schichten optimiert, dann hat der Optimierungsraum 80 Dimensionen.
Selbst ein gradientenbasiertes Optimierungsverfahren konvergiert in diesem
Fall vergleichsweise langsam, woraus diese hohe Rechenzeit resultiert.
Abschließend sei noch einmal auf die verwendete Minimax-Optimierung
(6.16) hingewiesen. Bei der Optimierung des Funktionals (6.22) wird dazu
immer der ungünstigste Arbeitspunkt h◦ ermittelt, um die Messunsicherheit




Die hier vorgestellten Untersuchungen verfolgen das Ziel, das Messprinzip
des CCT-Sensors in den Stand der Forschung einzuordnen. Als alternative
Messverfahren werden dazu Umsetzungen mittels RGB Kamera und Spektro-
meter betrachtet. Der ausführliche Stand der Forschung ist in Abschnitt 3.2.2
zu finden.
Für einen quantitativen Vergleich wird die Messunsicherheit betrachtet, die
in diesem Abschnitt immer als Standardabweichung der Messgröße ange-
geben ist. Dabei wird als interessierender Schätzparameter sowohl die fo-
kussierte Wellenlänge als auch die Objekthöhe betrachtet. Zwischen diesen
beiden Messgrößen wird ein linearer Zusammenhang angenommen, was
eine einfache Umrechnung erlaubt (vgl. Abbildung 4.8). Eine angegebene
Messunsicherheit bezüglich einer Höhenmessung kann intuitiv interpretiert
werden. Sie muss jedoch vor dem Hintergrund des technisch realisierten
Messbereichs bewertet werden. Wird hingegen die Unsicherheit bezüglich
der Wellenlängenschätzung angegeben, könnenmultispektrale Kameras mit-
einander verglichen werden.
Im ersten Teil dieses Kapitels werden experimentelle Ergebnisse vorgestellt.
Dazu wurde ein CCT-Sensor mit einem Spektrometer, einer RGB-Kamera
und einer multispektralen Kamera mit sechs Interferenzfiltern aufgebaut.
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7 Ergebnisse
Abbildung 7.1: Versuchsaufbau eines CCT-Sensors mit einem Strahlengang wie in
7.2 dargestellt. In demmit Kühlkörpern versehenen Kasten befindet sich eine RGB
Zeilenkamera mit einem vierten monochromen Kamerakanal (ELiiXA, e2v™).
betrachtet. Abschließend werden in Abschnitt 7.3 die Ergebnisse zusam-
mengefasst und quantitativ verglichen.
7.1 Experimente mit
unterschiedlichen Filtersätzen
Für alle Experimente wurde derselbe Versuchsaufbau verwendet, der in Ab-
bildung 7.1 dargestellt ist. In Abbildung 7.2 ist der zugehörige schematische
Strahlengang skizziert. Die folgenden drei Experimente unterscheiden sich
darin, dass an der Kameraposition im Strahlengang ein Spektrometer, eine
RGB-Kamera oder eine multispektrale Kamera eingesetzt wird. Alle Kameras
unterscheiden sich in ihren Filtersätzen, wobei auch das Spektrometer als ei-
ne multispektrale Kamera mit vielen Bandpassfiltern aufgebaut werden kann.
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Im zweiten Teil werden Simulationsergebnisse vorgestellt. In Abschnitt 7.2
werden dazu Filtersätze optimiert und unterschiedliche Einflussfaktoren
7.1 Experimente mit unterschiedlichen Filtersätzen
Spaltblende/ Kamerakonkaves Gitter
λmax = 900 nm






Abbildung 7.2: Strahlengang des CCT-Sensors wie er für experimentelle Untersuchun-
gen aufgebaut wurde.Wesentliches optisches Element ist ein reflektierendes konkaves
Gitter (Typ 535, Zeiss™). Für eine Wellenlänge von λmin = 200 nm beträgt der Winkel
θ = 61◦ und der halbe Öffnungswinkel α= 5,9◦ entspricht einer numerischen Apertur
von N A = 0.1. Eine vollständige CCT-Optik besteht aus zwei spiegelsymmetrischen
Teiloptiken (unten links dargestellt) [Tap12b, Tap11].
7.1.1 CCT-Sensor mit Spektrometer
Dieser Versuchsaufbau entspricht einem klassischen chromatisch konfoka-
len 3D-Sensor, wie er am Markt erhältlich ist. Einzig die Realisierung als
konfokales Theta-Mikroskop, mit einer separaten und verkippten Optik für
Beleuchtungs- und Abbildungsstrahlengang, weicht von vergleichbaren han-
delsüblichen Sensoren ab. Die Experimente wurdenmit einem fasergekoppel-
ten Spektrometer mit einer spektralen Halbwertsbreite von FWHM< 2 nm
durchgeführt (Typ HR2000+, OceanOptics™).
Im Folgenden wird der Einfluss des Kamerarauschens unter ansonsten kon-
stantenMessbedingungen untersucht. Dieses Experiment kommt der Sen-
sormodellierung aus Kapitel 4 am nächsten, welches variierende Beobach-















Abbildung 7.3: Messreihe einer punktuellen Höhenmessung auf einem statischen
Planspiegel. Die beobachtete Variation resultiert aus dem Kamerarauschen der im
Spektrometer verbauten Zeilenkamera. Die Messunsicherheit der Höhenmessung
σ= 91 nm ist als rote Linie dargestellt (ermittelt als empirische Standardabweichung).
In den ersten Messungen ist ein Einschwingverhalten zu sehen. Dieses ist den experi-
mentellen Umgebung
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ein statischer Planspiegel vermessen, welcher auch zur Kalibrierung des Ex-
periments eingesetzt wird. Als Signalverarbeitungsalgorithmus wird zum
Ermitteln der fokussierten Wellenlänge eine Gauß-Funktion an das beob-
achtete Spektrum angepasst [Vdi10, Luo12].
In Abbildung 7.3 ist das Ergebnis einer Messreihe dargestellt. Die Messunsi-
cherheit der Höhenmessung, ermittelt als empirische Standardabweichung,
beträgt 91 nm. Dies stellt einen sehr kleinen Wert dar, insbesondere wenn
beachtet wird, dass der Demonstrator einen Messbereich von 21,4 mm be-
sitzt. In Abbildung 7.4 ist das Lichtspektrum einer Messung dargestellt, an
welches eine Gauß-Kurve angepasst wurde. Dem Schaubild kann entnom-
men werden, dass die Halbwertsbreite FWHM= 2,1 nm beträgt. Qualitativ
betrachtet können die Daten gut durch eine Gauß-Funktion beschrieben
werden, wobei eine gewisse Abweichung, verursacht durch eine Asymmetrie
des gemessenen Spektrums, zu erkennen ist.





























Abbildung 7.4: Lichtspektrum, wie es auf die Kamera bzw. Lichtleitfaser des Spektro-
meters trifft. Der eingesetzte Faserdurchmesser beträgt 50 μm. In rot ist eine ange-
passte Gauß-Kurve dargestellt mit einer Halbwertsbreite von 2,1 nm. Die maximale
Abweichung zwischen denMesswerten und der Gauß-Approximation beträgt 4,8 %
und der RMSE = 2,1 % (Bezogen auf die maximal gemessene Intensität).
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7.1.2 CCT-Sensor mit RGB-Filtersatz
Chromatische Sensoren, welche eine handelsübliche RGB-Kamera einsetzen,
wurden in der Literatur schonmehrfach vorgeschlagen (vgl. Abschnitt 3.2.2).
Prinzipiell ist esmöglich, dieWellenlänge von fastmonochromatischemLicht
mit Hilfe eines RGB Filtersatzes zu schätzen. Um die Eignung dieser Filter zu
untersuchen, wurde eine handelsübliche RGB Kamera in den Demonstrator
eingebaut undmit einem Planspiegel kalibriert. Als Ergebnis erhält man die
Intensitätsverläufe der einzelnen Kamerakanäle (Abbildung 7.5 (a)). Diese
Verläufe wurden im Folgenden dazu genutzt, die resultierende Messunsi-
cherheit zu simulieren. Die Ergebnisse einer Monte-Carlo-Simulation sind
Messunsicherheit wird dabei als Standardabweichung bezüglich der Wel-
lenlängenschätzung angegeben.
in Abbildung 7.5 (b) aufgetragen und in Tabelle 7.1 zusammengefasst. Die
7 Ergebnisse
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Abbildung 7.5: (a) Kalibrierergebnis des RGB-Filtersatzes in einem CCT-Sensor. Der
rote Verlauf zeigt den kalibrierten Intensitätsverlauf ĝμ,1 = ĝμ,R des roten Filters als
Funktion der Wellenlänge. In dem Intensitätsverlauf sind sowohl die Kameraempfind-
lichkeit als auch das Beleuchtungsspektrum der Lichtquelle enthalten. (b) Berechnete
Messunsicherheit mittels Monte-Carlo-Simulation auf Basis der oben gemessenen
Intensitätsverläufe; angegeben bezüglich einer Wellenlängenschätzung.
Schätzparameter minimal mittlere maximal
Wellenlängenschätzung 0,14 nm 0,93 nm 2,9 nm
Höhenschätzung 4,2 µm 28,4 µm 88,7 µm




Der Zusammenhang ergibt sich, wenn 200 nm – 900 nm spektraler Messbe-
reich und 21,4 mmHöhenmessbereich ins Verhältnis gesetzt werden.
Zusätzlich sind in Tabelle 7.1 auch die resultierenden Messunsicherheiten
bezüglich der Höhenmessung zu finden, wobei ein linearer Zusammenhang


















Abbildung 7.6: Experimentelle 3D-Messung einer Schieblehremit RGB-Filtersatz. Der
3D-Messung liegt die in 7.7 dargestellte RGB-Rohaufnahme zugrunde.
Bei der Betrachtung der Ergebnisse fällt auf, dass die Messunsicherheit je
nach Arbeitspunkt stark variiert. Insbesondere der Bereich um 550 nmweist
eine hohe Messunsicherheit auf, welche auf die geringen Steigungen der Fil-
tertransmissionen zurückzuführen ist (vergleiche Detail I und II in Abb. 7.5).
Im Vergleich zum besten Arbeitspunkt (II) ist die Messunsicherheit etwa um
einen Faktor 20 höher. Das breiteste Plateau mit vergleichsweise konstan-
ter Messunsicherheit hat eine spektrale Breite von 35 nm und entspricht
ungefähr einem Messbereich von 1 mm (Detail III).
Auch wenn die Messunsicherheit vergleichsweise hoch ist und stark über den
Messbereich variiert, sind 3D-Messungenmit RGB Filtersätzen möglich. Ex-
emplarisch wurde dazu eine Schieblehre vermessen. Die RGB Rohaufnahme
ist in 7.7 zu sehen und die zugehörige 3D-Messung in Abbildung 7.6.
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Abbildung 7.7: RGB-Rohdaten der in 7.6 dargestellten 3D-Messung.
7.1.3 CCT-Sensor mit optimierten Interferenzfiltern
Für dieses Experiment wurde eine multispektrale Kamera mit sechs Interfe-
renzfiltern optimiert und gefertigt. Die multispektrale Kamera besteht aus
einer Zeilenkamera in Kombination mit einem Filterträger, der einen sequen-
tiellen Wechsel der einzelnen Filter ermöglicht (dargestellt als Bild 7.8). Die
Anzahl von sechs Filtern wurde dabei aus Fertigungsgründen gewählt, da
bei der Produktion der Schichtsysteme Abweichungen von den vorgegebe-
nen Schichtdicken in Kauf genommen werden müssen. Untersuchungen
im Vorfeld haben ergeben, dass die Eindeutigkeitsproblematik im Fall von
weniger als sechs Filtern pro Filtersatz das Optimierungsergebnis signifi-
kant beeinflusst. Hingegen spielt dieses Teilproblem der Optimierung bei
einem Filtersatz mit sechs Einzelfiltern eine untergeordnete Rolle [Tap13c].
Das bedeutet auch, dass Abweichungen durch den Fertigungsprozess bes-
ser toleriert werden können. Das Teilproblem der Eindeutigkeit ist dabei
besonders problematisch, weil bei Nichtbeachtenmitunter hoheMessunsi-
cherheiten die Folge sind. Der Einfluss der Filteranzahl pro Filtersatz wird
in Abschnitt 7.2.1 noch genauer betrachtet.
Bei der Produktion einer Schichtdicke kommt es zu Abweichungen, die ty-
pischerweise als normalverteilt angenommen werden. Die Standardabwei-
chung des gewählten Fertigungsprozesses beträgt ungefähr 0.5 nm pro Dünn-
schicht, wobei die Schichtdicken zwischen 15 nm−400 nm liegen [Tap13c].
Optimiert wurde ein Schichtsystem mit 41 Dünnschichten und der Rand-
bedingung, dass die Gesamtdicke 7 μm nicht überschreiten darf [Tap13b].
Als hochbrechendes Schichtmaterial kam Tantalpentoxid Ta2O5 zum Einsatz.
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7.1 Experimente mit unterschiedlichen Filtersätzen
Abbildung 7.8: 6 Interferenzfilter in einer Filterstange, angeordnet zur technischen
Realisierung einer multispektralen Kamera.
synthetisches Quarzglas wurde als Substratmaterial verwendet. Die Auswir-
kung der zu erwartenden Fertigungstoleranzen wurde mittels Monte-Carlo-
Simulation in einer eigenen Veröffentlichung untersucht [Tap13c]. Das
wesentliche Ergebnis ist, dass das Teilproblem der Eindeutigkeit während
der Optimierung durch größere Rauschparameter stärker gewichtet werden
kann. Dies kann für die Fertigung ausgenutzt werden, indem trotz Abwei-
chungen aufgrund von Fertigungstoleranzen die Eindeutigkeitsproblematik
nicht zur Messunsicherheit beiträgt. Dieses Vorgehen geht jedoch zu Lasten
der erzieltenMessunsicherheit des Sensorsystems, da das Teilproblem der
Eindeutigkeit die Optimierungsrechnung dominiert.
In Abbildung 7.9 ist das Ergebnis der gefertigten Filtertransmissionen den
berechneten Transmissionen gegenüber gestellt. Für einen senkrechten Ein-
fallswinkel ist in blau die theoretische und in grün die gemessene Filtertrans-
mission aufgetragen. ZumTeil sind deutlicheUnterschiede auszumachen, die
teilweise mehrere Prozentpunkte betragen (vgl. Detail III). Zusätzlich ist auch
der berechnete Intensitätsverlauf gμ,i für jeden Kamerakanal i aufgetragen.
Dieser besitzt einen im Vergleich zur Filtertransmission geglätteten Verlauf
(vgl. Detail I). Die Ursache hierfür liegt in der Halbwertsbreite des spektralen
Signals (FWHM = 2,1 nm) und in der Integration über die unterschiedlichen
Einfallswinkel des modellierten Beleuchtungskegels des CCT-Sensors. Die-
se Integration hat auch zur Folge, dass der erwartete Intensitätsverlauf zu
kleinerenWellenlängen verschoben ist; wie z.B. in Ausschnitt II ersichtlich ist.
Zur Berechnung der Messunsicherheit werden sowohl die berechneten als
auch die gefertigten Filter betrachtet. Da von den gefertigten Interferenz-
filtern das exakte zugrundeliegende Schichtsystem unbekannt ist, wird bei
der Berechnung der Messunsicherheit auf eine Integration über den Ein-
fallswinkel verzichtet. Die resultierendeMessunsicherheit ist in Abbildung
7.10 sowohl für den berechneten (blau) als auch für den gemessenen (grün)
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Abbildung 7.9: Pro Graph (a) – (f) ist einer der sechs Interferenzfilter dargestellt. Ne-
ben berechneter (blau) und gemessener (grün) Filtertransmission sind auch die auf
eins normierten, erwarteten Intensitätsverläufe gμ,i dargestellt (rot). Die Filtertrans-
missionen sind für einen senkrechten Einfallswinkel angegeben.
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7.1 Experimente mit unterschiedlichen Filtersätzen
Filtersatz dargestellt. Die Messunsicherheit ist dabei als Standardabweichung
der Schätzunsicherheit in der Domäne der Wellenlängenschätzung ange-
geben. Zusätzlich sind die wesentlichen Kennwerte als Messunsicherheit
bezüglich einer Höhenschätzung in Tabelle 7.2 zusammengefasst und einer
experimentellen Messung gegenübergestellt.
Simulation, Experiment minimal Durchschnitt maximal
Optimierungsergebnis 0,6 µm 1,8 µm 6,1 µm
Gefertigte Filtertransmissionen 0,45 µm 1,6 µm 3,9 µm
Experiment mit CCT-Sensor 0,61 µm - -
Tabelle 7.2: Messunsicherheit als Standardabweichung einer Höhenmessung.
Die Unterschiede zwischenminimalen undmaximalenWerten ergeben sich an
unterschiedlichen Arbeitspunkten imMessbereich (vgl. Abbildung 7.10). Die Ex-
perimente wurden nicht an allen Arbeitspunkten durchgeführt, weswegen nur die
minimal ermittelte Messunsicherheit aufgenommen wurde.
Bei der Betrachtung von Tabelle 7.2 fällt auf, dass die gefertigten Filter eine
geringere Messunsicherheit als die zuvor optimierten Filter aufweisen. Als
Ursache für dieses unerwartete Verhalten kommenmehrere Aspekte in Fra-
ge: Zum einen wurde bereits darauf hingewiesen, dass bei der Simulation
der Messunsicherheit die Integration über den Einfallswinkel nicht beachtet
wurde. Zum anderen wurde zur Optimierung des Filtersatzes ein leicht ver-
ändertes Optimierungsfunktional eingesetzt [Tap13b, Tap13a]. Dieses stellt
eine Linearkombination zweier Funktionale dar. Dabei wurde das Optimie-
rungsproblem des Beobachtungsrauschens und das Teilproblem der Ein-
deutigkeit getrennt bewerten und zueinander gewichtet. Als dritter Aspekt
muss beachtete werden, dass es bei der Fertigung an den Grenzflächen der
Dünnschichten zu Mischformen von Ta2O5 und SiO2 kommen kann. Da-
durch entsteht ein Freiheitsgrad, der bei der Optimierung nicht beachtet
wurde und der dazu führen kann, dass die gefertigten Filter eine geringe-
re Messunsicherheit zur Folge haben.
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430 440 450 460 470 480
480 490 500 510 520 530
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Abbildung 7.10: Messunsicherheit angegeben als Standardabweichung der Wellen-
längenschätzung. Bis auf den grünen Verlauf sind alle Messunsicherheiten bezüglich
des optimierten Filtersatzes angegeben.
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0.5 1 1.5 Belichtungszeit/ms
Empirische Standardabweichung der Höhenmessung in μm
Abbildung 7.11: Messung eines statischen Planspiegels für unterschiedliche Belich-
tungszeiten. Bei maximaler Belichtungszeit wurde der Dynamikumfang der Kamera
voll ausgenutzt. Die rote (grüne) Farbgebung korrespondiert mit der Messkurve in
Abbildung 7.12.
magenta die Standardabweichung der Cramér-Rao-Schranke eingezeichnet.
Wie erwartet unterschätzt diese die reale Messunsicherheit, wobei die nu-
merisch ermittelte Messunsicherheit mindestens um den Faktor 1,3 größer
ist. Die approximative Messunsicherheit unter Nutzung der Bhattachary-
ya-Ungleichung (6.22) ist in rot dargestellt. Diese stimmt im Verlauf gut mit
dem numerisch ermittelten Ergebnis überein. Besonders an Arbeitspunkten,
an denen die Cramér-Rao-Schranke die Messunsicherheit deutlich unter-
schätzt, folgt die Approximation der in Wahrheit schlechteren Messunsi-
cherheit (vgl. Detail I in Abb. 7.10).
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In Abbildung 7.10 ist die Messunsicherheit bezüglich der Wellenlängenschät-
zung als Funktion der fokussiertenWellenlänge aufgetragen. Die exakteste
Berechnung entspricht dem blau dargestellten Verlauf, welcher durch eine






















Abbildung 7.12: Messung eines statischen Planspiegels für unterschiedliche Belich-
tungszeiten. Bei maximaler Belichtungszeit wurde der Dynamikumfang der Kamera
voll ausgenutzt. Der Höhenunterschied der zwei dargestellten Messungen ist der
experimentellen Durchführung geschuldet, wobei externe Einflüsse unzureichend
kompensiert wurden.
nisse zweier beispielhafter Messreihen sind in Abbildung 7.12 aufgetragen,
die zugehörigen empirischen Standardabweichungen in 7.11. Zwischen den
Messreihen wurde die Belichtungszeit der Kamera sukzessive erhöht, um den
Einfluss einer variierenden Oberflächenreflektanz zu untersuchen. Sowohl
eine veränderte Belichtungszeit als auch eine verminderte Oberflächenreflek-
tanz führen zu einer geringeren Anzahl Photonen und haben ein schlechteres
Signal-Rausch-Verhältnis zur Folge. Die minimal gemessene Messunsicher
heit beträgt 0,61 μmund stimmt mit den simulierten Werten in Tabelle 7.2
überein.
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Die bisherige Betrachtung basiert auf Simulationen, welche im Folgenden
mit experimentell ermittelten Ergebnissen verglichen werden sollen. Als Ex-
periment wird die punktuelle Höhenmessung eines statischen Oberflächen-
spiegels durchgeführt. Die variierenden Höhenmessungen sind in diesem
Fall imWesentlichen auf das Kamerarauschen zurückzuführen. Die Ergeb-
-




Abbildung 7.13: 3D-Topographie gemessen mit einem CCT-Sensor mit sechs Interfe-
renzfiltern. Die Messung besteht aus sechs Messfahrten, wodurch Artefakte an den
Übergängen zu sehen sind. Weiße Bereiche kennzeichnen unplausible Messungen.
die minimale Distanz einer Beobachtung g zum kalibrierten Kameramodell
als Plausibilitätsmaß herangezogen wurde. Aus diesem Grund sind z.B. auf
dem Schriftzug des Euros fehlende Höhenwerte durch weiße Farbgebung zu
erkennen. Die Hauptursache für unplausible Messungen sind zum einen die
vergleichsweise unscharfe Abbildung der eingesetzten konkaven Gitter und
zum anderen der geneigte Strahlengang des CCT-Sensors. Dieser führt zu Ab-
schattungen an Objektstufen, wodurch den Kamerasensor kein Licht erreicht.
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In einem weiteren Experiment wurde auch eine Ein-Euro-Münze vermes-
sen; das Messergebnis ist in Abbildung 7.13 dargestellt. Da die eingesetzte
Lichtquelle nur ca. 5 mm des Beleuchtungsspalts ausleuchtet, waren sechs
Messfahrten notwendig. Die Höhenwerte wurden dabei nicht weiter auf-
bereitet, sodass an den Übergängen zwischen den Messfahrten Artefakte
sichtbar sind. Lediglich unplausible Höhenwerte wurden entfernt, wobei
7 Ergebnisse
7.2 Optimierung von Interferenzfiltern
Spaltblende multispektrale Zeilenkamera
Transmissionsgitter
λmax = 700 nm




Abbildung 7.14: CCT-Sensor mit annähernd beugungsbegrenzten Abbildungseigen-
schaften, Verkippungswinkel θ = 60◦ und numerischer Apertur NA= 0,25 (Öffnungs-
winkel 2αNA ≈ 29◦). Die Vergrößerung der Optik stellt eine 1 : 1 Abbildung dar. Die
Scanbreite beträgt 10 mm. Nicht gezeigt ist die telezentrisch realisierte Abbildung,
wodurch für alle, in der Zeile benachbartenMesspunkte, die gleiche Beleuchtungs-
konstellation herrscht.
ImGegensatz zum vorherigen Abschnitt 7.1 werden in diesemAbschnitt reine
Simulationsergebnisse betrachtet. Der simulierte CCT-Sensor wurde realis-
tisch modelliert, indem die Optik mittels der Optikdesign-Software Zemax™
entworfen wurde (Abbildung 7.14). Die Modellparameter der Optimierung
sind in Tabelle 7.3 zusammengefasst.
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7.2 Optimierung von Interferenzfiltern
Modellparameter numerische Größe
Kamera- und Rauschmodell
Polarisation φ unpolarisiert 50% s-, 50% p-Polarisation
Quanteneffizienz nicht berücksichtigt q(λ)= 1
Lichtspektrum nicht berücksichtigt l (λ,φ)= 1
Minimale Oberflächenreflektanz rmin = 70%
Dunkelrauschen σd =

0,2 bei 8-bit Quantisierung
(vgl. Abbildung 4.10)
Systemverstärkung k = 0,5/255 bei 8-bit Quantisierung
(vgl. Abbildung 4.10)
Optikmodell
Halber Öffnungswinkel αNA = 14,5◦ entspricht NA= 0,25
Spektraler Messbereich λ ∈ [425 nm,700 nm]
Vertikaler Messbereich h ∈ [0 mm,2 mm]
Halbwertsbreite Signal FWHM= 2,5 nm
Interferenzfilter
Anzahl Schichten pro Filter 5, 10, 20, 30, 40
Minimale Schichtdicke 10 nm





Anzahl Filter 3, 4, 5, 6, 10
Diskretisierung des Messbereichs λ= 0,1 nm
Stützstellen Monte-Carlo-Integration ca. 30.000.000 Latin-Hypercube-
Stichprobenverfahren [Ima08]
Schätzfunktion ML-Schätzer




Basierend auf diesem Sensormodell werden im Folgenden optimierte Filter-
sätze präsentiert. Für die einzelnen Optimierungen werden dabei die Anzahl
Filter pro Filtersatz, die Zahl der Interferenzschichten oder der Startwert
variiert. Als Vergleichskriterium wird die simulierte Messunsicherheit be-
trachtet, die mittels der Monte-Carlo-Simulation und unter Verwendung der
ML-Schätzfunktion ermittelt wird. Bevor diese Ergebnisse in Abschnitt 7.2.1
vorgestellt werden, wird ein exemplarisches Optimierungsergebnis mit vier
Filtern je 20 Schichten im Detail vorgestellt und diskutiert.
In Abbildung 7.15 ist ein exemplarisches Optimierungsergebnis mit vier Fil-
tern dargestellt. Gezeigt werden die einzelnen Intensitätsverläufe des Kame-
ramodells (4.23) als Funktion der fokussierten Wellenlänge. Die Verläufe der
Intensitätswerte zeigen einen typischen oszillierenden Charakter, wodurch
steile Flanken realisiert werden. Diese führen zu einer hohen Empfindlich-
keit des Intensitätswertes gegenüber kleinen Änderungen der fokussierten
Wellenlänge. Da die Filtertransmissionen nur Werte zwischen null und eins
annehmen können, ist das beobachtete oszillierende Verhalten eine logi-
sche Konsequenz, um im gesamtenMessbereich hohe Sensorempfindlich-
keiten zu erreichen. Dabei kann in Abbildung 7.15 auch beobachtet werden,
dass sich die vier Kamerakanäle gegenseitig abwechseln. Z.B. hat nur der
grün dargestellte Intensitätsverlauf bei λ ≈ 552 nm eine signifikante Stei-
gung (Detail I). Bevor dieser jedoch bei λ≈ 556 nm ein Minimum erreicht,
übernimmt der blau dargestellte Kamerakanal, sodass eine gewisse Emp-
findlichkeit immer sichergestellt ist.
Neben einer hohen Empfindlichkeit müssen optimierte Filter noch das zwei-
te Teilproblem der Eindeutigkeit einer Beobachtung lösen. Diese Eigenschaft
kann den in Abbildung 7.15 dargestellten Intensitätsverläufen nicht entnom-
men werden, weswegen dazu der korrespondierende Chromatizitätsraum in
Abbildung 7.16 betrachtet wird. Der Beobachtungsraum einer vierkanaligen
multispektralen Kamera ist vierdimensional. Durch die in Abschnitt 5.2.2
vorgestellte Intensitätsnormierung kann für jeden Intensitätsvektor ein drei-
dimensionale Chromatizitätsvektor angegeben werden. Die in 7.15 dargestell-
ten vier Intensitätsverläufe korrespondieren folglichmit einem Pfad, wie er in
7.16 zu sehen ist. Die farbig unterlegte λ-Achse in 7.15 ermöglicht dabei die
Zuordnung der Wellenlänge zu den dargestellten Chromatizitätskoordinaten.
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Abbildung 7.15: Vier Intensitätsverläufe gμ,i als Ergebnis einer Optimierung, skaliert
von 0 bis 255. Jeder Kamerakanal i ∈ {1,2,3,4} ist in einer anderen Farbe dargestellt.






























Abbildung 7.16: Intensitätsnormierte Chromatizitätskoordinaten eines multispektra-
len Kameramodells mit vier Filtern. Die Farbgebung ermöglicht eine Zuordnung zur
Wellenlänge in Abbildung 7.15. Die grau hervorgehobene Chromatizitätskoordinate
stimmt mit den grau markierten Positionen in 7.17 überein.
Der in 7.16 dargestellte Pfad hat die Eigenschaft, dass an jeder Stelle ein
gewisser Mindestabstand zu den ihn umgebenden Chromatizitätskoordina-
ten eingehalten wird. Für den Detailausschnitt I wurde eine Annäherung
des Pfades an der Stelle des minimalen Abstandes separat hervorgehoben.
Um zu bewerten, ob der hier realisierte Abstand ausreichend ist, kann die
Messunsicherheit betrachtet werden. Diese ist in Abbildung 7.17 aufgetragen,
wobei neben der numerischen Ermittlung mittels Monte-Carlo-Integration
auch die zur Optimierung verwendete Approximation mittels Bhattacharyya-
Ungleichung und die Cramér-Rao-Ungleichung als untere Schranke für die
Messunsicherheit aufgetragen ist.
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Abbildung 7.17: Messunsicherheit der Wellenlängenschätzung als Funktion der fo-
kussierten Wellenlänge (angegeben als Standardabweichung). Die rot dargestellte
Funktion entspricht gleichzeitig der Kostenfunktion des Optimierungsergebnisses für
vier Filter mit je 20 Schichten.
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ten Chromatizitätskoordinaten in 7.16 stimmen
mit den grau hinterlegten Positionen in 7.17 überein. An diesen Stellen
kann keine signifikant höhere Messunsicherheit festgestellt werden, d.h.
die Eindeutigkeitsproblematik wirkt sich in diesem Fall nicht negativ auf
das Optimierungsergebnis aus.
In Schaubild 7.17 sind die Kostenfunktionen der drei vorgestellten Optimie-
rungsfunktionale (6.14), (6.17) und (6.22) als Funktion der fokussierten Wel-
lenlänge dargestellt. Hingegen der ursprünglichen Formulierungen jedoch
nicht als Varianz der Höhenschätzung, sondern als Standardabweichung
der Wellenlängenschätzung dargestellt.
Der grüne Verlauf repräsentiert die untere Schranke der Messunsicherheit
gemäß der Cramér-Rao-Ungleichung. Der blaue Verlauf entspricht der Lö-
sung des Bayesschen-Integrals (6.17) mittels einer Monte-Carlo-Integration.
Diese Simulation kann als die wahre Messunsicherheit angesehen werden.
Obwohl als Schätzfunktion der ML-Schätzer zum Einsatz kommt, wird die
untere Cramér-Rao-Schranke nicht erreicht.
In rot ist die Approximation dargestellt, welche zur Optimierung dieses
Ergebnisses verwendet wurde (Approximation mittels Bhattacharyya-
Ungleichung). Diese überschätzt die Messunsicherheit und zeigt charak-
teristische Peaks (z.B. Detail I), welche auf Annäherungen des Pfades im
Chromatizitätsraum zurückzuführen sind. Gelingt es nicht, die Eindeutig-
keitsproblematik in der Optimierung zu lösen, können diese charakteris-
tischen Peaks auch in der numerischen Lösung der Messunsicherheit be-
obachtet werden (hier nicht der Fall). Aufgrund der Gewichtungsfunktion
des approximativen Optimierungsfunktionals (6.22) wird die Eindeutigkeits-
problematik überbewertet.
Neben diesen Peaks können auch langsame Veränderungen in den Verläufen
der Messunsicherheit beobachtet werden (vgl. Detail II in Abb. 7.17). Diese
können durch die unterschiedlichen Steigungen der Intensitätsverläufe er-
klärt werden, wie sie in Schaubild 7.15 aufgetragen sind. Der dort in grün
dargestellte Intensitätsverlauf weist bei λ= 608 nm eine vergleichsweise ho-
he Steigung auf; verglichenmit den Verläufen am Arbeitspunkt λ= 613 (vgl.
Detail II in Abb. 7.15). Entsprechend resultiert eine geringe Messunsicherheit
an der Stelle, an der die Veränderung des Intensitätswertes schneller erfolgt.
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Die grau gekennzeichne
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ist, sondern deren Zusammenspiel im Chromatizitätsraum. Würden z.B. alle
Kamerakanäle einen beliebigen aber identischen Intensitätsverlauf besitzen,
dann würden alle Punkte des Pfades in einer Koordinate des Chromatizitäts-
raumes liegen und die Messunsicherheit wäre unendlich hoch. Letztendlich
kann in diesem Fall nicht unterschieden werden, ob eine Änderung der In-
tensitätswerte aus einer Veränderung der Oberflächenreflektanz oder aus
einer veränderten fokussierten Wellenlänge resultiert.
In Tabelle 7.4 sind die charakteristischenKennzahlen des vier Interferenzfilter,
wie sie in Abbildung (7.15) dargestellt sind, zusammengefasst.
Schätzparameter minimal mittlere maximal
Wellenlängenschätzung 0,025 nm 0,054 nm 0,08 nm
Höhenschätzung 0,18 µm 0,39 µm 0,58 µm
Tabelle 7.4: Messunsicherheit als Standardabweichung einer Wellenlängenschät-
zung, bzw. einer Höhenschätzung.
In Abbildung 7.15 wurden bereits die erwarteten Intensitätsverläufe der vier
Kamerakanäle dargestellt. Um die Auswirkungen der Interferenzfilter-Tech-
nologie einschätzen zu können, wird an dieser Stelle ein Kamerakanal im
Detail untersucht. Dazu wurde in 7.18 neben dem erwarteten Intensitäts-
verlauf auch die Filtertransmission bei senkrechtem Einfall und bei maxi-
malem Einfallswinkel dargestellt. An der Stelle λ = 545 nm zeigt sich, wie
stark der Intensitätsverlauf des Kameramodells gegenüber der Filtertrans-
mission geglättet ist (Detail I). Die Ursachen dafür liegen zum einen an der
Halbwertsbreite des spektralen Signals, welches zum Vergleich als schwarz
unterbrochener Graph dargestellt ist (Detail II). Zum anderen an den winkel-
abhängigen Eigenschaften der Interferenzfilter. Zwischen dem senkrechten
und demmaximalen Einfallswinkel kann eine deutliche Verschiebung um
ca. 5 nm beobachtet werden (Detail I). Der Einfluss der Polarisation, der bei
nicht senkrechtem Lichteinfall berücksichtigt werden muss, ist gering.
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Bei einer solchen Betrachtung muss jedoch beachtet werden, dass die Mes-
sunsicherheit für das intensitätsnormierte Kameramodell berechnet wird,
sodass nicht die Steigung der einzelnen Intensitätsverläufe ausschlaggebend
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s-Polarisation (αNA) p-Polarisation (αNA)
senkrechter Einfall Kameramodell gμ,1/||gμ||2
Signal (FWHM = 2,5 nm)
Abbildung 7.18: Detaillierte Betrachtung des Kamerakanals Nr. 1, dessen Intensitäts-
verlauf auch in Abbildung 7.15 in rot dargestellt ist. Die Filtertransmissionen zeigen
bei größeren Einfallswinkel (hier αNA = 14,5◦) eine charakteristische Verschiebung zu
kleineren Wellenlängen.
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Kennzahl wird die Messunsicherheit als Standardabweichung der Wellen-
längenschätzung betrachtet. Da diese je nach Arbeitspunkt variiert, wird die
maximale, mittlere und minimale Messunsicherheit betrachtet.
Als erstes wird der Einfluss der Anzahl Filter pro Filtersatz auf die Messunsi-
cherheit untersucht. Der kleinste Filtersatz, dermit einemzufälligen Startwert
optimiert werden kann, besteht aus vier Filtern. Werden nur drei Filter ver-
wendet, dann resultiert ein zweidimensionaler Chromatizitätsraum. Eine
zweidimensionele Pfadrepräsentation ist in Abbildung 6.2 für eine zufällige
Filtertransmission gezeigt. Am Detail III kommt es zu einer Kreuzung der
Pfadrepräsentation, was häufig für zufällige gewählte Startwerte beobachtet
werden kann. Aufgrund der damit einhergehendenMehrdeutigkeiten resul-
tiert eine hohe Messunsicherheit. Beispielhafte Simulationen haben gezeigt,
dass diese Mehrdeutigkeiten in einer gradientenbasierten Optimierungs-
rechnung nicht aufgelöst werden können. Als Ursache wird die beschränkte
Plastizität der Transmissionsfunktion bei Interferenzfiltern vermutet. Der Spe-
zialfall von drei Filtern pro Filtersatz wurde jedoch nicht tiefergehend betrach-
tet. Damit Filtersätze mit drei Interferenzfiltern optimiert werden können,
müssen Startwerte benutzt werden, die im Chromatizitätsraum eine kreu-
zungsfreie Pfadrepräsentation besitzen. Werden stattdessen vier oder mehr
Filter verwendet, kann jede Pfadkreuzung aufgelöst werden. Im Gegensatz
zum zweidimensionalen Chromatizitätsraum, der sich bei drei Filtern ergibt,
steht mit jedem weiteren Filter auch eine weitere Dimension zur Verfügung.
Aus Abbildung 7.19 kann der Einfluss der Filteranzahl pro Filtersatz auf die
Messunsicherheit entnommen werden. Dabei kann ein unterschiedliches
Verhalten zwischenmaximaler undminimaler Messunsicherheit beobach-
tet werden. Die starke Zunahme der Messunsicherheit beim Übergang von
fünf auf vier Filtern kann durch das Eindeutigkeitsproblem erklärt werden.
Vier Filter haben einen dreidimensionalen Chromatizitätsraum zur Folge.
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7.2.1 Optimierungsergebnisse
Im vorhergehenden Abschnitt wurde ein exemplarisches Optimierungser-
gebnis im Detail vorgestellt. In diesem Abschnitt werden weitere Ergebnis-
se vorgestellt, dabei aber auf eine detaillierte Untersuchung verzichtet. Als
7 Ergebnisse


























Abbildung 7.19: Messunsicherheit der Wellenlängenschätzung in Abhängigkeit der
Anzahl Filter pro Filtersatz. Je Filter wurden 20 Interferenzschichten optimiert. Die
gestrichelten Graphen visualisieren qualitativ den Zusammenhang zwischen Messun-
sicherheit und Anzahl Filter.
Interesse. Filtersätze mit vier Filtern sind technisch besonders interessant,
da für den dreidimensionale Chromatizitätsraum die gleiche Bildverarbei-
tungshardware wie für RGB-Kameras eingesetzt werden kann.
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Dieser hat ein deutlich geringeres Volumen als ein vierdimensionaler Chro-
matizitätsraum, der sich bei fünf Filtern pro Filtersatz ergibt. Aus diesem
Grund ist es für einen Filtersatz mit vier Filtern deutlich schwerer, das Ein-
deutigkeitsproblem zu lösen. Ab sechs Filtern ist der korrespondierende
Chromatizitätsraum so groß, dass die Eindeutigkeitsproblematik das Opti-
mierungsergebnis nicht mehr signifikant beeinflusst. Optimierungen mit
7 – 9 Filter pro Filtersatz wurden nicht durchgeführt. Aus Sicht der Hochge-
schwindigkeitsanwendung sind Filtersätzemitmöglichst wenigen Filtern von
7.2 Optimierung von Interferenzfiltern





























Abbildung 7.20: Messunsicherheit der Wellenlängenschätzung für Optimierungen
mit unterschiedlicher Anzahl an Schichten pro Interferenzfilter.
schaften besitzt. Der Wechsel von vier auf fünf Filter hat hauptsächlich einen
Einfluss auf die maximale Messunsicherheit im Messbereich. Die kleinste
Messunsicherheit bezüglich der Wellenlängenschätzung beträgt 0.02 nm.
Wird dieses Ergebnis auf die Höhenschätzung übertragen, ergibt sich eine
Messunsicherheit von 0,15 μm bei 2 mm Messbereich.
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In Abbildung 7.20 sind zehn Optimierungsergebnisse dargestellt. Für jeweils
einen Filtersatz mit vier bzw. fünf Filtern wurde die Anzahl an Schichten pro
Filter in fünf Schritten variiert. Dabei zeigt sich, dass die Messunsicherheit
ab 20 Schichten pro Filter sich nicht weiter reduziert. Bei der Interpretation
dieser Ergebnisse muss jedoch beachtet werden, dass der Startwert jeweils




Für die hier vorgestellten Interferenzfilter existiert kein Stand der Technik,
der einen direkten Vergleich der Ergebnisse ermöglicht. Die Idee, eine multi-
spektrale Kamera zur Schätzung der Wellenlänge einzusetzen, wurde nach
dem Stand der Forschung bisher mit RGB-Kameras gelöst. Die technische
Umsetzung mittels RGB-Kamera kommt der hier vorgeschlagenen Sensor-
optimierung somit am nächsten. Zusätzlich können die Ergebnisse auch mit
dem klassischen Spektrometeransatz verglichen werden. Dabei muss jedoch
beachtet werden, dass ein Spektrometer typischerweise 1000 Kamerapixel pro
Messpunkt benötigt und folglich die Anforderung an Hochgeschwindigkeits-
messungen aufgrund der einhergehenden hohen Datenrate nicht erfüllen
kann.
Wird die Messunsicherheit als Standardabweichung der Wellenlängenschät-
zung verglichen, so sticht der Spektrometeransatz durch eine signifikant
geringere Messunsicherheit hervor. Ein Spektrometer kann auch als eine
multispektrale Kamera betrachtet werden, welche viele spektral benachbarte
Bandpassfilter realisiert. Solche Filtertransmissionen weisen eine hohe Stei-
gung auf, wodurch eine hohe Empfindlichkeit erreichtwird, die eine geringere
Messunsicherheit zur Folge hat. Bei dem hier betrachteten Ergebnis muss
jedoch beachtet werden, dass der im Spektrometer verbauten Zeilenkamera
ein anderes Rauschmodell zugrunde liegt. Der direkte Vergleich mit einem
simulierten Filtersatz mit vier Filtern zeigt, dass der Spektrometeransatz eine
um den Faktor 8 – 27 geringere Messunsicherheit zur Folge hat.
Der hier betrachtete Filtersatz mit vier Interferenzfilter hat im Vergleich zum
Spektrometeransatz eine geringere Empfindlichkeit. Die Ursache dominiert
die winkelabhängige Eigenschaft der Interferenzfilter, welche zu einer starken
Glättung des erwarteten Intensitätsverlauf führt. Dieses Verhalten wird in Ab-
bildung 7.18 diskutiert, indem der Intensitätsverlauf eines Kamerakanals mit
der Filtertransmission verglichen wird. Durch einen optimierten optischen
Aufbau der multispektralen Kamera, welcher beispielsweise große Einfalls-
winkel auf die Interferenzfilter vermeidet, sollte die Messunsicherheit weiter
reduziert werden können. Diese Aufgabenstellung ist zukünftigen Arbeiten
vorbehalten und nicht Bestandteil dieser Arbeit.
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7.3 Zusammenfassung und quantitativer Vergleich
Wird eine RGB-Kamera eingesetzt, ist die resultierende Messunsicherheit
stark vom Arbeitspunkt imMessbereich abhängig. Der im Detail vorgestell-
te Interferenzfiltersatz mit vier Filtern je 20 Schichten weist gegenüber der
RGB-Kamera selbst im ungünstigsten Fall eine um den Faktor 1,7 geringe-
re Messunsicherheit auf. Auch wenn diese Verbesserung vergleichsweise
gering ist, kann diese im Fall der Interferenzfilter über den gesamtenMess-
bereich garantiert werden. Wird der ungünstigste Arbeitspunkt einer RGB-
Kamera betrachtet, so kann mit vier Filtern die Messunsicherheit um den
Faktor 36 verbessert werden.
Zu Beginn dieser Arbeit werden in Tabelle 2.1 die technischen Daten von
kommerziellen chromatischen Zeilensensoren vorgestellt. Ein direkter Ver-
gleich mit diesen Herstellerangaben muss mit großer Vorsicht betrachtet
werden, da in den Datenblättern nicht spezifiziert ist, wie die Werte ermit-
telt wurden. Das Messgerät SQM 1200 von FocalSpec™ wird mit 1 μm Ge-
nauigkeit und 6 mmMessbereich spezifiziert. In der Annahme, dass diese
Angabe als Messunsicherheit interpretiert werden kann und eine lineare
Skalierung der Messunsicherheit bezüglich des Messbereichs möglich ist,
ergibt sich für einenMessbereich von 2 mm eine Messunsicherheit von 0,33
μm. Die simulierte multispektrale Kamera mit vier Filtern weist bei gleichem
Messbereich eine Messunsicherheit von 0,18 μm – 0,58 μm auf. Dabei ist
bemerkenswert, dass das kommerzielle Messgerät gemäß dem Spektrome-
teransatz aufgebaut wurde. Dieser Vergleich zeigt die messtechnische Re-
levanz der hier erzielten Ergebnisse.
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Betrachtung minimal mittlere maximal Referenz
Experimentell ermittelte Messunsicherheiten
Spektrometer 0,003 nm - - Abb. 7.3
RGB-Kamera 0,14 nm 0,93 nm 2.9 nm Tab. 7.1
CCT-Sensor expe-
rimentell
0,02 nm - - Tab. 7.2
CCT-Sensor theo-
retisch
0,015 nm 0,05 nm 0,13 nm Tab. 7.2
Simulationsergebnisse aus Abschnitt 7.2
4 Filter, 20
Schichten




0,021 nm 0,06 nm 0,13 nm Abb. 7.19
5 Filter, 20
Schichten
0,022 nm 0,046 nm 0,063 nm Abb. 7.19
6 Filter, 20
Schichten
0,019 nm 0,037 nm 0,047 nm Abb. 7.19
10 Filter, 20
Schichten
0,015 nm 0,029 nm 0,038 nm Abb. 7.19














































Tabelle 7.5: Auflistung der Messunsicherheiten für verschiedenen Ansätze zur





In dieser Arbeit wurde eine Optimierungsmethodik zur Optimierung von
Filtersätzen für einen CCT-Sensor vorgestellt. Die technische Umsetzung
dieses Sensors, insbesondere die optische Ausgestaltung und die Realisierung
einer multispektralen Kamera, bleibt zukünftigen Arbeiten vorbehalten.
8.1 Zusammenfassung
In dieser Arbeit wurde die Optimierung einer multispektralen Kamera zur
Schätzung der Wellenlänge von annäherndmonochromatischem Licht un-
tersucht. Die physikalische Modellierung solch einer Kamera hat ein nicht-
lineares Sensormodell zur Folge. Eine Untersuchung der Aufgabenstellung
zeigt, dass sich dadurch zwei Teilprobleme für die Optimierung ergeben.
Zum einen gilt es den Einfluss des Beobachtungsrauschens auf die Mes-
sunsicherheit zu reduzieren, zum anderen muss die Eindeutigkeit zwischen
Beobachtung undMesswert sichergestellt werden. Approximative Ansätze
wie die Cramér-Rao-Ungleichung können nicht angewandt werden, da diese
nur das Teilproblem des Beobachtungsrauschens berücksichtigen. Stattdes-
sen muss die Messunsicherheit ganzheitlich betrachtet werden, wozu sich
der Ansatz des Bayesian Experimental Design eignet. Aufgrund fehlender
analytischer Lösungen ist zur Auswertung die numerisch aufwendige Monte-
Carlo-Integration notwendig. Für dieses Problem wurde eine heuristische
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8 Abschlussbemerkungen
Approximation entwickelt, die im Kern auf der Bhattacharyya-Ungleichung
basiert. Mit den umgesetzten Implementierungen konnte eine ca. 800-fache
Beschleunigung der Optimierung erreicht werden. Der Vergleich mit den
numerischen Lösungen mittels Monte-Carlo-Integration zeigt, dass sich die
Approximation für die Optimierung einer multispektralen Kamera eignet.
Um das Potenzial dieses Optimierungsansatzes zu zeigen, wird in dieser Ar-
beit das Messprinzip des CCT-Sensors betrachtet. Durch die Kombination
eines chromatisch konfokalen Zeilensensors mit einer multispektralen Kame-
ra kann der Stand der Forschung bezüglich derMessgeschwindigkeit deutlich
beschleunigt werden. Um dieses Potenzial abzurufen, ist die erzielte Mes-
sunsicherheit ausschlaggebend. Experimentelle Untersuchungen mit einem
CCT-Sensor zeigen, dass imVergleich zumEinsatz einer RGB-Kamera dieMes-
sunsicherheit reduziert und für einen vergleichsweise großenMessbereich
garantiert werden kann. Experimente mit einem Spektrometer zeigen, dass
dieMessunsicherheit prinzipiell noch weiter reduziert werden kann. In dieser
Arbeit werden Interferenzfilter zur Realisierung einermultispektralen Kamera
eingesetzt. Bei der Berechnung der Filtertransmission muss die Abhängigkeit
vom Einfallswinkel beachtet werden, welche sich nachteilig auf die erreichten
Ergebnisse auswirkt. Hier besteht noch Verbesserungspotenzial, die Optimie-
rung der CCT-Sensoroptik ist jedoch nicht Bestandteil dieser Arbeit.
Die Simulationsergebnisse zeigen, dass bereitsmit vier Filtern eine vergleichs-
weise geringe Messunsicherheit erzielt werden kann. Die vorgestellte Signal-
verarbeitung mittels Intensitätsnormierung hat einen dreidimensionalen
Beobachtungsraum zur Folge. Dies ermöglicht auf vorhandene Bildverarbei-
tungshardware zurückzugreifen, welche ursprünglich für RGB-Anwendungen
entwickelt wurde. Mit kommerziell verfügbarer Hardware können 100 kHz
Zeilenrate mit über 2000 Messpunkte pro Zeile erreicht werden. Gegenüber
dem Stand der Technik entspricht dies einer deutlichen Steigerung der Mess-
geschwindigkeit. Durch den vorgestellten Optimierungsansatz kann dieses
Geschwindigkeitspotenzial in Verbindung mit einer geringenMessunsicher-
heit zugänglich gemacht werden. Besonders die produktionsnahe Qualitäts-
sicherung kann von der hohen Messgeschwindigkeit profitieren. Dadurch
können Aufgabestellungen bewältigt werden, für die derzeit keine 100%-




Für die Filteroptimierung wurden im Abschnitt 6.2 zwei Teilprobleme identi-
fiziert. Die Eindeutigkeitsproblematik fordert dabei, dass aus jeder Beobach-
tung eindeutig die zugrundeliegendeMessgröße geschätzt werden kann. Prin-
zipiell kann diese Forderung auch algorithmisch erfüllt werden [Jon00]. Dazu
ist die Annahme notwendig, dass eine stetige Oberfläche vermessen wird. In
diesem Fall messen benachbarte Messpunkte ähnliche Objekthöhen. Dieses
Zusatzwissen über benachbarte Messwerte kann dazu genutzt werden, aus
einer mehrdeutigen Beobachtung einen eindeutigen Schätzwert zu ermit-
teln. Der Vorteil dieses Ansatzes liegt in der zusätzlichen Freiheit, die für
die Filteroptimierung zur Verfügung steht. Dadurch sollte es möglich sein,
die Messunsicherheit weiter zu reduzieren.
Für das Kameramodell (4.23) wurden die Designparameter p als determi-
nistische Größen betrachtet, welche Brechungsindizes und Schichtdicken
der Interferenzfilter beschreiben. Für eine technische Umsetzung müssen
diese Filter gefertigt werden, wobei mit stochastischen Abweichungen be-
züglich der vorgegebenen Schichtdicken zu rechnen ist [Tap13c]. Wird der
Fertigungsprozess bei der Optimierung der Filter mitberücksichtigt, müs-
sen auch die Designparameter als Zufallsvariable modelliert werden. Die
Berücksichtigung führt im Kontext des Bayesian Experimental Design zu wei-
teren Integralen, was einen zusätzlichen Rechenaufwand zur Folge hat. Ob
dieses Vorgehen praktikabel ist, gilt es in zukünftigen Arbeiten zu untersu-
chen. Damit würde ein weiterer Aspekt, der Einfluss auf dieMessunsicherheit
des Gesamtsystems hat, berücksichtigt.
Auf dem Gebiet der Interferenzfilteroptimierung haben sich heuristische An-
sätze wie beispielsweise die Needle-Methode bewährt [Sul96]. Neben diesen
existiert auch ein deterministischer Zusammenhang zwischen der Brechungs-
index- und der Filtertransmissionsfunktion, welcher auf der Fouriertransfor-
mation basiert [Ver96]. In dieser Arbeit wurden hingegen ein Standard-Opti-
mierungsverfahren eingesetzt. Die Verwendung der spezialisierten Optimie-




den kann. Technologisch können Interferenzfilter ähnlich einer RGB-Kamera
in Pixelgröße hergestellt werden [Mai12]. Auf diese Weise lassen sich die
hier vorgestellten Interferenzfilter einsetzen, es sind aber auch alternative
Umsetzungen möglich. In [Ker10] wird ein optischer Aufbau einer multi-
spektralen Kamera mittels Strahlteiler vorgeschlagen, sodass an einer ört-
lichen Position alle Kamerakanäle realisiert werden können. Eine weitere
Möglichkeit besteht darin, die spektrale Filterung auf der Beleuchtungsseite
mittels einem zeitlichenMultiplexverfahren zu realisieren [Tap14c]. Die Art
der Umsetzung hat einen großen Einfluss auf das Photonenbudget pro Ka-
merakanal. Diesem Aspekt muss eine besondere Aufmerksamkeit entgegen
gebracht werden, da das Signal-Rausch-Verhältnis davon abhängt. Die hohen
Messgeschwindigkeiten bedingen eine kurze Belichtungszeit, weswegen die
zur Verfügung stehende Lichtmenge als limitierender Faktor wirken kann.
Prinzipiell kann die Anzahl der Photonen pro Kamerakanal auch durch sehr
leistungsfähige Lichtquellen wie z.B. einenWeißlichtlaser gesteigert werden
[Shi06]. In jedem Fall muss jedoch die Augensicherheit gewährleistet werden
[Din09]. Diese Fragestellungen gilt es bei einer zukünftigen Optimierung
der Sensoroptik zu berücksichtigen.
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Eine n-dimensionale Rotationsmatrix Rn , wie sie für die Intensitätsnormie-
rung in Abschnitt 5.2.2 eingesetzt wird, kann folgendermaßen gebildet wer-
den [Tap12c]. Die Rotationsmatrix
Rn = Rn,1 ·Rn,2 · . . . ·Rn,n−1
setzt sich aus Teilmatrizen zusammen, die jeweils eine Rotation um eine
Achse realisieren. Ziel ist eine Rotationsmatrix, welche einen Punkt der Dia-
gonalen auf die Achse der höchsten Dimension rotiert.












R3 = R3,2 ·R3,1 =
⎛
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