This paper details the application of a constrained receding horizon control technique to stabilize an indoor vectored-thrust flight experiment, known as the Caltech Ducted Fan, subjected to step commands. The result of the experiment sheds light on the theoretical stability of the receding horizon control strategy as well as validates some efficient computation techniques for solving nonlinear optimal control problems with constraints. The receding horizon control problem is formulated as a constrained optimal control problem. This was solved with an efficient, computational method developed and implemented by Milam et al., that combines nonlinear control theory, B-spline basis functions, and nonlinear programming. Characteristic issues including non-zero computational times, convergence property, choice of horizon length, and terminal cost are discussed. The study confirms the applicability of real-time receding horizon control for constrained systems with fast dynamics.
Introduction
In receding horizon control (RHC) , an open-loop trajectory is found by solving a finite-horizon constrained optimal control problem starting from the current state. The controls of this trajectory are then applied for a certain fraction of the horizon length, after which the process is repeated.
Receding horizon control has found successful applications in the process control industry for some time, where dynamics are relatively slow. However, the algorithm demands tremendous computational power, and can exhibit poor convergent stability if not implemented properly. These difficulties have largely prevented its application to stability critical nonlinear systems with fast dynamics. Increasingly powerful and affordable computing facilities combined with better understanding of receding horizon control's stability properties have revived interests in this area. See Mayne et al. [7] , Findeisen et al. [1] and the references therein for a good review of recent work in this field.
To implement the receding horizon control strategy, a constrained nonlinear optimization problem must be solved on-line. Due to the complexity of solving a nonlinear programming problem in real-time, the computational delay cannot be ignored. This is particularly important in aerospace applications, where the timescales of the vehicle dynamics (and the requisite control loops) are very short and comparable to the time required to solve a finite-horizon optimization problem.
The application of receding horizon control to aerial vehicles has been proposed and analyzed by several researchers. Representative examples include the mixed integer linear programming approach of Richards and How [15] , the LMI framework for receding horizon control of Bhattacharya and Balas [16] , and the work of Singh et al [12] , which provide simulation results for stabilization of an Unmanned Aerial Vehicle (UAV) about an open loop trajectory using receding horizon control.
The receding horizon strategy offers many benefits in this environment, such as the inherent ability to deal with constraints in the state and control. Examples of such constraints commonly encountered include static terrain obstacles, dynamic or pop-up threats and saturations on the actuators. However, these approaches would serve little practical purpose until stable and efficient computational techniques are developed to provide real-time solutions to the underlying constrained nonlinear optimal control problems.
The goal of the work in this paper is twofold. THe first goal is to address issues of implementation with substantial computation times and fast system dynamics and the second is to provide a validation of theoretical results through implementation on an actual nonlinear experiment. A full nonlinear model of the Caltech Ducted Fan including aerodynamics is used in order to test the viability of this technique on a flight platform. The results are among the first to demonstrate the use of receding horizon control for agile flight in an experimental setting using representative dynamics and computation.
This paper is structured as follows: Section 2 provides theoretical background as well as some motivation for the choices made in terms of timing; Section 3 provides a description of the NTG algorithm used to solve the RHC problem; Section 4 describes the actual experiment and its math model; Section 5 and 6 provides the detail of the RHC problem formulation and the description of the sytem used in NTG, respectively; Section 7 describes in detail the two different timing methods used in the experiment; and finally, Section 8 provides results before concluding.
Theoretical Background

Problem formulation
In RHC, the current optimal control u(·; y k ) ∈ [0T ] for the current initial state y k at time t k is the solution to following optimal control problem with a scalar objective and constraints:
The vector S(y(t), u(t)) is a trajectory constraint (enforced over the entire time interval) while ψ is an initial time constraint. The control objective is to steer the state to an equilibrium point, usually the origin. No terminal constraint is enforced in this study. In theory, the resulting control u(·; y k ) is instantaneously applied until a new state update occurs, usually at a pre-specified sampling interval of time t sample seconds. Repeating these computations yields a feedback control law.
Computational Delays
A major issue in the implementation of receding horizon control is handling the computational delay associated with the real-time optimization. We present here a summary of relevant theory which motivates our choices for timing made in the sequel.
Our system is described byẏ = f (y, u) + g(y, u, w)
where f (·, ·) is the nominal (i.e., model) system vector field and g(·, ·, ·) describes the effect of the external disturbance w, together with that portion of the system dynamics that is not explicitly modeled. Thus, for the purpose of control design, etc., we will usė
as the model system. Now, suppose that
is a state feedback that exponentially stabilizes the origin for the nominal system (2) and that V (x) is a quadratic Lyapunov function proving such. For example, k(·) might arise as the solution to an infinite horizon optimization problem with V (·) as the corresponding minimum cost (to go). In the case that the perturbation is nonzero but can be bounded by a constant, one may use Lyapunov arguments to show that the state of the true closed loop system (1), (3) will converge to a neighborhood of the origin.
Next we construct a sampled data feedback structure such that at every time t k := kδ we obtain a measurement y k := y(t k ). At every time step, we calculate a trajectory x(·; y k ), u(·; y k ) by simulating the closed loop model system (2), (3) for a length of time (either δ or 2δ seconds).
We propose the following four methods for applying the resulting open loop input trajectory to the actual system (1):
1. apply u [0,δ] (y k ) (the control trajectory over the interval t sim ∈ [0, δ] resulting from a simulation starting at y k ) over the interval t ∈ [t k , t k+1 ]. Note that implementing this option requires that the simulation be run in zero time.
2. apply u [0,δ] (y k ) over the interval t ∈ [t k+1 , t k+2 ]. Note that this option will always involve a delay.
apply u
. Here x(δ; y k ) represents the state of the system x starting at y k simulated ahead δ s.
When the system perturbation is identically zero g(x, u, w) ≡ 0, we see that options 1, 3, and 4 will be identical. Options 2, 3, and 4 are all implementable if the simulation computation can be completed in less than δ seconds (i.e., faster than real-time). Because option 2 involves a delay (even in the no perturbation case), we propose that 3 and 4 will be the best methods with non-zero run-times. Clearly, the performance of the sampled data system schemes with nonzero perturbation will depend on the sample time δ. As a next step, suppose that we compute the input trajectory u(·; y k ) by solving the finite horizon optimal control problem
where the incremental cost satisfies q(x, u) ≥ c q ( x 2 + u 2 ) with c q > 0 and S(u(t), u(t)) are constraints on the trajectory. If the terminal cost V (·) is chosen to be a control Lyapunov function (CLF) satisfying min u ((V )+q)(x, u) ≤ 0 on a neighborhood of the origin, option 1 (with g(x, u, w) ≡ 0) is the receding horizon control scheme RH(T, δ), analyzed in Jadbabaie et al. [5] . Now allowing g(x, u, w) to be nonzero, we discuss some stability properties of this structure.
As in the stability analysis of unperturbed receding horizon control [5] , we will use J * T (·) as a Lyapunov function. Roughly speaking, we require that J * T (y k ) be a strictly decreasing sequence, ensuring the convergence of the state to a (hopefully small) neighborhood of the origin.
Note that J * T (·) is Lipschitz continuous with constant K over the compact region of interest. The properties of q(·, ·) and V (·) ensure that
where the decrement Q δ (·) is a positive definite function (given by integrating the optimal incremental cost over a δ second interval). Suppose, now that we apply the same open loop control u(·) (e.g., the just computed optimal u(·)) to the real and model systems, (1) and (2), with potentially different initial conditions. By a standard argument (using the Bellman-Gronwall lemma, see [6] ), we have
where b is a bound on g(y(t), u(t), w(t)) , t ∈ [t k , t k + δ], and L is a Lipschitz constant for f (·, ·).
Combining (5) and (6) and noting that y(t k ) = x(t k ), we obtain
For small δ > 0, we can bound the terms on the right according to
We conclude that, for small δ, J * T (y(t)) will decrease provided that
This determines the radius r b for an invariant sublevel set of J * T (·) to which the state of the true system will converge to under the scheme of option 1. Namely, r b such that
, that is the annulus between the ball imposed by the error caused by g and the ball imposed by the finite horizon. A picture of this is shown in Figure 1 . If g is zero, we have the same result shown in [4] .
Finally, we extend this discussion to include situations in which y(t k ) = x(t k ), which is the case in options 2, 3, and 4. In this case (6) necessarily contains an exponential (in δ) term multiplied by the error in the initial conditions. Performing analysis similar to that detailed above, we obtain the relation
where K Q is a Lipschitz constant for Q δ (·). Clearly, mismatches in the initial conditions lead to performance degradations, including an enlargement of the terminal set (r b increased) as well as potential destabilization. It is therefore of prime importance to minimize the initial condition mismatch to the extent possible. We conjecture that option 2 does a poor job of this; indeed, even Figure 1 : Illustration of sublevel set of J * T (·) to which the state of the true system will converge in the no perturbation case such an error is induced by delay. Accordingly, we study options 3 and 4 both in simulation and experimentally on the physical system in an attempt to determine which will provide the best performance. A final note is meant to justify the use of a "fast as possible" timing scheme, whereby δ is taken as the last computation time and thus is not constant. The reference [5] provides as a result the stability of RH(T, {δ k }), where 0 ≤ δ k ≤ T and lim l→∞ l k=0 δ k = ∞.
Technique for Solving the Receding Horizon Control Problem
The resulting optimal control problem in Equation (4) will be solved using NTG (Nonlinear Trajectory Generation) software developed at Caltech by Milam et al. [8] .
There are three primary components to NTG. The first is to determine a parameterization (output) such that the equations of motion can be mapped to a lower dimensional space (output space). Fliess et al [3] gives information on finding this mapping if the system is flat. The idea is to map dynamic constraints to algebraic ones. Once this is done, the cost and constraints in the optimal control problem in Equation (4) can also be mapped to the output space. The second is to parameterize each component of the output in terms of an appropriate B-spline polynomial. Finally, nonlinear programming is used to solve for the coefficients of the B-splines.
The key to the approach is to map Equation (2) to a lower dimensional output space. The idea being that it will be easier as well as computationally more efficient to solve a lower dimensional problem. In most cases it is desirable to find an output z = z 1 , ..., z q of the form
such that (x(t), u(t)) can be determined completely from where x (i) denotes the ith time derivative of x. By doing this, the differential constraints in Equation (2) are automatically satisfied and Equation (2) is said to be differentially flat. A necessary condition for the existence of such an output can be found in Fliess [13] . Examples of differentially flat systems can be found in Fliess et al. [3] . In general, finding a flat output may be very difficult even if one could prove it does exist. Therefore, in the case that we cannot determine a flat output or no flat output exists we will map the system dynamics in Equation (2) to the lowest dimensional space possible. Therefore, (x(t), u(t)) will be completely determined from
Once chosen, the outputs are parameterized in terms of B-spline basis functions. B-splines are chosen as basis functions for their flexibility and ease of enforcing continuity across knot points.
A complete treatment of B-splines can be found in DeBoor [9] . A pictorial representation of an output is given in Figure 2 . The outputs are written in terms of finite dimensional B-spline curves as
i for the knot sequence t 2 . . .
where B i,k j (t) is the B-spline basis function defined in Deboor [9] for the output z j with order k j , C j i are the coefficients of the B-spline, l j is the number of knot intervals, and m j is number of smoothness conditions at the knots. After the outputs have been parameterized in terms of B-spline curves, the coefficients of the B-spline basis functions will be found using nonlinear programming.
To cast the problem into the framework necessary for nonlinear programming, it is necessary to discretize the time interval into w intervals with w + 1 collocation points. It is emphasized that the constraints in Equation (4) will only be satisfied at a finite number of points. In addition, the discrete approximation to the continuous cost in Equation (4) is dependent on the choice of integration technique.
The problem now can be stated in the form
where
Finally, nonlinear programming is used to solve for the coefficients of the B-splines that minimize the cost subject to the constraints in output space. See Petit et al. [11] for detailed comparison of the efficiency of this approach. The NTG software package is an implementation of this concept. The user provides the cost and the constraints functions in terms of the outputs and their derivatives as well as the Jacobian of the cost and constraints with respect to each output and the maximum derivative that occurs in each output. Figure 3 shows an overview of the Caltech Ducted Fan Testbed. The experiment consists of a vertical stand and a horizontal boom which holds a ducted fan and wing. This setup enables flight on a cylinder of height 2.5 m and radius 2.35 m. Because of a mass of 12.5 kg and a maximum thrust of only 13 N , a counterweight is attached to the boom via a cable and pulleys which reduces the effective gravity to mg ef f = 7 N . This allows the system to attain sizable vertical accelerations, while minimizing the force of potential crashes. Mechanical brakes in the vertical direction are used as well to aid in crash landings. The sensors are read and the commands are sent by a multiprocessor system, comprised of a D/A card, an optical encoder card, a digital IO card, two Texas Instruments C40 signal processors, two Alpha processors (500 and 600 MHz), and a ISA bus to interface with a PC. The RHC control strategy used in this paper resides on the 500MHz Alpha processor. Actuation of the ducted fan is accomplished in two ways: by controlling the current to the ducted fan, and by vectoring the resulting thrust via a servo controlled bucket. The bandwidth of the ducted fan motor is one Hz and the bandwidth of the bucket servos are four Hz. Figure 4 depicts the inertial and body coordinate frames used in this paper. In the inertial frame, the axes are fixed to the ground, and the x and z directions represent horizontal and vertical inertial translations. In the body frame, the X B and Z B axes are fixed to the vehicle. θ represents the rotation of the ducted fan about the boom axis. All three of these variables are measured via rotary encoders, and the resulting signals are routed to the computing platform via sliprings. The equations of motion of the experiment are given by
Experimental Setup and Mathematical Model
are the aerodynamic forces. See [10] for a complete derivation of these equations. We chose a spatial representation of the equations of motion so that we can consider both hover and forward flight modes. F X b and F Z b are thrust vectoring body forces; I p = 2e −5 kg m 2 and Ω = 1300 rad/s are the moment of inertia and angular velocity of the ducted fan propeller, respectively. J = .25 kg m 2 is the moment of inertia of the ducted fan about the boom, and l τ = .35 m is the distance from center of mass along the X b axis to the effective application point of the thrust vectoring force. The angle of attack α is related to the pitch angle θ and the flight path angle γ by α = θ − γ, where the flight path angle can be derived from the spatial velocities by
The lift (L) ,drag (D), and moment (M ) are given by
respectively. The dynamic pressure is given by q = 1 2 ρV 2 . The norm of the spatial velocity is denoted by V and ρ is the atmospheric density. The coefficients of lift (C L (α)), drag (C D (α)), and moment (C M (α)) were determined from a combination of wind tunnel and flight testing. 
Receding Horizon Control Formulation
We first state explicitly the cost functions used in this paper, as defined in equation 4: 
where the equilibrium point of interest is hover:
We choose Q and R to be the same as weights used to generate LQR gains with good performance, and P to be the corresponding solution to the algebraic Riccati equation resulting in a CLF terminal cost around a hover equilibrium. The sole trajectory constraint on the state is −.9 ≤ z ≤ .9. The input constraints are
where F max X b is 13 N and mg is 7.0 N.
NTG Setup
By using NTG, we can sufficiently reduce the dimension of the nonlinear programming problem to make real-time computation possible. For our system we will choose as outputs z 1 = x(t), z 2 = z(t), z 3 = θ(t) in solving the problem posed in Equation (4) . Given these outputs, their derivatives and the control trajectory can be computed easily.
Note that the system in Equation (13) is not necessarily differentially flat. An off-line comparison of computation times and probability of convergence from a random initial guess for several different outputs motivated our parameterization. By choosing this parameterization, one equality constraint will need to be satisfied over the entire trajectory. In the case of only forward flight, it would be possible to choose a parameterization that contains no equality constraints. See Martin [14] for a complete discussion of this topic. In general, it is best to be able to find a parameterization that eliminates all equality constraints.
The optimal control problem is set-up in NTG code by parameterizing the three position states (x, z, θ), each with 8 B-spline coefficients. Over the receding horizon time intervals, 21 collocation points were used with horizon lengths of 2.0 seconds. Collocation points specify the locations in time where the differential equations and any constraints must be satisfied, up to some tolerance.
Timing and Optimization Formulation
The choice of x(0) for the optimization is dictated by the choice of timing scheme. We use two different strategies, corresponding to options 3 and 4 in Section 2, for choosing these initial constraints.
In some applications of receding horizon, run-times are insignificant compared to the dynamics of the system. This is not the case on most aerial platforms with current computing power. On our hardware we were able to achieve run-times between 0.1s and 0.3s in most cases; we ordinarily run linear controllers at a minimum of 50Hz. Because of this, the discussion in Section 2 is crucial.
Option 3: No Prediction
The first scheme for choosing the initial constraints in the state is the simplest, as it involves no model prediction. Whenever a computation is triggered, the current state of the system is given as the initial constraint on the state trajectory for the optimization problem. By the time the computation is finished t sample seconds later, however, the idea is that the system has changed significantly. To attempt to use a valid control, we simply discard the first t sample seconds of the trajectory, hoping that the resulting start point will coincide roughly with where we were in the previous trajectory. Fig. 6 shows graphically how this process works on one of the states. In this case, the controls corresponding to the line labeled "Receding Horizon Reference Trajectory" are applied to the system. Note that the figure exaggerates certain things for illustration. For example, the horizon length t horizon is in reality much longer than t sample .
In our implementation, t sample can either be set to some constant, or the computations can be run as "fast as possible", meaning a new computation is triggered immediately after the last one has finished. In this case, t sample varies with the runtime. 
Option 4: With Prediction
The second scheme we examine attempts to minimize discontinuities by using prediction. When a computation is triggered, the current state of the fan is first used as the initial condition for a simulation in which the control trajectory of the previous computation is used as input. This simulation is run for some amount of time t sim . If a If fixed period is being used, t sim is simply equal to the t sample . if a "fast as possible" rule is used, t sim is taken as an average of the past n runtimes. After the simulation is completed, the final values are passed as the initial constraints to the optimization. The resulting trajectory is output from the beginning. Figure 7 shows this process graphically. Again, the controls corresponding to the line labeled "Receding Horizon Reference Trajectory" are applied to the system.
Further Considerations
As with any timing scheme, there are necessarily discontinuities in the resulting control due to model mismatch and a non-zero sampling period. Early experience showed that some effort in minimizing these jumps was worthwhile. Accordingly, we use an inequality constraint on each optimization to achieve smoother control signals, |u k+1 (0) − u k (t sample )| < a for some a. If a fixed period is used, t sample is simply equal to the period. If a "fast as possible" rule is used, t sample is taken as an average of the past n run-times. This approach is compatible with both timing schemes discussed above. Graphically, control trajectories always start near the previous trajectory.
Another consideration involves non-convergent trajectory computations. Unfortunately, not all trajectory computations are guaranteed to converge. Each computation is given the last computed trajectory as an initial guess, which is sometimes not good enough. Also, some combinations of initial constraints and cost function are simply degenerate. If a computation returns certain signs of failure, the last good trajectory is simply continued and another computation is triggered. This will certainly fail if non-convergence happens frequently or repeatedly, as it has the effect of greatly increasing the sample time. In practice, this has not been a problem. The issue of non-convergence and state constraints will be discussed further in the results Section 8.
A characteristic of the spline representation used to solve the optimal control problem is that, between enforcement points, the values of the states, their derivatives, and the controls may not be consistent with the equations of motion for the system. Because of this, a point on the trajectory is, in general, not suitable as an initial equality constraint for a successive computation. Nevertheless, experience showed us that some sort of effort in minimizing large jumps in at least the forces is worthwhile. To deal with this, we introduce a degree of freedom on the accelerations by eliminating their initial constraints. We are most interested in minimizing jumps in the controls, so we enforce an inequality constraint |u k+1 (0) − u k (t sample )| < a for some a. If a fixed period is used, t sample is simply equal to the period. If a "fast as possible" rule is used, t sample is taken as an average of the past n run-times. This approach is compatible with both timing schemes discussed above; graphically, control trajectories always start near the previous trajectory.
Results
Timing Method Selection
We investigate through simulation and experimental testing the timing method and horizon length to use for our results. Table 2 : Maximum acceptable periods as determined on the real experiment different configurations without fear of damaging the hardware. The test used for these results was a 20 m step in x, a fairly demanding request which puts the fan into a forward flight state to test out the full features of the model. We were unable to design a gain-scheduled LQR controller which could perform this maneuver in an acceptable fashion. Acceptable results were chosen as stable and with few qualitative differences from the best results. Next, Table 2 shows horizon lengths and timing methods that were acceptable on real experiment. One difference from these runs for the simulation was that on real experiment we used a smaller step of 5m in x in order to prevent damage to the apparatus. Another difference from the simulation is that the fixed period chosen is only a lower bound on the actual period. The majority of calculations remain below the fixed period in all the runs, but there are still some which exceed the value due to limited computing power. The prediction timing method produced larger run-times on average, and appeared more sensitive to the model used in NTG. The no prediction timing method with a 2s horizon running in "fast as possible" mode was chosen for the example test cases shown in this paper.
Ducted Fan Flight Test Results
In this section we present the result of commanding a large change in the equilibrium of the system using the cost and constraints in Equation (14) . This aggressive command results a highly nonlinear motion of the system.
The two test cases that are investigated are aggressive maneuvering, using a series of step commands, and operation of the ducted fan near a state constraint. The desired commands to the experiment are input with joysticks. They are set up so that the user can change in real-time the x and z equilibrium positions of the experiment.
The first test case is an 11 m step command in x followed by an −11 m step. Figure 8 shows an animation of the translation and rotation of the ducted fan as well as the angle of the thrust vectoring bucket and the force being applied on the system. The commanded forces are depicted in Figure (9) . The RHC at t k is denoted by a dotted line. The insert picture illustrates with a solid line the portion (t sample ) of the RHC control that is being commanded to the experiment. The allowable jump in the control at t k+1 , given by |u k+1 (0) − u k (t sample )|, was bounded by .25 N. The second test case is used to illustrate the inherent difficulties with state constraints. Figure  (14) shows part of a run where only the z equilibrium is position is changed. In this case, the z state constraint is set be less than the maximum vertical travel of the experiment. Due to friction, there are significant model differences between NTG and the real system in the vertical direction. This difference in the model exhibits a weakness in our RHC strategy to model uncertainty. Between the times 115.5 to 117.1 s and 120.4 to 121.7 s NTG does not provide a feasible trajectory since we are starting in a region of infeasibility. Figure (14) shows the system recovers but hits the soft state constraint again. Finally, the joystick is moved and the system moves away from the constraint. The are many strategies that one could adopt to mitigate this problem. One could use a barrier function, change the state constraint in real-time so that the RHC problem is feasible (this would only work if the system does not exhibit strong non-minimum phase characteristics), or be conservative on the state constraints in order to mitigate our problem. A hard constraint was created by placing a block of wood below the ducted fan stan counterweight so that the ducted fan could come close but not violate the trajectory constraint. The ducted fan lightly bounced off the hard constraint and remained stable with all convergent trajectories. 
Conclusion
The results presented in this paper demonstrated the potential of real-time receding horizon control for constrained systems with fast dynamics. Real-time RHC control represents a revolutionary alternative to the traditional linear or nonlinear controller design with many benefits.
First, in most cases, a global system model and objective function are easier to obtain than a traditional linear or nonlinear controller that works globally. For a complex nonlinear system, classic controller design techniques would include tedious and inflexible methods such as gain scheduling,linearization etc. In comparison, given an accurate nonlinear model and adequately defined objective function, real-time RHC could provide a global optimal control that is elegant and flexible. For example, RHC can be easily reconfigured by changing the model (a reconfigurable UAV with a swing wing, or payload variation etc.)
Second, real-time RHC can provide optimal control solution, even for systems with complex constraints such as actuator satuation, operational limits, terrain avoidance, etc. In contrast, it is extremely difficult to design a classic controller for constrained systems.
Third, with accurate modeling and precise objective definition, system performance could be far more superior than classic linear or nonlinear controller can achieve, particularly for very aggressive maneuvering that pushes the constraint boundaries.
Fourth, in many cases, real-time RHC eliminates the necessity of both inner loops and outer loops that is common in classic tracking and stability control design. Instead, trajectory generation and robust control are performed in a single integrated design with potentially better performance and higher bandwidth.
