Introduction
orem 19]) for the group GL 2 (F ), and we follow their approach in general. The underlying idea is naive and depends on an analysis of the Bruhat-Tits tree of the group G. However, there is an essential difference when we prove a key ingredient (Lemma 4.4) in our case, where we find a more conceptional way and reduce it to some simple computations on the tree of G.
Our freeness result has some natural applications, and we record some of them in this note.
The first one is the infinite dimension of any non-trivial spherical universal modules of G (Corollary 4.6), which at least implies the existence of supersingular representations of G containing a given irreducible smooth representation of K.
Next, following Große-Klönne ([GK14, section 9]), we apply Theorem 1.1 to investigate integral structures in certain p-adic locally algebraic representation of G, and we formulate a conditional result for irreducible tamely ramified principal series (Theorem 5.1).
This note is organized as follows. In section 2, we set up the general notations and review some necessary background on the group G and its Bruhat-Tits tree. In section 3, we study the Hecke operator T in detail, and we describe the image of some invariant subspace of the maximal compact induction under T . In the section 4, we prove our main result. In the section 5, we apply our main result to investigate G-invariant norms in certain local algebraic representations of G. In the final appendix 6, we provide a detail proof of the recursion relations in the spherical Hecke algebra of G.
Notations and Preliminaries
Let F be a non-archimedean local field of odd residue characteristic p, with ring of integers o F and maximal ideal p F , and let k F be its residue field of cardinality q = p f . Fix a separable closure F s of F . Let E be the unramified quadratic extension of F in F s . We use similar notations o E , p E , k E for analogous objects of E. Let ̟ E be a uniformizer of E, lying in F . Given a 3-dimensional vector space V over E, we identify it with E 3 (the usual column space in three variables), by fixing a basis of V . Equip V with the non-degenerate Hermitian form h:
Here, − denotes the non-trivial Galois conjugation on E/F , inherited by V , and β is the matrix    0 0 1 0 1 0 1 0 0
The unitary group G is the subgroup of GL(3, E) whose elements fix the Hermitian form h:
Let B = HN (resp, B ′ = HN ′ ) be the subgroup of upper (resp, lower) triangular matrices of G, where N (resp, N ′ ) is the unipotent radical of B (resp, B ′ ) and H is the diagonal subgroup of G. Denote an element of the following form in N and N ′ by n(x, y) and n ′ (x, y) respectively:
where (x, y) ∈ E 2 satisfies xx + y +ȳ = 0. Denote by N k (resp, N ′ k ), for any k ∈ Z, the subgroup of N (resp, N ′ ) consisting of n(x, y) (resp, n ′ (x, y)) with y ∈ p k E . For x ∈ E × , denote by h(x) an element in H of the following form:
We record the following useful identity in G: for y = 0,
Let α be the following diagonal matrix in G:
and put β ′ = βα −1 . Note that β ∈ K 0 and β ′ ∈ K 1 . Let K be one of the two maximal compact open subgroups of G above, and K 1 be the maximal normal pro-p subgroup of K. We identify the finite group Γ K = K/K 1 with the k F -points of an algebraic group defined over k F , denoted also by
Let B (resp, B ′ ) be the upper (resp, lower) triangular subgroup of Γ K , and U (resp, U ′ ) be its unipotent radical. The Iwahori subgroup I K (resp, I ′ K ) and pro-p Iwahori subgroup I 1,K (resp, I ′ 1,K ) in K are the inverse images of B (resp, B ′ ) and U (resp, U ′ ) in K. We have the following Bruhat decomposition for K:
where β K denotes the unique element in K ∩ {β, β ′ }, I is either I K or I ′ K . We end this part by recalling some facts on the Bruhat-Tits tree △ of G. Denote by X 0 the set of vertices of △, which consists of all o E -lattices
where L * is the dual lattice of L under the Hermitian form h, i.e.,
When v and v ′ are adjacent, we have the edge (v, v ′ ) on the tree.
Let {e −1 , e 0 , e 1 } be the standard basis of E 3 . We consider the following two lattices in E 3 :
Denote respectively by v 0 , v 1 the vertices represented by L 0 and L 1 , which are then adjacent. The group G acts on X 0 in a natural way with two orbits, i.e., 
For a vertex v ∈ X 0 , the number of vertices adjacent to v is equal to q cv + 1, where c v is either 3 or 1, depending on v ∈ {G · v 0 } or {G · v 1 }. For a maximal compact open subgroup K, we will write c K for c v , if v is the unique vertex on the tree stabilized by K.
Unless otherwise stated, all the representations of G and its subgroups considered in this note are smooth over F p .
3 The spherical Hecke operator T
The spherical Hecke algebra H(K, σ)
Let K be a maximal compact open subgroup of G, and (σ, W ) be an irreducible smooth representation of K. As K 1 is pro-p, σ factors through the finite group Γ = K/K 1 , i.e., σ is the inflation of an irreducible representation of Γ.
It is well-known that σ I 1,K and σ I ′ Remark 3.1. There is a unique constant
The value of λ β K ,σ is known: it is zero unless σ is a character ([HV12, Proposition 3.12]), due to the fact that
Remark 3.2. There are unique integers n K and m K such that
Let ind G K σ be the compactly induced smooth representation, i.e., the representation of G with underlying space S(G, σ) 
The spherical Hecke algebra H(K, σ) is defined as End G (ind
, and by [BL94, Proposition 5] it is isomorphic to the convolution algebra H K (σ) of all compactly support and locally constant functions ϕ from G to End Fp (σ), satisfying ϕ(kgk ′ ) = σ(k)ϕ(g)σ(k ′ ) for any g ∈ G and k, k ′ ∈ K. Let ϕ be the function in H K (σ), supported on KαK, and satisfying ϕ(α) = j σ . Denote by T the Hecke operator in H(K, σ), which corresponds to the function ϕ, via the isomorphism between H K (σ) and H(K, σ).
When K is hyperspecial, the following proposition is a special case of a theorem of Herzig ([Her11b] ).
Proof. Here, we give a straightforward proof by explicit computations, and the recursion relations in the algebra will be used later.
It suffices to consider the algebra H K (σ). Recall the Cartan decomposition of G:
Let ϕ be a function in H K (σ), supported on the double coset Kα n K. Then, for any k 1 , k 2 ∈ K, satisfying k 1 α n = α n k 2 , we are given σ(k 1 )ϕ(α n ) = ϕ(α n )σ(k 2 ). When n = 0, ϕ(Id) commutes with all σ(k). As σ is irreducible, by Schur's Lemma ϕ(Id) is a scalar.
For n > 0, let
, that is to say Im(ϕ(α n )) ∈ σ I 1,K . In other words, ϕ(α n ) only differs from j σ by a scalar.
For n ≥ 0, let ϕ n be the function in H K (σ), supported on Kα n K, determined by its value on α n :
Proposition 3.4. {ϕ n } n≥0 consists of a basis of H K (σ), and they satisfy the following convolution relations: for n ≥ 1, l ≥ 0,
where c is some constant depending on σ.
Proof. The convolution formulae in the proposition give that ϕ 1 * ϕ n = c · ϕ n + ϕ n+1 , which will matter to us later. In particular, it follows that the algebra H K (σ) is commutative. We leave the proof to the appendix.
Denote by T n the operator in H(K, σ) which corresponds to ϕ n . We then have similar composition of relations among {T n } n≥0 , namely
and the assertion in the proposition follows.
The formula T [Id, v 0 ]
Let v be a vector in V , and by [BL94, (8)] we have
As ϕ is supported on the double coset KαK = Kα −1 K, we decompose Kα −1 K into right cosets of K:
and we need to identify K/(K ∩ α −1 Kα) with some simpler set. Note firstly that I ′ K contains K ∩ α −1 Kα, and that
where, as mentioned in Remark 3.2, n K is the unique integer such that
Secondly, we note the coset decomposition of K with respect to I ′ K :
In all, we may identify K/(K ∩ α −1 Kα) with the following set
and hence with the following set:
Using the previous identification, the above equation (3) becomes:
where we note that N n K +1 ⊂ K 1 .
Recall we have a Cartan-Iwahori decomposition:
Based on (5), we may describe the I 1,K -invariant subspace of ind G K σ. By Frobenius reciprocity and an argument like that of [BL94, Proposition 5], we have (ind
For n ≥ 0, and
, that is to say f (α n ) is fixed by N n K . Similarly, for a negative n, and
where K 1 acts trivially on σ. Recall that the subspace of I 1,K -invariants in σ is one-dimensional, and from now on we fix a non-zero v 0 ∈ σ I 1,K throughout this note.
Let f n be the function in (ind
By the remarks above, we have:
Lemma 3.5. The set of functions {f n | n ∈ Z} consists of a basis of the I 1,K -invariants of the maximal compact induction ind
It is useful to re-write the function f n in terms of a canonical G-transition
We now record the following formula T ([Id, v 0 ]), i.e., T · f 0 , and we will do such thing for all the other f n in the next subsection.
Proof. In (4), we take v as v 0 . Then the first sum in (4) becomes λ β K ,σ f 1 , and the second sum is just the function f −1 , as the group N n K fixes v 0 . We are done.
3.3 The formula T f n for n = 0
The purpose of this part is to push Proposition 3.6 further. For n ≥ 0, denote by R + n (σ) (resp, R − n (σ)) the subspace of functions in ind G K σ which are supported in the coset Kα n I K (resp, Kα −(n+1) I K ). Both spaces are I K -stable. In our former notations, we indeed have Kα n I K = Kα n N n K , and Kα −(n+1) I K = Kα −(n+1) N ′ m K , for n ≥ 0. Then we may rewrite R + n (σ) and R − n (σ) as follows:
Remark 3.8. Note that f −n ∈ R + n (σ) I 1,K for n ≥ 0, and f n ∈ R − n−1 (σ) I 1,K for n ≥ 1. From Lemma 3.5 and its argument, both R + n (σ) I 1,K and R − n−1 (σ) I 1,K are one dimensional, hence they are generated by f −n and f n respectively.
Naturally we are interested in how the above I K -subspaces are changed under the Hecke operator T , and the following is the first observation.
Proof. This Proposition can be roughly seen from the tree of G, but we want to make the inclusions in the statement more precisely, using the formula (4). For (1), by the formula (4) for T [Id, v], we only need to check the following
In the above list, the first inclusion is clear. To see the second and the third inclusions, apply the equality (1) respectively. For (2), as n ≥ 1, we note firstly that α −n uα −1 ∈ N n K α −(n+1) for u ∈ N n K +1 /N n K +2 . It remains to check the following, which completes the argument of (2):
, let n be a non-negative integer. At first, we see
. Next, we check the following, which finishes the proof of (3):
Remark 3.10. The argument tells us more: for f ∈ R + n (σ), we can indeed detect the parts of T f which lie in R + n+1 (σ) and R + n−1 (σ).
Corollary 3.11. For n ∈ Z \ {0}, we have
for some constant c n , and δ n is given by
Proof. Suppose n = −m is a negative integer, and we will prove that
for some c ∈ F p . By (2) of Proposition 3.9, T f −m ∈ R + m−1 (σ)⊕R + m (σ)⊕R + m+1 (σ). As f −m is I 1,K -invariant, and T preserves I 1,K -invariants, Lemma 3.5 and Remark 3.8 imply that
We need to evaluate the function T f −m at α m−1 and α m+1 . Recall that f −m = u∈Nn K /N n K +2m uα −m · f 0 , and by Proposition 3.6 we get:
We need to estimate in which Cartan-Iwahori double cosets the elements α m−1 uα −m and α m+1 uα −m might belong, for u ∈ N n K /N n K +2m .
We have firstly that:
Here, in the second inclusion above, l(u) is some integer smaller than −1, depending on u. To see that, let c(u) be the largest integer such that u ∈ N c(u) , and the assumption u ∈ N n K \ N 2m−2+n K means that d(u) := c(u) − (2m − 2) < n K . We now apply the equality (1):
where,
The last expression of above identity gives us that
and the assertion on l(u) follows. Now we may determine the value of c m−1 = T f −m (α m−1 ). The list above immediately gives that f −1 (α m−1 uα −m ) = 0, for any u ∈ N n K /N n K +2m . As f 1 is supported on Kα −1 I K , the above list reduces us to look at the sum
which is clearly zero by splitting it as a double sum, observing that N n K +1 ⊆ K 1 . In all we have shown c m−1 = 0.
In a similar way, we have
Here, in the second inclusion above, l ′ (u) is some integer smaller than −1, depending on u, which is seen by applying (1) again. Therefore, we have f 1 (α m+1 uα −m ) = 0, for any u ∈ N n K /N n K +2m , and the following
In summary, we have proved c m+1 = 1. The exact value of c m is not that interesting, so we don't recall it here 1 .
The other half of the corollary can be dealt in a completely similar manner, and we are done here.
Remark 3.12. Among other things, what matters to us of the above corollary is that the coefficient of f n+δn is 1, especially it is non-zero.
Freeness of spherical Hecke modules
In this section, we prove the main result of this note, as an application of Proposition 3.6 and Corollary 3.11.
Throughout this section, let K be a maximal compact open subgroup of G and σ be an irreducible smooth representation of K.
Theorem 4.1. The maximal compact induction ind G K σ is free of infinite rank over H(K, σ).
Before we continue, we give some remarks on related works in the literature.
Remark 4.2. In [GK14] , for a split group G over F , Elmar Große-Klönne has given a sufficient criteria for a universal module of G = G(F ) (that is a maximal compact induction cut by a character of the corresponding commutative spherical Hecke algebra) to be free over the coefficient field F p , and he has verified it when F is Q p and σ is the trivial character ([GK14, Corollary 6.1, Theorem 8.2]).
Remark 4.3. For a unramified and adjoint-type p-adic group, for instance the group P GL n (F ), Xavier Lazarus conjectured in [Laz99] that over an algebraic closed field of characteristic different from p, a maximal compact induction from the trivial character is flat over the corresponding spherical Hecke algebra, and it was proved by Bellaiche-Otwinowska in [BO03] for n = 3 and σ = 1.
We start to prove Theorem 4.1. At first, we recall some general setting. For n ≥ 0, denote by B n,σ the set of functions in ind G K σ which are supported in the ball B n of the tree of radius 2n around the vertex v K (the unique vertex on △ stabilized by K). Let C n,σ be the set of functions in ind G K σ which are supported in the circle C n of radius 2n around the vertex v K . Both the set B n,σ and C n,σ are indeed K-stable spaces, and we may write them in term of our former notations as:
We prefer to define B n,σ and C n,σ in terms of the tree, as it will make some formulation of later argument easier.
Proof. Denote by M n+1,σ the subspace of B n+1,σ consisting of functions f such that T f ∈ B n+1,σ . The assertion in the lemma means that M n+1,σ ⊆ B n,σ . Note that B n.σ is contained in M n+1,σ , by the fact T B n,σ ⊆ B n+1,σ (Proposition 3.9) and B n,σ ⊆ B n+1,σ .
Assume there is some non-zero f ∈ M n+1,σ \ B n,σ . Recall that B n+1,σ = B n,σ ⊕ C n+1,σ . The assumption on f now implies that the space C n+1,σ ∩ M n+1,σ is non-zero. By definition, all the spaces B n,σ and C n,σ are I Kstable, for n ≥ 0. The space M n+1,σ is then also I K -stable by its definition, as T respects G-action, and therefore has a non-zero I K -stable subspace C n+1,σ ∩ M n+1,σ . As I 1,K is pro-p, there is some non-zero function f ′ ∈ C n+1,σ ∩ M n+1,σ , which is fixed by I 1,K ([BL94, Lemma 1]).
By Remark 3.8, the I 1,K -invariant subspace of C n+1,σ is two dimensional with the basis {f n+1 , f −(n+1) }. By writing f ′ as a linear combination of f n+1 and f −(n+1) , Corollary 3.11 implies that T f ′ does not lie in B n+1,σ , a contradiction.
Remark 4.5. As we will see, Lemma 4.4 is the key used to prove Theorem 4.1. Our argument above is a bit formal up to the application of Corollary 3.11, and as mentioned in the introduction, is essentially different from that of Barthel Proof of Theorem 4.1. We proceed to complete the argument of Theorem 4.1. Using Lemma 4.4, by induction we find a non-empty subset A n of C n,σ , satisfying that ⊔ 2k+2i≤2n T i A k forms a basis of B n,σ .
For n = 0, take A 0 to be a basis of the space C 0,σ . Assume the former statement is done for n. Then we need to show the set ⊔ 2k+2i≤2n+2,
Assume the claim is false and we have a non-trivial linear combination of elements from ⊔ 2k+2i≤2n+2,
we get a function f , as a linear combination of elements from ⊔ k+i=n T i A k , which lies in the ball B n,σ , and satisfies that T f ∈ B n,σ . Now Lemma 4.4 ensures that f ∈ B n−1,σ . This means that the projection of f to the circle C n is zero. Note that the induction hypothesis for n already implies that the set of all projections of ⊔ k+i=n T i A k to C n is a basis for C n,σ , hence the former statement about f forces its vanishing. We are done for the claim in the last paragraph.
We then proceed to choose a subset A n+1 of the space C n+1,σ , which completes the set ⊔ 2k+2i≤2n+2, k≤n T i A k to be a basis of B n+1,σ . This is certainly possible, and we only need to complete the set of projections of ⊔ k+i=n+1, k≤n T i A k to C n+1 to be a basis of C n+1,σ .
We note that the subsets A n chosen above are non-empty for all n ≥ 0: the cardinality of A 0 is equal to the dimension of σ. For n ≥ 1, the cardinality of A n is equal to dim C n,σ − dim C n−1,σ .
In summary, we have chosen a family of non-empty sets A n ⊂ C n,σ so that ∪ n≥0 ⊔ 2k+2i≤2n T i A k is a basis of the maximal compact induction ind G K σ. In particular, the infinite set ∪ n≥0 A n is a basis of ind
The following interesting application is straightforward:
Corollary 4.6. For any non-constant polynomial P , the G-representation ind
Proof. It suffices to consider P is a linear polynomial T − λ. By writing ind
and the assertion follows.
Invariant norms in p-adic smooth principal series
In this part, we apply our main result (Theorem 4.1) to investigate the existence of G-invariant norms in certain locally algebraic representations of G ([ST01, Appendix]). We follow along the lines in [GK14, section 9] (see [Sor15] for an overview).
Let L be a finite extension of Q p , and assume E is contained in L. Let ε : B → L × be a smooth character, and consider the principal series
and the group G acts by right translation. We are interested to know whether and when P (ε) admits a G-invariant norm.
Assume σ L is the restriction to K of an irreducible Q p -rational representation of G on a finite dimensional L-vector space. As K is open, the representation σ L is still irreducible. We assume further that σ L is contained in P (ε), i.e., the following space
is non-zero. By our assumption, the Satake-Hecke algebra Lemma 2.1]) , especially it is commutative. The Iwasawa decomposition G = BK implies that the above space is one-dimensional, and the natural action of
Then, we have an induced G-equivariant map: We
If the map (6) is an isomorphism, we in turn get a G-stable free o L -lattice in the principal series P (ε), as required. In summary:
Then the principal series P (ε) admits a G-invariant norm.
We end this section with some remarks on the conditions in last theorem:
Remark 5.2. 1) By a result of Keys ([Key84, section 7]), the principal series P (ε) is irreducible if ε = ε s , and for the map (6) to be an isomorphism, we only need it to be injective.
2) We have a further look of the following space:
where ε 0 := ε | B∩K . The first isomorphism is by the decomposition G = BK.
The second inclusion is due to that the group K 1 acts trivially in the lattice σ. Note that the space (Ind (1). σ contains the trivial character of U, i.e., σ U = 0, (2). The action of B on σ U contains the character ε 0 . By our assumption, the space σ U L (= σ 6 Appendix: Proof of Proposition 3.4
Proof of Proposition 3.4. The argument is slightly modified from the author's thesis ( [Xu14] ). By definition, for n ≥ 1, l ≥ 0, ϕ 1 * ϕ n (α l ) = g∈G/K ϕ 1 (g)ϕ n (g −1 α l ).
As the support of ϕ 1 is KαK = ∪ k∈K/(K∩αKα −1 ) kαK, the previous sum becomes
where, we note that K ⊇ I K ⊇ K ∩ αKα −1 , and that
To proceed, we use the Bruhat decomposition K = I K I K β K I K to split the above sum further into two parts, say, Firstly we claim 1 is always 0. As ϕ 1 ∈ H K (σ), 1 is simplified as for some diagonal matrix h ∈ K depending on k = k −1 2 . Therefore, each term is non-zero only if l = n, and in that case we get the sum ′′ 2 as h j σ σ(hβ K )j σ . As we have just shown that the other parts of the whole sum contribute zero to its value at α n , the above sum must be a multiple of j σ , say c · j σ for some constant c. In all, we are done.
