The tensor products of the irreducible representations of the algebra of continuous functions on the quantum group SU,( 2) were studied. Using the methods of q-calculus it was proven that the tensor product of two infinite dimensional irreducible representations may be decomposed into a direct integral of irreducible representations.
INTRODUCTION
The algebra of continuous functions C(SU,( 2)) (Refs. 1 and 2) on the quantum group SU,(2) is defined as the universal enveloping 6*-algebra of the unital *-algebra generated by four elements a, 5, b, b satisfying the following relations: ab = ql"ba, a6= q"'&a, b&= 6b, az-ca= (q-II2 -q"')&b, aZ+q'/'&b=I.
(1.1)
We assume that -1 <q"' < 1, q"2#0. The involution is defined by a*:=ii and b*:=b. C(SU, (2)) is a Hopf C*-algebra with the coproduct A given by The irreducible *-representations of C(SU,(2)) were classified in Refs. 1 and 2. It was found that C(SU,( 2)) has two distinct families of irreducible representations, one dimensional and infinite dimensional (see Sec. II for details). Since C(SU,( 2)) is a bialgebra, the category of its representations comes naturally equipped with a tensor product. In this paper, we compute the tensor products of irreducible representations of C(SU,(2)). Our main result is that the tensor product of two infinite dimensional irreducible representations is equivalent to a direct integral of infinite dimensional irreducible representations (see, e.g., Ref. 3 for the definition of a direct integral).
The proof of this result involves a number of combinatorial identities of q-calculus.4P5 Throughout the paper we use the standard notation of q-calculus as explained, e.g., in Ref. 5. In particular, for 141 51, (I&, we set (a;q)c:=l, (a;q),:=llo,j<n-, (l-aqi), if n)l, and (a;q),:=II,,(l-aq-9. Let rr:C(SU,( 2)) -+ 3 (Z) be an irreducible *-representation of C(SU,(Z)) in the C*-algebra 9' (X) of bounded linear operators on a Hilbert space &". According to Refs. 1 and 2, rr is unitarily equivalent to one of the following two families of representations.
One dimensional representations pv The Hilbert space is &"=Q: and
where O<q, < 2n. Injinite dimensional representations ng The Hilbert space is E=12( Z, >, where Z, is the set of non-negative integers. Let {+n}na be the standard orthonormal basis for 3?? and let E,,,E~? (F) be defined by E,,,n4k=Sn,&,,. We set for 0~8 < 2rr,
TO(Z) = 1 ( 1-qn+1)1'2E,,+l,n, n>O 7re(&) =emie n;oq(1/4)(2n+1)En,n, Our concern in this paper is the study of tensor product of representations. Recall that if 7r:C(SU,(2))+Y (;u?) and p:C(SU,(2))-+3(Y) are representations of C(SU,( 2)), then their tensor product rr@ p is defined as the composition of morphisms
where G denotes the spatial tensor product of C*-algebras [since C(SU,(2)) is nuclear,' the choice of C*-norm on the tensor product C(SU,( 2)) @I C(SU,( 2)) is, in fact, optional]. The goal of this paper is to prove the following theorem.
Main Theorem: The following unitary equivalences hold:
where pt-0 is defined modulo 2a, and where da is the normalized Lebesque measure on S'.
Beginning of the proof of the Main Theorem: Since A is a *-homomorphism of @Y-algebras, it is enough to verify the isomorphisms (i)-(iv) when applied to (I and 6. Verifying (i) is easy and we omit the details. To prove (ii) we note that 
The claim follows. The proof of (iii) is similar and we omit the details.
To prove (iv) we observe that, as a consequence of (i)-( iii),
and so we need to show that J-@ Troe?Tor s' n;, da, and pAe Jsy Tada= Jsy Tada.
We will prove Eqs. (2.7) and (2.8) in the following section.
( 2.7) (2.8)
In this section we reduce the proof of Eq. (2.7) to the proof of a Plancherel-type theorem. This theorem will be proven in Sec. IV.
We begin by defining a sequence {CO,,},,&+ of l'(Z+) d I'(Z+)-valued distribution on S". We set da>= C. 4fY(aMpm& O<a<2r, In this section we prove Theorem III 3. The proof is a rather tedious computation using a variety of q-calculus identities. In order not to interrupt the main line of computation, we defer the proofs of three crucial combinatorial identities to Sec. V.
We need to show that for all p,r,s,t&,, Cl We now substitute (4.3) into the left-hand side of (4.2). The a integration produces ~5~-,,~--We set a: =p -r=s-t and assume in the following that u>O. The case a<0 is similar and we omit the details. Introducing the notation we note that the constraints k<n and I<n in Eq. (4.8) may be dropped. We can thus interchange the order of summations and perform the summation over n first. Using the q-binomial formula
We now use the familiar formula c -L=L n>o (4;q)n kq), ' IZI < 1, We now perform the summation over i. Lemma IV 2: For a non-negative integer p,
(4.14)
Using the above identity with p=r+t+u-l+ j we rewrite Eq. (4.13) as A 1 C 2 ~~~~j+k+lq(1/2)k(k+I)+k(t+j-f-r)+(3/2)?-1/2-(2t+a)l+(1/2)j(j+l)-jl k>O I>0 O<j<l b.?x) r+t+a-1+-j-k X(q;q)k(s;q)r-k(q;s)r+=-k(q;q)t-~(q;q)t+=-f(q;q)j(q;q)~-j'
We now perform the summation over k in the above expression. Lemma IV 3: For u,u&+ such that u -~00, (4.15)
,$<r (-l)kq(l/2)k(k+l)+k (u-u-r) (4.16)
Using the above identity with u=t+u--l+ j, u=u, we rewrite Eq. (4.15) in the form 1 i (3/2)12-N*-1(*t+.)+(1/2)j(j+l)-j~(q ",jo o<+<[ (-1)-q (4;4),(4;4)t-/(4;4)t+a-ror-i(4;4)i(Q;q)r+~(q;q)t-r-~+j * (4.17)
Observe again that the constraint j<Z may be dropped (at the expense of adding zeroes to the sum). Substituting I-j-+ I in Eq. (4.17) we rewrite it as A (q;q),;q;q),+a 2 wq;;;;;;;y;:r,' ~d+*li-j(2'+.)(t~~)q (:;;;;;y;!j. In this section we establish the combinatorial identities (4.14), (4.16), and (4.19) used in the previous section. The proofs follow a standard pattern familiar from q calculus.
Proof of Lemma IV2: We denote the left hand side of Eq. (4.14) by A(p,k) and observe that A(p,O) = (q;dp. This recursion has a unique solution satisfying the initial condition (5.8). Clearly A (u,k) = 1 is the required solution. 0
