Abstract--This paper is primarily focused on assessing the reliability of real recorded data, which is used for several applications in analyzing power quality disturbances. The prime goal becomes, for that reason, to develop a set of reliability criteria to improve the data selection. Some of the identified reliability indices are such as quantization noises, frequency resolution, energy levels, data dispersion, frequency-domain coherence and time-domain correlation. As a motivation for the presented theory, two major applications are described in this paper: the estimation of power system parameters at harmonic frequencies, and the identification of interharmonic polluting loads. These criteria are explained in detail as a guide for rejecting unreliable data used when analyzing power quality disturbances.
I. INTRODUCTION
OWER QUALITY assessment is primarily done using real measurement data. Even applications such as filter design, which is known for relying on simulation-based planning, also rely on results from real data processing, which is used for finding the frequency response (or R-X plots) of the system impedance [1] . The data quality has always been a sensitive issue in power quality, and high-resolution equipment is needed in any instance of power systems analysis. Nevertheless, even equipment which is considered as being of high resolution may still fail to record useful data in the cases where the measurement is inherently of very low energy in a variety of ways. As a driven motivation for this research, two applications where the reliability issue is crucial are presented in this paper: the power system impedance estimation and the interharmonic source determination.
Network impedance is one of the key parameters in power systems, and its accurate estimation is essential for power system analysis at fundamental and harmonic frequencies. This parameter is usually necessary for a variety of power system applications, such as evaluating short-circuit capacity or defining customer harmonic limits [1] - [2] . Several methods have been proposed to this end so far, and this paper presents ( ) ( ) ( )
where Δ V(h) and Δ I(h) are the subtraction in frequency domain of one or more cycles previous to the transient occurrence from one or more cycles containing the transient disturbance. The level of accuracy of such estimation can be supported by a set of indices, which are, but not limited to, quantization noise in the data acquisition, the frequency resolution, energy levels, and the scattering of the results obtained from the data.
Interharmonics, the target for the second application of the proposed reliability criteria, can be characterized by spectral components which frequencies are non-integer multiples of the supply fundamental frequency. Diagnosing interharmonic problems is a difficult task for a number of reasons: (1) interharmonics do not manifest themselves in known and/or fixed frequencies, as they vary with the operating conditions of the interharmonic-producing load; (2) interharmonics can cause flicker in addition to distorting the waveforms, which makes them more harmful than harmonics; (3) they are hard to analyze, as they are related to the problem of waveform modulation [4] . The most common effects of interharmonics are well documented in literature [4] - [7] . As the interharmonic source is identified, it is possible to assess the rate of responsibility and take suitable measures to design mitigation schemes. Interharmonic current spectrum bins, which are typically of very low magnitude, are prone to suffer mainly from their inherently low energy level. One of the main benefits of the proposed reliability criteria is to strengthen current methods for determining the source of interharmonics and flicker which rely on the active power index [8] - [9] .
The objective of this paper is to present a set of reliability criteria to evaluate recorded data used to assess power quality disturbances, specifically for determining network harmonic impedance and interharmonic sources. This paper is structured as follows. Section II presents the data reliability criteria to be applied to both problems. Section III presents the harmonic impedance determination problem and section IV presents the network determination case study. Section V presents the interharmonic source determination problem and section VI presents the corresponding case study. Section VII presents general conclusions and recommendations.
II. DATA RELIABILITY CRITERIA
This section presents the main data reliability criteria that will be used for both applications. The usage of the criteria for both applications is not identical, as the nature of both problems is not the same. Generally for the network impedance estimation, the concern is Δ I(f) and Δ V(f) (the variation of the voltage or current), whereas for the case of interharmonic source determination, the concern is the value of I(f) and V(f). The reason for this will be explained in more detail in sections III and V, and at this point it is just important to keep in mind that the introduced criteria is fundamentally applied in both cases, but with this slight difference.
A. The Energy Level Index
As shown in (1), the network impedance determination is heavily reliant on Δ I(f). Any inaccuracy on this value can result in great numerical deviance of its accurate estimation. Therefore, the Δ I(f) energy level is a concern. For this application, a threshold is presented in (2) . If the calculated index is lower than the threshold level, the results obtained using these values are considered unreliable [10] . 
B. Frequency-Domain Coherence Index
This index is used for the network impedance estimation problem, which relies on a transient, as it will be shown in section III. The random nature of a transient makes it a suitable application for using the power density spectrum [11] . The autocorrelation function of a random process is the appropriate statistical average, and the Fourier transform of the autocorrelation function provides the transformation from time domain to frequency domain, which results in the power density spectrum. The concept of transfer function using the power spectral method based on correlation functions can be treated as the result from dividing the cross-power spectrum by the auto-power spectrum. For the electrical power systems, if the output is the voltage and the input is the current, the transfer function is the impedance response of the system [11] .
The degree of accuracy of the transfer function estimation can be assessed by the coherence function, which gives a measure of the power in the system output due to the input. This index is presented in (3), and is used as a data rejection criterion.
Where P VI (f) is the cross-power spectrum of the voltage and current, which is obtained by the Fourier transform of the correlation between the two signals. Similarly, the auto-power spectrum P VV (f) and P II (f) are the Fourier transform of the voltage and current auto-correlation, respectively. It is expected that the use of the coherence function will discard the data where input and output do not constitute a cause effect relationship.
C. Time-Domain Correlation between Interharmonic Current and Voltage Spectra
This index is used for the interharmonic source detection analysis, and is the twofold of the coherence index used for the harmonic system impedance. If interharmonics do exist, voltage and current spectra should show correlation [12] . Interharmonic data is typically recorded in several hundreds of snapshots, and variations of the interharmonic voltage and current trends happen, which allow analyzing the correlation. In order to quantify this similarity, the correlation coefficient is used [13] : 
where I IH and V IH are interharmonic-frequency current and voltage magnitudes of the n-snapshot interharmonic data.
Frequencies showing the calculated correlation coefficient lower than an established threshold should not be relied on, as the waveform fluctuation is unlikely to be caused by genuine interharmonics [12] .
D. Statistical Data Filtering and Confidence Intervals
In many power quality applications, we deal with a set of calculated results. For example, in the network impedance estimation problem, the calculated resistance of the network may vary from 0.0060 to 0.0905 (ohms) in different snapshots (see Fig. 2 ). The resistance of the associated network is the average of these results. Most of the calculated resistances are between 0.0654 and 0.0905 (ohms). Those values that are numerically distant from the rest of the data (shown inside the circles) may mislead the final result. Those data are probably gross results. In the case of normally distributed data, 97 percent of the observations will differ by less than three times the standard deviation [14] . In our study, the three standard deviation criterion is utilized to statistically filter the outlier data. Once the resistance of the network is achieved by averaging the filtered data, we may be questioned how much we are confident about the achieved result. Instead of estimating the parameter by a single value, an interval likely to include the parameter is evaluated. Confidence intervals are used to indicate the reliability of such an estimate [13] . How likely the interval is to contain the parameter is determined by the confidence level or confidence coefficient. Increasing the desired confidence level will widen the confidence interval. For example, a 90% confidence interval for the achieved resistance results in 0.0717 ± 0.0055 confidence interval. In the other words, the resistance of the network is likely to be between 0.662 and 0.772 (ohms) with a probability of 90%. Fig. 3 shows the calculated harmonic impedance of the network. Error bars present the confidence intervals of the results. Larger confidence intervals present less reliable values. In this regard, estimated resistance in 420 Hz frequency is more reliable than its counterpart in 300 Hz frequency. 
E. Quantization Error
The quantization error is the digitalization step of the data acquisition equipment. This value dictates the magnitude threshold that a measurement must have to be free of measurement quantization noise [15] . As the energy of current signals drop to a level comparable to that of quantization noises, the signal may be corrupted and therefore considered unreliable. This level is calculated as follows:
1. The step size of the quantizer is
where n is the number of bits and V in is the input range. 2. The current probe ratio is k probe , which is the ratio V/A. 3. Therefore, the step size in amperes is
4. Finally, the maximum quantization error will be half of the step size.
The input range, number of bits and current probe ratio will depend on the data acquisition equipment and measurement set up. The measurements presented later in this paper are acquired by high-resolution equipment (NI-6020E -100kbps, 12-bit, 8 channels). For the case of the system impedance estimation, equation (7) should hold true in order to generate reliable results for single-phase systems. This criterion is also used for
.
For the interharmonic case, the interharmonic current level I(ih) is monitored rather than the
III. NETWORK IMPEDANCE DETERMINATION Fig. 4 presents a typical scenario where measurements are taken to estimate the system harmonic impedance. Voltage and current probes are installed at the interface point between the network and the customer, called the point of common coupling (PCC). The impedance Z eq is the total equivalent impedance of the transmission and distribution lines, and of the step-down and step-up transformers. Many methods to measure harmonic impedance have been proposed [10] - [11] , [16] . They can be classified as either invasive or non-invasive methods. Invasive methods are intended to produce a disturbance with enough energy for allowing measurement, but without affecting the operation of network equipment. The applied disturbance in the system generally causes a transient. Assuming that voltage and current waveforms are recorded by a high-speed dataacquisition device, the principle of this approach is to use transient voltage and current data to obtain the impedance at harmonic frequencies. For the case presented in this paper, the source of disturbance is a low voltage capacitor bank.
The transient signal is extracted by subtracting one or more healthy pre-disturbance cycles from the cycles containing the transient, as shown in (9) .
Finally, the network impedance is calculated using (10) .
A. Characterization of the capacitor switching transient Traditionally, transients are characterized by their magnitude and duration. For the application of network impedance estimation, the harmonic content of a transient is a very useful piece of information. A transient due to the switching of a capacitor has the following characteristics [17] :
• Magnitude: up to 2 times the pre-existing voltage (assuming a previously discharged capacitor).
• Duration: From 0.3ms to 50ms.
• Main frequency component: 300Hz to 5 kHz.
The energization of the capacitor bank (isolated switching) typically results in a medium-frequency oscillatory voltage transient with a primary frequency between 300 and 900 Hz and magnitude of 1.3-1.5 p.u., and not longer than two 60Hz cycles. Fig. 5 shows typical transient waveforms and frequency contents due to a capacitor switching. For this case, the higher frequency components (except the fundamental component) are around 5 th to 10 th harmonic (300-600Hz). 
B. Transient Identification
The perfect extraction of the transient is needed for the network impedance estimation application. Methods to perform this detection were proposed, such as neural networks and wavelet transforms [18] . Some other methods use criteria detection based on absolute peak magnitude, the principal frequency and the event duration less than 1 cycle [19] . This paper proposes a simple approach to perform this task. It calculates the numerical derivative of the time-domain signals, and assumes there was a transient if this derivative is higher than 10.
IV. IMPEDANCE MEASUREMENT CASE STUDY
More than 120 field tests have been carried out, and a representative case is presented in this section. Over 70 snapshots (capacitor switching events) were taken at this site. Using the techniques described in section II, the impedance results were obtained and are presented in Fig. 6 . This figure shows that in the range of 1200-1750Hz there is an unexpected behavior in both components of the impedance. A resonant condition may be the reason of this sudden change. However, it might be caused by unreliable data instead. Further investigation is needed in order to provide a conclusion for this case. The thresholds used for each index were:
• Energy level:
• Quantization error:
As the reliability criteria are applied, it is useful to define the following ratio of success: % 100 × = cases Total cases l Successful Ratio (11) where each case is one snapshot. Fig. 7 shows the successful rate of cases for each index in function of frequency. From Fig. 7a it is possible to see that the applicability of this index is definitely more for Δ I than for Δ V, since the latter is acquired using voltage probes, which are naturally much more reliable. Since impedance measurement is calculated as the ratio -ΔV/ΔI, the voltage threshold is not relevant as shown in [10] . Fig. 7b shows that the coherence index does not reveal much information about reliability of the measurements; however it provides an indicator of the principal frequency of the transient signals.
The standard deviation results presented in Fig. 7c shows that impedance results for frequencies between 1260 and 2000 Hz are very spread out and are, therefore, unreliable. The same situation occurs for frequencies above 2610 Hz. This results agree with those presented in Fig. 7a for the threshold used for Δ I. Fig. 7d shows that the quantization is not a critical issue and the measurements taken in the field are accurate enough to overcome quantization noises. However the low quantization values, especially for current, are of lower values for the unreliable ranges presented in Fig. 7a 
V. INTERHARMONIC SOURCE DETERMINATION
The most common method for identifying the source of interharmonics found in literature is the interharmonic active power direction [8] - [9] . Fig. 8 illustrates the problem of interharmonic source detection. In order to implement the active power index, measurements must be taken at the points of common coupling between the supply and the customer. This figure shows three metering points connected to the two load buses and to the supply bus. The interharmonic active power is calculated from simple voltage and current measurements at each metering point, and is defined as:
In (1), |V IH | and |I IH | are the interharmonic voltage and current magnitudes, respectively, and φ IH is the angle displacement between the interharmonic voltage and current. In order to be able to use this method, it is assumed that there is only one source for a specific interharmonic frequency in the system. According to the interharmonic generation theory, this assumption is perfectly realistic because each interharmonic component has its frequency dependent on many factors and on the specific generating device. According to [7] , the frequency of the interharmonics produced by a VFD with a p 1 -pulse rectifier and a p 2 -pulse inverter are shown in (2 (13) In this equation, f z is the drive operating frequency. Thorough analysis of this equation reveals that it is rare to have two drives generating interharmonics of the exact same frequency. Fig. 9 shows two different scenarios according to the perspective of each metering point. In theory, the index will always reveal the interharmonic direction correctly. However, this index may not be reliable for determining the source of interharmonics when dealing with measurements, if they are of low magnitude. For those cases, other measures must be taken to conclude about the source. Fig. 9 . Determination of interharmonic source -two different scenarios.
VI. INTERHARMONIC SOURCE DETERMINATION CASE STUDY
The presented case study illustrates the worst known effect of the interharmonics at present, which is the interference with control signals at the power line. The Automatic Meter Reading device (AMR) of a utility company of the province of Alberta had experienced difficulties to receive inbound signals in a large oilfield extraction area. Field measurements were carried out at the substation feeder and at large customers that were suspected to be interharmonic polluters. In this case, interharmonics were suspected to be the cause of the AMR interference problem. The arrangement for the field measurement is shown in Fig. 10 . The measured feeder supplies three customers, codenamed Customer 1, Customer 2 and Customer 3. These customers operate big oil extracting drives. The measurements are done through potential transformers and current transformers (PTs and CTs). The data were acquired for a period of two days, taking automatic snapshots of 5 seconds at every minute. The hardware utilized is a NI-DAQ6020E, which operates at 100kb/s and has 8-channel capability. With such speed, we are able to sample the signals so fast that each cycle contains 256 points. After processing all data snapshots taken at the four locations, a spectrum contour plot measured at the feeder is drawn in order to obtain the frequencies of the interharmonic components that are present in this system. Fig. 11 shows the contour plot of the data recorded at the feeder during one of the measured days. From this figure, it can be seen that there are four dominant interharmonic components, which seem to be two pairs: at around 228 Hz and 348 Hz, and 264 Hz and 384 Hz. These components drift a little in frequency due to the change of the drive operation conditions, but they exist inside a narrow frequency range. The active power index is monitored at the three loads. This is shown in Fig. 12-Fig. 15 . The system is observed to be fairly balanced, and therefore only the power in phase A is shown. On the surface, by looking into these figures, one would conclude that Customer 2 is the source of interharmonics 228Hz, 348Hz and 384Hz, whereas Customer 3 is the source of interharmonics 264Hz and 348Hz. As explained in equation (2), it is almost impossible that an interharmonic component is generated by two sources at the same time. Furthermore, after deeper investigation, it is shown that this apparent identification of the interharmonic polluters is incorrect, and the reliability criteria proposed in this paper is useful in aiding the researcher to drawing correct conclusions. 
A. Applying the Reliability Criteria
The first step to utilize the reliability criteria is to obtain the percentage of snapshots which energy levels are above the quantization error. This result for the case study is shown in Table I . Only snapshots which energy level is higher than the quantization error can be used. According to this criterion, the interharmonic currents measured at the feeder may be unreliable because they are too low as compared to the current fundamental component. This fact does not mean that the measured interharmonics are harmless, but simply that 12 bits of the data acquisition box are not enough to accurately measure their magnitudes. As for the loads, all data are reliable, except that of Customer 3 at 348 Hz. The interharmonic voltage-current correlation for all the locations is calculated as well, and shown in The other reliability criteria are also used but do not add anything extra to the conclusions to be drawn in Table III , which summarizes the reliability at each frequency for each location. Table IV shows the average of calculated active power at the feeder and at the loads (phase A). Note that the shaded cells are the ones that should not be trusted. 
B. The V IH -I IH Angle Displacement
The power direction method relies on the information about the difference between the interharmonic voltage and current angles. If this difference is close to 90 or 270 degrees, the cosine of this difference will be very close to zero. For interharmonics of very low magnitude, the power may oscillate around zero, because the angle displacement usually exhibit lots of fluctuation due to noise and quantization error. Therefore, caution is needed when using the power direction method, since it is too sensitive to this angle.
In this case study, it can be seen that such fluctuation happen for interharmonics 264 Hz and 348 Hz. Furthermore, the active power results, shown in Fig. 13 and Fig. 14 reveal that the power level is very low, which has also been shown in Table I , which shows that there are many snapshots which energy level is too low. For these frequencies, the conclusions drawn using the power direction method cannot be trusted. A final conclusion about these frequencies will be provided in next subsection using the theory of interharmonic pairing.
C. The Phase Sequence Characteristics
Using the phase sequence characteristics of interharmonics, it can be verified that interharmonics 228 Hz and 348 Hz are one pair, and interharmonics 264 Hz and 384 Hz are another pair. From (2), it can be estimated that the drives' frequencies are 48 Hz and 54 Hz, and that the number of pulses of the inverter is p 2 = 6. From this equation, it was also identified that 228 Hz and 264 Hz are negative sequence, whereas 348 Hz and 384 Hz are positive sequence, as explained in [20] 
The same conclusion about the sequence is verified through analyzing the measurements: the symmetrical components of the interharmonic currents are calculated and one of them (positive-, negative-or zero-sequence) is observed to match the phase currents (the system is fairly balanced).
Since it is irrefutable that the source of two interharmonic frequencies of a pair is the same, it is confirmed that Table IV shows inconsistency: Customer 3 cannot be the source of interharmonic 264 Hz unless it is also the source of interharmonic 384 Hz. It was, however, shown that Customer 2 is the source of interharmonic 384 Hz with no doubt. The inconsistency for Customer 2 undermines the credibility of the conclusions taken at this frequency. It is not possible that interharmonic 264 Hz comes from both Customer 3 and Customer 2. It can finally be ruled out the possibility that Customer 3 is the source of the interharmonic 264 Hz, because this frequency is a pair of 384 Hz, which was definitely concluded that is coming from Customer 2.
VII. CONCLUSIONS
This paper investigates the reliability of the data used for the power quality disturbances assessment. The main applications are to estimate the network harmonic impedance and to determine the interharmonic source. A set of criteria to state about the data reliability is presented. They are mainly a set of thresholds for:
• Energy level;
• Frequency-domain coherence;
• Time-domain correlation;
• Quantization error;
• Standard deviation;
For the network impedance estimation, it has been found that the energy level for Δ I(f) is a useful data filtering, but for Δ V(f) it has been found that it does not really make any difference. The Coherence index does not reveal much information about unreliable measurements but clearly identifies the principal frequency components of the transient. Analyses carried out on the quantization error level demonstrated that quantization noise is slightly considerable for high frequencies and that the measurements taken are not significantly affected by quantization noises. The suggested thresholds for data rejection used were assumed in order to provide more accurate and trustable results. These thresholds can be adjusted according to experience gained or from engineering judgment.
For the interharmonic source detection, the power direction method is very sensitive to the typical low energy level of the interharmonic currents. It was observed that this low energy level affects the displacement angle between voltage and current, which may prevent using the method to conclude about some frequencies. Interharmonic pairing theory was used to draw a final conclusion for the smaller-magnitude interharmonics in the case study. For the higher magnitude interharmonics, the power direction method could be used with the confidence provided by the reliability criteria.
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