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Abstract. During the last few years there has been a growing need for using 
computational intelligence techniques to analyze microarray data. The aim of 
the system presented in this study is to provide innovative decision support 
techniques for classifying data from microarrays and for extracting knowledge 
about the classification process. The computational intelligence techniques used 
in this chapter follow the case-based reasoning paradigm to emulate the steps 
followed in expression analysis. This work presents a novel filtering technique 
based on statistical methods, a new clustering technique that uses ESOINN 
(Enhanced Self-Organizing Incremental Neuronal Network), and a knowledge 
extraction technique based on the RIPPER algorithm. The system presented 
within this chapter has been applied to classify CLL patients and extract knowl-
edge about the classification process. The results obtained permit us to conclude 
that the system provides a notable reduction of the dimensionality of the data 
obtained from microarrays. Moreover, the classification process takes the detec-
tion of relevant and irrelevant probes into account, which is fundamental for 
subsequent classification and an extraction of knowledge tool with a graphical 
interface to explain the classification process, and has been much appreciated 
by the human experts. Finally, the philosophy of the CBR systems facilitates 
the resolution of new problems using past experiences, which is very appropri-
ate regarding the classification of leukemia. 
Keywords: Case-based Reasoning, HG U133, ESOINN, CLL leukemia  
classification, decision rules. 
1   Introduction 
The use of computational intelligence techniques has become fundamental in medi-
cine, since there is a growing need of decision support tool that facilitate the monitor-
ing of patients and the automatic processing of patient’s data [1] [2] [3]. One of the 
fields in medicine requiring computational intelligence is the analysis of microarrays, 
and more specifically expression arrays, for the analysis of different sequences of  
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oligonucleotides [1] [4]. The data obtained from microarrays are an important source 
of knowledge to prevent and detect cancer. The analysis of this information allows the 
detection of patterns that characterize certain diseases and, most importantly, the genes 
associated with these different diseases. Since the amount of data obtained from mi-
croarrays is huge and the time required to analyze the data is very high, it is necessary 
to obtained novel computational techniques that can provide automatic processing and 
artificial intelligence techniques that provide behaviours similar to the human ones. 
An expression analysis basically consists of three stages: normalization and filter-
ing; clustering and classification; and extraction of knowledge. These stages are car-
ried out from the luminescence values found in the probes. Presently, the number of 
probes containing expression arrays has increased considerably to the extent that it 
has become necessary to use new methods and techniques to analyze the information 
more efficiently [5]. It is necessary to develop new techniques to analyze large vol-
umes of data, extract the relevant information, and delete the information which has 
no relevance to the classification process. Moreover, the knowledge obtained during 
the classification process is of great importance for subsequent classifications. There 
are various artificial intelligence techniques such as artificial neural networks [6] [7], 
bayesian networks [8], and fuzzy logic [9] which have been applied to microarray 
analysis. While these techniques can be applied at various stages of expression analy-
sis, the knowledge obtained cannot be incorporated into successive tests and included 
in subsequent analyses. 
The system proposed in the context of this work focuses on the detection of car-
cinogenic patterns in the data from microarrays for patients, and is constructed from a 
CBR system that provides a classification technique based on previous experiences 
[11]. The system is an evolution of our previous work in the classification of leukemia 
patients [12], where a mixture of experts was used. The incorporation of the CBR 
paradigm to health care [13] [14] provides additional learning and adaptation capabili-
ties. Moreover. The filtering and extraction of knowledge models have been improved 
and new techniques have been incorporated. The purpose of case-based reasoning 
(CBR) is to solve new problems by adapting solutions that have been used to solve 
similar problems in the past [10]. A CBR manages cases (past experiences) to solve 
new problems. The way cases are managed is known as the CBR cycle, and consists 
of four sequential steps which are recalled every time that a problem needs to be 
solved: retrieve, reuse, revise and retain. Each of the steps of the CBR life cycle re-
quires a model or method in order to perform its mission.  
The approach presented in this work focuses on the classification of subtypes of 
leukemia, specifically, to detect patterns and extract subgroups within the CLL type 
of leukemia, and incorporates various techniques of computational intelligence at 
different stages of the reasoning cycle of a CBR system. In the retrieve phase, new 
pre-processing and filtering techniques are incorporated in order to select the probes 
with relevant information for classifying patients. This innovative method notably 
reduces the dimensionality of the data, which makes it possible to use techniques with 
greater computational complexity in later stages of the CBR cycle, which would oth-
erwise be unviable. The reuse stage incorporates a classification technique based on 
ESOINN [15] neural networks, that proposes a novel method for generating clusters, 
and for identifying the nearest cluster for the final classification. An additional group-
ing technique known as PAM [16] (Partition around medoids), is also used, resulting 
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in a more accurate classification, since the results suggested by the ESOINN network 
are compared to those obtained using the PAM technique. The revise phase initiates a 
RIPPER [43] algorithm for extracting knowledge about the classification process. 
Moreover, the revise stage includes a MDS (Multidimensional Scaling) technique 
[18] [19] [20] for presenting information in low dimensionality. Additionally, a hu-
man expert analyzes this information and evaluates the proposed classification as well 
as the validity of the rules generated. Finally, in the retain stage, if the human expert 
considers the proposed solution valid, the system stores the case information and the 
rules that have been obtained.  
The chapter is structured as follows: the next section briefly introduces the problem 
that motivates this research. Section 3 presents the approach presented in this work and 
describes the novel strategies incorporated in the stages of the CBR cycle. Section 4 
details the innovative computational intelligence techniques presented in this work. 
Section 5 describes a case study specifically developed to evaluate the CBR system 
presented within this study, consisting of a classification of CLL leukemia patients. 
Finally, Section 6 presents the results and conclusions obtained after testing the model.  
2   Related Work 
Microarray has become an essential tool in genomic research, making it possible to 
investigate global gene expression in all aspects of human disease [21]. Microarray 
technology is based on a database of gene fragments called ESTs (Expressed Se-
quence Tags), which are used to measure target abundance using the scanned fluores-
cence intensities from tagged molecules hybridized to ESTs [22]. Specifically, the HG 
U133 plus 2.0 [5] are chips used for expression analysis. These chips analyze the 
expression level of over 47.000 transcripts and variants, including 38.500 well-
characterized human genes. It is comprised of more than 54.000 probe sets and 
1.300.000 distinct oligonucleotide features. The HG U133 plus 2.0 provides multiple, 
independent measurements for each transcript. The use of Multiple probes provides a 
complete data set with accurate, reliable, reproducible results from every experiment. 
Microarray technology is a critical element for genomic analysis and allows an in-
depth study of molecular characterization of RNA expression, genomic changes, 
epigenetic modifications or protein/DNA unions. 
Expression arrays [5] are a type of microarrays that have been used in different ap-
proaches to identify the genes that characterize certain diseases [23] [24] [25]. In all 
cases, the data analysis process is essentially composed of three stages: normalization 
and filtering; clustering; and classification. The first step is critical to achieve both a 
good normalization of data and an initial filtering to reduce the dimensionality of the 
data set with which to work [26]. Since the problem at hand is working with high-
dimensional arrays, it is important to have a good pre-processing technique that can 
facilitate automatic decision-making about the variables that will be vital for the clas-
sification process. In light of these decisions it will be possible to reduce the original 
dataset.  Moreover, the choice of a clustering technique allows data to be grouped 
according to certain variables that dominate the behaviour of the group. After organiz-
ing into groups it is possible to extract knowledge and classify patients within the 
group which presents the most similarities.  
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Case-based reasoning [11] is particularly applicable to this problem domain be-
cause it (i) supports a rich and evolvable representation of experiences, problems, 
solutions and feedback; (ii) provides efficient and flexible ways to retrieve these ex-
periences; and (iii) applies analogical reasoning to solve new problems [27]. CBR 
systems can be used to propose new solutions or evaluate solutions to avoid potential 
problems. The chapter of CBR in health care is discussed in [13] [14], where the ad-
vantages of this paradigm are remarked. The research in [28] suggests that analogical 
reasoning is particularly applicable to the biological domain, in part because biologi-
cal systems are often homologous (rooted in evolution). Moreover, biologists often 
use a form of reasoning similar to CBR, where experiments are designed and per-
formed based on the similarity between features of a new system and those of known 
systems. In [29] a mixture of experts for case-based reasoning (MOE4CBR) is pro-
posed. It is a method that combines an ensemble of CBR classifiers with spectral 
clustering and logistic regression, but does not incorporates extraction of knowledge 
techniques and does not focus on dimensionality reduction. Some approaches such as 
[11] provide CBR solutions and knowledge extraction techniques, facilitating the 
comprehension of the classification process. This chapter presents a CBR solution 
which also incorporates new knowledge extraction techniques, but additionally fo-
cuses on the definition of innovative strategies for dimensionality reduction and clus-
tering. The following section presents a detailed account of the CBR system proposed 
in this work. 
3   CBR System as Paradigm for Classifying Microarray Data 
This section presents the CBR system proposed in the context of this research and 
provides a classification technique based on previous experiences for data from mi-
croarrays. The CBR developed system imitates the behaviour of human experts in the 
laboratory and incorporates innovative knowledge discovery techniques. The system 
receives data from the analysis of chips and is responsible for classifying individuals 
based on evidence and existing data.  
The purpose of CBR is to solve new problems by taking into account similar prob-
lems that were previously resolved in the past [10]. The primary concept when work-
ing with CBRs is the concept of case. A case can be defined as a past experience, and 
is composed of three elements: a problem description which describes the initial prob-
lem; a solution which provides the sequence of actions carried out in order to solve 
the problem; and the final stage which describes the state achieved once the solution 
was applied. A CBR manages cases (past experiences) to solve new problems. The 
way cases are managed is known as the CBR cycle, and consists of four sequential 
steps which are recalled every time a problem needs to be solved: retrieve, reuse, 
revise and retain. Each step of the CBR life cycle requires a model or method in order 
to perform its mission.  
In the CBR system proposed within this study, the retrieve phase filters variables, 
and recovers important variables from the cases to determine the most influential for 
the classification. Once the most important variables have been retrieved, the reuse 
phase begins adapting the solutions for the retrieved cases to obtain the clustering. 
Once this grouping is accomplished, the next step is knowledge extraction. The revise 
 Computational Intelligence Techniques for Classification in Microarray Analysis 293 
phase consists of an expert revision for the proposed solution, and finally, the retain 
phase allows the system to learn from the experiences obtained in the three previous 
phases, consequently updating the cases memory.  
A key element in a CBR system is a case, which can be defined as a past experi-
ence [10] and is composed of three elements: problem description, problem solution, 
and the final state obtained after applying the solution. A case in the system presented 
in this work contains information related to the patient, the rules, the proposed classi-




nj CCAASidi ==  
where Ii j ∈  and },...,{ 1 siiI =  is the set of individuals/cases, A  is the set of all 
the probes, iA represents the probe i , 
pC  is the predicted class and rC  the actual 
class. 
In addition to the cases memory, our system incorporates a memory of rules that 
contains the information extracted through the knowledge extraction techniques. The 
memory of rules is structured as follows: 
},...,{ 1 lrrR = , with jmi cllr →∧∧= )...( 1 where 
OoDdodl sttsstss ∈∈ℜ= ,/),,( , ASIrr ⊆  
where R is the set of rules from the decision rules, sl  contains a set of discretized 
probes, an operator and a real value, tD  is the discretization value for the probe tA , 
},,,,,{ ≥≤<>≠==O operator, and IrrS  is the set of probes marked as irrelevant, 
p
j Cc ∈ . 
When a new case is classified, a new decision rules are generated in the revise 
stage. A set of rules are extracted which provide knowledge about the relevance of the 
probes in the clustering and classification process. Figure 1 shows a scheme of the 
techniques applied in the different stages of the CBR cycle. As seen in Figure 1, the 
important probes that allow the classification of patients are recovered in the Retrieve 
phase. The Retrieve phase is divided into 6 sub-phases: pre-processing through RMA, 
removal of irrelevant variables, uniform distribution, probes without meaningful cut-
off points, and correlated variables. In the Reuse phase the patients are grouped by 
means of an ESOINN neural network. Then, the patients with no prior classification 
are assigned to a group using the nearest cluster. In the Revise phase the RIPPER [43] 
algorithm is applied for extracting knowledge about the most important probes for the 
classification, and the MDS technique [18] [19] [20] is used to make a representation 
in low dimensionality. Finally, in the Retain phase, the knowledge is updated. This 
knowledge includes the case classification, the decision rules obtained, and the infor-
mation associated with the importance or irrelevance of certain probes extracted from 
the rules. Figure 1 shows the scheme of the CBR system proposed within this study. 
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Fig. 1. Structure of the proposed CBR model 
3.1   Retrieve 
Traditionally, only the cases similar to the current problem are recovered, often be-
cause of performance, and then adapted. With regards to expression array, the number 
of cases is not a critical factor, rather the number of variables. For this reason, we 
have incorporated an innovative filtering strategy where variables are retrieved at this 
stage and then, depending on the identified variables, the rest of the stages of the CBR 
are carried out. The new strategy allows a notable reduction in the dimensionality of 
the data.  
3.2   Reuse 
In this phase the clustering of individuals is carried out, along with the classification 
of new individuals to one of the clusters. This chapter proposes a hybrid solution that 
takes into account a ESOINN neural network and the PAM method. 
3.3   Revise  
As shown in Figure 1, the revision is carried out by a human expert who determines if 
the group assigned by the system is correct. To facilitate the human expert task, the 
equivalence index and the error rate were calculated in the reuse stage. It is important 
for the medical human expert to understand the classification process performed in 
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the two previous stages. In this sense, the system presented in this work provides a 
knowledge extraction method in the Revise phase. This method analyses the steps 
followed in the retrieve and reuse stages, and extracts knowledge which is then for-
malized in rules. In this way, the human expert can easily evaluate the classification 
and extract conclusions concerning the efficiency of the classification process. A 
RIPPER algorithm is used. 
3.4   Retain 
If the human expert identifies relevant information at the revise stage, the knowledge 
is acquired and the information obtained is stored. The information that is stored cor-
responds to the classifications considered correct, the decision rules generated that are 
considered relevant, and the probes marked as irrelevant. The information stored is 
divided into the cases memory I and the memory of rules R and IrrS . Figure 1 
shows the structure of the retain stage. Taking the revision of the expert into  
account, the system learns from the new experience and stores the information that 
the expert established as relevant. The stored information can include probes, classifi-
cations and rules.  
4   Innovative Computational Intelligence Techniques for 
Dimensionality Reduction and Classification Improvement 
This chapter details the innovative computational techniques included in the CBR 
phases of the system. The innovations consist of dimensionality reduction, classifica-
tion improvements and extraction of knowledge technique. As the computational 
intelligence algorithms are included in the different phases of a CBR cycle, in this 
section we are going to present each of the novel algorithms as a part of the phases of 
the CBR cycle. Figure 1 details the steps followed in each of the stages of the CBR 
cycle. The structure of the CBR system proposed will now be explained in detail, 
presenting innovative techniques modelled in each of the stages of the CBR. 
4.1   Filtering 
This computational intelligence technique is carried out in the retrieve phase of the 
CBR cycle.  The filtering phase is carried out on I  together with the new case si . 
The filtering is only applied to those probes not associated with any of the rules. First, 
a pre-processing of the data is conducted using RMA. Then, the 5 filtering sub-phases 
are executed: removal of control probes, removal of erroneous probes, removal of low 
variability probes, removal of probes with a uniform distribution, and removal of 
correlated probes. These five sub-phases are outlined in the following paragraphs. 
4.1.1    RMA  
This phase begins once the laboratory experiment with microarrays has been com-
pleted. The researcher obtains various files that contain gross intensity values. Prior to 
analyzing the data, it is important to complete the pre-processing phase, which  
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eliminates defective samples and standardizes the data. This phase is normally di-
vided into 3 sub-phases: background correction, standardization, and summarization. 
There is currently a limited group of algorithms that investigators use for performing 
these steps.  The most common are MAS5.0 [30] (Microarray Affymetrix Suite 5.0), 
PLIER [31] (Probe Logarithmic Intensity Error), and RMA) [32] (Robust Multi-array 
Average).  
The RMA [32] algorithm is method for normalizing and summarizing probe-level 
intensity measurements. It analyzes the values for the PM (Perfect-Match): in the first 
step, a Background Correction is carried out to remove the noise from the averages of 
the PM; in the second step, the data is quantile normalized in order to compare data 
from different microarrays; finally, a summarization is made and the values for each 
probe-set are generated.  
4.1.2   Irrelevant Probes 
Once the control and the erroneous probes have been eliminated, the filtering process 
begins. The first step consists of eliminating the probes marked as irrelevant in previ-
ous executions of the CBR cycle. This way, all probes that can pass the filtering 
phase, but are prone to cause erroneous results during the reuse phase, are removed.  
4.1.3   Variability 
The second stage is to remove the probes that have low variability. This work is car-
ried out according to the following steps: 
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Where n is the total number of cases, j·μ  is the average population for the variable j, 
and ijx is the value of the probe j for the individual i. 
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3. Discard probes for which the value of z meets the following condition: 
0.1−<z . This will achieve the removal of about 16% of the probes if the 
variable follows a normal distribution. 
4.1.4   Uniform Distribution 
Finally, all remaining variables that follow a uniform distribution are eliminated. The 
variables that follow a uniform distribution will not allow the separation of individu-
als. Therefore, the variables that do not follow this distribution will be really useful 
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variables in the classification of the cases. The contrast of assumptions is explained 
below, using the Kolmogorov-Smirnov [33] test as an example. H0: the data follow a 
uniform distribution; H1: the analyzed data do not follow a uniform distribution.  
Statistical contrast: 
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4.1.5   Cut-Off Points 
This step removes the probes that, despite not following a uniform distribution, have 
no separation between elements, and do not allow the elements to be partitioned. The 
way to remove the probes is to detect changes in the densities of the data, and to se-
lect the final probes. The probes in which cut-offs or high densities are not detected 
are eliminated, as they do not provide useful information to the classification process. 
This will keep the probes that allow the separation of individuals. The detection of the 
separation intervals is performed by calculating the distance between adjacent indi-
viduals. Once the distance is calculated, it is possible to determine the potentially 
relevant values. The selection is carried out by applying confidence intervals for the 
values of these differences if the values follow a uniform distribution, or by selecting 
the values above a certain percentile if the values do not follow a normal distribution. 
This process is formalized as follows: 
1. Let 'I be the set of individuals with filtered probes together with the new in-
dividual, where jx⋅  represents the probe j for all the individuals, and ijx the 
individual i for the probe j  
2. Select the probe 1=j , jx⋅  
3. Sort in increasing order values jx⋅  
4. Calculate the value for ijjiij xxx −= +1'  
5. Determine if the variable ijx'  follows a uniform distribution by means of the 
Shapiro-Wilk test [34], otherwise go to step 10. 
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6. Calculate the value for '. jx  
























 with 05.0=α and jxn ⋅= '# and the 
number of elements for jx ⋅' , S  is the sampling variance. 
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9. Go to step 11. 
10. Select those values up to the percentile αP  from every jx ⋅' and establish the 
set { }αPxxQ ijijj >= '/'   
11. Select the probe j+1 in the case of more probes needing revision and go to 
step 2. 
12. Create the new set of probes 
uxxiuxiQxxI jijj ⋅−<∧⋅>∈∃= ⋅ '#'#'#/'/'' ∪  
13. Finalize and return the new set of individuals with the filtered probes 'I  
4.1.6   Correlations 
At the last stage of the filtering process, correlated variables are eliminated so that 
only the independent variables remain. To this end, the linear correlation index of 
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μσ  where 
ji xx .·
σ  is the covariance between probes i and j.  
4.2   Classification 
There are several algorithms for clustering, but the most common are the hierarchical 
algorithms [35] and those based on partitioning [16]. Within the hierarchical algo-
rithms the most common is the dendrogram [35]. The dendrograms are hierarchical 
methods that initially define conglomerates for each available case. At each stage the 
method joins the conglomerates with a smaller distance, and calculates the distance of 
the conglomerate with respect to the others. The new distances are updated in the 
distance matrix. The process finishes when there is only one conglomerate (agglom-
erative method) remaining. 
Among the partition-based methods it is possible to find alternatives based on 
RNAs such as SOM [36] (Self-Organizing Map), GNG [37] (Growing Neural Gas) or 
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SOINN [38] (Self-Organizing Incremental Neuronal Network). Other alternatives are 
the methods based on heuristics, such as k-means [39] or PAM [16]. These two meth-
ods define a series of initial clusters which correspond to a new individual or to exist-
ing individuals, and are marked as the cluster representatives, while the remaining 
individuals are allocated to the nearest cluster. The problem with each of these meth-
ods is that they do not consider changes in the distribution of densities of individuals, 
and usually do not detect clusters with atypical forms, such as elongated clusters. 
4.2.1   ESOINN Neural Network 
Neural Networks based on GNG, allow detecting clusters with atypical forms, adjust-
ing iteratively to the distribution of the individuals, and detecting low density zones. 
There are variants of the GNG, such as the GCS [40] (Growing Cell Structure) or 
SOINN [38] (Self-Organizing Incremental Neuronal Network). Unlike self-
organizing maps based on meshes, Growing Grid or GCS do not set the number of 
neurons, or the degree of connectivity, but they do establish the dimensionality of 
each mesh. This complicates the separation phase between groups once the neurons 
are distributed evenly across the surface. The ESOINN neural network [15] (En-
hanced Self-Organizing Incremental Neuronal Network) is a variation of the SOINN 
neural network [38], which allows the creation of a single layer, while ESOINN is 
able to incorporate both the distribution process along the surface and the separation 
between low density groups. The learning process of the network is distributed into 
two stages: the first stage of competition CHL [40] (Competitive Hebbian Learning) 
where the closest node to the input pattern is selected; and the second adapta-
tion/growing stage similar to a GNG. The training phase and the various algorithms 
applied at every modified stage are outlined below: 
1. Update the weights of neurons by following a process similar to the SOINN, but 
introducing a new definition for the learning rate in order to provide greater sta-
bility for the model. This learning rate has produced good results in other net-
works such as SOM [42]. 
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1a
M is the number of winnings of neuron ia , 1aN is the set of neighbours of ia . 
2. Delete the connections with higher age. The ages are standardized and those 
whose values are in the region of rejection with k>0 are removed. The assigned 
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Where 2/)( α=< kzP  975.0)( =< kzP  975.0)( =Θ z  k=1.96 
Therefore all z values that are greater than 1.96 are deleted 
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3. Once all input patterns have been introduced then a KS-Test [33] is carried out 
in order to determine if the density distribution for the neurons in each group 
follows a normal distribution. If so, the learning procedure is finished; otherwise 
the next pattern is processed. The value of α  chosen is 0.05. 
 
Once the cases have been distributed in the meshes, it is necessary to assign each of 
the meshes to a class according to the following procedure: Let 'I  be the set of indi-
viduals once the probes have been filtered and EG  the set of clusters created by 
means of the ESOINN neural network, defined as }'/{ IggG EEE ⊆= , where 
jigg Ej
E




i Ggg ∈, . Let C be the set of existing classes 
for the individuals where Cc j ∈  is the class j  in the set. We can say that the mesh 
i , Eig  belongs to a class j , j
E
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where }/{' jc csIsI j ∈∈=  and 
E
ic gI j /' is the set of individuals from jc re-
stricted to the group Eig . 














4.2.2   PAM 
The PAM algorithm [16] is executed parallel to the clustering in order to facilitate a 
comparison of the results obtained. The classification made by both methods, PAM 
and ESOINN, generates an equivalence index between the two methods that deter-
mines the consistency of the reuse phase. The algorithm used for PAM is as follows: 
1. Select the number of clusters depending on C# . 
2. The metric used for the distance is the same as the one used in the ESOINN 
network  
3. Classify the patients taking all of the variables into account, without any fil-
tering }/{ IggG PPP ⊆=  with jigg Pj
P
i ≠∀=∩ ,φ  
4. Once the groups PG are created, an assignation is made following the pro-
cedure indicated in (8). 
4.2.3   Equivalence Index 
Once the individuals have been classified using both the PAM and the ESOINN neu-
ral networks, the equivalence index for both methods eq  is calculated, and the error 
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rate for the ESOINN network is determined as a function of the pre-classified cases. 










j ∈∧∈∈=  (10)  
Where Ejc represents the set of meshes belonging to class 
j through the ESOINN 
network and Pjc represents the set of individuals belonging to class 
j  through the 
PAM algorithm. 
4.2.4   Classification 
Once the meshes are generated by the clustering process, previously unclassified 
individuals are now classified by selecting the nearest mesh. When the mesh has been 
selected, the case is assigned to the class of the mesh selected. The assignment is 





∈→∈  (11)  
where ui  is the unclassified individual, si  is the individual closest to the individual 
ui  calculated using the Euclidean distance. 
As shown in Figure 1, the reuse stage receives the filtered and not-filtered data re-
sulting from the retriever stage as inputs. The input is used for both the ESOINN 
neural network and the PAM technique. The ESOINN neural network generates a set 
of groups assigned to different classes. These groups are composed of meshes con-
taining different elements together with the information of the previous classification. 
The PAM technique repeats the same project concurrently and generates the groups 
for each of the classes. The groups generated by PAM contain the individuals and 
their previous classification, but do not consider sub-groups. Finally, the equivalence 
index is calculated and the new patient is classified. The error rate for the ESOINN 
network is made through (8) to determine the class for each of the groups. 
4.3   Knowledge Extraction 
The knowledge extraction phase detects anomalous classifications, since it accounts 
for the existence of probes with irrelevant information, or those that were decisive for 
the misclassification. Sometimes, the existence of certain probes causes a classifica-
tion of patients based on erroneous criteria, such as the distinction between men and 
women. Such a classification, without being wrong, is irrelevant to the problem, 
which is why the probes that can cause these classifications are analyzed at this stage. 
If the human expert notes that the probes contain irrelevant information, they are 
marked as irrelevant and not taken into account in the next iteration of the CBR cycle.  
The extraction of knowledge that is presented to the human expert is carried out us-
ing the RIPPER [43]. There are other alternatives for the generation of decision rules 
which operate similar to the decision trees, including J48 [17] and PART [44]. These 
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methods extract similar information to classify individuals according to decision 
rules. The results are similar for the different methods. 
The general objective of extraction of knowledge techniques is to provide a human 
expert with information about the system-generated classification by means of a set of 
rules that support the decision-making process. It should be noted that knowledge 
extraction techniques are not intended to substitute the rationale and experience of a 
human expert during a diagnosis, rather to complement the process and serve as an 
additional methodology or guideline for common procedures in analysis.  
The process is described in the following steps. Let 'I be the set of individuals and 














where ]1, 0[' ∈iA  is the value of the term i  using the function rf and is obtained in 



































iD , we can say that ji dd =
' if applying the function uf , 
with Dd j ∈  if )]2/(1),2/(1[
' tdtdd jji +−∈ . 
Once the transformation is finished, the set of individuals is determined by the sub-
set 
s
DDI ××⊆ ...'  of the data, and RIPPER is used to generate the rules that clas-
sify the individuals. The use of RIPPER, allows rules to be obtained for classifying an 
individual 'Iik ∈  to the class jc  by means of rules similar to: 
jmi cllr →∧∧= )...( 1  
where pd  is the value for the attribute p for the individual ki . In this way the set is 
defined for rules 'R  that classify the individuals for each of the classes.  
The input corresponds to the discretization of the values (if the reuse phase has been 
successful). Subsequently, knowledge extraction is applied through the RIPPER. Fi-
nally, the relevant information extracted is stored (probes inconsequential, important 
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and results of the classification). At this stage a 3D representation with the information 
retrieved is displayed. The dimensionality is reduced by using MDS [18] [19] [20].   
5   Case Study: Computational Intelligence Techniques for 
Classification of CLL Leukemia  
Microarray analysis has made it possible to characterize the molecular mechanisms 
that cause several cancers. Regarding leukemia, microarray analysis has facilitated the 
identification of certain characteristic genes in the different variants of leukemia [24] 
[41] [45]. Cancer experts remark on the importance of  the identification of the genes 
associated to each type of cancer in order to establish the most efficient treatments for 
the patients [46] [47]. The Cancer Institute in the city of Salamanca was interested in 
novel tools for decision support in the process of CLL (Chronic Lymphocytic Leuke-
mia) patient classification. In this way, we focus on a concrete leukemia subtype, while 
our previous works were aimed at classifying patients into leukemia subtypes [12]. 
The Institute provided us with 91 samples of patient data and asked for a tool to 
provide decision support in the expression array analysis process and to incorporate 
innovative techniques to reduce the dimensionality of the data and identify the vari-
ables with a higher influence in the patient’s classification. The samples corresponded 
to patients affected by chronic lymphocytic leukemia. CLL is a disease of lympho-
cytes that appear to be mature but are biologically immature. These B lymphocytes 
arise from a subset of CD5-B cells that appear to have a role in autoimmunity. The 
pathogenesis of chronic lymphocytic leukemia is likely a multistep process, initially 
involving a polyclonal expansion of CD5-B cells followed by the transformation of a 
single cell [48]. CLL is one of four main types of leukemia. About 15.110 new cases 
of CLL will be diagnosed in 2008. Approximately 90.179 people are currently living 
with CLL, more than the number of people living with any other type of leukemia.  
Most people with CLL are at least 50 years old [49]. CLL starts with a change to a 
single cell called a lymphocyte. Over time, the CLL cells multiply and replace normal 
lymphocytes in the marrow and lymph nodes. The high number of CLL cells in the 
marrow may crowd out normal blood-forming cells, and CLL cells are not able 
to fight off infection like normal lymphocytes do [49]. The aim of the tests performed 
in this study is to determine whether our system is able to classify new patients based 
on previously analyzed and stored cases.   
6   Results and Conclusions 
This chapter has presented a case-based reasoning system, that evolved from a previ-
ous work in leukemia patients classification [12], specifically designed to analyze 
data from microarrays, facilitating the grouping and classification of individuals. 
Moreover, the system provides an innovative method for exploring the classification 
process and extracting knowledge in the form of rules which help the human experts 
to understand the classification process and obtain conclusions about the relevance of 
the probes. The human experts in the laboratory have remarked on the advantages of 
using the system as a decision support system for CLL classification, and have espe-
cially noted the facility in acquiring knowledge and explanations.   
304 J.F. De Paz et al. 
Section 5 presented the case study considered in this report, which classified 91 
CLL leukemia patients into groups. The aim of the case study was to identify the 
probes that allow classifying the CLL leukemia patients into subgroups. In an initial 
test, data from 91 patients, where previous classification was not taken into account, 
were used in the system. The pre-processing phase began with 54.675 probes and the 
RMA was applied to obtain the luminescence values for each of the probes and to 
homogenize the values from different chips. After the pre-processing phase, the filter-
ing process was applied, notably reducing the probes to 541, without increasing the 
error rate.  
Once the filtering was executed, it was still difficult to extract knowledge from the 
data. Figure 2 shows the 91 individuals in a bar graph, where the bars are divided in 
541 probes with amplitude proportional to their value. The upper part of Figure 2 
shows the classification obtained for each of the individuals, and the bottom of Figure 
2 shows the parallel coordinates that represent 561 coordinates and 91 lines for each 
of the individuals. 
 
 
Fig. 2. Values for the probes obtained from the individuals. 
The reuse phase begins when the probes have been filtered, and generates the 
meshes for the groups as well as the distribution of the individuals along the space. 
The mesh closest to the new case was then selected and the classification was made. 
To evaluate the proposed model, the system classified 90 individuals together with a 
new individual, and the results obtained were compared to the previous existing clas-
sifications. This process was repeated for each of the 91 individuals considered for the 
experiment and the results obtained demonstrate that 82 of the 91 individuals were 
successfully classified.  
In the revise phase, the CBR system extracted the knowledge obtained during the 
classification process, as shown in Figure 3.  Figure 3 presents the decision rules 
obtained in the revision phase that are applied to extract knowledge from the classifi-
cation carried out in the previous phase.  
 Computational Intelligence Techniques for Classification in Microarray Analysis 305 
(209083_at <= 0.25) and (1552280_at <= 0) => Class =C2 (10.0/1.0) 
(231592_at >= 1) => Class=C2 (4.0/1.0) 
(203213_at >= 0.75) => Class =C3 (29.0/0.0) 
(1552619_a_at >= 0.5) => Class =C3 (2.0/0.0) 
 => Class =C1 (46.0/1.0) 
Fig. 3. Decision Rules obtained in the revision phase. 
Figure 4 represents some graphics where the values of the retrieved probes are 
compared, and the information obtained from the retrieved probes is presented as 
decision rules. The values of the probes shown in Figure 4 are not the discretized ones 
used for the decision rules. At the top of Figure 4, both the real classification and the 
classification predicted by the system are presented by means of decision rules. If the 
colour matches, then there is a coincidence in the classification. As can be seen, there 
is an individual misclassified in the first of the classes identified in Figure 4, zero in 
the second class and two in the third class. At the bottom of Figure 4, it is possible to 
observe the parallel coordinates and the colours represent the class associated to the 
individual. As can be seen, it is possible to distinguish the probes associated to each 
of the classes. In this way, in the first of the coordinates can be seen how a group of 
individuals is separated from the rest. 
 
 
Fig. 4. Representation of the retrieved probes in terms of decision rules for the 91 individuals. 
Figure 5 shows the classification of the individuals for the last class. Figure 5a 
shows the individuals classified to the class C3. In the classification of the individu-
als, the parallel coordinates establish the top and bottom margins for each of the 
probes, facilitating a graphical representation of the information contained by the 
rules. Once the margins are established, the individuals out of the ranks are shown as 
dimmed in the bars and the parallel coordinates. As can be seen in Figure 5a, when 
the individuals marked in red colour were selected, some individuals marked in blue 
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(class C1) and marked in violet (class C2) were activated. Looking at the first of the 
coordinates, it is possible to observe a red line that corresponds to an individual with a 
low value and that is the responsible of the activation of the individuals of the C1 and 
C2 classes. Figure 5b shows a selection of the individuals estimated as members of 
the class C3. As can be seen in Figure 5b, the rest of the individuals remain dimmed, 
which allows a separation of the rest of the individuals. This is possible because of the 







Fig. 5. Representation of the retrieved probes using the decision rules. (a) represents those 
individuals that are situated in the same rank of values than the individuals of the class C3. (b) 
shows the individuals situated in the same rank of values than the individuals estimated as 
members of the class C3. 






Fig. 6. Representation of the probes for the individuals of the classes C1y C2. 
Figure 6 represents the classification of individuals for the first class. As can be 
seen in Figure 6a, when the individuals of the class C1 were selected, only one of the 
individuals of the rest of the classes was activated. Figure 6b shows the results ob-
tained when the margin of parallel coordinates was configured in order to avoid the 
activation of individuals of the other classes. As can be seen, only one individual of 
the class C2 was deactivated, which indicated that it was out of the margins, with a 
high value for the probe 15552280_at.  
To obtain a visual representation of the patient’s classification, we use the MDS 
[18] [19] [20], and the dimensionality of the data is reduced to three. Figures 7a and 
8b represent the information once MDS has been applied and, as shown, the individu-
als of the different clusters are separated in the space. Figure 7 shows a representation  
 




Fig. 7. Representation of low dimentionality probes with MDS 
of the classification obtained for the individuals. Figure 7a represents the information 
obtained in a 3D format and, as can be seen, it is possible to identify three different 
classes clearly separated. Figure 7b shows a heatmap for the classification. As can be 
seen, class C1 contains negative values, while the classes C2 and C3 contain positive 
values. 
In order to evaluate the global functioning of the system, we included an additional 
test. In this test the system contains 45 previously classified individuals, and aims to 
classify the remaining 46 cases using previous knowledge. Figure 8 presents the error 
rate identified for each of the interactions of the CBR system. As can be seen in Fig-
ure 8, the error rate is reduced after the initial iterations. The user of the CBR para-
digm provides the ability for learning from previous experiences, which improves the 
performance of the classification process. In this sense, the classification provided by 
the system presented within this chapter improves the classification provided in our 
previous works 12 and provides a more detailed knowledge about the classification 
process. 
The approach presented in this chapter is a specialized and novel system that inte-
grates the steps of an expression analysis within the stages of a CBR cycle. The sys-
tem is able to incorporate the knowledge acquired in previous classifications and use  
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Fig. 8. Error rate for the classification process related to the iterations. 
it to perform new classifications, providing a much appreciated decision support tool 
for doctors. As demonstrated, the proposed system reduces the dimensionality based 
on the filtering of genes with little variability and those that do not allow a separation 
of individuals due to the distribution of data. It also presents a clustering technique 
based on the neuronal network ESOINN, which is validated with a PAM technique. 
Finally, the system incorporates a technique for knowledge extraction and presents it 
to the human experts in a very intuitive format.  
With the results obtained from empirical studies we can conclude that the CBR 
system presented in this study provides a tool that detects genes and probes, which are 
the most important factor for the detection of pathology, and facilitates a classification 
and reliable diagnosis, as shown by the results presented in this chapter. The system 
has been applied to classify CLL leukemia patients and allows the human expert to 
obtain information about the classification process and to identify the probes consid-
ered as important or irrelevant for further classifications. Taking into account these 
results, we can conclude that the incorporation of computational intelligence tech-
niques in the expression analysis can facilitate the working day of the care personnel 
and provide a robust and reliable decision support tool for the prevention and detec-
tion of cancerous patterns. 
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