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Abstract-Based on the view that symmetry recognition plays an essential role in human rea- 
soning about the laws of physical phenomena, we propose a reasoning paradigm in which symmetry 
assists in the discovery of physical laws. Within this paradigm, symmetries are used as constraints 
which enable us to specify, derive, and generalize these equations. The symmetry-based reasoning is 
extracted and formalized from Einstein’s work on relativity. We claim that the reasoning procedure 
thus formalized provides a general reasoning architecture that is common to dimensional analysis 
in engineering, mathematical proofs, and common sense reasoning. This symmetry-based reason- 
ing system has been implemented as a symbol-processing system with a production system and a 
formula-processing system. Using the symmetry-based reasoning system, the equation of Black’s Law 
of specific heat is demonstrated to be specified, derived, and generalized. @ 2000 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
One aspect of symmetry that has not yet been fully addressed is its function in human reasoning. 
Despite the fact that the environment is full of symmetry and that humans depend on symmetry 
for perception, memory, and reasoning, relatively little work on symmetry has been done in 
artificial intelligence. Leyton’s work on the role of symmetry in reasoning about shape [l] and 
Liu and Popplestone’s work on spatial reasoning [2] are exceptions to this general trend. 
The ultimate goal of our research is to introduce a reasoning that uses symmetry to enhance 
the intelligence of the system. In this paper, we focus on a specific reasoning based on symmetry 
found in physics. .We formalize the reasoning that we can trace in Einstein’s 1905 paper [3] which 
emphasizes that the physical law should be expressed in a way invariant under reference frame. 
Based on this principle, we specify and derive the equations of physical laws by using symmetry 
as a guiding constraint. 
The explicit investigation of symmetry-based reasoning in physics is relatively modern. Such 
reasoning is evident in the special and general relativity theory, the theory of quantum mechanics, 
the theory of elementary particles, and superstring theory. Early attempts to relate symmetries 
in physical laws to conservation laws can be seen in the 1918 work of Noether or even the older 
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work by Hamel in 1904. Nevertheless, the origin of this investigation may be traced back to 
Newtonian physics, which implemented symmetries such as space translation, time translation, 
time reversal, and parity. 
Further, this investigation is not restricted to physics. If we take a broad definition of symmetry, 
such common sense reasoning as “if he/she can do it, so can I”, “if it takes one hour to go from 
A to B, then it would take also one hour from B to A”, and so on can be recognized as examples 
of symmetry-based reasoning. In general, symmetry-based reasoning seems to be a weak method 
to which we resort when powerful knowledge such as the dynamics of a particular system is not 
readily available, as occurs with the theory of elementary particles. 
Viewed as a reasoning system, our implementation of symmetry-based reasoning is distinct in 
that it is reasoning about modelling rather than reasoning about the behavior of given models. 
Although reasoning about behavior has been widely discussed and implemented-primarily in 
artificial intelligence-little has been done on the important topic of modelling. 
Viewed as a law-discovery system [4], our implementation is in the same line as that of Black 
System [5] in that it is theory-driven and uses a conservation concept. Although Bacon 5 [6] uses 
symmetry in part to economize search, the implementation here relied on symmetry to form the 
base of the reasoning paradigm. 
Although we address symmetry-based specification and derivation of the equations of physical 
laws, we are fully aware not only that the final justification of the law should be against exper- 
imental data, but that experimental data are required to bridge the gap between physical laws 
and symmetry. 
Applying within a specific symbol system [7] would depend on the system’s ability to identify 
symmetry in the representation adopted. Currently, it is possible for a computer symbol system 
to identify symmetry to some extent in symbolically expressed formulae-something which, up 
to now has been possible only for a human symbol system using paper and pencil. 
Section 2 first presents four symmetry principles. Section 3 discusses the extraction of reasoning 
with symmetry from Einstein’s work on relativity. Derivation of the formula of the Pythagorean 
Theorem and dimensional analysis are discussed as one of the symmetry-based reasoning. Sec- 
tion 4 presents primitives of symmetry-based reasoning. In Section 5, the symmetry-based reason- 
ing is formalized as a symmetry-based specification and derivation, and the example of specifying 
and deriving the equations of Black’s Law is presented. Section 6 discusses how the additivity of 
the equations of physical laws can be checked by examining a certain symmetry in the form of 
the equations. 
2. REVIEW OF PRINCIPLES OF SYMMETRY 
The literature of physics includes several principles [g-14] which allow us to use symmetry 
in reasoning: Symmetry as Guiding Constraints, Symmetry as Characterization of Structure, 
Measurement of Symmetry in Terms of Entropy, and Symmetry as Conserved Property. The 
principle we used in order to specify and derive the equations of physical laws is symmetry as 
guiding constraints. 
At this point, we need to formally state what we mean by symmetry. The following definition 
is merely a restatement of that by Weyl [15]. 
DEFINITION 2.1. SYMMETRY UNDER A MAPPING. An object 0 has symmetry under a map- 
ping T that can operate on 0 if T(0) = 0. 
We use the word transformation when the mapping is defined on the symbolic formulae. 
To illustrate the use of these principles, we will consider the problem of specifying figures by 
rotational symmetry around a center of rotation on a plane. Let a symmetry defined by a rotation 
of 2rln around the center point be denoted by C,. 
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As an example of using symmetry as guiding constraints, consider the problem of specifying 
figures by the constraint of C’s rotational symmetry. Obviously, this symmetry cannot completely 
specify the object as a hexagon, although it can eliminate the possibility of pentagon or octagon. 
Given a geometrical object of a hexagon, symmetry as characterization of structure can be 
used to characterize the object in terms of geometrical operations of rotations on plane. The 
hexagon has a C’s rotational symmetry; hence, with C’s, Cz as the subgroup. This means that 
not only the set of rotations {O-rotation, n/3-rotation, 2x/3-rotation, r-rotation, 4r/3-rotation, 
57r/3-rotation} but also its subsets {O-rotation, 2T/3-rotation, 4r/3-rotation} and {O-rotation, 
n-rotation} have a group structure. 
If the mapping from object to behavior is many-to-one, then by the measurement of symmetry 
in terms of entropy principle, the behavior would have greater symmetry than that in the object’s 
structure. 
Symmetry as conserved property can be used to predict behavior. If the molecular structure 
has the geometry satisfying C’s rotational symmetry as that of a benzene ring, then its oscillation 
mode would have at least Cs rotational symmetry. 
3. OVERVIEW OF 
SYMMETRY-BASED REASONING 
3.1. Extraction of Symmetry-Based Reasoning from Einstein’s Work 
This work is motivated by Einstein’s work on relativity: Einstein’s reasoning can be formalized 
as symmetry-based reasoning that fully uses symmetry as a constraint, and the reasoning can be 
applied not only to motion but also to other physical reasoning or even common sense reasoning 
which is applied to the domain other than physics. 
Hence, we first discuss Einstein’s work of relativity and formalize the reasoning paradigm as 
symmetry-based reasoning. 
Then, as an application to artificial intelligence, the symmetry-based reasoning can be imple- 
mented as deriving the symbolic forms with the symbolic rewriting system. 
When one reviews Einstein’s work on special and general relativity from the viewpoint of 
reasoning paradigm, one would realize they have a reasoning style in common. Both special 
and general theory of relativity have two components, i.e., the principle of relativity and the 
entity carrying physical meaning. As will be discussed in Section 4 in the more general context 
of symmetry-based reasoning, we identify the former as symmetries and the latter as object. In 
order to derive the symbolic forms either for the mapping defined in symmetries or for the object, 
symmetries are used as constraints that the object must satisfy. 
Specifically, the principle of relativity (as in special theory of relativity) states that the physical 
law should be invariant when viewed from different coordinate systems; one moves with a con- 
stant velocity relative to the other. The application of the symmetry (special relativity) to the 
object (constancy of the speed of light) leads to the following: the light speed must be invariant 
viewed from different coordinate systems. This fact is used to derive the Lorentz Transformation, 
which corresponds to the mapping defining symmetry. Afterwards, the Maxwell-Hertz equations 
are checked against the Lorentz Transformation to see whether or not the equations are invari- 
ant under the transformation. Further, the same style of symmetry-based reasoning is used to 
generalize the equations for the composition of velocity and those for the Doppler effect. In this 
reasoning, symmetry is the same as the above (i.e., special relativity), but it applied to the object 
different from the constancy of the speed of light. 
In summary, symmetry-based reasoning, as demonstrated by Einstein’s work on relativity, has 
two components: 
(cl) symmetry as shown in the principle of relativity (in the special theory of relativity), and 
(~2) objects carrying physical meaning as in the constancy of the speed light (in the special 
theory of relativity). 
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The symmetry-based reasoning may have three different modes: 
(ml) deriving the symbolic forni from symmetry for either the mapping (defining symmetry) or 
the object, 
(m2) checking the symbolic form for the mapping by applying the same symmetry to the dif- 
ferent object that is known to have the same symmetry, 
(m3) modifying the symbolic form for an object which does not have symmetry into the symbolic 
form for an object which does possess symmetry. 
In the next section, we will show an example which uses symmetry-based reasoning and which 
is outside of the physics domain. This will show the symmetry-based reasoning (as extracted 
from Einstein’s work) is so general that it can be applied to physics as well as to other areas such 
as geometry and modelling in engineering. 
3.2. Geometric Reasoning as a Symmetry-Based Reasoning 
It is interesting that the same reasoning as that explored in relativity theory can be applied to 
many fields. One of the fields is geometry. 
EXAMPLE 3.2. SPECIFYING THE FORMULA OF PYTHAGOREAN THEOREM. An important sym- 
metry for geometric objects is that the interrelation among the components of geometric objects 
is invariant under dilation (expansion of the size). In other words, what defines the geometric 
object is not the absolute length of the components but the relation of the lengths among them. 
For example: for the right triangle shown in Figure 1, the relation between the length of the three 
edges must be invariant under dilation. The relation, thus, should be represented in a symbolic 
form which is invariant under dilation. This is completely parallel to the reasoning in Einstein’s 
relativity that the symbolic form of the physical law should be invariant under the different frame 
of reference. 
In our context of symmetry-based reasoning, the following two components are given. 
0 (object to be specified): c = f(a, b). 
T (transformation of the symmetry): c -+ kc, a + ka, b --f kb, where k is any real number 
and wi + g(wj) denotes a substitution. 
Thus, 0 = T(0) gives the constraint: kf(a, b) = f(ka, kb) that is used to specify the symbolic 
form of j’(a, b). For three right triangles, the big one and two internal ones, equivalent forms 
must hold: c = f(a, b), a = f(a2/c, ah/c), b = f(ab/c, b2/c). 
The length c can be obtained by adding the two edges from the two internal right triangles; 
c = a2/c + b2/c. Thus, sepaiating c into the left-hand side yields: c = v’-. 
b 
a 
Figure 1. Geometric object for Pythagorean Theorem 
Symbol System for Symmetry 225 
3.3. Symmetry-Based Reasoning as a Generalization of Dimensional Analysis 
One of the important differences between geometry and physics can be found in the scale 
symmetry. In physics, the scale symmetry does not hold (as pointed out, for example, in [9]): i.e., 
if you make a miniature system whose size is, say, one tenth of the real system, then you cannot 
expect everything to be the same for the miniature as the real one, even though everything is 
made same as the original one except size (known as scale effect). However, the scale symmetry 
for unit of measure of independent dimension must hold for physical system as known from 
Buckingham’s II Theorem [16]. 
BUCKINGHAM’S II THEOREM. (See [IS].) If a physical system is described by f(zi, x2,. . . ,z,) 
wherexl,xz,..., x, are n variables that involve r basic dimensions, then the physical system will 
be described only by n -- r independent dimensionless products 7ri,1rs, . . . , x,-,. The equation 
describing the physical s.ystem is, thus, reduced to be 4(7r1, x2, . . . , n,+.). 
Again, it should be noted that this Buckingham’s Il Theorem is understood as the result of 
applying the same reasoning as Einstein’s Theory of Relativity: the representation of physical law 
(the equation describing a physical system in this case) must be represented as a form invariant un- 
der change of frame of reference (the system of dimension in this case). In fact, d(ni, 7r2,. . . ,7~,-,-) 
is such an invariant form since 7ri, 7r2, . . . , n,-,. are invariant under scale change of unit of measure 
for each independent dimension. 
The next example illustrates not only that the dimensional analysis can be done within the 
framework of symmetry-based reasoning but that the symmetry of scale change of unit of measure 
for independent dimension in dimensional analysis can be treated as constraints in symmetry- 
based reasoning, similarly to the other symmetries. 
EXAMPLE 3.3. DIMENSIONAL ANALYSIS. (See [17].) C onsider the motion of a simple pendulum 
where the particle with mass m is suspended by a string as shown in Figure 2. 
Figure 2. A simple pendulum where the particle with mass m is suspended by a 
string. 
The object to be specified is the equation of the system f(t, 1, g, m, 4) where 
t: time(T), 
1: length of string (L), 
g: gravity constant (L/(T’)), 
m: mass of the pendulum (M), and 
4: angle of the string (dimension is indicated inside the parenthesis). 
The given symmetries are: 
(1) scale symmetries due to the basic dimensions T, L, M, 
(2) phase translatory symmetry in terms of time t, and 
(3) mirror symmetry in terms of the angle 4. 
Symmetry 1 specifies the form f(t, 1, g, m, 4) to: f (tm, 4). 
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Symmetry 2 further gives the constraint: f(tm, 4) = f( (t + Tc)fl, 4). 
Symmetry 3 further gives the constraint: f (t&$, 4) = f (tm, -4). 
Our method of specifying the equations of physical law can be viewed as a generalization of that 
in dimensional analysis. Table 1 summarizes the parallelism of the symmetry-based reasoning 
among Einstein’s Theory of Relativity, derivation of the form of the Pythagorean Theorem, and 
dimensional analysis. 
Table 1. Parallelism of the symmetry-based reasoning among Einstein’s theory of 
relativity, derivation of the form of Pythagorean Theorem, and dimensional analysis. 
Symmetries 
Einstein’s Theory 
of Relativity 
Symmetry with 
frame of reference 
Geometric Reasoning in 
Pythagorean Theorem 
Scale symmetry 
Dimensional Analysis 
Scale symmetry for unit of mea- 
sure of independent dimension 
Object with 
the Content of 
the Domain 
Constancy of the 
speed of light 
Geometric configuration Involved variables and 
their physical dimensions 
On one hand, insight of what symmetries are involved in physical phenomena or mathemati- 
cal statement is an important element. Using these symmetries in deriving and specifying the 
formulae by symbolic processing is a core of our symmetry-based reasoning. 
On the other hand, it should be noted that finding the object with domain specific content is 
an important core in scientific discovery. However, this process of finding the object with content 
is far from automating or even from formalizing at this stage. 
As will be seen in Section 5.2, if the given object is specific enough, the symmetry-based 
reasoner carries out deductive reasoning. However, if the given object is not specific, the reasoner 
carries out inductive reasoning by proposing candidate forms satisfying the given symmetry and 
modifying the current forms to meet the other given symmetries. 
4. PRIMITIVES OF 
SYMMETRY-BASED REASONING 
4.1. Information Theoretic Considerations 
Our method of specifying the equations of physical laws is a generalization of that in dimen- 
sional analysis. Buckingham’s II Theorem can be generalized along the following lines (where 
the symmetry used is scale symmetry for unit of measure of an independent dimension and the 
invariant form is a dimensionless product in the Buckingham Theorem). 
If an equation is to be described with variables x1, x2, . . . ,x, and if the equation should have 
a symmetry that can be attained only by a form F(xl, x2,. . . , xn), then the target equation can 
be reduced to the form f(F(xl,x2,. . . ,x,)). 
If we have a unique form like this that attains symmetry, then our task is to modify the form 
by applying the commutative operators so that it will satisfy the other symmetries or physical 
requirements, such as dimensional agreement. However, it is difficult to find such a unique form 
or to guarantee its uniqueness under circumstances lacking a theorem corresponding to the fixed- 
point theorem since this theorem works only for the limited case of continuous function defined 
as an automorphism on a convex and compact set. 
EXAMPLE 4.1.1. If the given symmetry is the translatory symmetry such that the form should be 
invariant under the translation x1, x2,. . . ,x, t x1 + c, x2 + c, . . , x, + c, where c is an arbitrary 
real number (TJ~ --) f(uj) denotes a substitution), then the unique’ form is: F(xl, .x2,. . ,x,) = 
lWe do not derive the uniqueness here because the derivation process itself is irrelevant with the symmetry-based 
reasoning; we use the heuristics associating the given symmetry with possible forms satisfying the symmetry, as 
seen in the following sections. 
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a151 + a223 + *-. + unx,, where ai,as,. . . , a, are constants satisfying al + us + . . . + a, = 0 . 
Therefore, the equation with this translatory symmetry can be reduced to the form f(F(zi, x2, 
. . ..x.)) by the b a ove argument. (This form will be used in Section 5.2.3 to specify Black’s 
Law.) However, if the given symmetry is the permutation symmetry: xi H X~ (wi H wj denotes 
a permutation), then there are many forms satisfying the symmetry. Examples are: F(xi, zj) = 
xzxj, F(x~,x~) = xi + :rj, and F(x~,x~) = XCfxj + xi + xj. In the following, we define some 
concepts for informational aspect of symmetry. 
DEFINITION 4.1.1. INFC~RMATIONAL SYMMETRY. If an object 0 must have a symmetry defined 
by a mapping T, then T can provide information about this object if T(0) # 0. 
DEFINITION 4.1.2. ORDER AMONG SYMMETRIES. For two symmetries expressed by map- 
pings Ti and Tj, respectively, Ti is said to be stronger than Tj (denoted by Ti > Tj) if Tj (Ti (0)) = 
Ti(0) for all the objects 0 but Ti(Tj(0)) # Tj(0) f or some objects 0. In other words, Tj can- 
not provide any information for all the objects 0 such that Ti cannot provide information [i.e., 
Ti(0) = 0) but Tj can for some objects. Ti is said to be orthogonal to Tj if Tj(Ti(0)) # Ti(O) 
for some objects 0 and Ti(Tj(0)) # Tj(0) for some objects 0. 
A symmetry defined by a mapping T ceases to provide information when the object exhibits 
symmetry of the same strength as T. In the language of group theory, Ti > Tj amounts to that 
group corresponding to 7” is a subgroup of the group corresponding to Ti. 
The process of specifying the equations of physical laws is a process of finding an object 
(formula) whose symmetry is as close as possible to the strength of the symmetries given as 
constraints. 
Due to the absence of a symbolic version of the fixed-point theorem, the specification and 
derivation process is driven by observing how T(0) differs from 0 and by using the equation 
0 = T(0). There is no continuous measure that indicates how close the current form is to 
the target solution in the search for the symbolic form in our procedure of symmetry-based 
reasoning. The discrete measure indicating how close the current form is to the target solution is 
the number of how many symmetries (out of the symmetries given as the constraints) the current 
form satisfies. One heuri.stic to increase the efficiency of the search is that if the current solution 
satisfies the symmetry, then all the symmetries weaker than the symmetry can be disregarded. 
EXAMPLE 4.1.2. Since a regular triangle already has the symmetry Ca, this symmetry does not 
provide any information to the regular triangle. However, both the symmetries Cd and cs will 
provide the information, for they require the figure to be a regular 12-gon and a hexagon, re- 
spectively. cs is stronger symmetry than Ca because Ca cannot provide information for all the 
objects to which Cs can provide information. Cd is orthogonal to Cs because Cs can provide in- 
formation for some objects to which Cd cannot provide information. In this sense, the continuous 
symmetry C,, which specifies a circle, is the strongest possible symmetry. 
In Section 5.2.2, we will look at Black’s Law of specific heat as an example of symmetry in a 
physical law. 
4.2. Formula-Processing for Symmetry-Based Reasoning 
The formula-level operations required for the symmetry-based reasoning are: symmetry iden- 
tification, equation building by symmetry, and equation solving. These operations are possible 
in the commercial formula-processing systems such as Mathematics, Maple, Macsyma, Reduce, 
and so on. In our study, we used Mathematics [18] for formula-processing. The intrinsic problem 
in symmetry identification comes from the lack of an ultimate canonical form of the equations, 
which makes it difficult for the system to identify two formulae as equivalent. Thus, even if the 
two forms are not identified as equivalent by the system, it may be simply because the system 
cannot identify the equivalence. 
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We used a production system to implement the symmetry-based reasoning. The reasons we 
adopted the production system architecture are twofold: first, we formalized symmetry-based 
reasoning as based on a human reasoning paradigm rather than a computational algorithm. 
Second, symmetry-based reasoning requires much heuristic knowledge which is not explicitly 
included in the formula. 
We implemented a production system on Mathematics so that the formula-level operations 
mentioned above could be done within the production system. 
Like many other pattern-directed applications of Mathematics, formula-processing for sym- 
metry-based reasoning uses the chain of (conditional) rewriting of the formulae. Other than 
built-in functions such as solve and eliminate, the following components are implemented for 
symmetry-based reasoning: 
0 transformation of equations; 
l symmetry identification; 
l proposing formula by symmetry; 
l symmetry derivation from constraint. 
We present the syntax and examples of each of these components in the following subsections. 
4.2.1. Transformation of equations 
The syntax of transforming an expression is: Trans-[exp, {parameter-list}]. There are 
five types of transformations commonly used: Transl, Perm, Dilat, Corn, ASCom, and other 
transformations such as Zrotate, Lorentz, DLorentz, which are specific to the problems, hence 
are defined locally in the input to the symmetry-based reasoning system. The symmetry defined 
by the transformation will be expressed as follows: Trans-{parameter-list}. 
l Transl[exp-,(x1,x2,... }, c] will translate the listed variables xl, x2,. . . to xl + c, x2 
SC,... in the expression specified in exp-. 
0 Perm[exp-,{xl,x2,yl,y2,. . . }] will permute xl with x2, yl with y2, and so on. 
l Dilat[exp-,{xl,x2,. ..},c]willdilatethelistedvariablesxl,x2,... intoxl*c,x2%,... 
0 Com[exp-, {xl, x2}] will permute xl with x2. 
l ASCom[f-[xl,x2],{xl,x2}] ‘11 wi make the function f-[x1,x2] into 1 - f-[l/xl, l/x2]. 
Other transformations which are specific to the problems will be described at each example. 
In the following examples, the input to the system is in boldface. The output from the system is 
not. 
EXAMPLE 4.2.1. 
Transl[-(cl ml ti) - (c2 m2 t2) + cf (ml + m2) 
tf,{tf,ti,t2},cl 
-(clml (c+tl))- c2 m2 (c+t2)+ cf (ml +m2)(c+ tf) 
ASCom [f [m2/ml, c2/cl] , {m2/ml, c2/cl}] 
l-f&S] 
4.2.2. Symmetry identification 
The symmetry of the equation can be mathematically identified by investigating the equivalence 
between the original equation and the equation after transformed as described above. However, 
testing the equivalence in Mathematics (or perhaps in any other similar formula-processing sys- 
tem) is not a trivial task due to the lack of canonical forms of equations. Equivalence cannot 
be detected unless both the original equation and the transformed equation are properly put in 
some forms that enable Mathematics to recognize the equivalence. This is why we had to use a 
somewhat awkward way of identifying equality, such as comparing two solutions after solving two 
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equations rather than directly comparing the two equations; we used the following two methods 
for identifying the equality of two equations: 
l by solving two sets of equations and comparing the solutions 
l by simply testing equivalencies after putting into some particular forms (such as Apart[] 
and Simplify[] ) prepared in Mathematics. 
The syntax of the symmetry identification is: SymQ[{},exp-,Trans-,{parameter-list}] 
which will identify the expression exp- is equal to the expression after the transformation: 
Trans-[exp-, {parameter-list}]. It will return True if the equality is identified, otherwise it 
returns False. As we have mentioned, it may return False even if the expression and that after 
complicated reduction are equal. 
EXAMPLE 4.2.2. 
spq L: { },-(I - (1 + (c2*m2)/(cl*ml>)‘(-1) + 
t2/((1 + (c2*m2>/~cl*mi>)*tl)> + 
tf/tl,Perm,{ml,cl,m2,c2}l 
True 
SymQ C { },f Ccl, c2, ml, m2, tf , tl, t21 ,Tra.nsl, {tf , 
t1, t2)l 
False 
4.2.3. Proposing formula by symmetry 
Symmetries can be used to propose possible forms that the target object may have. Since such 
proposals are made based on heuristics, the resulting object must be evaluated (see Section 5.1 
for the process) to see .whether they satisfy all the given symmetries. The syntax of proposing 
possible forms is: Trans-[prop, exp-, {parameter-list}]. 
EXAMPLE 4.2.3. 
Transl[prop,f [cl, c2, ml, m2, tf , tl, t2I ,{tf, ti, 
t2)l 
tf -(tl (l- f[cl, c2, ml, m2])+t2 f[cl, c2, ml, m2]) 
Dilat[prop,tf - (tl. (I - f[cl, c2, ml, m21> + t2 
fCc1, c2, ml, m2l>,(ci, c2)l 
tf- 
(t1 (l- f[l, g, ml, m2] ) + t2 f[l, $-, ml, m21 ) 
4.2.4. Symmetry derivation from constraint 
Symmetries on the equation such as permutation symmetry can provide a constraint which can 
be used to derive internal symmetries (symmetry on the part of the original equation), as seen 
in the example of symmetry-based specification of the equation of Black’s Law. To carry out a 
symmetry derivation, 
l first, eliminate irrelevant variables from the constraint (given by the symmetry); 
l then, use pattern-matching to search the symmetry for the extracted part of the original 
equation; 
l after the internal symmetries are detected, they are recast to the symmetry-based reason- 
ing system by creating a subgoal of specifying the part of the original equation by the 
internal symmetries detected. 
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5. SYMMETRY-BASED REASONING 
5.1. Procedure of Symmetry-Based Reasoning 
In his 1905 paper [3], Einstein used symmetry-based reasoning. It should be noted that he used 
this reasoning to derive symmetry of the Lorentz Transformation [19] and to derive objects (the 
generalized equation of Doppler’s principle, the equation of pressure of light, and the equation 
for a relativistic mass). By extracting the reasoning from Einstein’s work and making it to fit as 
a procedure, the symmetry-based reasoning may be formalized as follows. 
l Step 0. Given: transformation T and some piece of information for an object 0. 
l Step 1. Checking symmetry: if the object is given in symbolic form, then check whether the 
object satisfies the given symmetry. If 0 = T(O), stop; otherwise go to Step 3. 
l Step 2. Proposing object: if object 0 does symmetry, then propose a candidate formula of 
the object 0 by heuristics on the basis of the given list of symmetries T. 
l Step 3. Modifying object: 
l Step 3.1. if 0 = T(0) can derive new transformation T’ for the part of object 0’ 
then go back to Step 0 with these T’ and 0’; 
l Step 3.2. if 0 = T(0) include unknown parameters, solve the equation 0 = T(0); 
l Step 3.3. modify 0 by heuristics so that 0 = T(0) is satisfied. If there is not 
enough knowledge to do this, go back to Step 2 for new proposal. 
Symmetry-based reasoning above has three different modes: 
(1) deriving (and specifying) the symbolic form of the object, 
(2) checking the symmetries of the object, and 
(3) modifying the symbolic form of the object to satisfy the symmetries (generalization), 
depending on whether the symbolic form of the target object is not known, already known, 
and partially known, respectively. 
These three modes have been included in the above reasoning procedure. The derivation (and 
specification) mode is carried out by using all the steps. The checking mode is realized as Step 1 
and is developed in both the derivation mode (after the concrete symbolic form is proposed at 
Step 2) and the modification mode. The modification mode occurs in Step 3. This mode will be 
extensively used by the derivation mode, too. 
The rules of the symmetry-based reasoner can be divided into the following steps. The condi- 
tions in LHS of the rules will be tested and will fire in this order. The step numbers in parentheses 
refer to the procedural step described above. 
(Stepl.l)CheckSyrmnetry, 
(Step 1.2)Terminate, 
(Step 2)ProposeFormula, 
(Step 3.1.1) DeriveConstraint, 
(Step 3.1.2) DeriveSymmetry, 
(Step 3.1.3) FocusIntObj, 
(Step 3.2)SolveEquation, 
(Step 3.3)ModifyObject, 
RefreshSymmetry, 
InitGoal 
The rules of the step CheckSymmetry see if given symmetries are satisfied by the given object 
using SymQ described above. If all the given symmetries are satisfied by the object, then the 
rules of the step Terminate simply terminate the task. A simple symmetry check can be done 
using these two steps. We call this mode symmetry identification. 
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If any of the symmetries are not satisfied by the object and if there is any knowledge available 
to propose modifications to the object so that the unsatisfied symmetry may be satisfied after 
the modification, then the rules of the step ProposeFormula will make those modifications. 
Among several symmetries which can propose modifications, permutation symmetries work in 
a unique manner. Permutation symmetries do not propose the modification, but rather derive 
constraints at the step DeriveConstraint and then derive the internal symmetries found in 
the part of the current object at the step DeriveSymmetry. Next, the permutation symmetries 
create a subgoal of specifying the part of the object using the new symmetries found at the 
step FocusIntObj. After these modifications and after working memory elements have been 
preprocessed (done at the step Ref reshsymmetry), the object is recast to the symmetry check 
process returning the control to the step CheckSymmetry by the rule of the step InitGoal. 
We call this mode symmetry-based specification. 
If the modification is just a specification of unknown parameters in the object, then the rules 
of the step SolveEquation are evoked after the step Terminate. In this step, the given 
symmetries are used as building the equation whose solution will specify the unknown parameter. 
The modification on the object is made by substituting the solution to the unknown parameter 
at the next step ModifyObject. After this modification, the same process as that of symmetry- 
based specification follows. We call this mode symmety-based derivation. In the following, we 
present sample sessions for these three modes. 
5.2. Modes of Symmetry-Based Reasoning 
5.2.1. Symmetry identification within an equation 
Symmetry identification mode uses only the first two steps of the process: CheckSymmetry 
and Terminate. CheckSymmetry tries to recognize the symmetry by using the function SymQ 
described above. In all of the following examples, the input to the symmetry-based reasoning 
systems is defined. Then, watch 1 trace of the symmetry-based reasoning is shown. 
In the input to symmetry-based reasoner, the given object is first defined (this information 
of the object is input to the memory of Mathematics). Then, the transformation defining the 
symmetries are given (this information of the symmetries is input to working memory of MAPS 
is specified). 
EXAMPLE 5.2.1. In this example, the angular momentum is shown to be invariant under spatial 
rotation. The transformation defining the symmetry Zrotate{B} is the spatial rotation of the 
coordinate around the ;:-axis, expressed as follows: {X -+ X*Cos(B) + y*Sin(f?), y 4 y*Cos(B) - 
X*Sin(O)}. In the following, the object and the symmetry are given to the system. The system 
first checks whether or not the given symmetry is satisfied by the object. Since it is satisfied by the 
object, the system simply terminates at the next step. The input to the system is in boldface. 
The output from the system is not. Both the input and the output have been translated to 
higher-level expression for readability. The step numbers in parentheses refer to the procedural 
step described in the previous subsection. The number before the parentheses indicates the cycle 
of the procedure. 
0: -y* dx/dt + x* dy/dt 
T: Zrotate{B} 
l(Stepl.l)The systemidentifiesthat the symmetry 
Zrotate{B} is satisfiedbythe object. 
l(Step1.2)The systemterminatedbecausethere are 
no other symmetries that are not satisfiedbythe object. 
Since the output from the system is similar to the above example in the following two examples 
of symmetry identificat,ion mode, we will present only the input. 
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The next example shows that the quadratic form of -(c2*t2) + x2 + y2 + .z~ is invariant under 
the Lorentz Transformation. The physical meaning of this symbolic invariance is that the speed 
of light c is invariant viewed from any frame of reference that is moving with a constant speed 2, 
along the direction of the x-axis. The transformation defining the symmetry Lorentz{x , g} is as 
follows: {x -+ -((-Exp(-g)+Exp(g))*c*t)/2+((Exp(-g)+Exp(g))*x)/2, t --+ 1/2*(Exp(-g)+ 
Exp(g))*t - l/2*(-Ed-g) + h-h)) / 1 h *x c w ere Exp(g) = Jm. The inputs to the 
system are as follows. 
0:-(2*$) + x2 + y2 + .2 
T: Lorentz{x, g} 
Although the next example is similar to the above example, it also shows that the Maxwell 
equation (differential operators in the Maxwell equation to be more exact) is invariant under 
the Lorentz Transformation. The transformation defining the symmetry DLorentz{x, g} is 
as follows: {x -+ -((-Exp(-g) + Exp(g))*c)/2 + ((Exp(-g) + Exp(g))*dz/dt)/2, y -+ dyyldt, 
z --+ dz/dt, t -+ 1/2*(Exp(-g) + Exp(g)) - 1/2*(Exp(-g) + Exp(g))*dx/dt*(l/c)}. The inputs 
to the system are as follows. 
o:-G*t) + x 2 + y2 + .2 
T: DLorentz{x, g} 
5.2.2. Specifying the equation by symmetries 
In this section, we present the example of symmetry-based specification, the second mode of 
the symmetry-based reasoner. 
When permutation symmetry exists in the list of symmetries in the input, three more steps 
areevoked afterthestepof ProposeFormula:DeriveConstraint,DeriveSymmetry, and 
FocusIntObj. As seen in watch 1 trace of the rule firing, these additional steps first derive 
constraint from permutation symmetry and find the internal symmetry that this part of the 
object exhibits. 
EXAMPLE 5.2.2. SPECIFICATION OF THE EQUATION OF BLACK'S LAW. Black’s Law ofspecific 
heat can be stated as follows: if two entities, whose initial state described by temperature tl 
and t2, specific heat cl and ~2, and mass ml and m2, are thermally coupled, then the final 
equilibrium temperature will be tf = (qmltl + qrnztz)/(qrnl + c2m2). 
In the following example, the equation of Black’s Law: tf = (qmltl + c2m2t2)/(clml + c2m2) 
will be specified starting from scale symmetry (dimensional analysis), translatory symmetry of 
temperature, permutation symmetry of interacting entities, and permutation symmetry of specific 
heat and mass. 
This example specifies the equations of Black’s Law when sufficient symmetries are given. In 
the output below, the numbers before parentheses indicate the depth as well as the cycle of the 
procedure. 
0: f [cl,c2,mi,m2,tf ,ti,t2] 
T: Perm{mi, m2, cl, c2, tl, t2}, 
Perm(m1, cl, m2, c2}, 
Dilat{ml, m2}, 
Dilat(c1, c2}, 
Dilat(t1, t2, tf}, 
Dilat(m1, m2}, 
Transl{tf, tl, t2) 
l(Stepl.l)The systemidentifiesthatthe symmetry 
Transl{tf, tl, t2)is not satisfiedbythe object. 
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l(Stepl.l)The systemidentifiesthat the symmetry 
Dilat{ml, m2) is not satisfied by the object. 
l(Step l.l)The systemidentifiesthat the symmetry 
Dilat{tf, tl, t2) is not satisfied by the object. 
l(Stepl.l)The systemidentifiesthatthe symmetry 
Dilat{cl, c2) is satisfiedby the object. 
l(Stepl.l)The systemidentifiesthatthe symmetry 
Perm{ml, m2, cl, c2, tl, t2) is not satisfiedbythe 
object. 
l(Step l.l)The system identifies that the symmetry 
Perm{ml, cl, m2, ~2:) is not satisfiedbythe object. 
l(Step1.2)The systemis not terminatedbecausethereis 
the symmetry Perm{ml, cl, m2, c2)thatis not satisfiedby 
the object. 
l(Step 2)Bythe symmmetryTransl{tf, tl, t2}, the system 
proposedthemodification fromthe object: 
f[cl, c2, ml, m2, tf, tl, t2] 
to: 
tf - (tl (1 - f[c:L, c2, ml, m2]) + t2 f[cl, c2, ml, ma]) 
l(Step 2)Bythe symmmetryDilat(c1, c2}, the system 
proposedthemodification from the object: 
tf - (tl (1 - f[cl, c2, ml, ma]) + t2 f[cl, c2, ml, m2]) 
to: 
tf - (tl (1 - f[l, 2, ml, m2]) + t2 f[l, $, ml, m2]) 
l(Step 2)Bythe symmmetry Dilat{tl, t2, tf}, the system 
proposedthemodification fromthe object: 
tf - (t1 (1 - f[l, g, ml, ma]) + t2 f[l, $, ml, m2]) 
to : 
g -(l- f[l;$,ml,m2]+ 
t2 f[l,$,ml,m2] 
t1 1 
l(Step 2)Bythe symmmetryDilat(t1, t2, tf}, the system 
proposedthemodification fromthe object: 
tf - (tl(1 - f[l,$,ml,m2])+t2 f[l,$ - -,ml,m2]) 
to: 
4f - (l- f[l,$,ml,mZ]+ 
t2 f[l,g,ml,m2] 
t1 t1 1 
l(Step 2)Bythe symmmetryDilat(m1, m2}, the system 
proposedthemodification from the object: 
$ - (l- f[l,$,ml,m2]+ 
t2 f[l,z,ml,m2] 
t1 1 
to: 
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) 
l(Step 3.1.1)By the symmmetry Perm{ml, cl, m2, c2}, the 
systemderivedthe constraint: 
f[l,$~]! = 0 && f[l,$l,Z] == f[l,$l,$] 
l(Step 3.1.1) By the symmmetry Perm{ml, m2, cl, ~2, tl, 
t2}, the systemderivedthe constraint: 
f[l,g,l:$]! = 0 && f[l,$l,S] == 1 - f[l,$l,S] 
l(Step 3.1.2) By the constraint: 
f[l,$,l,$]! = 0 && f[l,$,l,$] == f[l,$l$] 
the systemderivesthe symmetry: 
Com{$,$} 
for the object: 
f[L $> 1, $1 
i(Step 3.1.2)By the constraint: 
frl,$,l,~]! = 0 && f[l,Z,l,$] == 1- f[l,Z, 1>g1 
the systemderives the symmetry: 
ASCom{$,g) 
for the object: 
l(Step 3.1.3)The systemcreates subgoal of checking the 
derived symmetries: 
com{;‘-gy m2 c2} andASCom{$$} 
for the internal object: 
f[L $, 1, $1 
l.l(Stepl.l)The system identifies that the symmetry 
m2 c2 
ASCom{x, cl) is not satisfiedbythe internal object. 
l.l(Stepl.l)The systemidentifiesthat the symmetry 
m2 c2 
Com{x,--} is not satisfied by the internal object. 
l.l(Step 1.2)The systemis not terminatedbecausethereis 
the symmetry 
ASCom{$,g} that is not satisfiedbytheinternalobject. 
l.l(Step 2)By the symmmetry 
Symbol System for Symmetry 235 
the systemproposedthemodification fromthe object: 
f[L 1, com[$, $11 
l.l(Step 2) By the symmmetry 
m2 c2 
ASCom{~, ;), 
the systemproposedthemodification from the object: 
f[l, 1, com[;,~. m2 c2 'II 
to : 
I 
c2 m2 
l+zz 
1.2(Stepl.l)The systemidentifiesthat the symmetry 
m2 c2 Corn{- -} 
ml'cl 
is satisfiedbytheinternalobject. 
1.2(Stepl.l)The system identifies that 
m2 c2 
ASCom{~, ~1 
is satisfiedbythe internal object. 
the symmetry 
1.2(Step1.2)The system terminated the subgoal because 
there is no symmetry that is not satisfiedbytheinternal 
object. 
2(Stepl.l)The system identifiesthatallgiven symmetries 
are satisfiedbythe objectwithnewinternalobject. 
2(Step1.2) The systemterminatedbecausethere are 
no other symmetries that are not satisfiedbythe object 
withnewinternal object. 
Specification by symmetry can apply not only to physics but to mathematics as well. As 
we have see? in Section 3.2, the Pythagorean Theorem, for example, can be specified by the 
geometrical symmetries of a right triangle. 
The application of this specification method is not limited to the equations of physical laws. 
It can also apply to the equation of a particular system if the system exhibits symmetry. As we 
have seen in Section 3.3, it can apply to derive the equation of a pendulum that exhibits some 
obvious symmetry specific to the system structure. 
5.2.3. Deriving the parameters in the equation 
As we have discussed, if the given object has a specific form and the remaining task is to specify 
some parameters of the given object (or transformation that defines symmetry), then we can use 
the symmetry to build an equation with variables to be specified, in the mode of symmetry-based 
derivation. We present two examples: one is also used to specify Black’s Law with only one 
unknown parameter in the given object. In the second example, a parameter in the Lorentz 
Transformation (that defines given symmetry) will be derived. 
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EXAMPLE 5.2.3.1. DERIVATION OF THE SPECIFIC HEAT IN BLACK'S LAW. Supposetheobject 
has been almost completely specified except few parameters-in this example the equations of 
Black’s Law tfcf(mr + ms) = (crmrtr + czm&) except the parameter cf. The remaining task 
would be to derive cf from a certain symmetry. Symmetries defined by mappings such as mass 
dilation: mi -+ kmi for k being any constant and entity permutation (cl, ml, tr) H (~2, m2, t2) 
cannot provide any information about this object since they are already embedded in it. However, 
temperature translation: ti -+ ti + c for c being any constant will provide information that 
specifies cf to be (clrnl + czmz)/( ml + mz). This temperature translation can provide,the same 
information as that given by the conservation: cf(mi + m2) = (crmr + c2m2). 
0: tf cf (ml + m2) - cl ml ti - c2 m2 t2 
T: Dilat{cf, cl, c2}, 
Dilat{tf, ti, t2) 
Dilat{mi, m2}, 
Transl{tf, tl, t2}, 
Perm(m1, cl, m2, c2) 
l(Step l.l)The system identifies that the symmetry 
Perm{ml, m2, cl, c2, tl, t2) is satisfiedbythe object. 
l(Stepl.l)The systemidentifies that the symmetry 
Transl{tf, tl, t2)is not satisfiedbythe object. 
l(Stepl.l)The systemidentifiesthat the symmetry 
Dilat(m1, m2) is satisfied by the object. 
l(Step l.l)The system identifies that the symmetry 
Dilat{tf, tl, t2) is satisfiedbythe object. 
l(Stepl.l)The systemidentifies that the symmetry 
Dilat{cf, cl, c2) is satisfiedbythe object. 
l(Step1.2)The systemis not terminatedbecausethereis 
the symmetry Transl{tf, tl, t2) that is not satisfiedby 
the object. 
l(Step 3.2)By solving the equation, the systemderives the 
parameter as follows: 
{{cf- > 
cl rn; 1 c!; m2 )) 
l(Step 3.3)The object -(cl ml tl) - c2 m2 t2 + cf (ml+ 
m2)tf is modified to as follows: 
{-(cl mltl) - c2 m2 t2 + (clml + c2 m2)tf) 
2(Stepl.l)The systemidentifies that the symmetry 
Transl{tf, tl, t2)is satisfiedbythemodifiedobject. 
2(Step1.2)The systemterminatedbecausethereare 
no other symmetries that are not satisfied by the object. 
EXAMPLE 5.2.3.2. DERIVATION OF THE PARAMETERS IN SPACE TIME DOMAIN. The trans- 
formation defining the symmetry Einstein{x, v, /3} is as follows: {X ---f -(t*P*v) + ,8*x, t + 
t*p + (-p*?l*x)/c2}. 
0:-(c2*tS) + x2 + y2 + .2 
T: Einstein{x, v, p} 
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l(Stepl.l)The system identifies that the symmetry 
Einstein{x, v, p} is not satisfiedbythe object. 
l(Step1.2)The system is not terminatedbecausethereis 
the symmetry Einstein{x, v, /?} that is not satisfied by 
the object. 
l(Step 3.2)By solving the equation, the systemderivesthe 
parameter as follows: 
{{P --) 
C 
Sqrt[c -v]Sqrt[c+v] )T 
{P-) 4 
C 
Sqrt[c -v]Sqrt[c +v] ))I 
l(Step 3.3)Theparameters {x, v, @}inthetransformation 
ismodifiedto as f:ollows: 
{{x, v, 
C 
Sqrt[c -v]Sqrt[c -t-v] 17 
{X,V? 4 
C 
Sqrt[c -v]Sqrt[c +v] )I) 
2(Stepl.l)The system identifiesthatthe symmetry 
Einstein{{x,v, 
C 
Sqrt[c -v]Sqrt[c +v] 17 
{x,v, 4 
C 
Sqrt[c -v]Sqrt[c +v] ))I 
is satisfiedbythe object. 
2(Step 1.2)The systemterminatedbecausethere are 
no other symmetries that are not satisfiedbythe object. 
Other than the parameters in the equation of Black’s Law and those in the Lorentz Transfor- 
mation, our symmetry--based reasoner successfully derived the following. 
“The intrinsic angular momentum of a particle with zero rest-mass is parallel to its direction 
of motion, that is parallel to its velocity [lo].” Spin and velocity are parallel for massless particles 
by Lorentz invariance and spatial rotation invariance. (Formulation of this problem is taken 
from [lo].) 
In this section, we have discussed the specification and derivation of an object (formula). 
However, the symmetry-based reasoning can be applied to specify or derive the symmetry (trans- 
formations) as well. Einstein specified or derived the Lorentz Transformation from the fact that it 
leaves an object (the speed of light) unchanged. He also noted that the transformation leaves un- 
changed the other object such as the Maxwell-Hertz equation [3]. Our symmetry-based reasoning 
also can check whether some other objects may have the symmetry. 
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6. ADDITIVITY AND SYMMETRY 
There are many ways for the laws of physics to be generalized depending on the character of 
the law in question. Generalization of the equation for Doppler’s Principle, mass, and velocity 
composition in [3] are such examples that generalize the classical equations so that they are seen 
as special cases of the classical limit of the light speed infinity. This generalization can also be 
made with the symmetry-based reasoning so far discussed, using a classical equation as an object 
and Lorentz invariance as a constraint. 
The other way for generalization, which may be automated, is the number of interacting 
subsystems. In Black’s Law, for example, the number of interacting systems can be generalized 
from two to n. This additivity is related in the underlying symmetry expressed in the form of a 
physical law. In this section, we will use symmetry arguments to explore the conditions required 
for generalizing (in terms of the number of interacting subsystems) equations. 
6.1. Algebraic Structure of Additivity 
The equation of Black’s Law is stated as: tf = (tlclml + t2c~m2)/(clml+ czmz), which links 
the initial state of two interacting systems: (tl, cl, ml), (tz, ~2, m2), and the state of the resulting 
system: (tf, cf, mr). Mathematical induction allows us to prove that this law is valid for n 
interacting systems: tf = (tlclml + t2c2m2 + . . f + t,c,m,)/(clml + c2m2 + . . + Gm,). 
In this section, we will consider the underlying mathematical structure that allows this gener- 
alization. Some preliminary definition is needed. 
DEFINITION 6.1. ADDITIVITY. Let P(O,) be a state vector of an object Oi such as (ti,Ci,mi). 
Let cp(P(Oi), P(Oj)) b e a corresponding state vector aggregated from P(O,) and P(Oj) such as 
((tlclml + t2c2m2)/(clml + c2m2), (elm1 + c2m2)/(ml + m2),ml + m2). 
The additivity of the function cp(P(Oi), P(Oj)) is defined as: cp(. . . ip(cp(P(Oi), P(Oz)), P(Os)), 
. . . , P(0,)) results in the same form for all the permutations of the subsystems 01,02,. . . , 0,. 
THEOREM 6.1. ADDITIVITY CONDITION. A vector function (P(O,), P(Oj)) is additive if and 
only if it satisfies: 
0 (commutativity]: cp(P(Oi), P(Oj) = cp(P(Oj), P(Oi)), 
l C*socja~jvjWl: cp(cp(P(Ol), P(O2)), P(O3)) = cp(P(Ol), cp(P(O2L P(O3))). 
This theorem can be proved with mathematical induction. Identification of this symmetry 
(additivity in terms of the number of interacting systems) can be carried out by investigating 
two equivalencies: commutativity and associativity. The checking of these two equivalencies can 
be reasonably done by identifying equivalence between two symbolically expressed forms. 
EXAMPLE 6.1. A trivial example that is both commutative and associative, hence additive, is 
Dalton’s distributive gas law: cp((p, Q), (p, ~2)) = (p, (~1 +wz)), which describes the volume of the 
gas resulting from mixing two entities, (p, ~1) and (p, ‘u2), where the pressure p is kept constant. 
A nontrivial example that is also additive is Einstein’s relativistic composition of velocity [3]: 
cp(vl, ~2) = (~1 + wz)/(l + ‘u1212/c2) where ~1 and 29 are the velocity of two entities, and c is the 
speed of light. 
An example that does not satisfy the commutativity condition, and hence, is not additive is: 
cp(Vl, u2) = (Vl + vz)/(l + 7JlIV2). 
An example that is commutative but not associative, and hence, is not additive is: cp((pl, ql), 
(P23 m)) = (hq1 +p2q2)l(q1 + Q2)r q1q2). 
6.2. Physical Additivity 
The conditions for additivity of an aggregated state vector will now be discussed in a physical 
context with dimensional arguments. Some preliminary concepts are needed. 
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DEFINITION 4.2.1. DIMENSION CONSISTENCY. A vector function cp(P(Oi), P(Oj)) js called 
dimensionally consistent when the dimension of all its elements can be defined. 
If fi and fj are dimensionally consistent, then so are fifj, Icfi, and fi/fj. A polynomial function 
poly(fi) for poly(z) = a0 + a12 + u21c2 + .a. + u,P is an example which is not dimensionally 
consistent. 
DEFINITION 6.2. DIMENSION PRESERVATION. A dimensionally-consistent vector function 
cp(P(W, P(Oj)) is called dimension preserving when the dimensions of all its elements are the 
same as the correspond.ing dimensions of the arguments P(O,) and P(Oj). 
Dimension preservation is orthogonal to the additivity defined above. That is, even if a vector 
aggregating function cp(P(Oi), (P(Oj)) is additive, it may not preserve dimensions. Similarly, 
even if a vector aggregating function cp(P(Oi),P(Oj)) ’ d is imension preserving, it may not be 
additive2. 
EXAMPLE 6.2. The next example is not dimension preserving but is additive: cp((pl, ql), (~2, q2)) 
= ((Plql + P2Q2)lQQ2, QlQ2). 
However, even if the function is commutative and dimension preserving, it may not be additive 
BZJ Seen in a case like: v,(h,qd, b2,d) = ((md + rw&/qlq2, ql + 4. 
Examples satisfying both commutativity and dimension preservation are a function of the 
relativistic composition of velocity and a vector function which appeared in Black’s Law. They 
are additive. 
An example satisfying both commutativity and dimension preservation is: cp( (~1, ql), (~2, 42)) = 
((Pl% + P2Q2Mz55 &Gz>. 
An example satisfying only commutativity but not dimension preservation is ‘p( (~1, ql) (~2, qz)) 
= (bid + P2Gww727 (1142). 
In summary, some symmetries such as generality and universality should be implemented on the 
equations of physical laws, even if they are not included in the list for specifying and deriving the 
equations. These symmetries can be checked and implemented on the equations if the equations 
satisfy some structural conditions. Additivity in terms of interacting entities has been explored 
as one of such normative symmetry. 
7. CONCLUSIONS 
In this study, we demonstrated how the SymmetnJ as Guiding Constraints principle can be 
used to automate reasoning in order to specify, derive, and generalize equations in physical laws. 
Nevertheless, symmetry itself still needs to be found. 
2From Black’s Law, Dalton’s distributive gas law, and Einstein’s relativistic velocity composition, the physically 
meaningful aggregation function seems to have a form of average of a quantity weighted by another (or its own) 
quantity. The following is the form abstracted from these three laws. 
DEFINITION. ABSTRACT FCJRM OF WEIGHTING AVERAGE. For P(0,) = (pi, qi), Jet an aggregating vector function 
cpP(Ol), P(O2)) be cp(P((A),p(W) = (T-(g(T*(~l,ql),T+(pz, 421, f(ql, 9211, f(ql,q2)) where 
(1) T+(a, b) and T- (a, b) are functions satisfying T+(T- (a, b), b) = a, such as Tf(u, b) = ab, T-(a, b) = a/b; 
(2) f and g are dimensionally consistent; 
(3) dim[f(ql, ml1 = dimhI =dim[qal and dim[g(T+(pl, ql),T+(pz, q2))l =dim[T+(p~, ql)l =dim[T+(ps, q2)1 
(dim[A] denotes the dimension of A); 
(4) g and f are additive. 
Then we call the first element of the aggregation function T-(g(T+(pl, ql), T+(p2, q2), f(ql, 42)) an abstract 
weighted average of a quantity p by a quantity q. 
In Black’s Law, for example, pi = ti, qi = c+mi, T+(a, b) = ab, T-(a, b) = a/b, g(a, b) = f(a, b) = a + b. For 
Einstein’s relativistic veloc:ity composition law, pi = Q, qi = vi/c, T+(a, b) = ab, T-(a, b) = a/b, g(a, b) = a + b, 
f(a, b) = 1 + ab. 
Assignment of qi is somewhat arbitrary as long as it satisfies the definition of an abstract weighting average. 
We can take qi = c/vi, then f(a, b) = 1 f Ilab. 
It can be proved that the aggregating state vector cp(P(Oi), P(Oj)) defined above, whose first element is the 
abstract weighting average of the second element, is additive and dimension preserving. 
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There is not always one-directional mapping from symmetries (constraints) to objects (equa- 
tions). Rather, in reality, the elaboration process may go back and forth with symmetries and 
objects constraining each other. 
The symbolic equation serves as a powerful representation of knowledge that can be checked 
if it has a certain symmetry, solved if variables and constants are specified, transformed into 
canonical form, and so forth. In order for these operations to give physical implications, the 
syntax as well as semantics of the equation must be included in the knowledge of the system. In 
this report, we implemented the syntax on the formula-rewriting system Mathematics and the 
semantics on both the long-term and short-term memory of a production system. 
Symmetry-based reasoning on the other representations such as diagrammatic representation 
should be further explored in the future. 
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