The paper describes the project held within Russian National Corpus (http://www.ruscorpora.ru). Beside such obligatory constituents of a linguistic corpus as POS (parts of speech) and morphological tagging RNC contains semantic annotation. Six classifications are involved in the tagging: category, taxonomy, mereology, topology, evaluation and derivational classes. The operating of the context semantic rules is shown by applying them to various polysemous nouns and adjectives. Our results demonstrate semantic tags incorporated in the context to be highly effective for WSD.
Introduction
Russian National Corpus is a collection of written and spoken texts (since XVIII c.) that currently contains over 150 million tokens. RNC bears a variety of annotation layers, among those are parts of speech (POS), morphological, accentological, morphosyntactic tagging, but what is striking for a corpus of such size is its semantic markup.
The semantic annotation runs in word by word mode and implies that each word in the lexicon is semantically classified and is given several tags, corresponding to a certain lexical class (e.g. 'motion', 'time', 'sound', 'colour', 'parts of the body', etc.).
The working annotation of this kind provides a wide range of advanced possibilities beyond lexical and grammatical search. For example, it allows queries for lexical constructions, co-occurrence patterns and government of semantically characterized classes of verbs.
Unlike M. Davies's customized lists of words relating to a certain topic (Davies 2005) we offer ready-to-use classes that are traditionally involved in semantic researches. Some lexical classes consist of two thousand elements (for example, verbs of motion) and even more. Our approach is close to the USAS system (Piao et al. 2005) and to the lexical classification of FrameNet (Ruppenhofer 2006 ) elaborated for English corpora. Another alternative approach to WSD, where machine learning software for WSD is developed on statistical processing and classification of noun contexts, is presented in (Mitrofanova et al. forthcoming) .
In this paper, we describe semantic annotation of nouns and qualitative adjectives. In Section 2 we present the variety of classifications in the semantic database, their sources and principles. In Section 3 we deal with polysemy and describe semantic filters used in word-sense disambiguation.
Lexical resources and principles of classification
Our semantic tool provides full-text annotation, so the semantic database (that currently contains 375 000 elements) is being constantly extended. The notion of topological types was put forward by L. Talmy (1983) , who has demonstrated their significance for the understanding of linguistic structures that describe space and shape as well as undoubted cross-linguistic relevance of geometric features. Names of physical objects associated to such topological types as «horizontal spaces», «containers», «juts», «ropes», etc. occur to be sensible to space operators, such as adjectives of form and size, prepositions, verbs and nouns which refer to form, location, and motion.
Lexical meanings that have positive or negative connotations form two classes in the category of Evaluation. Derivational classes include words in which semantic components are introduced by a certain prefix or suffix or words derived from other parts of speech and what is more, from a particular semantic class of a particular POS (e.g. nouns derived verbs; adjectives derived from names of substance).
Though the features are organized hierarchically they are not inherited but assigned according to meaning of the word in the dictionary.
Polysemy and word-sense disambiguation
Each use of a given word in the corpus is automatically assigned all the tags that the word has in the dictionary. To avoid the polysemy in RNC we formulate special rules, the so-called filters, which assign to the word the only meaning appropriate in the corresponding context. After the filter has been applied, we have three semantic fields ascribed to the word: SEM (tag set that characterizes the first meaning listed in the dictionary), SEM2 (tag sets associated with other meanings) and SEMF (tag set(s) of disambiguated meaning).
The rules are formulated manually on the n-grams database (2 and 3 unique word clusters with associated frequency, POS and semantic tags).
The disambiguating filters deal with the following information: 1) grammatical tags of the target word (case; number; full or short, comparative, superlative forms of adjectives); 2) POS and grammatical tags of elements in the context (animate vs. non-animate nouns, prepositions, participles); 3) semantic tags of neighbour words (e.g. «motion», «time», «sound», «colour», «place», «emotions», «parts of the body», «hair», «animals», «plants», «texts», «relatives», «professions», «stuff», etc.); 4) lemmas and word forms in the context (for very frequent collocations which can not be formulated in terms of grammatical and semantic classes); 5) punctuation marks (comma, hyphen, etc.); 6) word order and distance between the target word and other words that constitute a collocation;
A database of Russian multi-word expressions is used as well to discriminate the meaning or to establish its bleaching in stable prepositional collocations, idioms and so on.
The main theory which is used to deal with the changing word meanings in the corpus is Construction Grammar (cf. Fillmore et al. 1987 , Goldberg 1995 . According to the Construction Grammar, the speakers use constructions rather than combine words into constructions ad hoc. Constructions can lead to the meaning shift of the lexemes: the given meaning of the lexemes is coerced by the construction (see Rakhilina et al. 2007 ).
10,7% tokens in RNC are adjectives, and half of them is ambiguous. Semantic filters cover 500 000 occurrences of the most widely spread adjectives. 
Conclusion
The aim of our work is to distinguish the different meanings of words thus providing the users of the corpus with the semantically disambiguated texts. As a result users will have a possibility to organize the search by the first meaning of the word, by the other meanings listed in the dictionary, or by the disambiguated meaning. In our research we prove semantic tags useful for word-sense disambiguation and organization of lexicon in terms of Construction Grammar. In the future we plan to compare two approaches to disambiguation, pure lexical and lexico-semantic, in statistical WSD tool.
