In recent years, computing devices have become widely distributed, and the accumulated data from these devices are growing rapidly, especially as they are increasingly equipped with various sensors and RF communication capabilities. Data science, including machine learning technology, has contributed to the better handling the large amounts of data and feature selection techniques have been a useful strategy. As data amounts continue to grow, scaling features will became crucial in data science. In this paper, we propose a novel filter-based feature-selection method in the context of keystroke dynamics authentication. In particular, we propose a new feature-scoring method and apply it to keystroke-dynamics-based authentications. We implement keystroke-dynamics-based authentications multi-factored with PIN-based authentications and collect data from actual users' testing experiments. Then, we apply our feature-selection method and compare the performance with that when using all of the features and existing feature-selection methods. Our experimental results show that the classification performance by the proposed method is superior to those of the other methods by up to 21.8%. Moreover, our method provides security to other users' data sets, as the method utilizes only mean values from imposter data. Our feature-selection method contributes to improving the quality of keystroke dynamics authentications without user privacy issues. More generally, our method can also be applied to other data-mining data sets, such as IoT sensor data sets.
I. INTRODUCTION
Data Science refers to all the procedures and techniques related to data, from collecting data to producing meaningful information with it. In particular, data science for the Internet of Things (IoT) involves large amounts of data, as downsized computing devices such as smartphones and IoT devices are now widely distributed and large amounts of data have rapidly been collected by embedded sensors. Thus, to assist with decision-making activities by analyzing large data sets and teaching this type of data to machines, machine-learning technologies have attracted attention [1] - [3] .
However, the dimensionality of data increases as the number of different types of data increases, as the types and forms in each case also differ from all others. Therefore, if the collected raw data is used for machine learning, the speed of The associate editor coordinating the review of this manuscript and approving it for publication was Chun-Wei Tsai . learning slows and it becomes difficult to obtain appropriate results. This problem is called the curse of dimensionality [4] , and many studies concentrating on lowering the dimensionality of data and extracting features representing the characteristics of collected data have been actively carried out in an effort to solve this problem [5] - [10] with regard to feature selection.
In this paper, we propose a novel filter-based featureselection method that includes the introduction of a new definition of a feature score. To evaluate our method, we compare the performance outcomes of our feature-selection method to those of other feature-selection methods using a classifier based on the Manhattan distance. The experimental results show that the classifier learned from the features selected by the proposed method comprehensively results in the best classification performance.
Our evaluation is conducted in the context of keystroke dynamics authentications. We collect keystroke data from VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ PIN authentications in a smartphone environment and implement a classifier for keystroke-dynamics-based authentication. Keystroke-dynamics-based authentication [11] is an authentication method that uses a unique keystroke pattern that appears when a user enters certain character strings through a device as an authentication factor. In the smartphone environment, keystroke dynamics data include the keypress/release time, touch size, coordinates, and movement data from motion sensors. We focus on the application of keystroke dynamics authentication because this study is follow-up research to an earlier study [12] . In addition, keystroke dynamics authentications require a high level of privacy protection of user data sets. Hence, keystroke dynamics is a suitable application for our feature-selection method given that our method minimizes information leakages from other users' data sets. This paper is organized as follows. Section II describes the notion of keystroke dynamics-based authentication and related studies on the feature selection. Section III describes how to collect raw data and how to define and extract features from the raw data. Section IV introduces our proposed feature scoring and feature selection method. Section V shows comparative experiments with other feature selection methods and analyzes them. Finally, section VI concludes.
II. RELATED WORK
In this section, we will discuss the notion of keystroke dynamics-based authentication, some related studies on the authentication, the notion of feature selection and some related studies on the feature selection.
A. KEYSTROKE DYNAMICS-BASED AUTHENTICATION
Keystroke-dynamics-based authentication is a type of behavior-based authentication method. Often, it cooperates with an existing knowledge-based authentication method to strengthen the security where the knowledge-based authentication by itself is weak with regard to shoulder-surfing attacks. Keystroke-dynamics-based authentication does not require the installation of any additional devices and requires no additional activities from users. Thus, it strengthens the security of the authentication process without sacrificing usability when combined with knowledge-based authentication.
1) KEYSTROKE DYNAMICS AUTHENTICATION
The keystroke-dynamics-based authentication method was initially proposed in 1975 and utilized time patterns and pressure levels on the keys based on the user's typing rhythm on a terminal keyboard [13] . Experiments on such keystroke-dynamics-based authentication methods were conducted in 1980. Those results demonstrated the possibility of using keystroke dynamics as an authentication factor, as the users' patterns when inputting keys differ from those of others and can be classified as a statistical model [14] . In 1985, an experiment on keystroke-dynamics-based authentication using key input time features on a desktop computer showed a FRR (false rejection rate) of 12% and a FAR (false acceptance rate) of 6% [15] . Another experiment conducted in 1990 found a FRR of 13.3% and a FAR of 0.17%, suggesting the possibility of a keystroke authentication method [16] .
2) KEYSTROKE DYNAMICS AUTHENTICATION ON MOBILE ENVIRONMENT
The first keystroke-dynamics-based authentication study in a mobile environment ran from 2002 to 2007. In this study, data was collected by entering a four-digit PIN (personal identification number) and an 11-digit telephone number. In order to classify users, an artificial neural network technique that measured the time during which the keys were held when the user inputted data was used [17] , [18] .
In 2009, an accuracy rate of 99% was found in a study that utilized touch pressure on mobile devices and a PNN (probabilistic neural network) as a classifier [19] . In the same year, studies using statistical classifiers were conducted [20] . Because sensor technology had improved by 2009 and 2010, it was possible to utilize various types of feature information, such as the size of the fingertip in contact with the surface of a touch-screen, the rotation angle, orientation changes, and acceleration of the mobile device when a key is pushed. In 2011 and 2012, newly introduced feature information was used for research, indicating more improved results [21] . Moreover, studies involving the guessing of an entered key using information such as the orientation and angle of the device showed accuracy rates of 71.5% and 88.7%, respectively [22] , [23] .
B. FEATURE SELECTION
Feature selection is a process of data preprocessing which has the goal of reducing the dimensionality of data to improve the analysis performance by extracting specific subsets of features from multi-dimensional data with particular criteria and methods that suit the purpose of the analysis.
1) STUDIES ON FEATURE SELECTION METHOD
Feature-selection methods are divided into three types: the filter approach, the wrapper approach, and the embedded approach. The filter approach is independent of the learning algorithm. The wrapper approach uses the learning algorithm for feature selection. The embedded approach mixes the filter approach and the wrapper approach to compensate for the shortcomings of both.
• Wrapper Approach
As shown in Fig. 1 , the wrapper approach outputs the best feature subset as a result via repetitive evaluations which involve selecting and evaluating the feature subsets until the learning ability meets the targeted level or until the best performance is obtained, assuming that the learning algorithm is already set. For efficient feature subset searches regarding partial optimization of the learning performance of this approach, many search methods, such as the sequential search method [24] , the hill climbing search [25] , branch-and-bound [26] and a genetic algorithm [27] , have been proposed. This approach may outperform other methods, but practical use is challenging because the number of subsets is increased by a power of 2 as the overall number of features increases.
• Filter Approach The filter approach is the approach used by the method proposed in this paper. As shown in Fig. 2 , this approach has the advantage of being much more effective than the wrapper approach because it evaluates specific characteristics of the data as values. However, those values may not be an optimal feature subset of the learning algorithm that will be used later because they are selected without the given learning algorithm. Commonly, the filter approach ranks features in the order of feature scores as calculated by the evaluation criteria. Low-ranked features are removed and the remaining features are used for learning. Feature evaluation methods for the filter approach include the distinction separating samples, relations of features [28] , data duplication [29] , [30] , data preservation [31] - [33] , data restoration [34] , [35] , etc.
• Embedded Approach As shown in Fig. 3 , the embedded approach is a mixture of the filter and the wrapper approaches, embedding the feature selection process in the model learning step. By embedding the feature selection process in model learning, it can communicate to the learning algorithm. It has the merit of not requiring the evaluation of feature subsets repetitively, as in the wrapper approach. Most of the well-known feature-selection methods based on the embedded approach focus on minimizing the learning error rate on a normalized model and training the learning model to minimize or eliminate feature coefficients. Examples include Lasso [36] , which performs L1 normalization, and Ridge regression [37] , which undertakes L2 normalization.
2) STUDIES ON KEYSTROKE FEATURE SELECTION
In 2003, a feature selection study using the wrapper approach with genetic algorithms and SVM was conducted [38] .
In 2007, a study comparing the performance of the PSO (particle swarm optimization) algorithm [39] and a genetic algorithm [27] was conducted to select keystroke data sets using SVM as a classifier with the wrapper approach, finding that the PSO algorithm is superior [40] . In 2009, a study applying the ACO (ant colony optimization) [41] algorithm to keystroke feature selection demonstrated the possibility of applying the ACO algorithm to keystroke feature selection [42] . In 2011, a study compared feature selection results using a genetic algorithm, the PSO algorithm, and the ACO algorithm using ELM (extreme learning machine) [43] for feature selection. It was found that the ACO algorithm among the three algorithms showed the best performance for keystroke feature selection [44] . Likewise, studies of feature selection of keystroke data have been active. However, all of these methods are based on the wrapper approach and are not free in terms of speed as compared to the filter approach in situations where data is continuously inputted and iterative learning is required.
3) COMPARATIVE EXPERIMENTS OF KEYSTROKE FEATURE SUBSET
In 2014, a study comparing feature subsets based on keystroke data was conducted [45] . In this study, the time feature represents the time required to type each key and the time delays between entering one key and then entering another; the size feature is the size of the fingertip touching the display; and the pressure feature is the pressure of the fingertip on the display. The results were compared with four feature selection subsets consisting of the time feature, the time feature and the size feature, the time feature and the pressure feature, the size feature, and the pressure feature. A feature subset consisting of the time feature and pressure feature showed the best result, with an 8% EER (equal error rate). The remaining feature subsets showed a 10% ERR, better than that when using only the time feature.
Another keystroke-data-based comparative study of feature subsets was conducted in 2014. The time feature, pressure feature, and coordinates feature, representing the coordinates of the fingers on the screen, were extracted. Cases using the time feature, a combination of the pressure feature and the coordinates feature, and all three features together were compared using the one-class SVM (support vector machine) for classification. The experiment using only the time feature showed an EER of 10.5%. The pressure feature and coordinates feature subset showed an EER of 3.5%. When all three features were used, the EER was 2.8% [46] .
In 2015, researchers conducted comparative experiments on the time, pressure, acceleration, size, and orientation features of a mobile device. In this study, experiments using SVM on four six-digit PINs were conducted using each feature separately and all features together. When the ROC (receiver operations characteristics) curve and the AUC (area under the curve) were used as evaluation criteria, the case in which all five features were used with regard to the AUC showed the best result of 0.9917, followed by the orientation, time, pressure, acceleration, and size features [47] .
Most recently, in 2019, another study concentrated on selecting features during keystroke dynamics authentications [12] . The motivation behind that study is similar to that behind ours. However, their feature-selection methods and experiments only focused on the FRR, while ours considers both the FAR and FRR (and eventually the EER). 
III. DATA COLLECTION AND FEATURE EXTRACTION
This section introduces a means of data collection via keystrokes and an extraction method for all feature sets before presenting proposing our feature-selection method.
Recently released smartphones have a touch sensor which measures and calculates the time when a phone is touched, the size and coordinates of the fingertip used and the location of the touch, and a motion sensor which measures acceleration and the angular velocity. To clarify the features of the data collected with these sensors or to equalize the number of the collected data values for each sample, specific calculations are done to extract various feature values. Table 1 shows an abstract of the data collection process. In this paper, we installed an Android application which is designed to collect data from touch and motion sensors when a six-digit PIN is entered on a Nexus 5X device. Once the predefined PIN '766420' is entered, one sample is collected. In this way, we collected 4,126 data sets from 22 subjects.
A. DATA COLLECTION

B. FEATURES FROM TOUCH DATA
Touch data refers to data collected when a touch-screen on a smartphone is touched. The collection of touch data is carried out at the beginning of the touch, when the finger initially makes contact with the screen, and at the end of the touch, when the finger is detached from the screen. Fig. 4 shows the collection process of touch data. We denote as down a moment in which a finger touches the screen and by up a moment in which a finger is detached from the screen. The collected touch data is divided into the touch time, the size and the coordinates of the finger in contact with the screen by down and up points. We denote by size and coordinates of the finger in contact with the screen as well.
1) TIME
As shown in Fig. 5 , by inputting one key, two time-data values are collected at down and up. With this collected data, we can calculate DT feature [48] , [49] which denotes the duration user touches the screen; by subtracting time-down which represents the time occurred Since we collect and extract the data from inputted 6-digit PIN, we extract six DT and five FT1, FT2, FT3, FT4 values from the data.
2) SIZE
Size refers to the collected size of the finger in contact with the surface at the two down and up points for one key. We denote by size-down the size of the finger in contact with the surface collected during 'down' events and by size-up the size of the finger in contact with the surface collected during 'up' events.
3) COORDINATES
Coordinates refer to the collected coordinates of the finger contacting the surface on one key at down and up. We denote by down-x and down-y for the coordinates at down and denote by up-x and up-y for the coordinates at up.
C. FEATURES FROM MOTION DATA
Motion data is data collected when a smartphone is moved. The collection of motion data proceeds whenever the smartphone has any movement. To collect motion data only when the user enters a PIN, we used a collection application which collects motion data only from the time when the touch sensor begins to collect data to when it ends.
The value of normal motion data is measured corresponding to the coordinates of x, y, and z of three dimensions. As shown in Fig. 6 , the x-axis represents the left and right directions of the device, the y-axis represents the up and down directions, of the device and the z-axis represents the front and back orientation of the device.
The collection application used in this paper divides motion data into three types of values, as follows.
1) ACCELERATION
Acceleration, a form of motion data, is the rate of change of the velocity of the smartphone respective to the x, y, and z axes' orientation, which includes gravitational acceleration, i.e., 9.81 (m/s2). It is collected by an accelerometer embedded in the smartphone. Linear acceleration refers to the value excluding gravitational acceleration from an acceleration value. We denote by acc the acceleration and by lacc the linear acceleration.
2) ANGULAR VELOCITY Angular velocity, a form of motion data, is a vector on which accumulated values are compensated for to the respective angular velocity on the x, y, and z axes of the smartphone. It is collected using a gyroscope sensor. The uncompensated angular velocity is a vector that does not compensate for the VOLUME 8, 2020 accumulated value. We denote by gyr the angular velocity and ugyr the uncompensated angular velocity.
3) ROTATION VECTOR
The rotation vector, a type of motion data, represents the orientation of the device as a combination of each angle and axis, where the device has rotated through each angle around the x, y, and z axes. It is calculated using the values collected by the accelerometer, gyroscope sensor, and geomagnetic sensor. Because it uses a geomagnetic sensor, it is affected by the north direction. Otherwise, the game rotation vector is not influenced by north orientation movements, as it does not use the values collected by the geomagnetic sensor. We denote by rot the rotation vector and by grot the game rotation vector.
Given that motion data does not have a fixed number of data instances per sample, it is difficult to apply an analytical method that requires formalized data to motion data. The mean, rms (root mean square), sum, pos (sum of the positive numbers), neg (sum of the negative numbers), and std (standard deviation) were extracted as feature values for data standardization of the data values of each x, y, and z axis vector. The mean, rms, sum, and std values were used to extract the feature values from the length of each vector. Given the vector v for each axis, i.e., x, y, and z, as shown in formula (1), the method used to determine the length v of the vector v is expressed here as formula (2) .
Given a sample S that has n data values, the following formulas, (3), (4), (5), (6), (7) , and (8) , are applied to the motion data:
• rms
• pos
• neg
• std Table 2 and Table 3 summarize the feature extraction results of the touch data and motion data, respectively, and the number of extracted feature values as discussed in this section.
In terms of the touch data, the DT, size-down, size-up, down-x, down-y, up-x, and up-y features are extracted from each digit of the six-digit key entered. In total, 42 feature values are extracted from this key.
Because the FT1, FT2, FT3, and FT4 features are extracted after two keys are entered, a total of 20 features are extracted from the data collected by the collection application, as each feature has five values. In total, 62 feature values are extracted from the touch data.
Regarding the motion data, a total of 18 values of the acc, lacc, gyr, ugyr, rot, grot features are extracted from the six formulas applied to the data of the x, y, and z axes. Four values in total are extracted from the four formulas applied 
IV. OUR FEATURE SELECTION METHOD
In this section, we introduce the proposed feature-selection method. First, we present the method used to score a feature, after which we describe how to select a feature given the feature score. Particularly, the novelty of our feature-selection method lies in the newly proposed feature-scoring method.
A. THE NEW PROPOSED FEATURE SCORE
We start with definitions of two statistical figures that are useful for the feature score.
1) TRIMMED MEAN
The trimmed mean is a statistical measure of calculation of the mean, discarding parts of a probability distribution at the highest and lowest ends to reduce the effect of outliers.
As shown in Fig. 7 , when X is the data excluding both ends of p% as shown in the formula (9) , and the number of data in X is n, the trimmed mean of X denoted by TrMean(X ) is equal to the arithmetic mean as shown in the formula (10) .
TrMean(X ) =
The keystroke data collected using sensitive sensors often contain outliers. Therefore, we adopt the trimmed average as a method of calculating the representative value. Based on the experiments, we set the ratio of data excluded from both ends to 1%.
2) COEFFICIENT OF VARIATION
The Coefficient of Variation(CV) is the standard deviation divided by the arithmetic mean. This is a numerical value that can be used to compare two sets if the comparison of statistical dispersion between two different data sets those have different average values is difficult.
Assuming that the arithmetic mean of the data set X containing n data is X , the formulas of the standard deviation std and the variation coefficient cv are as shown in the formula (11) and (12), respectively.
We use the coefficient of variation to compare the statistical dispersion of a legitimate user data to the statistical dispersion of imposters' data, as they have different average values. Regarding the outliers in the keystroke data, we calculate the coefficient of variation cv with the trimmed average mentioned earlier instead of the arithmetic average as shown in the formula (13) and (14).
3
) PROPOSED METHOD FOR FEATURE SCORE CALCULATION
This paper focuses on the ability of a feature to distinguish between a legitimate user and an imposter when the feature scores are calculated. To do this, we calculate the statistical dispersion of each feature as the coefficient of variation and the representative value of a legitimate user and an imposter as the respective trimmed mean. We calculate the statistical dispersion from each representative value and consider the statistical dispersion that has low dispersity itself in terms of its ability to distinguish. In addition, considering the protection of user privacy, we do not use the samples of the imposters directly but instead use the mean value of each feature to calculate the feature score. Table 4 explains the notations and symbols used to explain the feature-score calculation method. The calculation method for the feature score is as follows.
• u_cv(f i ) Calculation
In a legitimate user sample, on feature set(f i ) among k feature sets separated from the entire feature set F, we calculate u_cv(f i ) for each divided feature set, representing the coefficient of variation based on the trimmed average of a legitimate user. To calculate u_cv(f i ), the trimmed mean of the legitimate user TrMean(U f i) and the standard deviation u_std(f i ) are required. The TrMean(U f i) value is calculated via formula (10), and we set the ratio for the exclusion of both ends to 1%.
The u_std(f i ) value is calculated using formula (15) . Eventually, u_cv(f i ) is calculated using formula (16) .
• i_cv(f i ) Calculation In a legitimate user sample, on a feature set(f i ) among k feature sets separated from the entire feature set F, we calculate i_cv(f i ) for each divided feature set, representing the coefficient of variation based on the trimmed average of imposters. To calculate i_cv(f i ), the trimmed mean of imposters TrMean(I f i ) and the statistical dispersion i_std(f i ) based on TrMean(I f i ) are required. The TrMean(I f i ) value is calculated using formula (10), and we set the ratio for the exclusion of both ends to 1%.
The i_std(f i ) value based on the trimmed average of imposters is calculated using formula (17) . Eventually, i_cv(f i ) is calculated using formula (18) .
• feature_score(f i ) Calculation
The feature_score(f i ) of each feature computed with the calculated coefficients of variation are defined using formula (19) .
The proposed feature score measures how different legitimate user samples' dispersion is from imposter samples' dispersion. by computing the coefficient of variation based on the trimmed average of the legitimate user sample and imposter samples in the numerator. It is computed as a rate by putting the former in the denominator. It can be said that the larger the numerator is, the more distinguishable a feature becomes, because it is easy to distinguish a legitimate user from an imposter given that the statistical dispersion based on the trimmed average of the imposter sample should be larger than that of the legitimate user's sample. Otherwise, the denominator should be small as it represents the statistical dispersion of only a legitimate user, and the condition under which a legitimate user's samples are gathered is better for distinguishing between a legitimate user and an imposter. Thus, the larger the feature score is, the more proper it is for an analysis, and a large numerator and small denominator are more suitable for an analysis.
B. FEATURE SELECTION
As shown in Fig. 8 , we present a new formula that calculates the feature score. The feature score is the filtering criteria used in the filter approach. We calculate the score of each feature with the proposed method; after we rank the feature scores in descending order, we can filter the features that have low feature scores. Therefore, it is possible to select feature subsets suitable for classifying legitimate users and imposters. We select five feature sets excluding the lowest 10%, 20%, 30%, 40%, and 50% feature score rankings.
V. COMPARATIVE EXPERIMENTS AND RESULTS OF PERFORMANCE
In this section, we describe the experiments conducted and analyze the results of the comparison of the proposed feature-selection method and other feature-selection methods. We start with brief descriptions of currently existing feature-selection methods.
A. EXISTING FEATURE SELECTION METHOD
In order to evaluate the proposed method, we compare the existing methods to the proposed method. For this comparison, the feature sets selected by each feature-selection method are used for machine learning of the distance-based classifier. After this step, we attempt to classify the data of all users and compare the data using the average error rate and the EER. We adopt three feature-selection methods: low-variance, the t-score, and the Fisher score, in the comparison. In addition, we compare a method that uses these three feature-selection methods together as well.
The EER used for the comparison is calculated by averaging the FRR, which represents the rejection rate, pertaining to access by a legitimate user and the FAR, which represents the acceptance rate, pertaining to access by an imposter.
The descriptions of the feature-selection methods compared here are identical, as described below.
1) LOW-VARIANCE
Low-variance is a feature-selection method used for unsupervised learning. To make the classes distinguishable, the variance of the data should exceed a certain value. This is a method of selecting that ranks the features after the calculation of all variances for each feature is done. Given a set S that contains all samples, as expressed by formula (20) , calculating the variance of each feature variance(f i ) is done to compute the variances of all sets included in the sample f i , as expressed by formula (21) . In formula (20) and (21) , n denotes the number of all samples. Considering the entire data set, a feature which has considerable variance indicates that it has good class distinguishability. Therefore, feature selection using the low-variance approach serves to score the features in descending order with the given variances and to select the features using the desired numbers, ratios, or the threshold of the score.
The t-score approach is a selection method that solves the problem of classifying into two classes. The t-score is a score that evaluates whether a target feature can statistically differentiate the mean values of two classes. To use this, we calculate the ratio of the mean difference between the variance of two classes, as expressed by formula (22) . In formula (22) , n U denotes the number of samples of a legitimate user class and n I is the number of samples of imposters.
A feature which has a high t-score indicates that it has good class distinguishability. Therefore, feature selection using the t-score, as used here, is a means of scoring the features in a descending order with the given scores and selecting the features according to the desired numbers, ratios, or the threshold of the score.
3) FISHER-SCORE
The Fisher score is a selection method that solves the problem of classifying multiple classes. The Fisher score evaluates whether a target feature creates distances among the data belonging to different classes and shortens distances among data belonging to the same class. To use this, as expressed by formula (23), we calculate the average of the entire data set S on the feature of f i as well as the average of each class's data S j . Afterwards, we calculate the difference between S and S j and sum all of the differences from each case. We then divide the sum into the sum of the variations of each class var j on the feature f i . In formula (23) , c denotes the number of all samples and n j is the number of samples belonging to the j-th class. A feature which has a high Fisher score indicates that it has good class distinguishability. Therefore, feature selection using the Fisher score is a means of scoring the features in a descending order with the given scores and selecting the features according to the desired numbers, ratios, or the threshold of the score. To conduct comparative experiments of the feature-selection methods, we split the data set into the machine learning set and the test set. Among them, we apply each feature-selection method to the machine learning set. Subsequently, we filter the feature score five times in total from the lowest level of 10% to 50% in increments of 10%. With the remaining sets, we conduct machine learning with the distance-based classifier. Afterwards, we classify the test data sets and compute the error rates. Moreover, in each experiment, one user serves as a legitimate user and the others play the role of an imposter; these users perform the role of a legitimate user as well in turn. In this section, we create the order of the experiment with the data after extracting the entire feature set from the raw data.
1) SPLITTING DATA SET
Splitting the data sets is done with a ratio of the machine learning data set to the test data set of 8:2. Because the data is collected within a regular interval, we do not randomize the users' data to analyze the patterns of users. As shown in Fig. 9 , we apply the predetermined ratio to the existing data in order of machine learning and testing.
2) APPLICATION OF EACH FEATURE SELECTION METHOD
The feature-selection method proposed here and other selection methods to be compared with the proposed method are applied to the machine learning data among the split data sets. Then, we compute the feature score and the feature ranking according to the feature score. From the result of the feature ranking computed in the experiments, we filter the feature score five times in total from the lowest level of 10% to 50% in increments of 10%.
3) DATA STANDARDIZATION
Because distance-based classification makes use of the distance as a criterion for the classification, it is necessary to standardize the measure of each sample to prevent the difference in the measures from being used as weightings.
As expressed by formula (24) , in the experiment, we applied a standardization formula that calculates the distance from each data x i to the mean of the data set X with the standard deviation std(X ), as follows.
4) DISTANCE-BASED CLASSIFICATION
We implement a classifier based on the Manhattan distance for the experiments. This distance-based classification method is a method that designates a representative vector of multi-dimensional sample vectors which are included in the machine learning data and assigns a threshold to the distance-between the representative vector and the machine learning data-to classify the sample vectors that have distance values exceeding the threshold as the imposters' sample vector. The representative vector is calculated by computing the mean of each sample vector.
• Manhattan Distance Given the two points X and Y in n-dimension as shown in the formula (25) and (26) , the Manhattan distance between two point mh_dist(X , Y ) is equal to the formula (27) .
• Setting Threshold Fig. 10 explains the distance-based classification with an example of a two-dimensional space using two features. The threshold is expressed as a distance value on the distance-based classifier. The sample vector that has a distance exceeding the threshold which is set by a legitimate user is classified into a sample vector of imposters.
The procedure used to calculate the threshold is identical in each case, as follows. 1) As expressed by formula (30), we calculate the mean vector S of S, which is the set of sample vectors belonging to the machine learning data set of the legitimate user class. Formula (29) represents one sample vector among the sets of sample vectors along with the feature values, which are the elements of the vector.
2) We compute the list, dist_list, of the Manhattan distance, mh_dist, which is the distance from the mean vector S to the sample vector of each legitimate user; mean_distance, which is the mean of dist_list; and the standard deviation, std_distance. dist_list = mh_dist(S, s 1 ), mh_dist(S, s 2 ), · · · , mh_dist(S, s n ) 
3) As expressed by formula (34) , to include most of the sample vectors that belong to the machine learning data of a legitimate user, we set the threshold by adding the mean of the distances, mean_distance, to the twice the variance of the distances, std_distance.
• Performance Evaluation of the Classifier In order to evaluate whether the threshold classifies the samples of legitimate users and imposters properly, we compare the threshold with the distance from the sample vectors included in the test data sets of the legitimate users and imposters using the test data sets split beforehand to S, which is the mean vector of a legitimate user calculated when we set the threshold.
If the calculated distance of a sample vector of a legitimate user exceeds the threshold, we consider it as the FRR. If the calculated distance of a sample vector of an imposter exceeds the threshold, we consider it as the FAR. Consequently, after we denote by FRR or FAR the rate of the number of errors to the number of each test samples, we approximate the mean of the FRR and FAR.
5) EVALUATION METHOD
In order to evaluate the feature sets selected by each feature-selection method, we select feature sets five times in total from the lowest level of 10% to 50% in increments of 10% using the feature ranking computed from each feature-selection method. Then, we conduct distance-based classification with the feature sets. In addition, we include a classification method that uses all features without a feature selection process. For the evaluation criteria, we use the mean of the EER of each user by calculating the EER, where the FRR, i.e., the likelihood of incorrectly rejecting an access attempt by a legitimate user, and the FAR, i.e., the likelihood of incorrectly accepting an access attempt by an imposter, are identical.
C. EXPERIMENTAL RESULTS
In this section, we analyze and show the experimental results as graphs. Fig. 11 shows the experimental result when excluding the lowest 10% of features based on the feature ranking as calculated by each feature-selection method. The results excluding the lowest 10% of features show that the low-variance method results in 0.25% better performance than the proposed method, while the other methods show poorer performance than the method which uses all of the feature sets.
1) RESULTS EXCLUDING THE LOWEST 10% FEATURES
2) RESULTS EXCLUDING THE LOWEST 20% FEATURES Fig. 12 shows the experimental result when excluding the lowest 20% of features based on the feature ranking calculated by each feature-selection method. The results excluding the lowest 20% of features show that the proposed method performs better by 0.29% than the low-variance method, differing from the results when excluding the lowest 10%. The other methods also show poorer performance than the method which uses all of the feature sets.
3) RESULTS EXCLUDING THE LOWEST 30% FEATURES Fig. 13 shows the experimental result when excluding the lowest 30% of features based on the feature ranking calculated by each feature-selection method. The results excluding the lowest 30% of features show that the proposed method has the best EER of 13.66%. Next, the low-variance method has an EER of 15.54%, indicating a gap between the proposed method and the low-variance method widens more than in the case when the lowest 20% of features are excluded. Nonetheless, the other methods have poorer performance than the method which uses all of the feature sets, but the t-score method shows somewhat better performance than the methods in which the lowest 10% and 20% of features are excluded. feature sets. Nevertheless, the proposed method shows the lowest error rate. Fig. 15 shows the experimental results when excluding the lowest 50% of features based on the feature ranking calculated by each feature-selection method. The results excluding the lowest 50% of features show that the low-variance method performs worse than the method that uses all of the feature sets. The Fisher-score method shows a better result than the method that uses all of the feature sets. However, the proposed method shows the lowest error rate.
4) RESULTS EXCLUDING THE LOWEST 40% FEATURES
5) RESULTS EXCLUDING THE LOWEST 50% FEATURES
6) ANALYSIS OF THE EXPERIMENTAL RESULTS
Regarding the results of the experiments, we find that the proposed method outperforms the other methods when the lowest 20% to 50% of features are excluded, but not when the lowest 10% of features are excluded. The case that has the lowest error rate is the proposed method when excluding the lowest 50% of the features, with an EER 13.44%.
VI. CONCLUSION
In this paper, we introduce a novel feature-scoring method and evaluate it in the context of keystroke dynamics authentication. We compare its performance capabilities with those of existing feature-scoring methods. Our experimental result shows that the proposed method outperforms the others. Another major advantage of the proposed method is that it requires only the mean value from the data of other users. This property is relevant in keystroke dynamics authentication, where preserving the privacy of user data is crucial. Finally, we believe that the proposed feature scoring method is not limited to keystroke dynamics data sets. We will continue our research to develop and evaluate feature-scoring methods that minimize instances of information leakage. In addition, we will apply our feature-scoring method to other data sets and continue to develop it into a more generally applicable feature-scoring method in the field of data science.
