Bayesian variable selection is a quite popular area of research, but most of its development has been made in the parametric setup, in particular, in the linear model setup. However, in most practical situations linear models fail to be useful in explaining the relation between a set of independent variables and a dependent variable. Our specific interest is in the analysis of data sets with predictors that have a priori unknown form, with possibly nonlinear associations with the response. In a couple of papers the authors have proposed nonparametric methods and as a criterion of optimality considered the posterior consistency of the regression function in the sense that the posterior probability of the regression function falling outside of a neighborhood of the true regression function is negligible. But it is well known that posterior consistency of the regression function does not necessarily imply variable selection consistency.
Introduction
Let, for i = 1, . . . , n, y i and x i denote the i-th response variable and the associated vector of covariates. We assume that the covariate x consists of p (> 1) components, and that it is required to select a subset of the p components that best explains the response variable y.
Let s denote any subset of the indices S = {1, 2, . . . , p}. We denote by x s the co-ordinates of x associated with s. To relate x s to y we consider the following nonparametric regression setup:
where ǫ ∼ N (0, σ 2 ǫ ) is the random error and the function f (·) is considered unknown. We assume that f : X → IR, where X = ∪ p ℓ=1 IR ℓ .
By assuming this framework we include the possibility that f can be a one-dimensional, two-dimensional and so on a p-dimensional function. We further assume that there exists a set of regressors x 0 which truly influences the dependent variable y, and therefore function f (x 0 ) is the true function. Our problem is to identify x 0 , i.e., the set of truly active regressors. Note that we have not consider any specific form of the function. Irrespective of the form of the function, we are only interested in identifying the active regressors.
Notations and concepts
By a model, here we mean a particular subset s ∈ S. Our aim to find the true model among all possible 2 |S| = 2 p candidate models.
For any x s ∈ IR |s| where |s| is the number of components in s, we represent f using basis functions as follows:
We assume that K j (x s ), henceforth abbreviated as K j,s , denotes the j-th basis function spanning the relevant Hilbert space H equipped with some appropriate inner product ·, · . K j,s can be expressed as the product of |s| individual basis functions as
Here K jℓ (x ℓ,s ), henceforth K jℓ , stands for the j-th basis function for the ℓ-th component x ℓ,s of the vector x s . We make the following assumption regarding K j,s :
(A1) For j = 1, 2, . . ., K j,S is uniformly bounded.
Note that assumption (A1) implies that K j,s are uniformly bounded for all s ⊆ S. Using assumption (A1), we have
where " " stands for " ≤ " up to some positive multiplicative constant. To ensure that f < ∞ almost surely we need to choose the prior on a j carefully. In this regard we assume the following: (A2) a j ∼ N m j , σ 2 j , where m j 's and σ j 's satisfy
The above two convergence assumptions ensure, by virtue of simple application of Kolmogorov's three series theorem characterizing series convergence (see Chow and Teicher (1988) ), that ∞ j=1 |a j | < ∞, almost surely.
The proof of (6) is provided in Appendix A. Now (6) guarantees that f < ∞ almost surely, via (3). Therefore, f almost surely belongs to the Hilbert space spanned by the basis functions. Hence, the prior on f (·) is a Gaussian process with mean
The covariance between f (x s1 ) and f (x s2 ) is given by
By assumption (A1) that K j,S is uniformly bounded, it is guaranteed using (4) and (5) that both (7) and (8) are well-defined. Now, for the dataset (y i , x i,s ); i = 1, . . . , n, where x i,s denotes the available i-th covariate vector associated with the indices s, (7) and (8) yield the n-component mean vector and the n × n-dimensional covariance matrix, given by µ n,s = (µ(x 1,s ), . . . , µ(x n,s )) T ;
Σ n,s = ((Cov (f (x i,s ), f (x j,s ))) ; i = 1, . . . , n; j = 1, . . . , n.
The marginal distribution of y n = (y 1 , . . . , y n ) T is then the n-variate normal, given by y n ∼ N n µ n,s , σ
where I n is the identity matrix of order n. We denote this marginal model by M s .
The true model:
We assume that there exists exactly one particular subset of S which is actually associated with the data generating process of y. We term this subset as the true subset. The evaluation procedure of the proposed set of model selection basically rests on its ability to identify this true subset, irrespective of the form of the function f . In a sense that once such a set is identified, considerable amount of time and money could be saved by discarding the other regressors in future research, and this does not depend on the functional form of relation between the response and the regressors. Let us denote the true subset of covariate indices by s 0 , and the true set of uniformly bounded basis functions by K j,s0 = ℓ∈s0 K jℓ ; j = 1, 2, . . . .
To distinguish the true model from the rest we add a index t to the coefficients of the true model. The true function f t (·) is then given by
where a We denote the mean vector and the covariance matrix of the Gaussian process prior associated with (12) by µ t n,s0 and Σ t n,s0 , respectively. We denote the corresponding marginal distribution of y n as M t s0 . The Bayes factor of any model s to the true model s 0 associated with the data (y n , X) given uniform prior distribution on the model space is given by
T σ 2 ǫ I n + Σ t n,s0
.
Consider the following lemma stating the expressions for the expectation and variance of logarithm of BF n s,s0 . The proof is in the supplementary file.
Lemma 1. Under the given setup, the expectation and variance of the Bayes factor of any subset of regressors s and the true subset s 0 under the true subset is given as follows:
For any square matrix A, let λ j (A) denote its j-th eigenvalue, i.e., λ 1 (A) ≤ λ 2 (A) ≤ . . .. For our purpose, let the eigenvalues be arranged in the decreasing order.
Weak consistency / probability convergence
In this section we modify the assumptions as follows:
). We assume that for all s ∈ S, as n → ∞,
where ξ s > 0.
To proceed, recall that σ
, where B s0 denotes the appropriate lower triangular matrix associated with the Cholesky factorization, and y n − µ t n,s0 = B s0 z n , with z n ∼ N n (0, I n ). Then
It also follows that,
, and let us make the following additional assumptions
Proof. From (13) we find that the expectation of logarithm of the Bayes factor is given by
To evaluate the first part in the above equation, note that
Note that 1 2 log c s < 0, due to (A5). For the second term of (20) we obtain 1 2n
The last term of (20) is given by
so that combining (21), (22) and (23) yields
The result (19) follows from (24).
Our next theorem shows that E s0 1 n log BF n s,s0 + δ s 2 → 0, as n → ∞.
Theorem 2. Under assumptions (A1) -(A6),
as n → ∞.
Instead of proving Theorem 2 we shall prove a stronger version of the theorem in Section 4 in the context of almost sure convergence.
Combining Theorems 1 and 2 and applying Chebychev's inequality, we obtain the following theorem:
Now, let us replace assumption (A3) with the slightly stronger assumption
Proof. For convenience, we shall work with
(28) Now note that
where C is a positive constant. The above result follows by repeated application of the inequality (a + b)
Let us first obtain the asymptotic order of
Substituting (37) in (35) we see that
Let us now obtain the asymptotic order of E s0 y n − µ t n,s0
is univariate normal with mean zero and variancê
Now (A5) holds if and only if there exists
is non-negative definite, for large enough n. Hence, further using (A1) and (A2) to see that µ n,s − µ t n,s0 is uniformly bounded for all n ≥ 1, we obtainσ 2 n = O(n). Hence it follows that
Finally, we deal with E s0 y n − µ t n,s0
, by Lemma B of Serfling (1980) (page 68), it follows that
Substituting (38), (39) and (40) in (29) we obtain
From (24) in the context of the proof of Theorem 1 it follows that
Now it easily follows by substituting (41) and (42) in (28) that
Since q < 3 4 , it is clear that (27) holds. Now Chebychev's inequality, in conjunction with Theorem 4 shows, guarantees that for any η > 0,
which proves almost sure convergence of n −1 log BF n s,s0 to −δ s , as n → ∞. We present this result in the form of the following theorem:
Illustration 1: Linear regression
For illustration of our Bayes factor theory let us first consider the case of linear regression. That is, for i = 1, . . . , n, we let
. This is the well known Zellner's g prior. Here we assume S = {1, 2, . . . , p}, for some p > 1, and s 0 (⊆ S) is the set of indices of the true set of covariates. We assume that the space of covariates is compact. This assumption is sufficient to ensure our requisite uniform boundedness, so that (A1) and (A2) are not explicitly needed. Further, let the set of covariates {x j : j ∈ S} be non-zero.
For i = 1, . . . , n, the mean of β ′ s x i,s is given by
and the covariance between β T s x i,s and β T s x j,s is given by
We first check assumption (A4). For our purpose, let P n,s be the projection matrix on the space of X s . Recall the fact that the eigenvalues of projection matrices can only be zero or one. Also note that the traces of the projection matrices P n,s0 and P n,s are |s 0 | and |s| respectively. Hence,
Now, since P n,s ≤ I n , we have
so that
Substituting (46) in (45) yields
Hence, if g n = O(1), (A4) is satisfied, with ζ s = 1. It follows from Lemma 3 of the Appendix and the observation that eigenvalues of projection matrices are either 0 or 1, that
showing that (A5) (17) holds. Similarly,
so that (A5) (18) holds as well. That (A6) is satisfied is clear from the fact that the eigenvalues of the projection matrices are either zero or 1, and since the eigenvalues are ordered, λ (P n,s ) tends to either 0 or 1, as i → ∞, and assuming those x i,s are chosen such that |s| ≥ |s 0 |, ensures that 0 < c s ≤ 1.
Finally, let us verify (A3). Consider the Kullback-Leibler divergence between the marginal density of y n under model M s and that under model M s0 . This is proportional to
Now observe that by (A6),
Therefore, if we require a positive KL distance between the marginal of y n under the true model M s0 and any other model M s in a limiting sense, which is a natural condition for identifiability of the true model, we require, as n → ∞,
Hence, n −1 ∆ n,s = O(1), as n → ∞. Provided that the limit of n −1 ∆ n,s exists as n → ∞, then along with the above verifications, it is sufficient for weak consistency of the Bayes factor in the linear regression setup. We summarize this in the form of the following theorem.
Theorem 6. Consider the variable selection problem in the linear regression model
, where
. . , p}, for some p > 1, and s 0 (⊆ S) is the set of indices of the true set of covariates. Further assume that the space of covariates is compact, and let the set of covariates {x j : j ∈ S} be non-zero. Then provided that |s| ≥ |s 0 | and n −1 ∆ n,s exists as n → ∞, the following holds:
Almost sure convergence holds if n −1 ∆ n,s = ξ s + O n q−1 , with q < 
Illustration 2: Reproducing Kernel Hilbert Space (RKHS)
A self-contained definition of RKHS has been provided in Rasmussen and Williams (2006) , which we reproduce below.
Definition 1 (RKHS). Let H be a Hilbert space of real functions f defined on an index set X . Then H is called an RKHS endowed with an inner product ·, · H (and norm f H = f, f H ) if there exists a function K : X × X → R with the following properties:
(a) for every x, K(·, x) ∈ H, and
Observe that since
The Moore-Aronszajn theorem (Aronszajn (1950) ) asserts that the RKHS uniquely determines K, and vice versa. Formally, Theorem 7. Let X be an index set. Then for every positive definite function K(·, ·) on X × X there exists a unique RKHS, and vice versa.
Here, by positive definite function K(·, ·) on X × X, we mean
Eigenvalues and eigenfunctions of kernels
for all non-zero functions g ∈ L 2 (X, ν), where L 2 (X, ν) denotes the space of functions squareintegrable on X with respect to the measure ν. Indeed, the subspace H 0 of H spanned by the functions {K(·, x i ); i = 1, 2, . . .} is dense in H in the sense that every function in H is a pointwise limit of a Cauchy sequence from H 0 .
To apply our main theorem to various nonparametric model selection problems based on RKHS we require the concepts of eigenvalues and eigenfunctions associated with kernels. In the following subsection we provide a briefing on these.
We borrow the statements of the following definition of eigenvalue and eigenfunction, and the subsequent statement of Mercer's theorem from Rasmussen and Williams (2006) .
is called an eigenfunction of the kernel K with eigenvalue λ with respect to the measure ν.
As before, we assume that the ordering is chosen such that λ 1 ≥ λ 2 ≥ · · · . The eigenfunctions are orthogonal with respect to ν and can be chosen to be normalized so that
The following well-known theorem (see, for example, König (1986) ) expresses the positive definite kernel K in terms of its eigenvalues and eigenfunctions.
Theorem 8 (Mercer's theorem). Let (X, ν) be a finite measure space and K ∈ L ∞ X 2 , ν 2 be a positive definite kernel. By L ∞ X 2 , ν 2 we mean the set of all measurable functions K : X 2 → R which are essentially bounded, that is, bounded up to a set of ν 2 -measure zero.
For any function K in this set, its essential supremum, given by It is important to note the difference between the eigenvalue λ j (K) associated with the kernel K and λ mat j (Σ n ) where Σ n denotes the n × n Gram matrix with (i, j)-th element K(x i , x j ). Observe that (see Rasmussen and Williams (2006) ):
6.2 Consistency of Bayes factor for Gaussian basis/smoothness selection where, for i = 1, . . . , n, and x i are generated from the probability measure ν. Now substituting x ′ = x i ; i = 1, . . . , n in (49) yields the following approximate eigen system for the matrix Σ n :
where u j is the normalized eigenvector corresponding to the Gram matrix Σ n and eigenvalue λ mat j (Σ n ), and
The √ n factor arises from the differing normalizations of the eigenvector and eigenfunctions. Since φ j are normalized to have unit norm, it holds that
From (50) it follows that λ mat j
Indeed, Theorem 3.4 of Baker (1977) shows that
Consistency of Bayes factor for Gaussian basis/smoothness selection
Let us consider the following nonparametric regression:
where f ∈ H and ǫ ∼ N (0, σ 2 ǫ ). By the above RKHS theory, we may represent the function f ∈ H as pointwise limit, as N → ∞, of
where b > 0 denotes some appropriate parameter. Let us consider the following form of the basis functions: for j = 1, 2, . . .,
where c ≤ c j ≤ c, and b > 0. It is well-known that the above Gaussian functions are positive definite. Hence, they qualify as RKHS basis functions. We assume that for j = 1, . . . , N , The mean function of f N (·), in the limit, is given by
Note that the covariance between f N (x 1 ) and f N (x 2 ), as N → ∞, is given by
Hence, for sufficiently large c and for sufficiently negative c, f
proximately, where "GP" denotes "Gaussian Process". Note that σ 2 f can now be interpreted as the process variance and c b (·, ·) is the correlation function given by
2 , for any x 1 , x 2 , where b > 0 can be interpreted as the smoothness parameter. We denote the exact n-dimensional mean vector in this case by µ n,b and the exact n × n-dimensional covariance matrix by Σ n,b .
True model
Let us assume that the true model is of the form (52) with the same form of the basis function representation as (53), with the same form of the basis function as (54), but with smoothness parameter b 0 . In other words, for the true model, the j-th basis function is given by
where c ≤ c j ≤ c, as before. We also assume the same Gaussian prior for a j,N as before, and that m j,N = m j and σ
for sufficiently large c and for sufficiently negative c. We denote the n-dimensional true mean vector in this case by µ n,b0 and the n × n-dimensional true covariance matrix byΣ n,b0 .
Verification of (A1) -(A6)
From (54) and (57) it is clear that (A1) is satisfied for the models associated with smoothness parameters b and b 0 . Since, by our choice,
is also satisfied.
Consistency of Bayes factor for Gaussian basis/smoothness selection
Assuming that the measure ν of Mercer's theorem corresponds to a Gaussian distribution with mean 0 and variance σ 2 , the eigenvalues and eigenfunctions of the positive definite
are given by (see Zhu et al. (1998) , Rasmussen and Williams (2006) ):
where
. For notational convenience, we shall denote λ mat j by λ j , abusing notation. In what follows, we shall make use of the following:
To verify (A4), we require bounds for tr σ Combining (61), the lower bound provided in Wang and Zhang (1992) and the upper bound presented in Fang et al. (1994) for the trace of products of positive semidefinite Hermitian matrices and (60), we obtain
6.2 Consistency of Bayes factor for Gaussian basis/smoothness selection Assuming that lim
exists, it is clear from (62) that the limit must be at least one. Hence, (A4) holds. Let us now verify (A5). Let us assume that {x j : j = 1, 2, . . .} are such that for all i ≥ 1,
An example of such a sequence is x i = i for i ≥ 1. By
Gerschgorin's circle theorem, evey eigenvalue λ of any n × n matrix A with (i, j)-th element a ij satisfies |λ − a ii | ≤ j =i |a ij |, for at least one i ∈ {1, . . . , n} (see, for example, Lange (2010)). In our case it then follows that the maximum eigenvalue of Σ t n.s0 is bounded above, by M + 1. Then
Similarly, λ 1 σ
Let us now verify (A6). First note that for each n ≥ 1 there exist sequences x
To finally verify (A3) first note that the Kullback-Leibler divergence between the marginal density of y n under the true model M s0 and any other model M s is given by 1 2 [log |A n,s | − n + tr(A n,s ) + ∆ n,s ]. Now, 1 2 log |A n,s | → 0 in this case due to (63), and tr(An,s) n → ζ s (≥ 1) as n → ∞, which follows from our verification of (A4). Hence, in order that the Kullback-Leibler divergence rate is positive to ensure model identifiability, we must have n −1 ∆ n,s ≥ 1 − ζ s , as n → ∞. Since the right hand side is non-positive, the inequality holds trivially. Also, since σ
, as n → ∞. Assuming that the limit of n −1 ∆ n,s exists as n → ∞, it is then evident that (A3) holds.
Since all our assumptions are met with, we summarize the results in the form of the following theorem: 
Bayes factor consistency for selection of stationary versus nonstationary basis/covariance functions
Assume that for all i ≥ 1, j =i exp − b0 2 (x i − x j ) 2 < M < ∞. Also assume that the limit of n −1 ∆ n,s exists as n → ∞ and given by ξ s . Then
Almost sure convergence holds if n −1 ∆ n,s = ξ s + O n q−1 , with q < 3 4 .
Now let us consider the following problem related to the choice of stationary and nonstationary covariance functions. Such problems typically arise in spatial, temporal and spatio-temporal problems.
Consider the positive definite covariance kernels
where p(x) > 0 for all x ∈ X. Then, if C(x, x ′ ) has eigenvalues and eigenfunctions λ j (C) and ψ j (x), the eigenvalues and eigenfunctions ofC(x, x ′ ) are given by λ j (C) = λ j (C) and Rasmussen and Williams (2006) . Thus, if we set
(a > 0) as two competing covariance kernels, the first being stationary and the second nonstationary and the true covariance structure, then the fact that both have the same eigenvalues but different eigenfunctions can be usefully exploited to fit into our Bayes factor theory. Recall that the eigenvalues and eigenfunctions of C b are given by (58) and (59), for all b > 0. By the above method, those associated with C a,b are then trivially obtained.
Note that the nonstationary covariance function is also associated with an RKHS representation. Specifically, let p a (x) = exp −ax 2 , where a > 0, and let us again consider a nonparametric regression of the form (52) with the regression function f being the pointwise limit of f N given by (53), where for j = 1, 2, . . .,
where c ≤ c j ≤ c, a > 0 and b > 0. The functions (65) 
Now, if the true correlation function is
2 and the postulated correlation function isC a,b , then as before assuming that
exactly in the same way as smoothness selection it is seen that the Bayes factor consistently selects the correct model C b0 . If, on the other hand,C a0,b0 is the true correlation function but modeled by C b , then again, with the same assumption
consistency of the Bayes factor is achieved in exactly the same way as before. The key to such simplicity is that both the competing covariance functions have the same forms of eigenvalues. We present the result on Bayes factor convergence in this case in the form of the following theorem. (54) Equivalently, consider the Gaussian process regression of the same form as (52) where 
Theorem 10. Consider the nonparametric regression model given by (52) and (53), where the basis functions are of the forms
f (·) ∼ GP µ b (·), σ 2 f C b (·, ·) or f (·) ∼ GP µ b (·), σ
Bayes factor consistency for covariate selection in RKHS models
factor. If C b0 is true, then assume that for all i ≥ 1,
is true. Also assume that the limit of n −1 ∆ n,s exists as n → ∞, when either of the two models is true, and given by ξ s , depending upon a, b, a 0 , b 0 . Then In the basis functions (54) and (65) we have assumed the centers c j to be deterministic. It is however possible to assume that the centers are samples from some appropriate distribution. If the distribution is assumed to be a zero mean normal with variance σ 2 c , then the correlation is of the same form asC a,b (x 1 , x 2 ). If σ 2 c → ∞, then the correlation function assumes the squared exponential form C b (x 1 , x 2 ). For details, see Rasmussen and Williams (2006) and the references therein. Consequently, our Bayes factor treatment for these cases remain the same as before.
We have already addressed the problem of variable selection in linear regression. Let us now consider the problem of variable selection in nonparametric models of the form (52), where the function is represented by a form similar to (53). In particular, we may consider the following basis functions for the postulated model:
where D 1,s and D 2,s are diagonal matrices of order |s| with all diagonal elements positive, and c j,s are vectors of order |s|. Let the diagonal elements of D 1,s and D 2,s be d 1i and d 2i , respectively, for i = 1, . . . , |s|. As before, we denote the true set of covariates by s 0 . For (68) and (69), the covariance functions are given by + d 1i ) , respectively. Let us denote the correlation functions associated with (70) and (71) by C D1,s andC D3,s,D4,s , respectively. Let Σ n,D1,s and Σ n,D3,s,D4,s denote the n-th order covariance matrices associated with (70) and (71), respectively. Assuming that the measure ν of Mercer's theorem is the iid product of |s| N (0, σ 2 ) densities, for (70) and (71), the j-th eigenvalues are given, respectively, by
where, for k = 1, 2,ã
The rest of the verification remains the same as the previous cases. Below we present our result on Bayes factor consistency for variable selection in models composed of RKHS basis functions of the forms (68) and (69). (52) and (53) Equivalently, consider the Gaussian process regression of the same form as (52) where 
Theorem 11. Consider the nonparametric regression model given by
,s 0 is true. Also assume that the limit of n −1 ∆ n,s exists as n → ∞, when either of the two models is true, and given by ξ s , depending upon the relevant diagonal matrices. Then
where ζ s also depends upon the relevant diagonal matrices. In the above, for notational convenience, we allow the diagonal elements of D 2,s and D 
The case with unknown error variance
So far we have assumed that the error variance σ 2 ǫ is a known quantity. In reality, this may also be unknown and we need to assign a prior on the same. For this purpose we assign the conjugate inverse-gamma prior on σ 2 ǫ with parameters α, β as follows:
Additionally, we modify the assumption (A2) in this section as follows:
, where m j 's and ε j 's satisfy
Note that, here also one can show that ∞ j=1 |a j | < ∞ almost surely. This follows from the fact that given any fixed σ 2 ǫ , ∞ j=1 |a j | < ∞ almost surely, and the fact that the inverse-gamma prior is proper.
Under the modified assumptions the marginal of y n = (y 1 , . . . , y n ) T given σ 2 ǫ is the nvariate normal, given by
where Σ n,s is as given in (10). The marginal density of y n after integrating out σ 2 ǫ is as follows:
which is proportional to the density of multivariate t distribution with location parameter µ n,s , covariance matrix 2β (I n + Σ n,s ), and degrees of freedom 2(α − 1). Therefore, E(y n ) = µ n,s , and V ar(y n ) = 2(α − 1)β (I n + Σ n,s ) /(α − 2). under model s.
Here the Bayes factor of any model s to the true model s 0 is
where Ξ s,s0 = y n − µ n,s0
It follows that
(82) For the purpose of the asymptotic theory related to (82), we replace assumptions (A3) -(A6) with (A3 ′ ) -(A6 ′ ); the modified assumptions remaining the same as before, except σ ǫ is replaced with 1. We use the same notations as before, with the understanding that in all the cases σ ǫ is replaced with 1. Assumption (A1) remains the same as before, but for notational consistency, here we denote this by (A1 ′ ). Also, for convenience we also denote by (A3 ′ ) the previous stronger assumption (A3 ′ ) with σ ǫ replaced with 1. Again, the weaker and stronger versions of (A3 ′ ) lead to weak and strong consistency, respectively, of our Bayes factor. As before, we shall only prove strong consistency with the modified stronger assumption. Thus assumption (A6 ′ ) leads to 1 2n
Also, by the strong law of large numbers,
To deal with Ξ s,s0 /n, let us observe that
Now (38) shows that
is summable. It follows from this and (85) that
Also, it follows in the same way as (39) that
ensuring summability of n −4 E s0 y n − µ t n,s0
4 . This, along with the fact that the mean of y n − µ t n,s0
is zero, guarantees that 1 n y n − µ t n,s0
a.s.
Using (83), (84), (86) and (87) in (82), and assuming that β is large enough such that c −1
We present this result in the form of the following theorem:
Theorem 12. Consider the case with unknown error variance, and assume that c −1
All the illustrations in the known σ ǫ case is easily seen to remains valid when σ 2 ǫ is assigned the inverse gamma prior (75). It is however worth making a remark about verification of (A3 ′ ).
Unlike the known σ ǫ case, n −1 ∆ n,s here is not directly associated with the Kullback-Leibler divergence rate between two multivariate t densities. But as α → ∞, the marginal density m s (y n ) given by (79) converges to a multivariate normal density, and so for large α, n −1 ∆ n,s can be interpreted in the same way as in the known σ ǫ situation. Hence, if one requires that at least for sufficiently large α, the Kullback-Leibler divergence rate must remain positive, then the rest of the argument for verification of (A3 ′ ) remains the same as before. In any case, for verification of (A3 ′ ) we shall assume that the sequence {x i : i = 1, 2, . . .} is so chosen that n −1 ∆ n,s → ξ s , in which case weak consistency of the Bayes factor holds. Strong consistency holds if n −1 ∆ n,s = ξ s + O n q−1 , with q < 
Bayes factor asymptotics for correlated errors
So far we have assumed that ǫ i iid ∼ N (0, σ 2 ǫ ). However, correlated errors play significant roles in time series models. Indeed, except some simple cases, iid errors will not be appropriate for such models. For instance, the problem of time-varying covariate selection in the AR(1) model y t = ρ 0 y t−1 + |s| i=0 β i x it + ǫ t , t = 1, 2, . . ., where ǫ t iid ∼ N (0, σ 2 ǫ ) and ρ 0 is known, admits the same treatment as in variable selection in linear regression considered in Section 5 by treating z t = y t − ρ 0 y t−1 as the data, but if ρ 0 is unknown, such simple method is untenable.
In general, we must allow correlated errors, that is, for ǫ n = (ǫ 1 , . . . , ǫ n ) T ∼ N n 0, σ 2 ǫΣn , the n-dimensional zero-mean normal distribution with covariance matrix σ 
Assumption (A6) must be replaced with
and 1 n log
In (91) and (92), c s andc are such that log c
s −c ≥ 0. As a consequence, δ s now becomes
Illustration 3: Variable selection in autoregressive model
Let us consider the time-varying covariate selection problem in the following AR(1) model: for t = 1, . . . , n,
where y 0 ≡ 0 and |ρ| < 1. Note that the above model admits the following representation
is an asymptotically stationary zero mean Gaussian process with covariance
Let the true model be of the same form as above but with ρ and s replaced with ρ 0 and s 0 , respectively, where |ρ 0 | < 1.
Let
where Z s is the design matrix associated with z t,s ; t = 1, . . . , n. This is again Zellner's g prior, but modified to suit the AR(1) setup. As in the 8.1 Illustration 3: Variable selection in autoregressive model linear regression case we assume S = {1, 2, . . . , p}, for some p > 1, and s 0 (⊆ S) is the set of indices of the true set of covariates. We also assume compactness of the covariate space and that the set of covariates {x j : j ∈ S} is non-zero. For t = 1, . . . , n, the mean of β ′ s z t,s is given by
and the covariance between β T s z i,s and β
We first check assumption (A4). Here let P n,s be the projection matrix on the space of Z s . Hence,
Note that, for given ε > 0 there exists n 0 (ε) ≥ 1 such that for n ≥ n 0 (ε), 1 −
for |ρ| < 1/3. Then by the Gerschgorin's circle theorem, noting that the row sums ofΣ n are bounded above by the middle row sum, we obtain λ n (Σ n ) > ε. It then follows easily using (98) and (99) that tr(A n,s ) = n + O(1), provided g n = O(1). Hence, if g n = O(1), (A4) is satisfied, with ζ s = 1.
To verify (A5) we shall make use of Lemma 3, the observation that eigenvalues of projection matrices are either 0 or 1, and the facts that for symmetric matrices A 1 and A 2 of order n, λ 1 (A 1 + A 2 ) ≤ λ 1 (A 1 ) + λ 1 (A 2 ) and λ n (A 1 + A 2 ) ≥ λ n (A 1 ) + λ n (A 2 ). Further using the Gerschgorin's result ensuring that the eigenvalues ofΣ n andΣ t n are bounded below and above by ε and 2 respectively, for |ρ| < 1/3, we obtain
so that (A5) (18) holds as well.
To verify (A6), we must verify (91) and (92). Note that Lemma 3 ensures
λ n Σt n ; (100)
Since for all n ≥ 1, λ n Σ t n > ε and λ n Σ n > ε for −1/3 < ρ, ρ 0 < 1/3. Let
n,s0 C 0n is positive definite. Combining this with (100) and the above arguments shows that λ i
as n ≥ i → ∞. In other words, for r ∈ {0, 1}, as n ≥ i → ∞,
If |ρ 0 | ≤ |ρ|, then, provided the limit of
exists and is given by c s as n ≥ i → ∞, it follows from (102) that 0 < c s ≤ 1. Also note that in this example,
Indeed, log c −1
s −c ≥ 0 and equality holds if r = 0. Thus, (91) and (92) stand verified. Finally, let us verify (A3). Consider the Kullback-Leibler divergence between the marginal density of y n under model M s and that under model M s0 . This is proportional to log |A n,s | − n + tr (A n,s ) + X s β 0,s − X s0 β 0,s0
Illustration 4: Variable and order selection in linear regression with autoregressive errors
Now observe that by (A6), 1 n log |A n,s | → log c s +c, if |s| > |s 0 | and |ρ| ≥ |ρ 0 |. Also, under our set-up, tr (A n,s ) = n + O(1).
Provided that the limit of n −1 ∆ n,s exists as n → ∞, then along with the above verifications, it is sufficient for weak consistency of the Bayes factor in the linear regression setup. We summarize this in the form of the following theorem. 
Consider the following regression model with autoregressive errors: for t = . . . , −2, −1, 0, 1, 2, . . .,
Details of such model can be found, for example, in Shumway and Stoffer (2006) . Let ρ(h) denote the lag h autocorrelation function ofǫ t . The form of ρ(h) can be obtained in the following manner (see Shumway and Stoffer (2006) where φ q = 0, and letz 1 , . . . ,z k be the roots of φ(z), with multiplicities m 1 , . . . , m k , respectively, where k j=1 m j = q. The autocorrelation function ofǫ t is then of the form (see Shumway and Stoffer (2006) )
where P j (h) is a polynomial in h of degree m j − 1. If the rootsz 1 , . . . ,z k are all real, then ρ(h) tends to zero exponentially fast as h → ∞. As before, we consider the g-prior on the regression coefficients β s . Let the true model be of the same form as (105) with s, q, φ = (φ 1 , . . . , φ q ) T and ρ(h)
replaced with s 0 , q 0 , φ 0 = (φ 01 , . . . , φ 0,q0 ) T and ρ 0 (h) respectively. In similar lines as before,
we then have the following theorem on Bayes factor convergence in this example. 
where f ∈ H is represented as pointwise limit of (53)) as N → ∞. Let the basis functions be of the forms (68) In the above time series examples, we have assumed σ ǫ and σ 2 ω to be fixed. However, as before, the inverse gamma prior (75) of Section 7 leaves all our results intact.
9 Bayes factor convergence when the true model is not contained in the postulated model space
For simplicity suppose that M 0 is the true model but is not contained in the model space consisting of the two models M 1 and M 2 . Assume that for j = 1, 2, 1 n log BF
Mj M0
→ −δ j , as n → ∞, either almost surely, or in probability, where δ j > 0. Then, for comparing M 1 and M 2 , we have 1 n log BF
M1 M2
→ −(δ 1 − δ 2 ), almost surely, or in probability, as n → ∞. This result also holds in all our cases and is practically quite useful, since in very many real applications the true model is likely to be misspecified. For instance, in the variable selection problem with 2 p possible configurations where p is large, it is unlikely that our "feasible" model space will contain the true configuration. Also, the true smoothness parameter b 0 or the true AR(1) coefficient ρ 0 , or the true φ 0 in the AR(q) problem, are unlikely to be included in our feasible model space.
