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Abstract—Future wireless communications systems are
expected to support multi-service operation, i.e. especially
multi-rate as well as multi-level quality of service (QoS)
requirements. This evolution is mainly driven by the success
of the Internet of Things (IoT) and the growing presence
of machine type communication (MTC). Whereas in the
last years information in wireless communication systems
was mainly generated or at least requested by humans
and was also processed by humans, we can now see a
paradigm shift since so-called machine type communication
is gaining growing importance. Along with these changes
we also encounter changes regarding the quality of service
requirements, data rate requirements, latency constraints,
different duty cycles et cetera. The challenge for new
communication systems will therefore be to enable different
user types and their different requirements efficiently.
In this paper, we present partly overloaded spreading
sequences, i.e. sequences which are globally orthogonal and
sequences which interfere with a subset of sequences while
being orthogonal to the globally orthogonal sequences.
Additionally, we are able to vary the spreading factor
of these sequences, which allows us to flexibly assign
appropriate sequences to different service types or user
types respectively. We propose the use of these sequences
for a CDMA channel access method which is able to flexibly
support different traffic types.
I. INTRODUCTION
The ability to efficiently support different traffic types
with different requirements is a crucial one for today’s
wireless systems and is expected to gain even more
importance in the future, along with but not limited
to the success of the Internet of Things (IoT) and the
proceeding of industrial communication technologies.
One specific example of a system, which would benefit
of supporting different traffic types simultaneously and
which we would like to address, would be a wireless
communication system in an industrial environment. In
today’s production sites, wireless communication sys-
tems are serving either human purposes (in the follow-
ing referred to as “best-effort traffic”) or non-human
purposes (in the following referred to as “machine-type
traffic”) exclusively, because a flexible support of both
traffic types is not possible, which leads to a waste
of spectrum. In accordance with what intuition would
tell us, analysis of machine-to-machine (M2M) traffic
reveals that it has got specific features which hold true
for most cases [1]. In table I, the different message
TABLE I
CHARACTERISTICS OF BEST-EFFORT AND MACHINE-TYPE TRAFFIC
Parameter best-effort traffic machine-type traffic
packet length long short
number of packets low high
duty cycle high low
traffic direction downlink- uplink-
dominant dominant
latency constraints medium medium up to
real-time
traffic generation human triggered periodic or
event-driven
Bit Error Rate medium high up to
requirements ultra-reliable
characteristics for best-effort and for machine-type traffic
are shown. Our idea, that we would like to present in
the following sections, is to use a CDMA-based MAC
which possesses two subsets of spreading sequences,
as depicted in figure 1, which can be assigned to a
corresponding traffic type. The first subset of sequences
is consisting of sequences which are mutually orthogonal
to every other sequence in this subset and in ever other
subset of sequences. The second subset of sequences is
consisting of sequences which are mutually orthogonal
to every sequence in the first subset but interfere with
sequences in the second subset of sequences. Intuition
suggests to assign sequences of the first group of se-
quences to traffic with high bit error rate requirements,
i.e. machine-type traffic, while assigning sequences of
the second group of sequences to traffic with lower
reliability requirements, i.e. best-effort traffic. In a sec-
ond step, we would like to combine this idea with a
variable spreading factor to gain additional flexibility.
Assuming a constant frame length, we then have a total
of three degrees of freedom: the FEC coding rate, the
spreading factor and the amount of overloading in the
CDMA system. The rest of this paper is organized as
follows: in the following section, an overview of related
work is given. In section III, the generation of our
proposed spreading sequences is explained. Section IV
explains the support of variable spreading factors within
the proposed CDMA system. In section V, numerical
evaluations using computer simulations are performed.
A conclusion is drawn in section VI.
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Fig. 1. Partition of spreading sequences
II. RELATED WORK
The CDMA MAC we are proposing in this paper is
related to different topics already known in the literature
which we would like to shortly mention in the following.
1) Hadamard Matrices: The spreading sequences
used in this paper are based on a well-known family
of orthogonal spreading sequences called Hadamard se-
quences [2] [3]. A family F = {fi(t)|i = 1, 2...N}
of N binary sequences is called orthogonal, if any two
sequences x(v) and y(v) of length N = 2n are mutually
orthogonal, i.e. their synchronous cross-correlation
Cx,y =
N−1∑
v=0
x(v) · y(v), (1)
is zero.
A matrix H consisting of N different sequences of
length N , forming an N×N matrix is called a Hadamard
matrix, if the following equation applies:
H ·HT = HT ·H = N · I (2)
with I being the identity matrix and HT being the
transposed matrix H .
2) Orthogonal Variable Spreading Factor: To sup-
port multi-rate operation within a CDMA system, the
orthogonal variable spreading factor (OVSF) code has
been introduced in the literature [4]. The idea is to use
Hadamard codes of different lengths and to organize
them in a tree structure according to figure 2. The gen-
eration of the sequences differs slightly from Sylvester’s
method [2] and is defined recursively leading to the
following sequence of matrices:
H1 =
(
1
)
, H2n =
(
H2n−1 ⊗ (1, 1)
H2n−1 ⊗ (1,−1)
)
, (3)
with ⊗ being the Kronecker product. As we can easily
check using equation 2, the generated matrices are
Hadamard matrices. As a consequence, codes of the
same layer are orthogonal. Additionally, any two codes
of different layers are also orthogonal as long as one of
them is not a mother code of the other.
C1,1=(+)
C2,1=(+,+)
C2,2=(+,-)
C4,1=(+,+,+,+)
C4,2=(+,+,-,-)
C4,3=(+,-,+,-)
C4,4=(+,-,-,+)
C8,1=(+,+,+,+,+,+,+,+)
C8,2=(+,+,+,+,-,-,-,-)
C8,3=(+,+,-,-,+,+,-,-)
C8,4=(+,+,-,-,-,-,+,+)
C8,5=(+,-,+,-,+,-,+,-)
C8,6=(+,-,+,-,-,+,-,+)
C8,7=(+,-,-,+,+,-,-,+)
C8,8=(+,-,-,+,-,+,+,-)
Fig. 2. Orthogonal Variable Spreading Factor (OVSF) code tree
3) Overloaded CDMA: As we could see, an orthog-
onal set of Hadamard codes of length N consists of N
different sequences which are mutually orthogonal. If we
are in need of more than N different spreading sequences
and are not intending to increase the code length, i.e. the
spreading factor (SF), we have to add sequences which
are not mutually orthogonal to every other sequence of
the Hadamard set and thus bring additional interference
with them. This technique is called overloaded CDMA
and is well known in the literature [5]. Following the
notation of [6] and [7], the maximum cross-correlation
between an additional sequence f of length N and every
sequence hi in the Hadamard code set H is defined as
Cf = max
i
Cf,(hi+i0) (4)
where i0 is the all-zero or the all-one sequence of length
N . Furthermore, the authors of [6] and [7] also stated the
minimum achievable correlation value for all sequences
f, Cmin(N) = min
f
Cf which is given by
Cmin(N) = 2
n/2 =
√
N (5)
for any even integer n. Additional sequences fulfilling
equation (5) and thus minimizing additional interference
are referred to as “Quasi-orthogonal sequences” in the
literature. In [6], quasi-orthogonal sequences for the
use in CDMA systems are described. The authors of
[7] combine this approach with a variable spreading
factor and use these sequences in a multi-carrier CDMA
system supporting multiple classes of users with respect
to different data rates only. To the best of the authors
knowledge, a CDMA system using only partly over-
loaded spreading sequences and supporting multiple QoS
levels is not yet published in the literature.
4) Trade-Off between CDMA and FEC: Improving
signal robustness by adding additional information can
either be done by applying channel coding or by increas-
Fig. 3. Overloaded Hadamard set
ing the spreading factor. This trade-off is investigated for
a multi-carrier CDMA system in [8].
III. PARTLY OVERLOADED SPREADING SEQUENCES
For our approach, we generate the spreading se-
quences as follows. First of all we start with the gen-
eration of spreading sequences with SF = 2n according
to equation (3), which leads to a Hadamard matrix.
On the left-hand side of figure 3 the corresponding
Hadamard matrix of SF = 8 is shown as an example.
We are considering every row of this matrix as being
one spreading sequence. As it is known in the literature
[9], we are allowed to interchange columns (as well as
rows) of a Hadamard matrix which will lead to another
Hadamard matrix of SF = 8. Since, as we can observe,
neighboring columns of the above half of our Hadamard
matrix are equal, this subset of spreading sequences does
not change, when we interchange these columns. In the
below subset however, we create additional spreading
sequences by interchanging these columns. Using equa-
tion (2), it can be shown, that this new matrix, consist-
ing of the original Hadamard matrix with interchanged
columns is also a Hadamard matrix. The new spreading
sequences are of course also orthogonal to the unchanged
above part of the spreading matrix, but bring additional
interference with the original below part of the matrix. A
code set consisting of sequences of length 8 is depicted
in figure 3.
IV. PARTLY OVERLOADED SPREADING SEQUENCES
WITH VARIABLE SPREADING FACTOR
As we already stated, in a second step, we now would
like to combine the proposed partly overloaded spreading
sequences with the idea of a variable spreading factor,
which leads to a maximum of flexibility. To do so, we
arrange the sequences described in the preceding section
on a code tree, as it is known with standard OVSF codes
(cf. figure 4). This leads us to a code tree, which has the
following properties:
• All spreading sequences of the upper half of the
code tree are mutually orthogonal to every other
sequence in the same layer and to every other code
Fig. 4. Partly Overloaded Variable Spreading Factor code tree
in the tree, as long as one sequence is not a mother
code of the second sequence.
• In the lower half of the code tree, overloading
is occurring as soon as more than one code per
branch and layer is assigned. If not, the code tree
is equivalent to a standard OVSF code tree.
• Depending on our constraints concerning latency,
throughput and bit error rate, when can now choose,
whether to invest resources in a larger spreading
factor SF , in a lower code rate or in a more robust
modulation order.
V. SIMULATION
As already stated, we have several parameters which
affect the system performance w.r.t. BER, PER and
throughput:
• the spreading factor (SF)
• the signal to noise ratio (SNR)
• the number of users (NU ), which effects the amount
of overloading in the system
• the sending probability of every user (PS), which
is also related to the overloading
• the FEC code rate
• the modulation order.
In order to enable a numerical evaluation the presented
spreading sequences, a simulation has been performed
which will be described in the following.
A. Setup
We simulated a setup with the parameters shown in
table II. Please note, that these parameters can vary in
some simulations, so that the values stated in table II
hold true if not otherwise stated.
The signal processing chain consists of the following
components: a data source, the digital modulation, the
TABLE II
SIMULATION SETUP
Parameter Machine-type Best-Effort
Number of users NMT = 4 NBE = 6
Number of iterations
per simulation 10.000
Sending probability PS = 0.5
Packet length 128 Bit
Spreading Factor SF = 8
Modulation QPSK
FEC code rate 1
Signal to noise ratio (SNR) 10 dB
Synchronization perfect
Channel Estimation perfect
spreading, an AWGN channel, the despreading, the de-
modulation and a data sink. These components will now
be described in detail.
1) Data Source: In our simulation, we use a simple
packet source, which is generating packets with a length
of 128 Bit and with a probability of PS .
2) Digital Modulation: We use QPSK modulation
where not stated otherwise.
3) Spreading: The modulated user data vectors Ai
are then spread using the spreading code vectors Ci by
applying the Kronecker product, yielding to the spread
signal Si:
Si = Ai ⊗ Ci. (6)
4) Channel Model: Since in this paper, we focus on
the performance of the proposed spreading sequences,
we assume, that channel distortions have been equalized
by some preceding processing steps (e.g. when CDMA is
used within a MC-CDMA system) and that only AWGN
is applied to the CDMA part of the system. The spreaded
user signals Si are however superposed yielding to the
signal S:
S =
NU∑
i=1
Si. (7)
5) Despreading: The despreading of the spreaded
signal S is done by multiplying the repeated code vectors
Cˆi = (Ci, Ci, ..., Ci) for NB times component-wise with
S, yielding to the despread user signal D˜i:
D˜i = Cˆi  S, (8)
with  being the Hadamard product. Finally the de-
spread user signal for the ith user Di is achieved by
applying “integrate and dump” to D˜i:
Di = (di,1, ..., di,NB ) (9)
with
di,j =
j·SF∑
x=(j−1)·SF+1
˜di,x/SF. (10)
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Fig. 5. BER vs. SNR
6) Data Sink: In the data sink, the Bit Error Rate
(BER) is calculated. BER over all NI iterations and all
users NU is calculated as
BER =
∑NI
a=1
∑NU
i=1
∑NB
j=1 ‖dai,j − uai,j‖
NI ·NU ·NB (11)
with dai,j being the jth received bit of the ath packet of
user i.
B. Results
Next, some simulation results are presented. To this
purpose, the system performance is investigated as a
function of the SNR, number of users, and sending
probability. In a second step, the trade-off between FEC
code rate, spreading factor and modulation order is
investigated.
1) Variation of the SNR: In a first simulation, we
would like to investigate the system performance for
different Signal-to-noise ratios (SNRs). Therefore, the
SNR is varied from 0dB to 20dB in steps of 1dB. The
result of this simulation is depicted in figure 5. As we can
observe, the bit error rate (BER) of best-effort traffic in
this scenario (NU = 10 and PS = 0.5, i.e. overloading
occurs) is hardly improving with better SNR, whereas
the BER of machine-type traffic improves dramatically.
This shows, that orthogonality of machine-type users
and their spreading sequences can be maintained while
overloading best-effort users. The dashed curve shows
the BER performance of a pure Hadamard set with
SF = 8 for the sake of comparison. Since a Hadamard
set of spreading sequences with SF = 8 is able to
support up to NH = 8 different users, the sending
probability P̂S has been set to
P̂S =
NU
NH
× PS = 10
8
× 0.5 = 0.625 (12)
to ensure a realistic comparison. As we can observe,
the BER performance of this pure Hadamard set with
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Fig. 7. BER of machine-type traffic users vs. number of users
SF = 8 is identical to the performance of our proposed
sequences for the case of machine-type traffic.
2) Variation of the sending probability: In a second
step, we are intending to investigate the impact of the
sending probability on the system performance. For this
purpose, PS is varied from 0% to 100% in steps of 10%
and the result is depicted in figure 6. As one would
expect, the Bit Error Rate (BER) for both machine-type
as well as best-effort traffic worsens with a growing
sending probability. Due to its orthogonality, machine-
type traffic has a better BER with about two to three
orders of magnitude difference.
3) Variation of the number of users: Furthermore, we
investigated the influence of the number of users in the
system, both for best-effort type users as well as for
machine-type traffic users. The results are depicted in
figure 7 for the BER of the machine-type users and in
figure 8 for best-effort traffic users.
As we can see, the BER in both cases worsens, as
soon as overloading occurs, i.e. NBE > 4. Due to the
orthogonality in the case of machine-type traffic, this
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Fig. 8. BER of best-effort traffic users vs. number of users
group of users experiences a better BER with at least
two orders of magnitude compared to the users with best-
effort traffic.
4) Investigation of the trade-off between FEC code
rate and spreading factor: In a last simulation, we
investigated the the trade-off between FEC code rate
and spreading factor. In order to do so, we calculated
the BER vs. the sending probability of ten users. The
results are depicted in figure 9. We observe, that for
best-effort traffic, investing in a higher spreading factor
returns with lower BER with four orders of magnitudes.
This is because in this case of SF = 16 the system is not
overloaded and orthogonality is maintained for the best-
effort type users as well. Applying a convolutional code
with code rate 1/2 brings no benefit in terms of BER for
best-effort users, as we can see when comparing to the
orange dashed line, which is equivalent to the illustration
in figure 6 and was included for the sake of comparison.
For machine-type traffic, an increased spreading factor
of SF = 16 results in a BER gain of two orders of
magnitude compared to the overloaded case, which is
represented by the blue dashed line. Since in the case of
SF = 16 the user spreading sequences are equivalent to
standard Hadamard sequences, the performance w.r.t. to
BER for machine-type as well as best-effort type users
is identical. The application of the FEC with code rate
1/2 to machine-type traffic resulted in no bit errors and
is therefore not shown in figure 9. Since machine-type
users usually have strict requirements concerning the
BER, the application of FEC would be the better choice
compared to an increased spreading factor in this case.
VI. CONCLUSION
When thinking of wireless industrial communication
systems, the challenge of efficiently combining machine-
type traffic as well as best effort traffic with one MAC
method is a crucial one. In this paper, we have presented
a CDMA-based approach which looks promising in this
context. As we have shown with the proposed CDMA
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Fig. 9. BER vs Sending Probability for different values of SF and
FEC code rate
MAC it is possible to overload parts of the system,
enabling a higher number of users with lower require-
ments w.r.t. BER, while maintaining orthogonality for
users with strict BER requirements. This means that
with the proposed sequences, we are able to support
Hadamard-equivalent performance regarding BER for
one part of the users while allowing to increase the
overall number of users, in particular users with less
strict BER requirements and rather low sending proba-
bility, at the same time. The proposed MAC is therefore
particularly appropriate, if the user group with lower
BER requirements has a low sending probability as for
example in wireless sensor networks.
VII. FUTURE WORK
As we have shown in this paper, the proposed CDMA-
based MAC is a promising candidate when the efficient
combination of machine-type traffic as well as best effort
traffic in the same system is required. In the future
it would be preferable to investigate this using higher
spreading factors. It is expected, that the advantages
of the proposed MAC increase with higher spreading
factors, mainly for two reasons:
1) For higher spreading factors, the additional inter-
ference per spreading sequence is relatively small.
2) With higher spreading factors, more additional
spreading sequences, generated according to this
paper, are available.
It would be interesting to investigate scenarios with
lots of users with only best-effort requirements and low
sending probability.
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