We present reduction and reconstruction procedures for the solutions of symmetric stochastic differential equations, similar to those available for ordinary differential equations. The general methods introduced in the first part of the paper are then adapted to the Hamiltonian case, which is studied with special care and illustrated with several examples.
Introduction
Symmetries have historically played a role of paramount importance in the study of dynamical systems in general (see [GS85, GS02, ChL00] , and references therein) and of physical, mechanical, and Hamiltonian systems in particular (see for instance [AM78, MR99, OR04] for general presentations of the subject, historical overviews, and references). The presence of symmetries in a system usually bring in its wake the occurrence of degeneracies, conservation laws, and invariance properties that can be used to simplify or reduce the system and hence its analysis. In trying to pursue this strategy, researchers have developed powerful mathematical tools that optimize the benefit of this approach in specific situations.
The impressive volume of work that has been done in this field over the centuries does not have a counterpart in the context of stochastic dynamics, probably because most symmetry based mathematical tools are formulated using global analysis and Lie theory in an essential way, and this machinery has been adapted to the stochastic context relatively recently [M81, M82, Sch82, E82, E89] . As we will show in this paper, most of the symmetry based techniques available for dynamical systems can be formulated and taken advantage of when studying stochastic differential equations.
In a first approach, symmetry based techniques can be roughly grouped into two separate procedures, namely, reduction and reconstruction. Reduction is explicitly implemented by combining the restriction of the system to dynamically invariant submanifolds whose existence is implied by its symmetries and by eliminating the remaining symmetry degeneracies through projection to an appropriate orbit space. Even if the space in which the system is originally formulated is Euclidean, the resulting reduced space is most of the time a non-Euclidean manifold hence showing the importance of global analysis in this context. The reduction procedure yields a dimensionally smaller space in which the symmetry degeneracies have been eliminated and that should, in principle, be easier to study; in the stochastic context, reduction has the added value of being able in some instances to isolate the non-stochastic part of the dynamics (see the example on collective motion in Section 5.1).
If once the reduced system has been solved we want to come back to the original one, we need to reconstruct the reduced solutions. In practice, this is obtained by horizontally lifting the reduced motion France. Juan-Pablo.Ortega@univ-fcomte.fr using a connection and then correcting the result with a curve in the group that satisfies certain first order differential equation. The strategy of combining reduction and reconstruction in the search for the solutions of a symmetric dynamical system, splits the task into two parts, which most of the time simplifies greatly the problem.
In this paper we show how the symmetries of stochastic differential equations can be used to carry out reduction and reconstruction in ways similar to those available for their deterministic counterparts. We start in Section 2 by introducing the notion of group of symmetries of a stochastic differential equation and by studying the associated invariant submanifolds. The reduction and reconstruction procedures are presented in Section 3; reconstruction is carried out using the horizontal lifts for semimartingales introduced by [S82, C01] . Section 4 is dedicated to reduction and reconstruction in the stochastic Hamiltonian category. Stochastic Hamiltonian systems where introduced in [B81] and generalized in [LO07] to accommodate non-Euclidean phase spaces and stochastic components modeled by arbitrary semimartingales and not just Brownian motion. Given the generic non-Euclidean character of reduced spaces, the generalization in [LO07] is in this context of much relevance. It is worth mentioning that, as it was already the case for deterministic Hamiltonian systems, stochastic Hamiltonian systems are stable with respect to symplectic and Poisson reduction; in short, the reduction of a stochastic Hamiltonian system is again a stochastic Hamiltonian system. In Section 5 we present several (Hamiltonian) examples. The first one (Section 5.1) has to do with deterministic systems in which a stochastic perturbation is added using the conserved quantities associated to the symmetry (collective perturbation); such systems share the remarkable feature that symplectic reduction eliminates the stochastic part of the equation making the reduced system deterministic. In Section 5.2 we study the symmetries of stochastic mechanical systems on the cotangent bundles of Lie groups. In this situation, the reduction and reconstruction equations can be written down in a particularly explicit fashion that has to do with the Lie-Poisson structure in the dual of the Lie algebra of the group in question. A particular case of this is presented in Section 5.3 where we analyze two different stochastic perturbations of the free rigid body: one of them models the dynamics of a free rigid body subjected to small random impacts and the other one an "unbolted" rigid body that is not completely rigid.
Symmetries and conservation laws of stochastic differential equations
Let M and N be two finite dimensional manifolds and let (Ω, F , {F t | t ≥ 0}, P ) be a filtered probability space. Let X : R + × Ω → N be a N -valued semimartingale. Using the conventions in [E89] , a Stratonovich operator from N to M is a family {S(x, y)} x∈N,y∈M such that S(x, y) : T x N → T y M is a linear mapping that depends smoothly on its two entries. Let S * (x, y) : T * y M → T *
x N be the adjoint of S(x, y).
We recall that a M -valued semimartingale Γ is a solution of the the Stratonovich stochastic differential equation δΓ = S(X, Γ)δX (2.1) associated to X and S, if for any α ∈ Ω(M ), the following equality between Stratonovich integrals holds:
We will refer to X as the noise semimartingale or the stochastic component of the stochastic differential equation (2.1). We also recall that stochastic differential equations can be formulated using Itô integration by associating a natural Schwartz operator S : τ x N → τ y M on the second order tangent bundles, to the Stratonovich operator S; see [E89] and references therein for the details. (2.2)
As it was already the case in standard deterministic context, the symmetries of a stochastic differential equation imply degeneracies at the level of its solutions, as we spell out in the following proposition.
which shows that φ (Γ) is a solution of (2.1).
The symmetries that we are mostly interested in are induced by the action of a Lie group G on the manifold M via the map Φ : G × M → M . Given (g, z) ∈ G × M , we will usually write g · z to denote Φ (g, z). We also introduce the maps
Definition 2.3 We will say that the stochastic differential equation (2.1) is G-invariant if, for any g ∈ G, the diffeomorphism Φ g : M → M is a symmetry in the sense of Definition 2.1. In this situation we will also say that the Stratonovich operator S is G-invariant.
Given a solution Γ of a G-invariant stochastic differential equation, Proposition 2.2 provides an entire orbit of solutions since for any g ∈ G, the semimartingale Φ g (Γ) is also a solution. Apart from degeneracies, the presence of symmetry in a stochastic differential equation is also associated with the occurrence of conserved quantities and, more generally, with the appearance of invariant submanifolds.
Definition 2.4 Let Γ be a solution of the stochastic differential equation (2.1) and let L be an immersed submanifold of M . Let ζ be the maximal stopping time of Γ and suppose that Γ 0 (ω) = Z 0 , where Z 0 is a random variable such that Z 0 (ω) ∈ L, for all ω ∈ Ω. We say that L is an invariant submanifold of the stochastic differential equation if for any stopping time τ < ζ we have that Γ τ ∈ L.
Proposition 2.5 Let X : R + × Ω → N be a N -valued semimartingale and let S : T N × M → T M be a Stratonovich operator. Let L be an immersed submanifold of M and suppose that the Stratonovich operator S is such that Im (S(x, y)) ⊂ T y L, for any y ∈ L and any x ∈ N . Then, L is an invariant submanifold of the stochastic differential equation (2.1) associated to X and S.
Proof. By hypothesis, the Stratonovich operator S :
for any x ∈ N and y ∈ L. Let Γ L be the semimartingale in L that is a solution of the Stratonovich stochastic differential equation
which proves the statement. Indeed, for any α ∈ Ω(M ),
Since Γ L satisfies (2.4) and
that is, δΓ = S(X, Γ)δX, as required.
We now use Proposition 2.5 to show that the invariant manifolds that can be associated to deterministic symmetric systems are also available in the stochastic context. Let M be a manifold acted properly upon by a Lie group G via the map Φ : G × M → M . The properness hypothesis on the action implies that (the connected components of) the isotropy type submanifolds defined by M I := {z ∈ M | G z = I}, are embedded submanifolds of M for any isotropy subgroup I ⊂ G of the action. Proof. The properness of the action guarantees that for any isotropy subgroup I ⊂ G and any z ∈ M I ,
(2.5)
Hence, for any z ∈ M I and g ∈ I, the G-invariance of the Stratonovich operator S implies that
which by (2.5) implies that S (x, z) ∈ T z M I . The invariance of the isotropy type manifolds follows then from Proposition 2.5 .
Reduction and reconstruction
This section is the core of the paper. In the preceding paragraphs we explained how the symmetries of a stochastic differential equation imply the existence of certain conservation laws and degeneracies; reduction is a natural procedure to take advantage of the former and eliminate the latter via a combination of restriction and passage to the quotient operations. The end result of this strategy is the formulation of a stochastic differential equation with the same noise semimartingale but whose solutions take values in a manifold that is dimensionally smaller than the original one, which justifies the term reduction when we refer to this process. Smaller dimension and the absence of symmetry induced degeneracies usually make the reduced stochastic differential equation more tractable and easier to solve. The gain is therefore clear if once we have found the solutions of the reduced system, we know how to use them to find the solutions of the original system; that task is feasible and is the reconstruction process that will be explained in the second part of this section. 
such that if Γ is a solution semimartingale of the stochastic differential equation associated to S and X, with initial condition Γ 0 ⊂ M I , then so is Γ MI /LI := π I (Γ) with respect to S MI /LI and X, with initial condition π I (Γ 0 ). We will refer to S MI /LI as the reduced Stratonovich operator and to Γ MI /LI as the reduced solution.
Proof. The statement about M I /L I being a regular quotient manifold is a standard fact about proper group actions on manifolds (see for instance [DK99] ). Now, observe that S MI /LI :
, then there exists some g ∈ L I satisfying z 2 = Φ g (z 1 ) (we use the same symbol Φ to denote the G-action on M and the induced L I -action on M I ). Hence,
where the G-invariance of S has been used. Let now Γ be a solution semimartingale of the stochastic differential equation associated to S and X with initial condition Γ 0 ⊂ M I . The G-invariance of S implies via Proposition 2.6 that Γ ⊂ M I and hence Γ MI /LI := π I (Γ) is well defined. In order to prove the statement, we have to check that for any one-form
This equality follows in a straightforward manner from (3.1). Indeed,
We are now going to carry out the reverse procedure, that is, given an isotropy subgroup I ⊂ G and a solution semimartingale Γ MI /LI of the reduced stochastic differential equation with Stratonovich operator S MI /LI we will reconstruct a solution Γ of the initial stochastic differential equation with Stratonovich operator S. In order to keep the notation not too heavy we will assume in the rest of this section that the G-action on M is not only proper but also free, so that the only isotropy subgroup is the identity element e and hence there is only one isotropy type submanifold, namely M e = M . The general case can be obtained by replacing in the following paragraphs M by the isotropy type manifolds M I , and G by the groups L I .
We now make our goal more precise. The freeness of the action Φ : G × M → M guarantees that the canonical projection π : M → M/G is a principal bundle with structural group G. We saw in the previous theorem that for any solution Γ of a stochastic differential equation associated to a G-invariant Stratonovich operator S and a N -valued noise semimartingale X, we can build a solution Γ M/G = π (Γ) of the reduced stochastic differential equation associated to the projected Stratonovich operator S M/G introduced in (3.1) and to the stochastic component X. The main goal of the paragraphs that follow is to show how to reconstruct the dynamics of the initial system from solutions Γ M/G of the reduced system. As we will see in Theorem 3.2, any solution Γ of the original stochastic differential equation may be written as
We start by picking A ∈ Ω 1 (M ; g) (g is the Lie algebra of G) an auxiliary principal connection on the left principal G-bundle π : M → M/G and let T M = Hor ⊕ Ver be the decomposition of the tangent bundle T M into the Whitney sum of the horizontal and vertical bundles associated to A. Analogously, the cotangent bundle T * M admits a decomposition T * M = Hor * ⊕ Ver * where, by definition, Hor * z := (Ver z )
• is the annihilator of the vertical subspace Ver z at a point z ∈ M and Ver * z := (Hor z )
• is the annihilator of the horizontal subspace. Hence, any one form α ∈ Ω (M ) may be uniquely written as α = α H + α V with α H ∈ Hor * and α V ∈ Ver * . A section of the bundle
Let Γ M/G ⊂ M M/G be a solution of the reduced stochastic differential equation associated to the Stratonovich operator S M/G , and with stochastic component X : R + × Ω → V as in Theorem 3.1 . As we claimed, we are going to find a solution Γ to the original G-invariant stochastic differential equation associated to S, such that π (Γ) = Γ M/G with a given initial condition Γ 0 . We start by horizontally
where (3.2) is a g-valued integral. More specifically, let {ξ 1 , ..., ξ m } be a basis of the Lie algebra g and let
The condition (3.2) is equivalent to α, δd = 0 for any vertical one-form α ∈ Ω (M ) (see [C01, page 1641]) which, in turn, implies
is a solution of the stochastic differential equation associated to the Stratonovich operator S and the N -valued noise semimartingale X.
Let g ∈ G, z ∈ M . It is easy to see that
Where G · z denotes the G-orbit that contains the point z ∈ M . Therefore, the map
is an isomorphism. Let
Finally, we define a dual Stratonovich operator between the manifolds G and M × N as 
with initial condition g Remark 3.3 As we already pointed out, Theorem 3.2 is also valid when the group action is not free. In that situation, one is given a solution of the reduced stochastic differential equation on the quotient M I /L I , with I an isotropy subgroup of the G-action on M . The correct statement (and the proof that follows) of the reconstruction theorem in this case can be obtained from the one that we just gave by replacing M by the isotropy type manifold M I and G by the group L I .
Proof of Theorem 3.2.
In order to check that Γ = g Ξ · d is a solution of the original stochastic differential equation we have to verify that for any α ∈ Ω(M ),
), the statement in [S82, Lemma 3.4] allows us to write
We split the verification of (3.9) into two cases:
is a solution of the reduced system, that is,
for any η ∈ Ω (M/G). This implies by (3.1) that
Recall also that T z Φ g sends the horizontal space Hor z to Hor g·z and the vertical space Ver z to Ver g·z . Moreover, since α is horizontal, Φ * g α = α for any g ∈ G. Therefore,
and hence (3.9) holds.
(ii) α ∈ Ω (M ) is vertical. Since α is vertical, so is Φ * g Ξ α as a T * M -valued process. Therefore, Φ * g Ξ α, δd = 0 by (3.4). Thus, using (3.10),
and hence (3.9) also holds whenever α ∈ Ω (M ) is vertical, as required.
The stochastic phase g Ξ introduced in the Reconstruction Theorem admits another characterization that we present in the paragraphs that follow. Let {ξ 1 , ..., ξ m } be a basis of g, the Lie algebra of G and
are the components of the auxiliary connection A ∈ Ω 1 (M ; g) in this basis. Consider the g-valued semimartingale
with initial condition g 0 = e. The symbol L g : G → G denotes the left translation map by g ∈ G.
In the proof of this proposition, we will denote by ξ M (z) :
exp tξ · z the infinitesimal vector field associated to ξ ∈ g by the G-action on M evaluated at z ∈ M . Analogously, we will write ξ G for the infinitesimal generators of the G-action on itself by left translations. We recall (see [OR04] for a proof) that for any g ∈ G, ξ ∈ g, and z ∈ M ,
(3.14)
where
Proof of Proposition 3.4. A result in [S82] shows that in order to prove the statement it suffices to check that θ, δg Ξ = Y , where θ is the canonical g-valued one form on G defined by θ g (ξ G (g)) = ξ, for any g ∈ G and ξ ∈ g. Indeed, Lemmas 3.2 and 3.3 in [S82] show that a G-valued semimartingale g G is such that θ, δg G = Y if and only if g G is a solution of (3.13). Now, suppose that g Ξ is a solution of (3.8),
We are now going to verify that for any g ∈ G and z ∈ M ,
g G and since A vanishes when acting on horizontal vector fields, it suffices to verify (3.16) when acting on vector fields of the form ξ M , for some ξ ∈ g. Using (3.14), the right hand side of (3.16) then reads
As to the left hand side, we can write using (3.14) and (3.15),
Thus,
Now, since the Stratonovich operator S is G-invariant, we have that
z Φ g , for any x ∈ N , z ∈ M , and g ∈ G, and hence
Therefore,
and consequently g Ξ solves (3.13). The argument that we just gave can be easily reversed to prove that if g Ξ is a solution of (3.13) then it is also a solution of (3.8).
The combination of the reduction and the reconstruction of the solution semimartingales of a symmetric stochastic differential equation can be seen as a method to split the problem of finding its solutions into three simpler tasks which we summarize as follows:
Step 1: Find a solution Γ M/G for the reduced stochastic differential equation associated to the reduced Stratonovich operator S M/G on the dimensionally smaller space M/G.
Step 2: Take an auxiliary principal connection A ∈ Ω 1 (M ; g) for the principal bundle π : M → M/G and a horizontally lifted semimartingale d :
Step 3: Let g Ξ : R + × Ω → G be the solution semimartingale of the stochastic differential equation 
The Hamiltonian case
Hamiltonian dynamical systems are a class of differential equations in the non-stochastic deterministic context in which reduction techniques have been much developed. This is mainly due to their central role in mechanics and applications to physics and also to the added value that symmetries usually have in this category. As we saw in Proposition 2.6 the symmetries of a stochastic differential equation bring in their wake certain invariance properties of its flow that have to do with the preservation of the isotropy type submanifolds. Symmetric Hamiltonian deterministic systems also preserve isotropy type submanifolds but they usually exhibit additional invariance features caused by the presence of symmetry induced first integrals or constants of motion, usually encoded as components of a momentum map.
The goal in this section is to show that the reduction and reconstruction techniques that have been developed for deterministic Hamiltonian dynamical systems can be extended to the stochastic Hamiltonian systems that have been introduced in [LO07] as a generalization of those in [B81] and that we now briefly review. The reader is encouraged to look at the original references [B81, LO07] for more details. In the following paragraphs we will assume certain familiarity with standard deterministic Hamiltonian systems and reduction theory (see for instance [AM78, OR04] and references therein).
Let (M, {·, ·}) be a finite dimensional Poisson manifold, X : R + ×Ω → V a continuous semimartingale that takes values on the vector space V with X 0 = 0, and let h : M → V * be a smooth function with values in V * , the dual of V . Let {ǫ 1 , . . . , ǫ r } be a basis of V * and let
The stochastic Hamiltonian system associated to h with stochastic component X is the stochastic differential equation
where X hi is the Hamiltonian vector field associated to h i ∈ C ∞ (M ). In this case, the dual Stratonovich operator
, where B ♯ : T * M → T M is the vector bundle map naturally associated to the Poisson tensor B ∈ Λ 2 (M ) of {·, ·} and dh = r i=1 dh i ⊗ǫ i . We will usually summarize this construction by saying that (M, {·, ·}, h, X) is a stochastic Hamiltonian system. A case to which we will dedicate particular attention is the one in which the Poisson manifold (M, {·, ·}) is actually symplectic with symplectic form ω and the bracket {·, ·} is obtained from ω via the expression {f,
Invariant manifolds and conserved quantities of a stochastic Hamiltonian system
As we already said, the presence of symmetries in a Hamiltonian system forces the appearance of invariance properties that did not use to occur for arbitrary symmetric dynamical systems. Before we proceed with the study of those conservation laws in the stochastic Hamiltonian case, we extract some conclusions on invariant manifolds that can be obtained from Proposition 2.5 in that situation. (i) Suppose that M is symplectic (respectively, Poisson) and let z ∈ M be such that dh(z) = 0 (respectively, X hi (z) = 0, for all i ∈ {1, . . . , r}). Then, the Hamiltonian semimartingale Γ h with constant initial condition Γ 0 (ω) = z, for all ω ∈ Ω, is an equilibrium and hence Γ h = Γ 0 .
(ii) Let S 1 , . . . , S r be submanifolds of M with transverse intersection S := S 1 ∩ . . . ∩ S r , such that X hi (z i ) ∈ T zi S i , for all z i ∈ S i and i ∈ {1, . . . , r}. Then S is an invariant submanifold of the stochastic Hamiltonian system (M, {·, ·}, h : M → V * , X).
(iii) The symplectic leaves of (M, {·, ·}) are invariant submanifolds of the stochastic Hamiltonian system (M, {·, ·}, h : M → V * , X).
Proof. It is a direct consequence Proposition 2.5 and of the fact that the Stratonovich operator is given by H(v, z)(u) := r i=1 ǫ j , u X hj (z). In (i) the hypothesis dh(z) = 0 implies in the symplectic case that X hi (z) = 0, for all i ∈ {1, . . . , r}. Hence, both in the symplectic and in the Poisson cases H(v, z) = 0 and hence by Proposition 2.5, the point z is an invariant submanifold and consequently an equilibrium. For (ii) it suffices to recall that the transversality hypothesis implies that T z S = T z S 1 ∩ . . . ∩ T z S r , for any z ∈ S. (iii) follows from the fact that the tangent space to the symplectic leaves is spanned by the Hamiltonian vector fields and hence Im (H(v, z)) ⊂ T z L z , for any z ∈ M and any v ∈ V , with L z the symplectic leaf that contains the point z.
In the Hamiltonian case, most of the invariant manifolds of a system come as the level sets of a conserved quantity (also called first integral) of the motion. In the next definition we come back for a second to the case of general stochastic differential equations.
Definition 4.2 Let M and N be two manifolds, let X : R + ×Ω → N be a N -valued semimartingale, and let S : T N × M → T M be a Stratonovich operator. A function f ∈ C ∞ (M ) is said to be a conserved quantity (respectively strongly conserved quantity) of the stochastic differential equation associated to X and S when for any solution semimartingale Γ we have that
It is immediate to check that any strongly conserved quantity is a conserved quantity. The concept of strongly conserved quantity can be equally defined for Schwartz operators, which are the mathematical object necessary to introduce stochastic differential equations in the context of Itô integration. We recall that (see [E89] ) given M and N two manifolds, a Schwartz operator is a family of Schwartz maps (see [E89, Definition 6.22]) S (x, z) : τ x N → τ z M between the tangent bundles of second order τ N and τ M . In this context, the Itô stochastic differential equation defined by the Schwartz operator S with stochastic component a continuous semimartingale X :
Given a Stratonovich operator S, there is a unique Schwartz operator S : τ N × M → τ M that is an extension of S to the tangent bundles of second order and which makes the Itô and Stratonovich stochastic differential equations associated to S and S equivalent, in the sense that they have the same semimartingale solutions. S is constructed as follows. Let γ(t) = (x(t), z(t)) ∈ N × M be a smooth curve that verifies S(x(t), z(t))(ẋ(t)) =ż(t), for all t. We define S(x(t), z(t)) Lẍ (t) := Lz (t) , where the second order differential operators Lẍ (t) ∈ τ x(t) N and Lz (t) ∈ τ z(t) M are defined as
, for any h ∈ C ∞ (N ) and g ∈ C ∞ (M ). This relation completely determines S since the vectors of the form Lẍ (t) span τ x(t) M . The following result provides a characterization for the strongly conserved quantities in the Itô integration context. for any z ∈ M and any x ∈ N . The second order one-form
Proof. Take L x ∈ τ x N such that L x := Lẍ (0) , for some curve x (t) such that x (0) = x,
where z (t) is a curve on M such that S(x(t), z(t))(ẋ(t)) =ż(t), for all t and z (0) = z. Thus, 
since S is an extension of S to the tangent bundles of second order (see [E89, Lemma 7 .22]). Consequently, f is a strongly conserved quantity.
As the previous proposition indicates, everything that can be said about symmetries and conservation laws for Stratonovich differential equations, has a translation in the Itô picture. For the sake of a clearer exposition and in order to avoid unnecessary remarks, in the sequel we concentrate only on Stratonovich differential equations.
We now go back to the Hamiltonian category. Hamiltonian conserved quantities have an interesting partial characterization in terms of Poisson commutation relations with the components of the Hamiltonian function that the reader can find as Proposition 2.11 of [LO07] . In the case of strongly conserved quantities the situation is much simpler, as the next proposition shows. 
We now concentrate on the conserved quantities that one can associate to the invariance of a Hamiltonian system with respect to a group action. We recall that given a Lie group G acting on the Poisson manifold (M, {·, ·}) (respectively, symplectic (M, ω)) via the map Φ : G × M → M , we will say that the action is canonical when for any g ∈ G and f, h ∈ C ∞ (M ), {f, h}
In this context, we will say that the Hamiltonian system (M, {·, ·}, h : M → V * , X) is G-invariant whenever the G-action on M is canonical and the Hamiltonian function h : M → V * is G-invariant. Notice that the invariance of h and the canonical character of the action imply that the associated Stratonovich operator H is also G-invariant. Indeed, Let {ǫ 1 , . . . , ǫ r } be a basis of V * and write h = r i=1 h i ǫ i ; if h is G-invariant, then so are the components h i , i ∈ {1, . . . , r}, that is
G , and hence, for any g ∈ G we have that 
Proof. (i) As we already saw, the G-invariance of h implies that H(v, z)(u)
The statement follows from Proposition 2.6. (ii) Let ξ ∈ g be arbitrary and let J ξ := J, ξ ∈ C ∞ (M ) be the corresponding component. The G-invariance of the components h i of the Hamiltonian implies that {J ξ , h i } = −dh i · ξ M = 0, where ξ M ∈ X(M ) is the infinitesimal generator associated to the element ξ. By formula (2.8) in [LO07] we have that
where X j , j ∈ {1, . . . , r}, are the components of X in the basis {e 1 , . . . , e r } of V dual to the basis {ǫ 1 , . . . , ǫ r } of V * . Since this equality holds for any ξ ∈ g, we have that J(Γ h ) = J(Γ 0 ) and the result follows. (iii) It is a straightforward consequence of the construction of the optimal momentum map and Proposition 2.5.
Remark 4.6 When the manifold M is symplectic and the group action has a standard momentum map J : M → g * associated, part (iii) in the previous proposition implies the first two since it can be shown that in that situation (see [OR02] ) the level sets of the optimal momentum map coincide with the connected components of the intersections J −1 (µ) ∩ M I , with µ ∈ g * and I an isotropy subgroup of the G-action on M .
Remark 4.7
The level sets of the momentum map J are not submanifolds of M unless the G-action is, in addition to proper and canonical, also free ([OR04, Corollary 4.6.2]). If this is the case, the relation {J ξ , h i } = −dh i · ξ M = 0, which stems from the G-invariance of h, implies then that Im (H(v, z)) ⊂ T z J −1 (µ), for any z ∈ J −1 (µ) and any v ∈ V . Then Proposition 2.5 may be invoked to prove the invariance of the fibers J −1 (µ) under the stochastic Hamiltonian system associated to H.
Stochastic Hamiltonian reduction and reconstruction
The goal of this section is showing that stochastic Hamiltonian systems share with their deterministic counterpart a good behavior with respect to symmetry reduction. The main idea that our following theorem tries to convey to the reader is that the symmetry reduction of a stochastic Hamiltonian system yields a stochastic Hamiltonian system, that is, the stochastic Hamiltonian category is stable under reduction.
The following theorem spells out, in the simplest possible case, how to reduce symmetric Hamiltonian stochastic systems. In a remark below we give the necessary prescriptions to carry this procedure out in more general situations. The main simplifying hypothesis is the freeness of the action. We recall that in this situation, the orbit space M/G inherits from M a Poisson structure {·, ·} M/G naturally obtained by projection of that in M , that is, {f, g} M/G • π := {f • π, g • π}, for any f, g ∈ C ∞ (M/G), with π : M → M/G the orbit projection. Moreover, if M is actually symplectic with symplectic form ω, and the action has a coadjoint equivariant momentum map J : M → g * , then the symplectic leaves of this Poisson structure are naturally symplectomorphic to the (connected components) of the Marsden-
, with µ ∈ g * and G µ the coadjoint isotropy of µ. The symplectic structure ω µ on M µ is uniquely determined by the expression π * µ ω µ = i * µ ω, with i µ : J −1 (µ) ֒→ M the injection and π µ : 
In the previous expression {ǫ 1 , . . . , ǫ r } is a basis of
notice that the functions h (ii) Symplectic reduction: Suppose that M is now symplectic and that the group action has a coadjoint equivariant momentum map J : M → g * associated. Then for any µ ∈ g * , the function 
induces a stochastic Hamiltonian system on the symplectic reduced space (M
µ := J −1 (µ)/G µ , ω µ ) with stochastic component X and whose Stratonovich operator H µ : T V × M µ → T M µ is given by H µ (v, π µ (z))(u) = T z π µ (H(v, i µ (z))(u)) = r i=1 ǫ i , u X h µ i (π µ (z)), u, v ∈ V and z ∈ J −1 (µ),h i ∈ C ∞ (M ) G of h via the relation h µ i • π µ = h i • i µ . Moreover,
if Γ is a solution semimartingale of the Hamiltonian system associated to H with initial condition
Remark 4.9 In the absence of freeness of the action the orbit spaces M/G and J −1 (µ)/G µ cease to be regular quotient manifolds. Moreover, it could be that (even for free actions) there is no standard momentum map available (this is generically the case for Poisson manifolds). This situation can be handled by using the so called optimal momentum map [OR02] and its associated reduction procedure [O02] . Given that by part (iii) of Proposition 4.5 the fibers of the optimal momentum map are preserved by the Hamiltonian semimartingales associated to invariant Hamiltonians one can formulate, for any proper group action on a Poisson manifold, a theorem identical to part (ii) of Theorem 4.8 with the standard momentum map replaced by the optimal momentum map. In the particular case of a (nonnecessarily free) symplectic proper action that has a standard momentum map associated, such result guarantees the good behavior of the symmetric stochastic Hamiltonian systems with respect to the singular reduced spaces in [SL91] ; see also [OR06, OR06a] for the symplectic case without a standard momentum map.
Proof of Theorem 4.8. (i) can be proved by mimicking the proof of Theorem 3.1 by simply taking into account the fact that the G-invariance of h implies that of H and that for any i ∈ {1, . . . , r}, one has that T π
(ii) Expression (4.7) is guaranteed by the fact that X h µ i
• π µ = T π µ • X hi • i µ , for any i ∈ {1, . . . , r} (see for instance [OR04, Theorem 6.1.1]). Let now Γ be a solution semimartingale of the Hamiltonian system associated to H with initial condition Γ 0 ⊂ J −1 (µ). Notice first that by part (ii) in Proposition 4.5, Γ ⊂ J −1 (µ) and hence the expression Γ µ := π µ (Γ) is well defined. In order to prove the statement, we have to check that for any one-form
This equality follows in a straightforward manner from (4.7). Indeed,
as required.
As to the reconstruction problem of solutions of a symmetric stochastic differential equation starting from a solution of the Poisson or symplectic reduced stochastic differential equation, Theorem 3.2 can be trivially modified to handle this situation. In the Poisson reduction case the theorem works without modification and when working with a solution of the symplectic reduced space it suffices to change the principal fiber bundle π :
Examples

Stochastic collective Hamiltonian motion
Our first example shows a situation in which the symplectic reduction of a symmetric stochastic Hamiltonian system offers, not only the advantage of cutting its dimension, but also of making it into a deterministic system. From the point of view of obtaining the solutions of the system, the procedures introduced in the previous section allow in this case the splitting of the problem into two parts: first, the solution of a standard ordinary differential equation for the reduced system and second, the solution of a stochastic differential equation in the group at the time of the reconstruction. Let (M, ω) be a symplectic manifold, G a Lie group and Φ : G × M → M a free, proper, and canonical action. Additionally, suppose that this action has a coadjoint equivariant momentum map
G be a G-invariant function and consider the deterministic Hamiltonian system with Hamiltonian function h 0 .
A function of the form f • J ∈ C ∞ (M ), for some f ∈ C ∞ (g * ), is called collective. We recall that by the Collective Hamiltonian Theorem (see for instance [MR99] )
where the functional derivative δf δµ ∈ g is the unique element such that for any ν ∈ g * , Df (µ)·ν = ν, δf δµ . A straightforward consequence of (5.1) is that the G-invariant functions, in particular h 0 , commute with the collective functions.
Collective functions play an important role to prove the complete integrability of certain dynamical systems (see [GS83] ). Moreover, some relevant physical systems may be described using collective Hamiltonian functions. In that case, the (deterministic) equations of motion exhibit special features and, in some favorable cases, may be partially integrated using geometrical arguments (see [GS80] ). The aim of this example is to study stochastic perturbations of deterministic symmetric mechanical systems introduced by means of collective Hamiltonians. Let Y : R + × Ω → R r be a R r -valued continuous semimartingale and {f 1 , ..., f r } ⊂ C ∞ (g * ) a finite family of Ad * G -invariant functions on g * . Consider the G-invariant Hamiltonian function
and the continuous semimartingale
Consider the stochastic Hamiltonian system (M, ω, h, X) which is, by construction, G-invariant. Noether's theorem (Proposition 4.5 (ii)) guarantees that the level sets of J are left invariant by the solution semimartingales of (M, ω, h, X). As to the reduction of this system, its main feature is that if we apply to it the reduction scheme introduced in Theorem 4.8 (ii), for any µ ∈ g * , the reduced stochastic Hamiltonian
since J, and hence the functions f i • J, are constant on the level sets J −1 (µ), for any i = 1, ..., r. Consequently, the reduced system (M µ , ω µ , h µ , X) is equivalent to the deterministic Hamiltonian system (M µ , ω µ , h µ ). In other words, the reduced system obtained from (M, ω, h, X) coincides with the one obtained in deterministic mechanics by symplectic reduction of (M, h 0 , t, R + ). Thus, we have perturbed stochastically a symmetric mechanical system preserving its symmetries and without changing the deterministic behavior of its corresponding reduced system.
Remark 5.1 If we want to perturb the deterministic Hamiltonian system associated to h 0 with the only prescription that the level set J −1 (µ) is left invariant, for a given value µ ∈ g * , we can weaken the requirement on the Ad * G -invariance of the functions f i ∈ C ∞ (g * ), i = 1, ..., r. Indeed, if we just ask that δf i /δµ ∈ g µ , we then have that X h0 (z), X f1•J (z), . . . , X fr •J (z) ∈ T z J −1 (µ), for any z ∈ J −1 (µ). The required invariance property follows then from (5.1) and Proposition 2.5.
Stochastic mechanics on Lie groups
The presence of mechanical systems whose phase space is the cotangent bundle of a Lie group is widespread. Besides the importance that this general case has in specific applications it is also very useful at the time of illustrating some of the theoretical developments in this paper since most of the constructions that we presented admit very explicit characterizations. We start by recalling the main features of (deterministic) Hamiltonian systems over Lie groups. The reader interested in further details is encouraged to check with [AM78, MR99] and references therein.
Let G be a Lie group. The tangent bundle T G of G is trivial since it is isomorphic to the product G × g, where g =T e G is the Lie algebra of G and e ∈ G is the identity element. The identification T G = G × g is usually carried out by means of two isomorphisms, denoted by λ and ρ and induced by left and right translations on G, respectively. More specifically, let λ :
. We refer to the image of λ as body coordinates and to the image of ρ as space coordinates. The cotangent bundle T * G is also trivial and isomorphic to G × g * . We can introduce body coordinates and space coordinates on
e R g (α)) respectively, where g = π G (α) and π G : T * G → G is the canonical projection. The transition from body to space coordinates is as follows:
for any (g, ξ) ∈ G × g and any (g, µ) ∈ G × g * . The group action of G by left or right translations can be lifted to both T G and T * G. We will denote by Φ L : 
As to Φ R andΦ R , space coordinates are particularly convenient; for any g, h ∈ G, ζ ∈ g, and α ∈ g * ,
The actionsΦ L andΦ R , being the cotangent lifted actions to T * G of an action on G, have canonical momentum maps J L : T * G → g * and J R : T * G → g * , respectively, when we endow T * G with its canonical symplectic form. Let θ ∈ Ω 1 (T * G) be the Liouville canonical one-form on T * G. Then, J L and J R are given by
for any z g ∈ T * g G and any ξ ∈ g. Here (ξ) L G ∈ X (G) denotes the infinitesimal generator associated to ξ ∈ g by the left action and (ξ) 
Stochastic perturbations of the free rigid body
The free rigid body, also referred to as Euler top, is a particular case of systems introduced in the previous section where the group G is SO(3, R). We recall that in the context of mechanical systems on groups, a Hamiltonian system is called free when the energy of the system is purely kinetic and there is no potential term. Let (·, ·) be a left invariant Riemannian metric on G; the kinetic energy E associated to (·, ·) is E (v) = 1 2 (v, v), v ∈ T G. Then, using the left invariance of the metric, we can write in body coordinates E (g, ξ) = 1 2 (ξ, ξ) e = 1 2 I (ξ) , ξ , for any (g, ξ) ∈ G × g, where ·, · is the natural pairing between elements of g * and g, and I : g → g * is the map given by ξ −→ (ξ, ·) e and usually known as the inertia tensor associated to the metric (·, ·). The Legendre transformation associated to E can be used to define a Hamiltonian function h : T * G → R that, in body coordinates, can be written as
where Λ = I −1 . Notice that as the kinetic energy is left invariant, then the components of J L are conserved quantities of the corresponding Hamiltonian system. In order to connect with example in Section 5.1, let f ∈ C ∞ (g * ) be the function f : g * → R given by µ → 1 2 µ, Λ (µ) . By (5.2), the Hamiltonian function h may be expressed as h = f • J R . Therefore h is collective with respect to J R .
We now go back to the free rigid body case, that is, G = SO (3, R). We recall that the Lie algebra so (3, R) is the vector space of three dimensional skew-symmetric real matrices whose bracket is just the commutator of two matrices. As a Lie algebra, (so (3) , [·, ·]) is naturally isomorphic to R 3 , × , where × denotes the cross product of vectors in R 3 . Under this isomorphism, the adjoint representation of SO (3, R) on its Lie algebra is simply the action of matrices on vectors of R 3 and the Lie-Poisson structure on so(3) * ≃ R 3 is given by {f, g}(v) = −v · (∇f × ∇g), for any f, g ∈ C ∞ (R 3 ). Given a free rigid body with inertia tensor I : R 3 → R 3 , since δh B /δµ = Λ(µ), for any µ ∈ R 3 , the left-trivialized equations of motion of the system are (Ȧ,μ) = A · Λ(µ), µ × Λ(µ) , (5.7)
where the dot in the right hand side of (5.7) stands for matrix multiplication and Λ(µ) is the skewsymmetric matrix associated to Λ(µ) ∈ R 3 via the mapping that implements the Lie algebra isomorphism between (so (3) , [·, ·]) and R 3 , × . In the context of the free rigid body motion the momentum map J L (respectively, J R ) is called spatial angular momentum (respectively, body angular momentum). The second component of (5.7), that is,μ = µ × Λ(µ) (5.8)
are the well-known Euler equations for the free rigid body.
Random perturbations of the body angular momentum. We now introduce stochastic perturbations of the free rigid body by using some of the geometrical tools that we have introduced above. Later on we will compare this example with the model of the randomly perturbed rigid body studied in [L97] and [LW05] , whose physical justification, as we will briefly discuss, involves the same ideas as ours. Let V = R × so(3) ≃ R + × R 3 and let h be the Hamiltonian function h : T * SO(3) → V * = R × so(3) * defined as h = (h 0 , J R ), where h 0 is the Hamiltonian function of the free (deterministic) rigid body.
Observe that h is a left-invariant function because so is J R . Let Y : R + × Ω → g be a continuous semimartingale which we may suppose, for the sake of simplicity, that it is a g-valued Brownian motion and let X : R + × Ω → R * × g be the semimartingale defined as X t (ω) = (t, Y t (ω)) for any (t, ω) ∈ R× Ω. Consider the stochastic Hamiltonian system on T * G associated to h and X. Since h is left invariant, the momentum map J L is preserved by the solution semimartingales of this system and moreover, we can apply the reduction scheme introduced in the previous sections. For example, if we carry out Poisson
