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Abstract
The function type extension of Ekeland’s variational principle [J. Math. Anal. Appl. 47 (1974)
324–353] due to Zhong [Nonlinear Anal. 29 (1997) 1421–1431] is deductible in a simplified manner
and in a larger functional context. This is also true for his (normed) coercivity result, based on Palais–
Smale techniques.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let (M,d) be a complete metric space; and f :M → R ∪ {∞}, some function with the
properties
f is proper
(
Dom(f ) = ∅) and bounded below (inf[f (M)]> −∞), (1.1)
f is lsc over M
(
f (x) lim inf
n
f (xn), whenever xn → x
)
. (1.2)
The following 1974 statement in Ekeland [9] (referred to as Ekeland’s variational principle
(EVP)—the localized form) is well known.E-mail address: mturi@uaic.ro.
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f (u) f∗ + ε, where f∗ = inf
[
f (M)
]
. (1.3)
There exists then a point v = v(ε,λ;u) ∈ Dom(f ) in such a way that
f (u) f (v), d(u, v) λ, (1.4)
(ε/λ)d(v, x) > f (v)− f (x), for each x ∈ M \ {v}. (1.5)
This principle found some basic applications to control and optimization, generalized
differential calculus, critical point theory and global analysis; see the 1979 paper by Eke-
land [10] for a survey of these. So, it cannot be surprising that, soon after its formulation,
many extensions of Theorem 1 were proposed. Here, we shall concentrate on the 1997
one obtained by Zhong [28] (and referred to as Zhong’s variational principle (ZVP)—the
localized form). Take a function t  h(t) from R+ = [0,∞[ to itself, with
h is nondecreasing and
∞∫
0
dτ
1 + h(τ) = ∞. (1.6)
Theorem 2. Let a ∈ M and ε > 0 be given, as well as some u ∈ Dom(f ) like in (1.3).
Further, let λ,ρ > 0 be such that
λ
r+ρ∫
r
dτ
1 + h(τ) , where r = d(a,u). (1.7)
There exists then a point v = v(ε,λ,ρ;u) in Dom(f ) with
f (u) f (v), d(a, v) r + ρ, (1.8)
ε
λ
d(v, x)
1 + h(d(a, v)) > f (v)− f (x), for each x ∈ M \ {v}. (1.9)
(As a matter of fact, the original result is with (1.6) substituted by
h is continuous, nondecreasing and
∞∫
0
dτ
1 + h(τ) = ∞. (1.10)
But, the author’s argument also works in this relaxed setting.)
Now, evidently, Theorem 2 includes Theorem 1 (to which it reduces when h = 0 and
a = u); i.e., Zhong’s variational principle includes Ekeland’s. Nevertheless, the argument
used in the proof of Theorem 2 is rather involved. (This is equally true for another proof
of the same, proposed by Suzuki [21]; see also Bao and Khanh [2].) It is our aim to show
(cf. Section 4) that a simplification of this argument is possible, in the sense: a sharpened
“relative” form of ZVP is obtainable, in a straightforward way, from a corresponding one
of EVP (stated in Section 2). Since the opposite implication is also true, it will follow that
these (relative type) statements are logically equivalent. The specific tools of our devel-
opments are the concept of normal function and a construction emerging from the fixed
238 M. Turinici / J. Math. Anal. Appl. 304 (2005) 236–248point one in Park and Bae [19] (cf. Section 3). Finally, in Section 5, an application of the
obtained facts is given to (normed) coercivity results via Palais–Smale techniques. These
yield a simplification of the related statement in Zhong [29]; further aspects will be dis-
cussed elsewhere.
2. EVP (the relative form)
Let (M,d) be a complete metric space; and ψ :M → R+ ∪ {∞}, some proper lsc func-
tion (cf. (1.1)–(1.2)). Denote by () the relation (over M)
(x, y ∈ M) x  y iff d(x, y)+ψ(y)ψ(x). (2.1)
It is not hard to see that () is (i) a quasi-order (reflexive and transitive) on M , and (ii) an
order (antisymmetric quasi-order) on Dom(ψ). Let also (<) stand for the associated strict
order
(x, y ∈ M) x < y iff x  y and x = y.
Finally, call the point z ∈ M , ()-maximal if
w ∈ M, zw ⇒ z = w (i.e., z < x is false, for each x ∈ M). (2.2)
Note that any point with this property is necessarily in Dom(ψ).
Concerning the maximal elements of the structure (M,), the following result is avail-
able.
Theorem 3. Let the precised conditions be admitted. Then, for each u ∈ M , there exists
v = v(u) in Dom(ψ) with
d(u, v)ψ(u)− ψ(v) (wherefrom u v, ψ(u)ψ(v)), (2.3)
d(v, x) > ψ(v)−ψ(x), ∀x ∈ M \ {v} (hence v is ()-maximal). (2.4)
In other words: each u ∈ M is majorized by a ()-maximal v ∈ M .
Some remarks are in order. A first proof of Theorem 3 was given in the 1974 Ekeland’s
paper [9]; another proof of it is implicit in the 1979 paper of the same author [10]. Note
that Theorem 3 includes Theorem 1, by simply taking
ψ(x) = (λ/ε)[f (x) − f∗], x ∈ M (where f∗ is as in (1.3)). (2.5)
The reciprocal inclusion also holds (cf. Bao and Khanh [2]); so, it is natural that Theorem 3
be (also) referred to as Ekeland’s variational principle (EVP)—the relative form. On the
other hand, this principle is logically equivalent with the 1975 Caristi–Kirk fixed point
theorem [7]; the idea of this double reduction process goes back to Bourbaki [3]. Hence,
the transfinite induction reasoning used by the quoted authors to prove their theorem is
also working in our setting; see also Wong [27]. A sequential type argument (which, in fact,
yields an ordering principle that extends Theorem 3) was given in the 1976 paper by Brezis
and Browder [4]; for various extensions of it we refer to Altman [1], Turinici [24] or Kang
and Park [13]. A proof of Theorem 3 involving the chains of the structure (M,) may be
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Some pseudometric extensions of these facts were proposed in Tataru [22] and Suzuki [21];
see also Isac [12], Nemeth [18] and Valyi [25]. Note finally that the very formulation of
(2.3)–(2.4) in terms of () makes our statement be viewed as a “denumerable” version of
Zorn maximality principle (cf. Moore [15, Chapter 4, Section 4]) for the class of quasi-
orders introduced via (2.1). Further aspects involving the general case may be found in
Brunner [5] and Manka [14]; see also Wolk [26].
3. Normal functions
Let b :R+ → R+ be some function; call it normal in case
b is nonincreasing and (strictly) positive on R+, (3.1)
B(∞) = ∞, where B(t) =
t∫
0
b(τ) dτ, t  0. (3.2)
(As a matter of fact, the strict positivity follows from (3.2); but this is not essential for
us.) Assume that the function τ  b(τ) is endowed with such a property. Some basic facts
involving the couple (b,B) are being collected in the lemma below. (The proof being
evident, we omit the details.)
Proposition 1. The following are true:
sb(t + s) B(t + s) −B(t) sb(t), for all t, s ∈ R+, (3.3)
τ  B(τ) is increasing, continuous and maps R+ onto itself;
hence, so is B−1, (3.4)
τ  [B(τ + t)−B(τ + s)] is nonincreasing on R+,
for all t, s ∈ R+ with t  s, (3.5)
B is sub-additive and B−1 is super-additive. (3.6)
Now, let (M,d) be a complete metric space; and f :M → R∪{∞}, some function taken
as in (1.1)–(1.2). Further, take a couple (ε, λ) of strictly positive numbers; and a function
Γ :M → R+ with∣∣Γ (x)− Γ (y)∣∣ d(x, y), for all x, y ∈ M (nonexpansiveness). (3.7)
Let ψ = ψ(f ; ε,λ;Γ ) stand for the function from M to R+ ∪ {∞} given (explicitly) as
ψ(x) = B−1[B(Γ (x))+ (λ/ε)(f (x)− f∗)]− Γ (x), x ∈ M; (3.8)
or equivalently (in the implicit way)[ ( ) ( )]f (x) = f∗ + (ε/λ) B Γ (x) +ψ(x) −B Γ (x) , x ∈ M. (3.9)
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f (x) = ∞ iff ψ(x) = ∞ (hence Dom(f ) = Dom(ψ)).
The following property will be useful for us.
Proposition 2. Under these conventions,
(ε/λ)b
(
Γ (x)
)
d(x, y)+ f (y) f (x) ⇒ d(x, y)+ ψ(y)ψ(x). (3.10)
Proof. Let the points x, y ∈ M be as in the premise of this implication; without loss, one
may assume that (in addition) x, y ∈ Dom(f ) (hence x, y ∈ Dom(ψ)). By (3.3) and the
implicit formula (3.9), this yields
B
(
Γ (x) + d(x, y))−B(Γ (x))

[
B
(
Γ (x)+ ψ(x))−B(Γ (x))]− [B(Γ (y) +ψ(y))−B(Γ (y))];
or equivalently (by a simple rearrangement)
B
(
Γ (x) + d(x, y))+B(Γ (y) +ψ(y))−B(Γ (y)) B(Γ (x)+ψ(x)). (3.11)
On the other hand, the nonexpansiveness condition (3.7) gives
Γ (x) + d(x, y) Γ (y);
so, by (3.5) above,
B
(
Γ (x) + d(x, y)+ψ(y))−B(Γ (x)+ d(x, y)) B(Γ (y)+ ψ(y))−B(Γ (y)).
A simple combination with (3.11) yields
B
(
Γ (x) + d(x, y)+ψ(y)) B(Γ (x)+ψ(x)).
It suffices now taking (3.4) into account to get the desired conclusion. 
In particular, when
Γ (x) = d(a, x), x ∈ M, for some a ∈ M, (3.12)
this result covers the one due to Park and Bae [19]. For other aspects, we refer to
Suzuki [21].
4. Main result
With these informations at hand, we may now return to the questions of the introductory
part. Let (M,d) be a complete metric space; and f :M → R ∪ {∞}, some function taken
as in (1.1)–(1.2). Further, let b :R+ → R+ stand for a normal function (cf. (3.1)–(3.2));
and Γ :M → R+, be taken as in (3.7). The main result of our exposition is
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v(ε,λ;u) ∈ Dom(f ) with
f (u) f (v), d(u, v)ψ(u)− ψ(v)(
where ψ = ψ(f ; ε,λ;Γ ) is that of (3.8)), (4.1)
(ε/λ)b
(
Γ (v)
)
d(v, x) > f (v)− f (x), for all x ∈ M \ {v}(
referred to as: v is ((ε/λ)b,Γ ;f )-maximal in M). (4.2)
In particular, when (ε, λ;u) are taken as in (1.3) and
λ B
(
Γ (u) + ρ)−B(Γ (u)), for some ρ > 0, (4.3)
the above evaluation (4.1) gives
f (u) f (v), d(u, v) ρ
(
hence
∣∣Γ (u) − Γ (v)∣∣ ρ). (4.4)
Proof. Denote for simplicity
Mu =
{
x ∈ M; f (x) f (u)} (where u ∈ M is the above one). (4.5)
By the lsc property (1.2), Mu is closed (hence complete) and nonempty (since u ∈ Mu ⊆
Dom(f )). Let again ψ stand for the restriction to Mu of the function ψ = ψ(f ; ε,λ;Γ )
(from M to R+ ∪ {∞}) we just introduced. By the remarks in Section 3, Theorem 3 is
applicable to (Mu,d) and ψ . So, for the starting point u ∈ Mu, there exists v = v(ε,λ;u) ∈
Mu fulfilling (2.3)–(2.4). The former of these is just (4.1). Moreover, if our data are like in
(1.3)–(4.3) then (cf. (3.8))
d(u, v)ψ(u) = B−1[B(Γ (u))+ (λ/ε)(f (u) − f∗)]− Γ (u)
 B−1
(
B
(
Γ (u)
)+ λ)− Γ (u) ρ;
and so, (4.4) follows. On the other hand, the latter of these gives at once (4.2) if we take
Proposition 2 into account. This ends the argument. 
Now, Theorem 4 includes Theorem 3, to which it reduces when
b(t) = 1, t ∈ R+
(
hence ψ is that of (2.5)).
The reciprocal inclusion also holds, by the argument above. Summing up,
Theorem 3 ⇔ Theorem 4 (from a logical viewpoint). (4.6)
Hence, the “functional” extension of EVP assured by ZVP has a technical significance only
(related to (4.2)). In particular, this is valid for Γ :M → R+ is taken as in (3.12) and
b(t) = 1
1 + h(t) , t ∈ R+
(
where h is as in (1.10)).
Note that the precised form of (4.6) cannot be deduced under the way described in Bao and
Khanh [2]; because the ψ -localizing evaluation (4.1) is not accessible there. On the other
hand, the pseudometric type construction( ) ( )e(x, y) = B Γ (x) + d(x, y) −B Γ (x) , x, y ∈ M,
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the remarks in Section 3, the statement in question is also reductible to the Brezis–Browder
ordering principle [4]. For a direct proof of this, we refer to Ray and Walker [20].
It is to be stressed here the special role of (4.1) in these developments. So, it is natural
to ask under which conditions may this local relation be written in the simpler way of
(4.2) (with opposite inequality sign). A partial answer may be given under the lines below.
Let {P,Q} be a partition of M (i.e., P,Q = ∅, P ∩ Q = ∅, P ∪ Q = M); we term it
Γ -separated, when
Γ (x) Γ (y), ∀x ∈ Q, ∀y ∈ P
(
i.e., sup
x∈Q
Γ (x) inf
y∈P Γ (y)
)
. (4.7)
Theorem 5. Let {P,Q} be a Γ -separated partition of M and z ∈ P ∩ Dom(f ) be such
that
z is
(
(ε/λ)b,Γ ;f )-maximal in P(
(ε/λ)b
(
Γ (z)
)
d(z, x) > f (z) − f (x), for all x ∈ P \ {z}), (4.8)
z is not
(
(ε/λ)b,Γ ;f )-maximal in M(
(ε/λ)b
(
Γ (z)
)
d(z, x) f (z) − f (x), for some x ∈ M \ {z}). (4.9)
There exists then v = v(ε,λ; z) ∈ Q∩ Dom(f ) in such a way that (4.2) holds, as well as
(ε/λ)b
(
Γ (z)
)
d(z, v) f (z) − f (v) (hence f (z) f (v)). (4.10)
Proof. Denote for simplicity (with z as before)
M[z] = {x ∈ M; (ε/λ)b(Γ (z))d(z, x) f (z) − f (x)}. (4.11)
By the lsc condition (1.2), M[z] is closed (hence complete) in M . In addition (by (4.9) and
the choice of {P,Q}) M[z] has at least two elements:
z ∈ M[z] ⊆ Dom(f ), ∅ = M[z] \ {z} ⊆ Q. (4.12)
Let again ψ stand for the restriction to M[z] of the function ψ = ψ(f ; ε,λ;Γ ) we already
introduced. By the developments of Section 3, Theorem 3 is applicable to (M[z], d) and
ψ . So, for the starting point z ∈ M[z] there exists v = v(ε,λ; z) ∈ M[z] fulfilling (2.3)–
(2.4). This firstly gives (4.10) (by the very definition of M[z]); so, it remains to prove (4.2).
Suppose that the mentioned property would be false; i.e.,
(ε/λ)b
(
Γ (v)
)
d(v, y) f (v)− f (y), for some y ∈ M \ {v}. (4.13)
By (4.12) one has v ∈ {z}∪Q; wherefrom Γ (v) Γ (z) (cf. the choice of {P,Q} and {z}).
This, along with (4.13), yields (via (3.1))
(ε/λ)b
(
Γ (z)
)
d(v, y) f (v)− f (y);
so that (combining with (4.10))( )
(ε/λ)b Γ (z) d(z, y) f (z) − f (y);
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d(v, y)ψ(v)−ψ(y), for some y ∈ M[z] \ {v}.
This, however, contradicts (2.4) (written for the above data). Hence, (4.13) cannot be true;
and the claim follows. As a direct consequence, one has
v ∈ M[z] \ {z} ⊆ Q (if we take (4.9)–(4.12) into account).
The proof is thereby complete. 
Let us now return to our initial setting. A natural question to be posed is that of the
specific assumptions (3.1)–(3.2) and (3.7) involving b and Γ being (logically) minimal so
as conclusions like (4.2) to hold. This refers especially to the key normality condition (3.2).
The answer is affirmative, as results from the following
Example. Put M = R+ and let d stand for the usual distance over it. Let the function
b :R+ → R+ be such that (3.1) is valid, but (3.2) is not:
B(∞) < ∞ (hence B is bounded on R+); (4.14)
and take also
Γ = the identity function of R+
(
which clearly fulfils (3.7)).
The variational condition (4.2) would be false whenever
∀v ∈ R+, ∃x > v such that (ε/λ)b(v)(x − v) f (v)− f (x). (4.15)
This, e.g., happens provided
b is continuous and f (t) = −2(ε/λ)B(t), t ∈ R+. (4.16)
In fact, f satisfies (1.1)–(1.2), by means of (4.14). Further, (4.15) becomes
∀v ∈ R+, ∃x > v such that b(v) 2B(x) − B(v)
x − v .
But this, in view of
b(v) < 2b(v) = 2B ′(v) = 2 lim
x→v+
B(x) −B(v)
x − v
is evidently true; hence the assertion.
In other words, the normality setting (3.1)–(3.2) is logically minimal for Theorems 4
and 5. So, further extensions of these will necessitate a different approach. We shall discuss
it in a separate paper.
5. Function coercivity properties
Let (X,‖ · ‖) be a Banach space. Take some function Γ :X → R+ with
Γ is nonexpansive and Γ (X) = R+; (5.1)
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XΓ (σ) =
{
x ∈ X; Γ (x) σ},
m(Γ,f )(σ ) = inf[f (XΓ (σ))], σ > 0. (5.2)
The subsets {XΓ (σ); σ > 0} are nonempty closed (in X). Moreover (cf. (1.1)) the map
σ  m(Γ,f )(σ ) is nondecreasing from R0+ = ]0,∞[ to R ∪ {∞}; wherefrom
lim inf
Γ (u)→∞f (u) := supσ>0m(Γ,f )(σ )
(
= lim
σ→∞m(Γ,f )(σ )
)
(5.3)
exists, as an element of R ∪ {∞}. Finally, we note the useful property
f∗ m(Γ,f )(σ ) α(Γ,f ) := lim inf
Γ (u)→∞f (u)∞, ∀σ > 0. (5.4)
When α(Γ,f ) = ∞, the functional f will be referred to as Γ -coercive. It is our aim in the
following to get sufficient conditions in order that such a property be attained. These will
require differential regularity properties for f . Namely, denote by X∗ the topological dual
of X. We say that f is Gateaux differentiable at a ∈ Dom(f ) when there exists an element
f ′(a) ∈ X∗ (called the Gateaux differential of f at a) with
lim
t→0+
1
t
(
f (a + th)− f (a))= f ′(a)(h), for all h ∈ X. (5.5)
Now, assume in the following that (in addition to (1.1)–(1.2))
f is Gateaux differentiable at each point of Dom(f ). (5.6)
Further, take some normal function b :R+ → R+ (cf. (3.1)–(3.2)). The following asymp-
totic type statement is basic for the problem we deal with.
Theorem 6. Suppose that
α(Γ,f ) < ∞ (hence α(Γ,f ) is finite; cf. (5.4)). (5.7)
Then, there exists a sequence (vn) in Dom(f ) with
Γ (vn) → ∞
(
hence Γ (yn) → ∞, for each subsequence (yn) of (vn)
)
, (5.8)
f (vn) → α(Γ,f ) and f ′(vn)/b
(
Γ (vn)
)→ 0 as n → ∞. (5.9)
Proof. There are two steps to be passed.
(i) Let ε be arbitrary fixed in ]0,1/3[. By the remarks involving (5.3),
∃r(ε) 1/ε such that m(Γ,f )(r) > α(Γ,f )− ε2, ∀r  r(ε). (5.10)
Having this precised, we claim that
there exists vε ∈ X with Γ (vε) r(ε) and∣ ∣ ∥ ∥/ ( )∣f (vε)− α(Γ,f )∣ ε2, ∥f ′(vε)∥ b Γ (vε)  ε. (5.11)
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B(q) −B(p) 1; or equivalently,
q∫
p
b(τ) dτ  1.
(This is evidently possible, in view of (3.2).) By the definition of the Riemann integral,
there exists a finite system of points (rn; 0 n k) with
(k  1 and) p = rk < rk−1 < · · · < r1 < r0 = q
(
division of [p,q])
in such a way that
∣∣∣∣∣
q∫
p
b(τ) dτ −
k−1∑
i=0
b(ri)(ri − ri+1)
∣∣∣∣∣< ε;
so (cf. (3.1))
q∫
p
b(τ) dτ =
k−1∑
i=0
ri∫
ri+1
b(τ) dτ 
k−1∑
i=0
b(ri)(ri − ri+1) >
q∫
p
b(τ) dτ − ε. (5.12)
Denote for simplicity rk+1 = s, Nk = {0, . . . , k}, N∗k = {0, . . . , k + 1} and
Xn = XΓ (rn), n ∈ N∗k
(
hence Xn ⊆ int[Xn+1], for all n ∈ Nk
)
.
By (5.4) (and the definition of (rn; n ∈ Nk))
α(Γ,f )− ε2 < m(Γ,f )(r0) < α(Γ,f )+ ε2;
wherefrom
m(Γ,f )(r0) f (z0) < α(Γ,f )+ ε2, for some z0 ∈ X0 ∩ Dom(f ).
Now, Theorem 4 is applicable to (X0, d), f , ε and λ = 1 (where d is the metric induced
by the norm). So, for the starting point z0 ∈ X0 ∩ Dom(f ) there exists u0 ∈ X0 ∩ Dom(f )
with
f (z0) f (u0), ‖z0 − u0‖ψ(z0)−ψ(u0)(
where ψ = ψ(f ; ε,1;Γ ) is that of (3.8)), (5.13)
u0 is (εb,Γ ;f )-maximal in X0:
εb
(
Γ (u0)
)‖u0 − x‖ > f (u0)− f (x), for all x ∈ X0 \ {u0}. (5.14)
If the alternative below holds
either Γ (u0) > r0 or u0 is (εb,Γ ;f )-maximal in X1, (5.15)
the property (5.14) gives (via u0 ∈ int[X0] in the former case and u0 ∈ int[X1] in the latter
one) the relation ‖f ′(u0)‖  εb(Γ (u0)); and this, along with (5.10) and m(Γ,f )(r0) 
f (u0) f (z0) < α(Γ,f )+ε2, shows that the claim (5.11) holds with vε = u0. Otherwise,
one has the alternativeΓ (u0) = r0 and u0 is not (εb,Γ ;f )-maximal in X1. (5.16)
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So, for the point u0 ∈ X0 ∩ Dom(f ) there must be some u1 ∈ (X1 \X0)∩ Dom(f ) with
εb
(
Γ (u0)
)‖u0 − u1‖ f (u0) − f (u1) (hence f (u0) f (u1)), (5.17)
u1 is (εb,Γ ;f )-maximal in X1:
εb
(
Γ (u1)
)‖u1 − x‖ > f (u1)− f (x), for all x ∈ X1 \ {u1}. (5.18)
Now, if the alternative (5.15) (with (u1, r1;X2) in place of (u0, r0;X1)) is true, then
(5.18) gives (like before) ‖f ′(u1)‖  εb(Γ (u1)); and this, coupled with (5.10) and
m(Γ,f )(r1)  f (u1)  f (u0) < α(Γ,f ) + ε2, shows that the claim (5.11) holds
with vε = u1. Otherwise, one has the alternative (5.16) (with (u1, r1;X2) in place of
(u0, r0;X1)) and so on. We now show that this last alternative cannot be realized at each
step h  k. Suppose not; then, a finite system (un; n ∈ N∗k ) in Dom(f ) may be obtained
with
Γ (un) = rn and εb(rn)‖un − un+1‖ f (un)− f (un+1), for all n ∈ Nk.
The former of these yields via (5.10),
α(Γ,f )− ε2 < m(Γ,f )(rn) f (un) f (u0) α(Γ,f )+ ε2, ∀n ∈ Nk.
This, along with the latter of these, gives
k−1∑
i=0
b(ri)(ri − ri+1) =
k−1∑
i=0
b(ri)
∣∣Γ (ui)− Γ (ui+1)∣∣
k−1∑
i=0
b(ri)‖ui − ui+1‖
 1
ε
k−1∑
i=0
(
f (ui)− f (ui+1)
)= 1
ε
(
f (u0)− f (uk)
)
 2ε.
But then, a simple combination with (5.12) tells us that
1
q∫
p
b(τ) dτ <
k−1∑
i=0
b(ri)(ri − ri+1)+ ε  3ε;
contradiction. Consequently, the alternative (5.15) must be realized at a certain step h k;
i.e., with (uh, rh;Xh+1) in place of (u0, r0;X1). And then (cf. the arguments above) the
claim (5.11) holds with vε = uh.
(ii) Let (εn) be a descending to zero sequence in ]0,1/3[ and put rn = r(εn) (= the
quantity of (5.10)), n 0. Note that, by this choice,
rn  1/εn, for all n;
hence rn → ∞ as n → ∞. Moreover, the developments in (i) give us a sequence (vn = vεn)
in X fulfilling
Γ (vn) rn,
∣∣f (vn)− α(Γ,f )∣∣ ε2n, ∥∥f ′(vn)∥∥/b(Γ (vn)) εn, for all n.But, from this, (5.8)–(5.9) are clear. The proof is thereby complete. 
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troductory part. Let the function Γ :X → R+ be as in (5.1); and the function b :R+ → R+,
as in (3.1)–(3.2). Further, let f :X → R∪{∞} stand for a functional endowed with the reg-
ularity conditions (1.1)–(1.2) and (5.6). The “hybrid” condition below is to be considered:
each sequence (xn) in Dom(f ) for which
(
f (xn)
)
converges and
f ′(xn)/b
(
Γ (xn)
)→ 0 (in X∗) as n → ∞
has a subsequence (yn) with
(
Γ (yn)
)
bounded (in R+). (PS)
This will be referred to as a Palais–Smale condition (modulo (Γ, b)) upon f .
Theorem 7. Suppose that (in addition) f satisfies a Palais–Smale condition (modulo
(Γ, b)). Then, f is necessarily Γ -coercive.
Proof. If, by absurd, this cannot happen, the relation (5.7) must be true. By Theorem 6, we
have promised a sequence (vn) in Dom(f ) with the properties (5.8)–(5.9). Combining with
the imposed Palais–Smale condition (PS) one deduces that (vn) must have a subsequence
(yn) with (Γ (yn)) bounded (in R+). On the other hand Γ (yn) → ∞ (cf. (5.8)). The con-
tradiction at which we arrived shows that (5.7) cannot be true; hence the conclusion. 
In particular, when Γ is taken as in (3.12); i.e.,
Γ (x) = ‖x − a‖, x ∈ X, for some a ∈ X,
this result includes the one in Zhong [29]. But, the quoted statement extends the contribu-
tion in this area due to Caklovic et al. [6]; hence, so does our result. On the other hand,
a slight modification in the argument involving f under the lines in Motreanu et al. [16]
transforms Theorems 6 and 7 into direct enlargements of the statements in the quoted
paper; see also Goeleven [11]. Finally, it is worth noting that the order type methods in
Motreanu et al. [17] also work in our “functional” setting; we shall discuss these facts
elsewhere.
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