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Abstract 
Selective suppression of synaptic transmission during learning is proposed as a physiological mechanism for combining associative 
memory function at feedback synapses with self-organization of feedforward synapses  in neocortical structures. A computational 
model  demonstrates how  selective  suppression of feedback transmission  allows  this  combination of synaptic function. During 
learning,  sensory stimuli  and the desired response are simultaneously presented as input to the network. Feedforward connections 
form  self-organized  representations  of input,  while  suppressed  feedback  connections learn  the  transpose  of the  feedforward 
connectivity. During recall, suppression of transmission is removed, input activates the self-organized  representation, and activity 
settles  into a  learned solution to the problem. This computational model can be used  for learning of problems which are not 
linearly separable, including the negative patterning task (the XOR problem). Experiments in brain slice preparations of the rat 
somatosensory cortex tested whether the combination of self-organization and associative memory function could be provided by 
cholinergic suppression selective for feedback versus feedforward synapses. The cholinergic agonist carbachol selectively suppressed 
synaptic potentials elicited  by stimulation of layer I (which  contains a  high percentage of feedback synapses),  while  having no 
effect on synaptic potentials elicited by stimulation of layer IV (with a high percentage of afferent and feedforward synapses). 
Keywords: Modulation; Cholinergic: Somatosensory;  Presynaptic; Modeling; Brain slice 
I.  Introduction 
The  mammalian  cortex  appears  capable  of learning 
complex  mappings  between  a  sensory  stimulus  and  a 
desired  categorization  or  motor  response.  However, 
models  of this  function  often  use explicit computation 
of an error signal between the actual and desired output 
state  [28,37].  Biological data  supporting  the existence 
of such a learning rule has not been obtained. In contrast, 
more biologically realistic models of cortical structures 
use unsupervised learning rules dependent only on pre- 
and  post-synaptic activity, similar to the characteristics 
of long-term  potentiation  in  the  hippocampus  [9,29] 
and neocortex [33,34]. As shown in Fig. 1, the synaptic 
connections within these models can be defined as either 
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associative  or  self-organizing  on  the  basis  of a  single 
feature: the relative influence of modifiable synapses on 
post-synaptic activity during learning [11,12].  In asso- 
ciative  memory  function,  post-synaptic  activity  is  pri- 
marily  determined  by  afferent  input  of patterns  to  be 
learned, with no change in the stored representation due 
to  synaptic  transmission  at  the  modifiable  synapses 
[2,10,16,29]. In self-organization, post-synaptic activity 
is predominantly influenced by the modifiable synapses, 
such that modification of synapses influences subsequent 
learning  [ 11,30,41].  Comprehensive models of cortical 
function must combine these capabilities of forming new 
representations  and  storing  associations  between  these 
representations. 
Networks which combine self-organization and asso- 
ciative  memory  function  have  the  capability  to  learn 
complex mapping functions with more biologically real- 
istic  learning  rules  [5,7,12,21,22],  but  must  deal  with 
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Fig. l. Basic characteristics of self-organizing  connections  and associa- 
tive memory connections. (A) At synapses undergoing self-organiza- 
tion, post-synaptic activity during learning depends predominantly 
upon  synaptic transmission at  these modifiable synapses. In  this 
example, activity in  post-synaptic neurons in  region 2 is  entirely 
determined by synaptic  transmission  at the modifiable  synapses  (large 
arrow). (B)  At  synapses undergoing associative memory function, 
post-synaptic activity during learning does not depend primarily on 
the modifiable  synapses, but is predominantly  influenced by afferent 
input. In this example, activity in the post-synaptic neuron in region 
2 is primarily determined by a separate afferent input to the neuron 
(large arrow), with little transmission  at the modifiable  synapse  during 
learning (small arrow). (C) Self-organization  and associative memory 
function can  be  combined if  associative feedback synapses are 
selectively suppressed during learning. This suppression is  then 
removed during recall. In  this example, activity in  post-synaptic 
neurons in region 2 is determined entirely  by synaptic  transmission at 
the modifiable  feedforward  synapses  (which undergo  self-organization). 
In contrast, the modifiable  feedback synapses  with associative  memory 
function have little influence on region 1 activity (due to selective 
suppression of synaptic transmission during learning). 
associative connections on self-organization. Some net- 
works use an architecture without feedback, with sepa- 
rate layers involved in self-organization and association 
[21].  Other  networks  use  special  activation  dynamics 
which prevent feedback from influencing activity unless 
it  coincides  with  feedforward  activity  [5].  A  recently 
presented  network  published  after development  of this 
model alternately suppresses  feedforward and  feedback 
synaptic transmission [7,22]. However, no physiological 
mechanisms  have  been  demonstrated  for  this  selective 
manipulation  of feedforward  and  feedback  activation 
dynamics in these models, 
Here  a  network  is  presented  which  utilizes  selective 
suppression of synaptic transmission during learning to 
allow  simultaneous  self-organization  and  association 
between  two  regions.  This  model  was  motivated  by 
evidence from neurophysiological experiments showing 
that  the  cortical  neuromodulator  acetylcholine  selec- 
tively  suppresses  synaptic  transmission  within  the  rat 
olfactory cortex  [14,15]  and  hippocampus  [ 17,18].  If 
this model is valid for neocortical structures, cholinergic 
suppression  should  be  stronger  for  feedback  but  not 
feedforward  synapses.  This  possibility  can  be  tested. 
since  feedforward  connections  primarily  terminate  in 
layer IV, while feedback connections primarily terminate 
outside of layer IV  [40].  In particular, synaptic poten- 
tials can be  obtained at feedback synapses terminating 
in  layer  I  [6].  Cholinergic  suppression  of  synaptic 
transmission  has  been  shown in  neocortical structures 
[4,35,39], but the laminar specificity of this suppression 
has not been investigated. Here we present experimental 
data  comparing  cholinergic  suppression  of  synaptic 
transmission in layer I and layer IV of the somatosensory 
cortex of the rat. 
2.  Materials and methods 
2.1.  Computational model 
The network simulation has the characteristics of self- 
organization  in  its  feedforward  synaptic  connections, 
and associative memory function in its feedback synaptic 
connections, as illustrated in Figs.  1 and 2. This model 
differs in  a  number  of ways from previously presented 
models  combining  self-organization  and  associative 
memory  function  [5,7,21,22].  In  particular,  some  of 
these previous models use learning rules with an explicit 
error  correction  component  [7,22].  In  contrast,  the 
network  presented  here  uses  Hebb-type  learning  rules 
with no error-correction component. The type of learn- 
ing rule used in this model is supported by evidence on 
the physiology of long-term potentiation in  the hippo- 
campus  [9,29]  and  neocortex  [33,34].  In  addition  to 
differences in the learning rules, the activation dynamics 
of this model differs from previously presented models 
[5,7,21,22].  For example, the model presented here uses 
only  excitatory  connections  between  different  regions, 
rather than a  combination of excitatory and inhibitory 
connections [7,22].  The suppression of synaptic trans- 
mission  used  in  the  model  was  not  total,  contrasting 
with the  complete  absence  of effect of transmission at 
particular sets of synapses in the wake-sleep algorithm 
[7,22],  and  in  the 2/3  rule used in  adaptive resonance 
theory [5]. The use of partial suppression in the model 
allowed  determination  of  the  required  magnitude  of 
suppression of synaptic transmission for preventing asso- 
ciative feedback from interfering with self-organization, 
as  described  in  Section  3.  The  model  presented  here 
differs  in  many  other  details  from  these  previously 
presented models. 
The  learning  rule  for each  set  of connections in  the 
network takes the form: 
z~ " "  ijW(X'Y)  =  q(a~  r) -  O(r~Jg(a~  x~)  ( 1 ) 
where W ~x'y~ designates the excitatory connections from 
region  x  to  region  y,  0  is  the  threshold  of  synaptic 
modification in  region  y, ~/ is  the rate  of modification, 
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where  []+  represents  the constraint  to  positive values 
only. 
Excitatory  feedforward  connections  (Wt~<Y)ij) have 
self-organizing properties, while excitatory feedback con- 
nections (~zr))  have associative memory properties, as 
described in Fig. 1. This difference depends entirely upon 
the  selective  suppression  of feedback  synapses  during 
learning,  which is implemented in the activation rule in 
the form (1- c).  For the entire  network,  the activation 
rule takes the form: 
M  n(x) 
a}X'-A}  >''  -  "  Z  E  w(~<v)....(:),,.  ,k  ~,"k  , 
x=l  k=l 
N  n(x)  n(y) 
+  ~  ~  (1--c)W~'~>-r)g(a(kX)) -  E  "rr(r'~""(r'~'ik  ~,"k  ,  (2) 
x=l  k=l  k=l 
where  a}  r)  represents  the  activity  of  each  of  the  n (r) 
neurons  in  region  y,  a[  x)  is  the  activity of each  of the 
n  (x) neurons  in  other regions x,  M  is the total  number 
of regions  providing  feedforward input,  N  is  the  total 
number of regions providing feedback input,  A~  .r) is the 
input pattern  to region y, H ~r~ represents the inhibition 
between neurons in  region y, and (1-c) represents  the 
suppression of synaptic transmission. During learning, c 
takes a value between 0 and 1. During recall, suppression 
is removed, c = 0. In this network, synapses (IV) between 
regions only take positive values, reflecting the fact that 
long-range connections between cortical regions consist 
of excitatory synapses arising from pyramidal cells. Thus, 
inhibition mediated by the local inhibitory interneurons 
within  a  region is  represented  by a  separate inhibitory 
connectivity matrix H. 
After each step of learning, the total weight of synaptic 
connections  is  normalized  pre-synaptically  for  each 
neuron j  in each region: 
Wij(t+l)=[Wiflt)+dWij(t)]/  [W,.j(t) + d g'~ij(t)]  2 
~  i=l 
(3) 
Synaptic weights are then  normalized  post-synaptically 
for each  neuron  i in  each  region  (replacing  i with j  in 
the sum in the denominator in Eq. 3). This normalization 
of synaptic  strength  represents  slower  cellular  mecha- 
nisms  which  redistribute  pre-  and  post-synaptic 
resources for maintaining synapses depending upon local 
demands at those synapses. 
In  the  simulations  presented  here,  both  the  sensory 
input  stimuli  and  the  desired  output  response  to  be 
learned are presented as afferent input to the neurons in 
region 1. Most networks using error-based learning rules 
consist of feedforward architectures with separate layers 
of input and output units. One can imagine the network 
presented  here  as  an  auto-encoder  network  which  has 
been folded back on itself,  with  both input  and  output 
units in region  1, and the hidden  units in region 2. 
As an example of its functional properties, the network 
presented  here  was trained  on the XOR problem.  The 
XOR problem has previously been used as an example 
of  the  capability  of  error-based  training  schemes  for 
solving problems which are not linearly separable. The 
specific characteristics of the network and patterns used 
for this simulation are shown in Fig. 2. The two logical 
states  of  each  component  of  the  XOR  problem  are 
represented  by two separate units (designated  on  or off 
in Figs. 2 and 5), ensuring that activation of the network 
is equal for each input condition. The problem has the 
appearance  of two XOR problems with inverse logical 
states being solved simultaneously. 
As shown in  Fig. 2,  the input  and  desired  output  of 
the network are presented simultaneously during learn- 
ing  to  region  1.  The  six  neurons  in  region  1  project 
along feedforward connections to four neurons in region 
2, the 'hidden units' of the network. These four neurons 
project  along  feedback connections  to  the  six  neurons 
in region 1. All connections take random initial weights. 
During  learning,  the  feedforward connections  undergo 
self-organization  which  ultimately  causes  the  hidden 
units to become feature detectors responding to each of 
the four patterns of input to region  1. Thus, the rows of 
the feedforward synaptic connectivity matrix  gradually 
take  the  form  of the  individual  input  patterns.  At  the 
same  time,  feedback  connections  undergo  associative 
memory function,  storing  the transpose  of the feedfor- 
ward  matrix.  (The  term  transpose  refers  to  the  inter- 
changing  of rows and  columns  of a  matrix.  When  the 
feedback is the transpose of the feedforward connectivity 
matrix, the feedback connections can take the output of 
the  feedforward  connections  and  produce  the  input 
which  resulted  in  that  output.)  The  development  of 
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Fig. 2. Network for learning the negative patterning or XOR problem, 
with six  units in  region  1 and  four units in  region  2.  Four different 
patterns  of afferent input  are  presented repeatedly  to  region  1.  The 
input  stimuli of the XOR  problem are represented by the four units 
on  the left, and the desired output designation of XOR or not-XOR 
is represented by the two  units on the right. The XOR problem has 
four basic states: on-off and off--oa on the input is categorized by yes 
on the output, while on-on and oil-off on the input is categorized by 
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synaptic connectivity and recall activity is discussed in 
the results section. 
2.2.  Brain slice physiology 
The validity of this computational model of neocorti- 
cal  function  depends  upon  the  existence  of  selective 
suppression of feedback but not feedforward synapses. 
As shown in Fig. 3, we used brain slice preparations of 
the  rat  somatosensory  cortex  to  investigate  whether 
cholinergic suppression of synaptic transmission may be 
selective for feedback but not feedforward synaptic con- 
nections.  This  was  possible  because  feedforward and 
feedback connections show different patterns of termina- 
Ao 
I 
II-IH 
IV 
V-VI 
~a  I 
rd  II-111 
V-VI 
Bo 
ll-llI 
S  ~\ recor~g 
White matter  1 
stimulation  4 
Fig. 3. (A) Laminar pattern of termination of feedforward and feedback 
connections  within  neocortical  structures  (based  on  [6,40]). 
Feedforward  connections  from more primary to higher  level cortical 
regions tend to arise from cortical layers II and Ill and terminate in 
layer IV. Feedback connections  from higher cortical regions to more 
primary cortical regions  tend  to  arise  from  layers  V  and  V1  and 
terminate in layers outside of layer IV. (B) Schematic representation 
of a brain slice preparation of the rat somatosensory cortex, showing 
location of stimulation and recording electrodes. Feedforward synaptic 
potentials  were  elicited  by  stimulation  in  the  white  matter  and 
recording in layer IV. Feedback synaptic potentials were elicited by 
stimulation in layer I and recording in layer 1 on the opposite side of 
a  cut extending through  all layers  except  layer I,  using  techniques 
developed by Cauller and co-workers [6.35]. 
tion in neocortical structures [40]. As shown in Fig. 3A, 
layer I contains primarily feedback synapses from other 
cortical regions [6], whereas layer IV contains primarily 
afferent synapses  from  the  thalamus  and  feedforward 
synapses from more primary neocortical structures [40]. 
Thus, a difference in cholinergic suppression of synaptic 
transmission between these layers would suggest there 
might be selectivity of suppression for feedback but not 
feedforward synapses. 
Brain slice preparations of the somatosensory cortex 
were prepared from 23  female albino  Sprague-Dawley 
rats  between 6  and  8 weeks of age.  Slices  were cut in 
the  coronal  plane,  allowing  separate  stimulation  of 
different neocortical layers. See Fig. 3B for summary of 
the placement of stimulating and recording electrodes. 
For testing of the predominantly feedback connections 
in layer I, we used previously developed techniques for 
isolation of layer I synaptic potentials [6,35], stimulat- 
ing in layer I and recording in layer I (a cut through the 
slice prevented spread of activity from layers II and III). 
For testing the predominantly feedforward connections 
terminating in layer IV,  we elicited synaptic potentials 
by stimulating in the white matter deep to layer VI and 
recorded in layer IV. 
Experiments used previously published techniques for 
maintaining  slice  viability  and  recording extracellular 
synaptic  field  potentials  [13,14,17].  Brains  were 
removed from  rats  anaesthetized with  Halothane  and 
rapidly immersed in chilled modified Ringer's solution 
with the following components: NaHCO3 26, NaCI 124, 
KC1  2.5, KH2PO 4  1.2, CaC12 2.4, MgSO4  1.3, and 
glucose 10 mM. This same solution was used for storage 
of slices  at  least  one  hour  prior  to  recording in  vials 
bubbled with 95% 02/5% CO2. Slices were mounted on 
nylon mesh in a submersion-type slice chamber perfused 
with Ringer's solution (36°C+ 1.0  °) at 4 ml/min. Slices 
were transilluminated to allow visually guided placement 
of stimulation and recording electrodes. Bipolar stimu- 
lating electrodes consisted of twisted strands of Teflon- 
insulated 0.002" diameter platinum-iridium wire (A-M 
Systems). 
Stimulation pulses of 0.1  ms duration were delivered 
at  10-s intervals using a  Neurodata PG4000 stimulator 
with  stimulus  isolation  units.  Evoked  potentials  were 
amplified using an A-M Systems Model 1800 Differential 
Amplifier and  recorded using custom-written software 
on a  Gateway 2000  386SX  computer. When an EPSP 
with a minimum amplitude of 0.4 mV was obtained, the 
frequency of stimulation  was  adjusted  to  0.1 Hz  and 
potentials were left to stabilize.  After this point, electrode 
position and stimulus amplitude was not altered in any 
way. Experimental procedures were initiated when the 
amplitude of the  EPSP  did  not  change for a  10-min 
period.  Perfusion  protocols  were  then  commenced. 
Averages of ten  successive digitized  traces  in  a  given 
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of a  100/~M  concentration  of the  cliolinergic agonist 
carbamylcholine chloride  (Carbachol),  obtained  from 
Sigma Chemicals (St.  Louis, MO, USA). 
We tested cholinergic suppression of synaptic transmis- 
sion by recording the change in height of synaptic poten- 
tials  during  perfusion  of  100#M  carbachol.  Once 
carbachol reached its maximal effect, washout was com- 
menced with normal perfusant. Carbachol was considered 
to have reached its peak effect when the (altered) size of 
the EPSP  remained stable  for at least  3 min following 
the onset of drug peffusion, or no effect was observed for 
10 min. EPSPs  were verified using a  solution with low 
calcium (200 #M CaC12, 8 mM MgSO4). 
Synaptic potentials were digitized for measurement of 
the exact value for the peak negative deflections of both 
the  initial  slope  and  the  EPSP  of  a  given  trace  by 
manual  placement  of a  cursor.  The  slope  calculation 
was performed manually on that portion of the synaptic 
potential for which the slope was essentially linear. The 
effect of carbachol was calculated as the percent change 
in both amplitude and slope of EPSPs. 
3.  Results 
3.1.  Computational model 
In the computational model, selective suppression of 
synaptic  transmission  during  learning  allowed  self- 
organization of feedforward connections without inter- 
ference from feedback connections, which stored associa- 
tions  between activity in  region  2  and  region  1.  This 
allowed the network to perform the negative patterning 
task, as shown in Figs.  2 and 5. 
The pattern of synaptic connectivity during different 
stages of learning is shown in  Fig. 4. The combination 
of Hebbian synaptic modification and normalization of 
Self-m'ganizing feedforward weights 
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Fig. 4.  Strength of feedforward  and feedback  connections within the 
computational  model  during  learning.  Self-organizing  feedforward 
synaptic weights  start (step  1) with  random strength  and gradually 
converge (step 27) to a pattern with individual rows equivalent to the 
various training exemplars of the XOR problem. Associative feedback 
synaptic weights  converge later than the convergence of the feedfor- 
ward  synapses,  developing a  pattern  of connectivity equal  to  the 
transpose of the feedforward  matrix (step 401. 
synaptic  strength  resulted  in  self-organization  of  the 
feedforward connections such that each individual unit 
in  region 2  began to  respond selectively to one of the 
input  patterns.  Suppression  of  feedback  connections 
prevented the spread of activity back from region 2 to 
region 1 from interfering with this process, while allowing 
these  feedback  connections  to  undergo  associative 
memory function. The suppression of feedback connec- 
tions did not need to be complete to obtain associative 
memory function of these connections. Hebbian synaptic 
modification causes these connections to  link  each  of 
the feature detecting hidden units in region 2 with the 
cells  in region  1 activated by the pattern to which the 
hidden unit responds. Gradually, the feedback synaptic 
connectivity matrix becomes the transpose of the feedfor- 
ward  connectivity  matrix,  as  shown  in  Fig. 4. 
(Parameters  used  in  simulation:  A~I)=0  or  1,  r/=2.0, 
0")=0.5,  0<2~=0.6,  /~m=0.2,  #(2)=0.5,  c=l.0  and 
Ht2) _n ~  Function  was  similar  and  convergence was 
ik  --  v.  ,J. 
obtained more rapidly with c=0.5.  Feedback synaptic 
transmission first prevented convergence during learning 
when suppression  was reduced to  c=0.367.  Note  that 
this partial suppression of transmission corresponds in 
magnitude  to  the  partial  suppression  observed  in  the 
brain slice experiments.) 
During  recall,  modulation  of synaptic  transmission 
was removed, and the various input stimuli of the XOR 
problem were presented to region 1 without the corre- 
sponding output pattern. Activity spread along the self- 
organized  feedforward  connections  to  activate  the 
specific  hidden  layer  unit  responding  to  that  pattern. 
Activity then  spread  back  along feedback connections 
from that particular unit to activate the desired output 
units. The activity in the two regions settled into a final 
pattern  of recall.  Fig. 5  shows the settled recall  of the 
network at  different stages of learning.  It can be seen 
that the network initially may show little recall activity, 
or erroneous recall activity, but  after several cycles of 
learning, the network settles into the proper response to 
each of the XOR problem states. 
3.2.  Brain slice physiology 
The function of the computational model depended 
upon  the  selective  suppression  of  feedback  but  not 
feedforward synapses  during  learning.  Experiments in 
brain slice preparations of the rat somatosensory cortex 
supported this selective suppression of feedback but not 
feedforward synapses. As shown in Figs.  6 and 7, meas- 
urement of the suppression of synaptic potentials by the 
cholinergic  agonist  carbachol  demonstrates  stronger 
suppression of synaptic potentials in layer I, which has 
a  larger number of feedback synaptic connections than 
layer IV.  Fig. 6  shows synaptic potentials  recorded in 
layer I and layer IV before, during and after perfusion 
of 100 #M  carbachol.  As  can be seen from the figure, 158  Michael E  Hasselmo, Milos Cekic IBehavioural Brain Research 79 (1996) 153-161 
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Fig. 5.  Output  neuronal  activity in  the  network  shown  at  different 
learning steps.  The four input patterns presented during learning (L) 
are shown at top. Below these are degraded patterns presented during 
recall (R), missing the response components of the input pattern.  For 
each of the individual input patterns,  the output  of the six region  1 
units and the four region 2 units are shown at each stage of learning 
from step 1 to step 40. As learning progresses,  gradually one region 2 
unit starts to respond selectively to each input pattern, and the correct 
output  unit becomes active in response to the degraded input.  Note 
that as learning progresses the response to pattern 4 changes gradually 
from incorrect (yes) to correct (no). 
Feedforward  - layer IV 
--V--  -T-  ?---- 
Control  Carbachot (lOOpM)  Wash  1) 
5ms 
Feedback -  layer I 
Control  Carbachol (1001aM)  Wash 
Fig. 6. Synaptic potentials recorded from brain slices before IControl), 
during (Carbachol)  and  after (Wash)  perfusion of 1130/tM carbachol 
through the slice chamber. Top:  synaptic potentials recorded in layer 
IV (where  feedforward  and  afferent  synapses  predominate)  show  no 
reduction  during  perfusion  of  100llM  carbachol.  Bottom:  synaptic 
potentials recorded in layer 1 (where  feedback  synapses  predominate) 
show  reduction  of  synaptic  potential  height  in  the  presence  of 
100 ltM carbachol. 
application  of  the  cholinergic  agonist  carbachol  was 
found  to  consistently  suppress  synaptic  potentials  in 
layer I  (feedback).  In  contrast,  carbachol  did  not  sup- 
press synaptic potentials in layer IV I feedforward), where 
it  appeared  to  slightly  increase  the  average  EPSP 
recorded extracellularly. 
Fig. 7 shows averaged data from a number of different 
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Fig. 7.  Measurements  of synaptic  potentials  in layer I  and  layer IV 
before (Control), during (Carbachol) and after (Wash)  perfusion with 
100gM  carbachol.  Top:  amplitude  (height)  of  synaptic  potentials 
plotted  as  percent  of  control  response  before,  during  and  after 
perfusion  with  100/~M  carbachol.  Note  the  reduction  of  synaptic 
potential  height  in  layer  I  (solid  bars,  n=8)  and  the  absence  of 
reduction in layer IV (stippled  bars,  n = 6). Bottom: initial rising slope 
of synaptic  potentials  plotted  as percent  of control response  before, 
during and after perfusion with 100/~M carbachol. Note the reduction 
of synaptic potential slope in layer I (solid bars, n = 8) and the absence 
of reduction in layer IV tstippled bars,  n= 6). 
slices,  consistently demonstrating  selective suppression 
in  layer  I.  The  mean  EPSP  amplitude  in  layer I  was 
observed  to  be  suppressed  by a  mean of 38.7%  with a 
standard error of 5.22%  (n = 8).  The mean amplitude of 
EPSPs recorded in layer IV showed an increase of 8.4%, 
with a  standard  error  of 2.4%  (n = 6).  This increase  in 
amplitude  was  not  outside  the  range  of experimental 
variability. A  paired  t-test  shows that  the difference in 
effect  on  EPSP  amplitude  between  the  two  layers  is 
significant (t = 6.26; df= 6, P < 0.001 ). Very similar results 
were obtained  when the  slopes of the EPSPs  from the 
different layers were analyzed. In layer I, a mean decrease 
in  slope  of 31.01%+9.57  was  observed.  The  slope  of 
layer  IV  synaptic  potentials  showed  an  increase  of 
3.8%+6.1.  The difference in effect was seen in all slices 
tested, though as can be seen from the standard errors, 
there  was  considerable  variation  in  individual  effects. 
The fiber volley remained relatively unaltered through- 
out the experiments. In addition, the effect of carbachol 
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of  wash,  the  mean  amplitude  of  layer  I  potentials 
returned to 94.1% of the control amplitude and the slope 
returned  to  an  average  of 97.4%  of the  control  slope. 
The  arrival  time  of  the  peak  of  the  EPSPs  did  not 
change  significantly  in  either  layer during  perfusion  of 
carbachol. 
Layer  I  contains  primarily  feedback  synapses  from 
other  cortical  regions  [6],  whereas  layer  IV  contains 
primarily afferent synapses from the thalamus and feedf- 
orward  synapses from more primary  neocortical  struc- 
tures  [40].  Thus,  the  difference  in  cholinergic 
suppression  of  synaptic  transmission  between  these 
layers suggests there might  be selectivity of suppression 
for feedback but not feedforward synapses. 
4.  Discussion 
The  modulated  cortical  model presented  here  shows 
that self-organizing feedforward and associative feedback 
synapses can be integrated in the same model, with the 
difference in function depending upon the selective sup- 
pression of excitatory feedback connections during learn- 
ing.  This network shows the capacity to learn problems 
which  are  not  linearly  separable  using  purely  local 
learning  rules, rather than a learning rule incorporating 
an  explicit  computation  of  error.  Experimental  data 
support  the biological realism  of the selective suppres- 
sion  of feedback  but  not  feedforward  connections.  In 
brain slice preparations of rat somatosensory cortex, the 
cholinergic agonist carbachol causes strong suppression 
of synaptic potentials  in  layer I (which contains  a  high 
percentage of feedback synapses) while causing no sup- 
pression  of synaptic potentials  in  layer IV (which con- 
tains primarily afferent and feedforward synapses). 
The experimental results presented here are consistent 
with  data  on  suppression  of synaptic  transmission  in 
other cortical  structures.  In  particular,  the suppression 
of  feedback  connections  appears  consistent  with  the 
cholinergic  suppression  of  synaptic  transmission  at 
intrinsic and association fiber connections in the piriform 
cortex  [14].  A  similar  selective  suppression  has  been 
observed  in  the  hippocampal  region  CAI  [-17]  and 
region  CA3  [18].  This  selective  suppression  has  been 
proposed  to  set  appropriate  dynamics  for  associative 
memory function at suppressed synapses in the piriform 
cortex and hippocampus [- 16-18].  In larger-scale simu- 
lations  of the hippocampus,  this  allows a  combination 
of associative  memory  function  with  self-organization 
[19,20].  The  suppression  of excitatory  synaptic  trans- 
mission  by  activation  of  GABAR  receptors  shows  a 
similar  laminar  specificity in  the  piriform  cortex  [-38]. 
suggesting that  this  modulatory effect may supplement 
the effect of acetylcholine in  cortical  structures.  In con- 
trast,  experiments  in  the  piriform  cortex  have  shown 
that  activation  of  metabotropic  glutamate  receptors 
suppresses  transmission  more strongly at  afferent  than 
at  intrinsic  fiber synapses  [13].  Further  modeling  will 
be  necessary  to  understand  the  significance  of  these 
modulatory effects on synaptic transmission  in relation 
to  other  modulatory  effects  within  cortical  structures 
[12]. 
The simple computational model presented here could 
represent  the  properties  of  a  basic  unit  of  cortical 
function.  The  local  nature  of the learning  rules  allows 
the network to be expanded to multiple layers without 
changing the computational demands on single synapses. 
Thus,  self-contained functional  units  of this  sort  might 
take on different functional capabilities in different areas, 
while  showing  similar  physiological  and  anatomical 
characteristics  in  all  cortical  regions  (see  [31,40]  for 
review). The ability to learn solutions to problems which 
are not linearly separable depends upon both the input 
stimuli  and  the desired output pattern  being presented 
to  region  1 at  the same time.  This emphasizes  the fact 
that  development  of  feature  detectors  in  regions  of 
multimodal  association  cortex  [28]  does not  reflect  a 
feedforward flow of information from sensory to motor 
cortices,  but  rather  reflects  a  higher  representation  of 
parallel  input  from  a  full  range  of sensory and  motor 
cortices. 
The function of this modulated cortical model can be 
understood in terms of self-organization and associative 
memory properties, allowing analysis based on previous 
analyses  of  such  systems  [2,8,23,25,27,30]. 
Mathematical analysis of other self-organizing networks 
using  other  mechanisms  of competition  between  syn- 
apses  shows  that  neurons  in  the  second  layer  can  be 
made to become responsive to principal components or 
subspaces of the input covariance matrix  [24,27,32]. In 
auto-encoder networks using back-propagation of error, 
it has been shown that hidden units converge to respond 
to  the  principal  components  of the  input  covariance 
matrix  [3].  Thus,  self-organizing  networks  provide  an 
alternative  mechanism  for  convergence  to  the  optimal 
auto-encoder representation. 
During learning,  as the feedforward connections con- 
verge,  the  suppressed  associative feedback connections 
settle into a final  stable state representing the transpose 
of  the  feedforward  synaptic  connectivity  matrix,  W T. 
During recall, suppression of feedback synaptic transmis- 
sion is removed, and the region 2 units activated by the 
feedforward connections can activate the associated neu- 
rons  in  region  1,  including  any  elements  missing  from 
the input to region  1. The network takes on characteris- 
tics similar to a  bidirectional associative memory [26], 
with the constraint that activation and synaptic connec- 
tions between regions do not go below zero. 
This model has some similarities  to previous models 
such  as  the  Helmholtz  machine  [7,22]  adaptive  reso- 
nance  theory  [5]  and  counterpropagation  [21].  The 
Helmholtz machine alternates between a phase in which 160  Michael E  Hasselmo, Milos Cekic/Behavioural Brain Research 79 (1996) 153-161 
feedback  connections  are  suppressed  and  a  phase  in 
which  feedforward  connections  are  suppressed.  The 
experimental  data  presented  here  provide  support  for 
the phase in which feedback connections are suppressed. 
In adaptive resonance networks, interference from feed- 
back  is  prevented  by  delaying  feedback  activity  until 
convergence has occurred in layer 2, and utilizing atten- 
tional  gain control  (resulting  in  the  '2/3  rule') to  allow 
feedback connections to become associative rather than 
self-organizing. The suppression of synaptic transmission 
during  learning  provides  an  alternative  mechanism 
which  may be more biologically realistic. The orienting 
subsystem of adaptive resonance networks regulates the 
amount of feedback depending on a match between top- 
down and bottom-up representations. More biologically 
realistic  models  could  regulate  the  level  of  feedback 
based  on total activity, since  biologically realistic asso- 
ciative memory models show strong firing resonance in 
response to familiar patterns  [ 1,17]. 
The work presented here suggests that neuromodula- 
tory effects such as the selective suppression of synaptic 
transmission could play an important role in determining 
the relative influence of top-down and bottom-up repre- 
sentations in cortical function, which has been the focus 
of considerable theoretical work [ 5,31 ]. Graded modu- 
lation allows the model dynamics to include intermediate 
levels between states of learning and recall. The physio- 
logical mechanisms determining the level of modulation 
in  response  to  a  particular  input  remain  an  important 
topic for future research. Simulations of the hippocampal 
formation  demonstrate  that  even  a  simple  feedback 
regulation based on total activity can be used to regulate 
cholinergic modulation for effective learning [ 17,19,20]. 
In  a  full  network  simulation  of the  hippocampus,  self- 
organization  of  the  perforant  path  connections  from 
entorhinal  cortex  forms  sparse  representations  in  the 
dentate  gyrus  and  region  CA I  which  can  be  used  to 
perform  the  negative  patterning  task  in  simulation 
[19,20].  This  requires  cholinergic  suppression  of feed- 
back from region  CA3  to  region  CA1  and  from region 
CA1  to the entorhinal  cortex.  Lesions of the hippocam- 
pal  formation have been  shown  to impair  performance 
of the  negative  patterning  task  in  rats  1-36].  Thus,  the 
selective suppression of synaptic transmission by acetyl- 
choline may play a  fundamental  role for the function of 
hippocampus as well as the neocortex. 
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