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Developing approaches for linear mixed modeling in landscape 
genetics through landscape- directed dispersal simulations















































Identifying	 the	 natural	 and	 anthropogenic	 landscape	 features	 that	








management	 actions	designed	 to	 improve	or	 sustain	 the	viability	of	
populations.	As	 a	 result	 of	 the	 importance	of	dispersal,	 the	 last	 de-
cade	has	 seen	a	proliferation	of	quantitative	methods	 that	 combine	
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many	of	these	approaches	has	not	been	adequately	tested	nor	have	
proper	protocols	been	established.
Pairwise	metrics	 for	 genetic	 differentiation	 and	 landscape	 resis-
tance	 (or	 cost)	 are	 commonly	 compared	 to	 quantify	 landscape	 ef-
fects	 on	 dispersal	 (e.g.,	 McRae,	 2006;	 Munshi-	South,	 2012;	 Row,	
Blouin-	Demers,	&	Lougheed,	2010;	Spear,	Balkenhol,	Fortin,	McRae,	
&	 Scribner,	 2010).	 Improved	 model	 fit	 between	 genetic	 and	 resis-
tance	distance	over	 the	 fit	 between	genetic	 and	Euclidean	distance	
(i.e.,	isolation-	by-	distance)	suggests	a	link	between	the	characterized	
landscape	and	patterns	of	effective	dispersal.	However,	the	best	ap-
proach	 for	 quantifying	model	 fit	 and	 comparing	models	 that	 repre-
sent	different	hypotheses	is	far	from	clear.	This	lack	of	clarity	largely	
stems	from	the	nonindependent	error	structure	within	pairwise	data-





















Arcos,	 Mendez	 de	 la	 Cruz,	 &	 Murphy,	 2013;	 Peterman,	 Connette,	
Semlitsch,	&	 Eggert,	 2014;	 Phillipsen	 et	al.,	 2015;	 Row	 et	al.,	 2015;	
Van	Strien	et	al.,	2012;	Zancolli,	Rödel,	Steffan-	Dewenter,	&	Storfer,	
2014).	 A	 comparison	 of	 the	 fit	 of	 models	 in	 a	 biologically	 relevant	
model	set	can	readily	accommodate	ecological	complexity	(Burnham	









dispersal	 rates	 among	 simulated	 populations	 are	 governed	 by	 land-
scape	features	from	real	landscapes	and	produced	genetic	character-
istics	 (e.g.,	 genetic	 diversity	 and	 differentiation)	 similar	 to	 empirical	
datasets.	 Using	 these	 simulations,	we	 derived	 a	 series	 of	 replicates	
where	 genetic	 exchange	 among	 populations	 for	 a	 wide-	ranging	
terrestrial	vertebrate	(greater	sage-	grouse	[Centrocercus urophasianus] 
across	Wyoming,	~121,000	km2)	and	a	less	mobile	reptile	(eastern	fox-














2.1 | Landscape- directed dispersal simulations










Table	1)	 important	 for	 sage-	grouse	 functional	 connectivity	 across	
this	 region	 (Row	et	al.,	2015).	All	 land	cover	 layers	had	a	 resolution	







face	and	adding	0.1	 to	 avoid	 zero	 (Row	et	al.,	 2014).	This	 gave	 the	






to	higher	 spatial	 resolutions	provided	 a	better	 fit	with	 genetic	 data	















surfaces	 individually.	 For	 example,	 given	 the	 distribution	 of	 values,	




than	 one	 landscape	 feature,	 and	 thus,	 we	 derived	 six	 ecologically	
relevant	 combined	 resistance	 surfaces	 for	 Wyoming	 (A:	 FOREST	
and	 SAGE;	 B:	 SAGE	 and	 AGRIC;	 C:	 SAGE	 and	 RUGG;	 D:	 FOREST	
and	AGRIC;	 E:	 FOREST	 and	 RUGG;	 and	 F:	 RUGG	 and	AGRIC).	 For	















feather	 samples	were	 collected	 (Row	 et	al.,	 2015).	 For	 each	 of	 the	
resistance	surfaces,	we	used	circuit	 theory	 (Hanks	&	Hooten,	2013;	
McRae,	Dickson,	Keitt,	&	Shah,	2008)	as	implemented	in	Circuitscape	























































used	 in	both	empirical	datasets,	 and	 this	approach	accounts	 for	 the	

















































where	 Dispij	 decreases	 with	 increasing	 resistance	 (Rij),	 with	 α de-
termining	 the	 steepness	 of	 the	 decline	 and	 β	 describes	 the	 overall	
dispersal	 rate.	We	 standardized	emigration	 rates	 (i.e.,	 proportion	of	
individuals	migrating	 from	population	 i	 to	population	 j)	 so	 that	 they	





Diefenbach,	 Resenberry,	Wallingford,	 &	Grund,	 2005;	Martín	 et	al.,	



















simulated	 data	 with	 genetic	 characteristics	 similar	 to	 the	 empirical	
datasets.	This	was	accomplished	for	each	of	the	dispersal	replicates	by	
randomly	sampling	twenty	individuals	from	each	simulated	population	
and	comparing	summary	statistics	 to	empirical	data	 (655	 individuals	
from	37	sage-	grouse	populations;	324	 individuals	 from	17	 foxsnake	
populations).	In	total,	we	used	four	steps:	(1)	running	preliminary	sim-
ulations	and	determining	the	range	of	parameter	values	that	produced	
data	 approximating	 the	 genetic	 diversity	 (expected	 heterozygosity	








simulations	 (i.e.,	 ten	different	parameter	sets	each	run	10	times)	 for	
each	of	the	11	landscapes	(1,100	replicate	simulations).
(1)Dispij=−αeRijβ
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2.2 | Assessment of linear mixed models in 
spatial genetics
Maximum-	likelihood	population-	effects	models	account	for	noninde-
pendence	 in	a	 set	of	n	pairwise	data	points	by	 including	a	 random-	
effects	 term	 for	 the	 nonindependent	 error	 structure	 of	 pairwise	













package	 (Hadfield,	 2010)	 with	 a	 similar	 model	 formulation	 for	 the	
random-	effects	term.	MCMC	models	were	run	for	a	total	of	100,000	
MCMC	iterations	 (250,000	burn-	in,	400	thinning)	with	convergence	
assessed	 by	 comparing	 coefficients	 and	 their	 intervals	 (confint.mer-
Mod	command;	lme4	package)	across	multiple	runs.
We	 assessed	 the	 power	 of	 MLPE	 models	 by	 quantifying	 their	
ability	 to	 identify	 the	 true	dispersal	model	 from	alternate	models	 in	












scape	variables,	 true	models	 should	 be	 among	 the	 best	 fitting	 and	
thus	 have	 a	 low	 percentile.	Also,	 because	 each	variable	 represents	















thus,	we	 compared	 the	 results	 of	 five	 different	 criteria	 designed	 to	
estimate	the	overall	model	fit	of	a	set	of	candidate	models.	First,	we	
used	 information	 theoretic	 criteria,	 AIC	 and	 BIC,	 which	 were	 esti-
mated	 from	 the	 lme4	models,	 and	DIC	values	were	 calculated	 from	











































3756  |     ﻿ROW  et  al
parameters	 (Orelien	&	 Edwards,	 2008);	 thus,	 it	 has	 been	 suggested	




the F	 distribution	 (estimated	 using	 Kenward-	Rogers	 approximation:	
KRmodcomp	R	package;	Halekoh	&	Højsgaard,	2011)	to	quantify	the	
difference	 in	 explained	variation	 between	models	with	 and	without	






We	 further	 assessed	 the	 top	model	 selection	 index	 by	 calculat-
ing	(1)	the	overall	proportion	of	simulations	where	the	top	model	was	
the	true	underlying	dispersal	model,	(2)	the	proportion	of	simulations	












of	 the	 selection	criteria	 (i.e.,	 greater	 accuracy).	The	model	 selection	
indices	 AIC	 and	 BIC	 outperformed	 the	 other	 indices	 and	 had	 true	
models	within	the	lowest	percentiles	for	the	total	model	set	in	both	
simulated	datasets	 (Figure	2).	Marginal	R2	 values	had	 a	bias	 toward	
multivariate	models	and	had	much	higher	percentiles	for	true	models	
than	 the	AIC	 and	BIC	model	 selection	 criteria.	DIC	 also	 performed	
poorly	 and	 generally	 had	 higher	 percentiles	 than	 marginal	 R2	 val-
ues	 (Figure	2).	Considering	BIC,	which	performed	 the	best,	 the	 true	
landscape	model	was	 always	within	 the	 top	20%	of	 the	16	models	
in	 the	 set	 when	 there	 was	 only	 one	 underlying	 landscape	 variable	
(Figure	2a,c).	 When	 the	 underlying	 true	 dispersal	 model	 contained	
two	landscape	components,	all	criteria	had	higher	percentiles	for	the	



























































































whereas	nontrue	 landscape	variables	were	 reduced	 and	generally	 fell	
below	zero	(Figure	3a,c).	For	the	multilandscape	variable	dispersal	mod-
els,	the	coefficients	for	true	variables	were	lower,	but	the	patterns	were	






















that	did	not	overlap	with	 zero	 for	 the	entire	model	 set.	Controlling	
for	 geographic	 distance	 by	 including	 an	 undifferentiated	 covariate	





Proportion of correct  
model selection
Proportion tests with all true 
variables in top model Mean ΔBIC
Mean correlation of 
top and true model
Sage-	grouse	simulations
UNDIF 1.00 1.00 0.00 NA
AGRIC 0.34 1.00 −4.33 0.78
FOR 0.37 0.40 −7.56 0.42
RUGG 0.08 1.00 −9.15 0.83
SAGE 0.00 1.00 −15.00 0.82
COMBA 0.86 0.92 −0.33 0.88
COMBB 0.00 0.06 −16.49 0.78
COMBC 0.05 0.05 −6.67 0.84
COMBD 0.89 0.89 −0.25 0.78
COMBE 0.34 0.34 −4.87 0.66
COMBF 0.07 0.97 −12.71 0.92
Foxsnake	simulations
UNDIFF 0.70 0.70 −0.63 0.36
OPEN 1.00 1.00 0.00 NA
ROAD 0.99 1.00 0.00 0.75
RESID 0.64 0.64 −1.48 0.61
WATER 0.91 0.92 −0.25 0.68
COMBA 0.00 0.00 −12.68 0.81
COMBB 0.00 0.00 −7.58 0.83
COMBC 0.00 0.00 −18.82 0.55
COMBD 0.00 0.00 −10.05 0.80
COMBE 0.00 0.00 −8.84 0.87










inappropriate	 for	mixed	models	with	different	 fixed	effects	 that	are	
estimated	with	REML	(Verbeke	&	Molenberghs,	2000).	This	could	be	
problematic,	as	REML	is	used	for	MLPE	models	(Clarke	et	al.,	2002),	















Despite	 the	potential	 issues,	AIC	can	be	 informative	as	a	model	
selection	index	for	mixed-	model	fit	with	REML	(Gurka,	2006),	and	they	
have	been	used	successfully	 for	model	selection	with	MLPE	models	





values	 varied	 dramatically	 among	 the	 true	model	 surfaces	 and	was	
low	 overall.	When	model	 selection	was	 derived	 from	 a	 single	 land-




When	 the	 underlying	 true	 landscape	 resistance	 was	 built	 from	




from	each	 individual	 landscape.	We	 tested	 this	by	 fitting	models	of	
pairwise	resistances	from	combined	surfaces	with	their	corresponding	
individual	pairwise	resistances	(e.g.,	Combine	A	~	SAGE	+	FOREST	for	












































UNDIF FOR SAGE RUGG AGRIC
True model without UNDIF
True model with UNDIF
Not in model without UNDIF




































UNDIF OPEN RESID ROAD WATER
(a) (c)
(b) (d)
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we	would	predict	a	strong	fitting	model	with	both	variables	contrib-
uting	 relatively	equally	 to	 the	model.	For	 the	combined	sage-	grouse	
resistances,	 this	was	 generally	 true	with	 an	 average	R2	 of	 0.98	 and	
very	similar	standardized	model	coefficients.	However,	 the	 foxsnake	











Based	 on	 our	 results,	 we	 suggest	 testing	 resistances	 derived	 from	
multilandscape	 surfaces	 against	 the	 corresponding	 single	 landscape	
surfaces	 before	 proceeding	 with	 multivariate	 models.	 More	 simply,	
using	 resistances	 derived	 from	 the	 combined	 surfaces	 in	 the	model	
selection	analyses	and	avoiding	multivariate	models	altogether	might	
lead	to	better	results.
4.2 | Coefficient analyses of MLPE models
Many	examples	of	MLPE	models	 in	 landscape	genetics	present	only	





positive	 and	 did	 not	 overlap	 zero	 for	 all	 models	 in	which	 they	 ap-










4.3 | Future considerations to test and refine 
MLPE approaches
In	 this	study,	we	used	a	comparative	approach	and	found	relatively	














parameters	are	needed.	Further,	 comparing	 the	 results	using	differ-
ent	sampling	strategies	(e.g.,	population	vs.	individual),	types	and	the	





Cushman,	 2010),	which	 has	 been	 instrumental	 in	 testing	 landscape	
and	 population	 genetic	 assumptions	 (e.g.,	 Cushman	 &	 Landguth,	
2010;	Dileo,	Rouse,	Dávila,	&	Lougheed,	2013;	Landguth	et	al.,	2012;	
Oyler-	McCance,	 Fedy,	&	 Landguth,	 2012)	 or	 predicting	 the	 impacts	
of	 environmental	 changes	 (Row	 et	al.,	 2014).	 Here,	 we	 have	 used	
population-	based	simulations	to	test	model	selection	indices	and	co-
efficient	analyses.	We	provided	Python	and	R	scripts	and	a	simplified	








ordination,	 and	 insights.	We	 thank	 the	many	 individuals	 who	 in-
vested	time	and	energy	into	collecting	and	submitting	sage-	grouse	
feathers	and	foxsnake	tissue	samples	for	genetic	analysis.	Funding	
for	 the	sage-	grouse	 research	was	provided	by	 the	U.S.	Bureau	of	
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