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Аннотация 
В последнее время было показано, как на основе обычного ускоренного градиентного метода 
решения задач гладкой выпуклой оптимизации можно получить ускоренные методы для более 
сложных задач (со структурой) и задач, по ходу решения которых используется различная 
локальная информация о поведении функции (стохастический градиент, гессиан и т.п.). 
“Ускоренные” методы здесь означает, с одной стороны, наличие некоторого единого и достаточно 
общего способ ускорения, а, с другой стороны, означает и “оптимальность” методов, что часто 
удается строго доказать. В настоящей работе предпринята попытка построить в том же духе 
теорию ускоренных методов решения гладких выпукло-вогнутых седловых задач со структурой. 
Основным результатом статьи является получение в некотором смысле необходимых и 
достаточных условий, при которых сложность решения нелинейных выпукло-вогнутых седловых 
задач со структурой по числу вычислений градиентов композитов по прямым переменным равна 
по порядку аналогичной сложности решения билинейных задач со структурой. 
Ключевые слова: седловая задача, ускоренный метод, слайдинг, проксимально-дружественная 
функция. 
1. Введение 
Одним из основных направлений в численных методах выпуклой оптимизации в последнее 
десятилетие стало повсеместное распространение конструкции ускорения обычного градиентного метода, 
предложенной в 1983 г. Ю.Е. Нестеровым [7], на различные другие численные методы оптимизации. 
Напомним вкратце исходную конструкцию. Для решения задачи выпуклой оптимизации 
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где L  – оценка сверху константы Липшица градиента  f x  в 2-норме (далее, для краткости, будет 
говорить, что  f x  имеет L -Липшицев градиент, аналогично с сильной выпуклостью), следующий 
ускоренный метод 
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Сложность итерации этого метода сопоставима со сложностью итерации градиентного спуска. Однако если 
градиентный спуск сходится в общем случае (на плохо обусловленных задачах [8]) не лучше, чем [12] 
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то ускоренный метод сходится как 
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где 
*x  – решение задачи (1), а 
0
* 2
R x x  . Если решение не единственное, то под *x  можно понимать то 
решение, которое наиболее близко (в 2-норме) к 0x  – точке старта метода [1]. Оценка (2) с точностью до 
числового множителя уже не может быть улучшена в общем случае ни на каком другом возможном методе 
при зафиксированном классе задач выпуклой оптимизации (1) с L -Липшицевым градиентом, см., например, 
[18, 20]. Аналогичные рассуждения можно провести и в невырожденном случае, когда  f x  –  -сильно 
выпуклая функция [23]. В следующих пунктах, мы рассмотрим именно такой случай. 
За последние 15 лет описанная конструкция ускорения была успешно перенесена на гладкие задачи 
условной выпуклой оптимизации, на задачи со структурой (в частности, так называемые, композитные 
задачи). Ускорение успешно перенеслось и на неполноградиентные методы (безградиентные методы, спуски 
по направлению, координатные спуски) и на методы, использующие старшие производные. Также удалось 
добиться ускорения рандомизированных методов (например, методов редукции дисперсии в задачах 
минимизации суммы функций) и методов решения задач гладкой стохастической оптимизации. Под 
успешностью перенесения здесь, как и выше, понимается достижение с помощью соответствующих 
ускоренных методов (с точностью до числовых множителей) известных нижних оценок. Важно также 
отметить, что в основу схемы ускорения во всех описанных случаях положена идейно одна и та же 
конструкция. Детали и более подробной обзор литературы можно найти в работе [1].  
2. Постановка задачи и основные результаты 
Несмотря на отмеченные достижения, по-прежнему, остается ряд достаточно важных для практики 
постановок задач, в которых пока не до конца ясно, как именно следует добиваться ускорения имеющихся 
методов. В частности, рассмотрим специальный подкласс задач вида (1), включающий в себя седловые 
задачи 
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где  r x ,  h y  – x -сильно и y -сильно выпуклые функции,  ,F x y  – выпуклая по x  и вогнутая по y  
функция, удовлетворяющая следующим условиям гладкости на x yQ Q : 
   2 1 2 1 22, ,x x xxF x y F x y L x x    ,    2 1 2 1 22, ,x x xyF x y F x y L y y    , 
   2 1 2 1 22, ,y y yxF x y F x y L x x    ,    2 1 2 1 22, ,y y yyF x y F x y L y y    , 
а xQ , yQ  – выпуклые множества. Не ограничивая общности, можно считать  22x xR   (регуляризация 
[1]) и (или)  22y yR   (двойственное сглаживание [1, 6, 16, 20]), где 0 * 2xR x x  ,  
0
* 2y
R y y x  , 
 0 0,x y  – стартовая точка для выбранного численного метода решения задачи (3). 
С точки зрения ускоренных методов данный класс задач достаточно подробно исследован в основном 
в случае  , ,F x y Ax y , см., например, [16]. Заметим, что в этом случае 0xx yyL L  , 
 max Txy yxL L A A  . 
Приведем известные на данный момент результаты относительно задачи (3). Будем говорить, что 
 r x  – проксимально дружественная функция, если задача вида 
  21 2 2min ,
xx Q
c x r x c x

  ,                                                                 (4) 
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где 
2 0c  , может быть решена явно. Аналогично  h y  – проксимально дружественная функция, если 
задача вида 
  21 2 2min ,
yy Q
h y c y c y

  ,                                                               (5) 
может быть решена явно. 
Под  -решением задачи (3) будем понимать такую пару  , yx NN x yx y Q Q  , что 
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где  nB R  – евклидов шар радиуса R  в 
n . 
Ниже приведены наилучшие известные нам результаты (см. [2, 6, 9, 14, 16] и цитированную в этих 
работах литературу) относительно сложности решения задачи (3), которые далее мы постараемся уточнить. 
Собственно, в пп. 2) – 4) такое уточнение уже делается: ранее в приведенном виде данные результаты были 
известны только в предположении  , ,F x y Ax y . 
1) Если  r x  и  h y  проксимально дружественны, то  -решение задачи (3) может быть 
достигнуто, за  xy x yL    вычислений (4),  ,xF x y , и (5),  ,yF x y  при  , ,F x y Ax y  
и за     max , , min ,xx xy yy x yL L L    вычислений (4),  ,xF x y , и (5),  ,yF x y  в общем 
случае. Здесь и далее        с точностью до небольшой степени логарифмического по   
множителя. Как правило, показатель степени 1 или 2. 
2) Если  r x  имеет xL -Липшицев градиент, но не проксимально дружественна, то  -решение 
задачи (3) может быть достигнуто за  x xL   вычислений  r x , 
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вычислений (5),  ,yF x y . 
3) Если  h y  имеет yL -Липшицев градиент, но не проксимально дружественна, то  -решение 
задачи (3) может быть достигнуто за 
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вычислений (4),  ,xF x y  и 
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вычислений  ,yF x y . 
4) Если  r x  имеет xL -Липшицев градиент,  h y  имеет yL -Липшицев градиент, но обе функции 
не проксимально дружественны, то  -решение задачи (3) может быть достигнуто за  x xL   
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вычислений  ,yF x y . 
Отметим, что результаты всего п. 1) и пп. 2), 4) в части числа вычислений  r x  (и, по-видимому, в 
части числа вычислений  ,xF x y ) в общем случае не могут быть улучшены [18, 21] (с точностью до 
логарифмического множителя), если dim dim xy x yx y L     (правую часть можно менять в зависимости 
от специфики постановки задачи). Если это условие не выполняется, то можно свести седловую задачу к 
негладкой задаче выпуклой оптимизации [4, 5] и решать ее методами типа центров тяжести, например, 
методом эллипсоидов или Вайды [5, 10]. Заметим, что методом эллипсоидов можно решать седловую задачу 
и напрямую [19]. 
i) Основным результатом работы является обоснование возможности в пп. 2) – 4) полностью 
убрать оговорку “при  , ,F x y Ax y ”. 
При 2x xR   частично это уже было сделано в работе [14]. Однако полученные в этой работе 
оценки в части числа вычислений  r x  проигрывают оценкам, приведенным выше в ~ 1 y  раз. 
ii) Другим результатом работы является уточнение приведенных выше утверждений в случае, 
когда  , ,F x y Ax y , myQ  ,  h y  имеет yL -Липшицев градиент и  min T y xA A L  . В 
этом случае во всех приведенных выше формулах можно заменить x  на  min T yA A L . 
iii) Более того, в случае, когда  , ,F x y Ax y , myQ   оценку на число вычислений  ,yF x y , 
(5) можно заменить (это имеет смысл, если новая оценка станет лучше имеющейся) на 
следующую оценку 
[Число вычислений  ,xF x y ]      max minT Ty yL A A A A     , 
где  min TA A  – минимальное положительное собственное значение матрицы TA A . 
Аналогичное обобщение можно сделать и в случае, когда  h y  имеет yL -Липшицев градиент. 
Стоит отметить, что результат ii) позволяет, среди прочего, элементарным образом объяснить, как 
решать матричную игру за     max minT TA A A A   матрично-векторных умножений. Сначала 
необходимо двойственно сгладить (должным образом) исходную постановку задачи [1, 6, 16, 20], т.е. ввести 
проксимально-дружественную функцию    2 22 4 yh y y R . Отметим, что при этом 
n
x yQ Q   . Далее, 
полученную в результате функцию  g x  можно минимизировать обычным ускоренным методом [1, 6, 7, 16, 
18, 20, 23] (в сильно выпуклом случае). Полученная при этом сложность решения задачи существенно 
лучше популярных и активно исследуемых процедур типа экстраградиентного метода, для которого удалось 
лишь получить такую оценку трудоемкости     max minT TA A A A   [17]. 
Отметим также, что результаты, приведенные в п. iii) нашли важное приложение в построении 
оптимальных ускоренных методов для гладких выпуклых задач децентрализованной распределенной 
оптимизации [13]. Собственно, наш изначальный интерес к этой проблематике и был связан с развитием 
идей работы [13]. 
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3. Необходимые вспомогательные утверждения и схема 
получения основных результатов 
Для того чтобы получить отмеченные в предыдущем пункте результаты, приведем необходимые и, в 
основной части, уже известные результаты. 
Лемма 1 [1, 15, 22]. В обозначениях п. 2, если  , ,F x y Ax y , то  g y  будет иметь L -Липшицев 
градиент, где  max T yL A A  . Если, дополнительно,  h y  имеет yL -Липшицев градиент и myQ  , то 
 g x  –  -сильно выпуклая функция на  Ker A

, где  min T yA A L  . При этом    Kerg x A

  . 
Лемма 2 [2, 11, 14]. В обозначениях п. 2,  g y  будет иметь L -Липшицев градиент 
    ,xg x F x y x   (формула Демьянова–Данскина), где 
22xx xy yL L L   . Более того, для всех , xx z Q  
выполняется следующее условие (словами:   ,xF x y x  –  2 ,2L -градиент для  g x ) 
            22
2
0 , , , 2
2
x
L
g z F x y x h y x F x y x z x z x             
,                 (6) 
где  y x  такой, что 
    
 
      max , ,
yy Q
g x
F x y h y F x y x h y x  

   

. 
Лемма 3 [16]. Пусть необходимо решить задачу выпуклой оптимизации 
    min
nx
r x g x

 

,                                                                      (7) 
c точностью   по функции. Функции  r x  и  g x  имеют константы Липшица градиента rL  и gL , и хотя 
бы одна из этих функций  -сильно выпуклая. Тогда задача (7) может быть решена методом ускоренного 
градиентного слайдинга из п. 8.2 [16] за  r rN L    вычислений  r x  и  g gN L    вычислений 
 g x . Результат останется верным, если вместо  g x  использовать     ,g gN L  -градиент. 
Новым в приведенных утверждениях является последнее предложение в лемме 3. Доказательство 
этого ключевого наблюдения проводится аналогично оригинальной статье [11], см. также [14, 16]. 
Несложно заметить, что утверждения i) и ii) из п. 2 получаются сочетанием лемм 1 – 3. Немного более 
хитро получается утверждение iii). Идея получения iii) описана в работе [13]. 
4. Заключение 
В данной работе рассмотрен класс гладких седловых задач со структурой. Такие задачи возникают, 
например, в обработке изображений и при решении различных обратных задач [16]. С помощью техники 
слайдинга Дж. Лана [16] и результатов о том, как преобразуются свойства гладкости и сильной выпуклости 
(кривизны графика функции, определяемые экстремальными значениями ее гессиана) при преобразовании 
Фенхеля–Лежандра [22], были получены новые (существенно лучшие) оценки на число вычислений 
градиента по прямым переменным в нелинейных седловых задачах со структурой. По сути, были получены 
достаточно общие условия, при которых удается перенести основные результаты для билинейных седловых 
задач на общий класс нелинейных гладких выпукло-вогнутых седловых задач. 
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Следует отметить, что по в тексте статьи мы намерено избегали максимальной общности изложения 
для компактности и удобства восприятия. Тем не менее, отметим, что приведенные в статье результаты 
можно обобщить на случай более общих оракулов [1]: стохастических, рандомизированных (в том числе 
инкрементальных, возникающих при работе с целевыми функционалами вида суммы функций), 
неполноградиентных, модельных (в том числе с дополнительными композитными членами); вместо 
евклидовой нормы, можно было рассматривать более общие нормы и прокс-структуры (впрочем, все же не в 
такой общности, как в не сильно выпуклом случае); наконец можно попробовать рассмотреть более чем два 
слагаемых в структуре целевого функционала. Многое упирается в возможность должным образом 
обобщить лемму 3. Нам представляется, что на этом пути может быть получено достаточно много новых 
интересных результатов.  
Отметим также, что если, что в приведенных в статье постановках задач dim y  и(или) dim x  – 
небольшие, то у использованных в статье ускоренных методов появляются конкуренты в виде методов типа 
центров тяжести [5, 10]. В качестве примера можно посмотреть случай dim 2y  , разобранный в [3]. 
Несмотря на полученное в работе улучшение известных верхних оценок, мы все же по-прежнему не 
знаем, оптимальны ли приведенные в этой статье оценки по совокупности критериев: число вычислений 
градиента по прямым переменным и по двойственным (не только по одному из них)? 
Авторы выражают благодарность А.С. Немировскому и Ю.Е. Нестерову за ценное обсуждение части 
материала статьи. 
Работа была поддержана гратом Президента РФ МД 1320.2018.1 в § 1, 2, грантом РФФИ 18-31-20005 
мол-а-вед в § 3, грантом РНФ 17-11-01027 в § 4. 
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