Abstract: This paper explores the robustness issues that arise in the identification of continuous-time systems from sampled data. A key observation is that, in practice, one cannot rely upon the fidelity of the model at high frequencies. This implies that any result which implicitly or explicitly depends upon the folding of high frequency components down to lower frequencies will be inherently nonrobust. We illustrate this point by referring to the identification of continuous-time auto-regressive stochastic models from sampled data. We argue that traditional approaches to this problem are sensitive to high frequency modelling errors. We also propose an alternative maximum likelihood procedure in the frequency domain, which is robust to high frequency modelling errors.
INTRODUCTION
Identification of continuous-time systems is a problem of considerable importance in various disciplines such as economics, control, fault detection and signal processing. In recent years, there has been an increased interest in the problem of identifying continuous-time models (Rao and Garnier, 2002; Garnier et al., 2003; Ljung, 2003) . Even though it is theoretically possible to carry out system identification using continuous-time data (Young, 1981; Unbehauen and Rao, 1990 ), this will generally involve analogue operators to emulate time derivatives and will thus usually be 1 Corresponding author: juan.yuz@newcastle.edu.au impractical. Thus, one is usually forced to work with sampled data (Sinha and Rao, 1991; Pintelon and Schoukens, 2001) . In this context, one might hope that if one samples quickly enough then the difference between discrete and continuous processing would be vanishing small. There are indeed many cases which support this hypothesis -see, for example, (Middleton and Goodwin, 1990; Feuer and Goodwin, 1996; Goodwin et al., 2001) .
The above discussion can, however, lead to a false sense of security when using sampled data. A well known instance where naive use of sampled data can lead to erroneous results is in the identification of continuous-time stochastic systems where the noise model has relative degree greater than zero. In the latter case, it has been shown in (Wahlberg, 1988) that the sampled data model will have sampling zeros. These are the stochastic equivalent of the well-known sampling zeros that occur in deterministic systems of relative degree greater than one (Åström et al., 1984) . The stochastic sampling zeros play a crucial role in obtaining unbiased parameter estimates in the identification of such systems from sampled data. The reason is that most identification procedures rely upon whitening of the noise, an operation which is sensitive to the sampling zeros of continuous-time systems of non zero relative degree.
A particular case of the above problem has been studied in detail in (Söderström et al., 1997; Larsson and Söderström, 2002; Larsson, 2003) . In particular, these papers deal with continuous-time auto-regressive (CAR) system identification from sampled data. Such systems have relative degree n, where n is the order of the auto-regressive process. It has been shown that if one ignores the stochastic sampling zeros, e.g., by using ordinary least squares, a clear bias will appear in the parameter estimates, even when using fast sampling rates (Söderström et al., 1997 ).
In the current paper we further explore the circle of ideas outlined above. We pay particular attention to the impact of high frequency modelling errors on continuous-time system identification when using sampled data. We show that high frequency modelling errors can be equally as catastrophic as ignoring sampling zeros. Thus we argue that one should always define a bandwidth of fidelity of a model and ensure that the model errors outside that bandwidth do not have a major impact on the identification results. This leads us to develop a frequency domain identification procedure which we show is insensitive to both relative degree and unmodelled high frequency poles.
BACKGROUND TO THE IDENTIFICATION OF CAR SYSTEMS
The ideas presented in this paper are equally applicable to all continuous-time identification problems. However, to be specific we will focus primarily on the case of CAR system identification from sampled data.
In (Larsson and Söderström, 2002) , estimation of the parameters of a CAR system is performed by using a filtered least squares procedure. In fact, the prefilter applied to the data is closely related to the asymptotic sampling zeros described in (Wahlberg, 1988) (for stochastic models, and in (Åström et al., 1984) , for the deterministic case). This is an elegant and insightful solution to the problem. However, the asymptotic location of the sampling zeros depend on the relative degree of the continuous-time plant description. At this point our claim about a bandwidth of validity for this model becomes relevant since relative degree may be an ill-defined quantity for continuous-time systems.
This kind of issues has been previously illustrated, for example, by the same authors in the context of deterministic control (Yuz et al., 2004) . Here we extend these ideas to the identification problem.
We consider a CAR system described by:
where
In equation (1) the termv(t) represents a continuoustime white noise process.
Remark 1. We already notice the source of some difficulties since the processv(t) does not exist in any meaningful sense. Indeed, equation (1) should actually be written as a stochastic differential equation driven by a process with independent increments, that is, Brownian motion or Wiener process (Øksendal, 2003) . Indeed, a continuoustime white noise (CTWN) process is a mathematical abstraction and does not physically exist (Jazwinski, 1970) , but it can be approximated to any desired degree of accuracy by conventional stochastic processes with broad band spectra (Kloeden and Platen, 1992) . Note, however, that the difference between a broad band spectra and white noise is equivalent to a particular form of high frequency modelling error. This is the key issue of relevance in the current paper.
If we treat equation (1) appropriately then it is possible to derive an exact discrete-time system that describes the samples of y(t) (Wahlberg, 1988) . This model takes the following generic form:
where w k is a discrete-time white noise process, and A d and B d are polynomials in the backward shift operator q −1 .
It is readily shown that the polynomial A d (q −1 ) in equation (3) is well behaved in the sense that it converges naturally to its continuous-time counterpart. This relationship is most readily portrayed if the model is rewritten in the equivalent delta form (Middleton and Goodwin, 1990) :
∆ is the delta operator. Using (4), it can be shown that, as the sampling period ∆ goes to zero:
An interesting fact, in the current context, is that the polynomial B d (q −1 ) in equation (3) has no continuous-time counterpart. This is the stochastic sampling zero polynomial (Wahlberg, 1988; Larsson and Söderström, 2002) arising from the folding of high frequency components back onto the low frequency range.
Much is known about the polynomial B d (q −1 ) and its roots (Åström et al., 1984; Wahlberg, 1988; Weller et al., 2001) . In particular, it has been shown that its coefficients converge asymptotically to specific values as the sampling period ∆ goes to zero.
If we apply the prediction error method (PEM) (Ljung, 1999) to the model (3), then one needs to minimise the cost function:
Notice the key role played by the sampling zeros in the above expression. A simplification can be used at high sampling rates by replacing the polynomial B d (q −1 ) by its asymptotic expression. However, this polynomial can never be ignored. Hence it is not surprising that the use of ordinary least squares, i.e., a cost function of the form:
leads to (asymptotically) biased results, even when using the delta formulation (4) (Söderström et al., 1997) . We illustrate these ideas by the following example.
Example 2. Consider the continuous-time system defined by the nominal model :
wherev(t) is a CTWN process with (constant) spectral density equal to 1, and
Following (Wahlberg, 1988) , the exact discretetime model has the form:
As the sampling rate increases the sampled model converges to:
where z * 1 = −2 + √ 3 is the asymptotic stochastic sampling zero, which corresponds to the stable root of the polynomial (Åström et al., 1984; Wahlberg, 1988) :
For simulation purposes we choose a sampling frequency ω s = 250[rad/s]. Note that this frequency is two decades above the fastest system pole, located at s = −2. We perform N sim = 250 simulations, using N = 10000 data points in each run.
Test 1: If one uses ordinary least squares as in (7), then one finds that the parameters are (asymptotically) biased, as discussed in detail in (Söderström et al., 1997) . The continuous-time parameters are extracted by converting to the delta form and then using (5). We obtain the following (mean) parameter estimates:
We observe thatâ 1 is clearly biased, but close to the asymptotic biased value theoretically predictedâ 1 → 2 3 a 1 (Söderström et al., 1997) . Test 2: We next perform least squares estimation of the parameters, but with prefiltering of the data by the asymptotic sampling zero polynomial, i.e., we use the sequence of filtered samples {y F (k∆)} given by:
Note that this strategy is essentially as in (Larsson and Söderström, 2002; Larsson, 2003) .
Again, we extract the continuous-time parameters by converting to the delta form and using (5). We obtain the following estimates for the coefficients of the polynomial (9):
The residual small bias in this case can be explained by the use of the asymptotic sampling zero in (11), while the sampling period ∆ is finite.
Up to this point, we have not introduced any high frequency under-modelling. In the following section, we will see the consequences of an unmodelled fast pole or, equivalently, wide-band (i.e., non-white) noise, in the filtered least squares estimation.
REAPPRAISAL OF CAR SYSTEM IDENTIFICATION
The solution of the CAR identification problem for sampled data would seem to be straightforward given the discussion in Section 2. Apparently, one only needs to include the sampling zeros to get asymptotically unbiased parameter estimates using least squares. However, this ignores the issue of fidelity of the high frequency components of the model. Indeed, as pointed out before, relative degree cannot be robustly defined for continuous-time systems due to the presence of (possibly time-varying and ill-defined) high frequency poles or zeros. If one accepts this claim, then one cannot rely upon the integrity of the extra polynomial B d (q −1 ). In particular, the error caused by ignoring this polynomial (as suggested by the cost function (7)) might be as catastrophic as using a sampling zero polynomial arising from some hypothetical assumption about the relative degree. Thus, this class of identification procedures seems to be inherently non-robust. We illustrate this by continuing Example 2.
Example 3. (Example 2 continued). Let us now
assume that the true model for the system (8) is given by the polynomial:
where we have renamed the polynomial (9) in the original model as A o c (ρ). The true system has an unmodelled pole at s = −50, which is more than one decade above the fastest nominal pole in (8)-(9), but almost one decade below the sampling frequency, ω s = 250[rad/s].
We repeat the estimation procedure described in Test 2, in Section 2, using the filtered least squares procedure. We obtain the following estimates:
These are clearly biased! To analyse the effect of different types of undermodelling, we now consider the true denominator polynomial (16) to be:
We consider different values of the parameter ω u in (18), using the same simulation conditions as in the previous examples (i.e., 250 Monte Carlo runs using 10000 data points each). Figure 1 clearly shows the effect of the unmodelled dynamics, even beyond the sampling frequency due to the folding effect inherent to the sampling process. estimator is a basic IV method where the IV vector consists of observations of y(t) delayed one sampling period (Bigi et al., 1994) .
FREQUENCY DOMAIN ESTIMATION
The difficulties raised above are due to the fact that the high frequency model is not exactly as hypothesised in the algorithm. Thus, the folding that occurs is not governed by the anticipated sampling zero polynomial that is used to prefilter the data.
This raises the question as to how this problem might be avoided, or at least reduced by using an identification procedure more robust to high frequency under-modelling. Our proposal to deal with this problem is to suggest that one must designate a bandwidth of validity for the model assumed and then develop an algorithm which is insensitive to errors outside that range. This is most easily done in the frequency domain.
If one converts the data to the frequency domain, then one can carry out the identification over a limited range of frequencies. Note, however, that one needs to carefully define the likelihood function in this case. We use the following result.
Lemma 4. Let us consider the (approximate) discrete-time model:
where w k is a discrete-time stationary Gaussian white-noise sequence with variance σ 2 w . Given N data points of the output sequence y(k∆) sampled at ω s [rad/s], the appropriate likelihood function, in the frequency domain, takes the form:
where ω = ωs N and n max corresponds to the bandwidth to be considered, i.e., ω max = ωsnmax N .
PROOF. In the frequency domain, for every frequency ω , we have that:
where Y Y (e jω ∆ ) and W W (e jω ∆ ) are the discrete Fourier transforms (DFTs) of the (finite) sequences y(k∆) and w k , respectively, and:
We note that the process W has a (complex) Gaussian distribution such that:
where * denotes complex conjugation. The process Y is also Gaussian and, from (21) :
Thus, its probability density function is given by:
We can now maximise the joint probability of the frequency components Y 0 up to Y nmax , by minimising the function:
where C is constant. Minimising (26) is equivalent to minimising (20).
Remark 5. In the full bandwidth case it can be readily shown that:
as N → ∞. The Jensen's formula for the unit disk (Goodwin et al., 2001, Theorem C.11) guarantees that the last integral is equal to zero but only if one considers all frequencies components from 0 to π/∆. Thus, with full bandwidth one can use ordinary least squares in the frequency domain for the model (19). However, with finite bandwidth, one must include the last term in (20). This logarithmic term is non-quadratic, however, this is the price one pays for using a restricted bandwidth. On the other hand, this ensures robustness to potential high frequency modelling errors.
Remark 6. Note that the likelihood function (20) is not scalable by σ 2 w and hence one needs to also include this parameter in the set to be estimated. This is an important departure from the simple least squares case.
Remark 7. The result in Lemma 4 is independent of the discrete-time model representation. Both shift and delta model parameters can be estimated, using the discrete-time frequency responses relationship: As expected, these parameters are clearly biased because we are not taking into account the presence of the sampling zero polynomial in the true model.
On the other hand, we can reduce our estimation procedure to a certain bandwidth of validity. For example, the usual rule of thumb is to consider up to one decade above the fastest nominal system pole, in this case, 20[rad/s]. The obtained (mean of the) parameter estimates are then given by:
â 1 a 0 = 3.0143 1.9701
Note that these estimates are essentially equal to the true values. Moreover, no prefiltering as in (6) or (14) has been used. Thus, one has achieved robustness to the relative degree at high frequencies since it plays no role in the suggested procedure.
Finally, we show that the frequency domain procedure is also robust to the presence of unmodelled fast poles. We consider again the true system to be as in (16) 
CONCLUSIONS
This paper has considered the robustness implications of high frequency under-modelling on continuous-time system identification. It has been argued that any procedure that implicitly or explicitly relies upon high frequency folding is inherently non-robust. Examples illustrating this claim have been given, where it was shown the sensitivity to high frequency under-modelling. Finally, a maximum likelihood procedure in the frequency domain has been described. This approach is inherently robust to high frequency model errors, including both asymptotic relative degree and unmodelled poles. The robustness of this method has been illustrated by an example, obtaining very good estimates of the system parameters.
