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Abstract
In this paper,we present a nonlinear two-step explicitP-stablemethod of fourth algebraic order and 12th phase-lag order for solving
one-dimensional second-order linear periodic initial value problems (IVPs) of ordinary differential equations. Based on a special
vector arithmetic with respect to an analytic function, the method can be extended to be vector-applicable for multi-dimensional
problems directly. Some numerical results are reported to illustrate the efﬁciency of the method.
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1. Introduction
Consider the initial value problem of linear second-order ordinary differential equations
y′′ = Ay + g(t), y(t0) = y0, y′(t0) = y′0, (1)
where A ∈ Rm×m is a constant matrix and g(t) : [t0, T ] ∈ R → Rm is sufﬁciently differentiable. The problem usually
arises when, for example, the method of lines is applied to linear wave equations, and is a special case of the following
second-order initial value problems which have periodic or oscillatory solutions
y′′ = f (t, y), y(t0) = y0, y′(t0) = y′0, (2)
where f (t, y) : [t0, T ] × Rm → Rm is sufﬁciently differentiable and does not contain the derivative y′(t) explicitly.
In recent years, a great attention has been paid to the numerical methods for solving (2), because these problems occur
frequently in celestial mechanics, quantum mechanics, theoretical physics and chemistry, seismology, electronics and
other ﬁelds. Generally speaking, the numericalmethods for (2) can be divided into twomain categories. The one consists
of the methods whose coefﬁcients depend on the considered problem itself, that is, the frequency of the problem is
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known as a prior. The other consists of the methods with constant coefﬁcients which are independent of the considered
problem [14].
In order to investigate the stability of the numerical methods for solving problems (2), Lambert and Watson [8]
introduce the concepts of the interval of periodicity and P-stability. Moreover, the phase-lag (sometimes, called it
dispersion) is also an important characteristic of these numerical methods, which is considered by Brusa and Nigro
ﬁrstly [2]. Coleman [5] gives a framework for the study of periodicity intervals and orders of phase-lag of a wide variety
of methods via rational approximations to the cosine function. Although many P-stable methods have been proposed,
such as linear multistep methods, high order hybrid P-stable methods, implicit Runge–Kutta–Nyström and so on
[1,3,4,6,11,12,14,15,20], almost all of them are implicit, so for system problems, at least, there is a linear subsystem
which has to be solved at each step. In [13], Simos develops an explicit almost P-stable method with phase-lag of
order inﬁnity, however, the method requires a priori knowledge or a good estimation of the frequency parameter of the
problem.
Recently, in [16,18], the authors propose a class of nonlinear explicit A-stable methods of high algebraic order for
solving one-dimensional stiff problems, and the methods can be extended to multi-dimensional problems with the aid
of a special vector arithmetic [17]. Based on this idea, two explicit two-step P-stable methods for solving problem (2)
are derived, which have second algebraic order, and second and eighth phase-lag order, respectively [9,10].
In this paper, we will present a nonlinear two-step explicit P-stable method of fourth algebraic order and 12th phase-
lag order for solving one-dimensional linear periodic initial value problems (1). For multi-dimensional problems, based
on the special vector arithmetic with respect to an analytic function introduced in [19], the method not only can be
extended directly to be vector-applicable, but also has fourth algebraic order. Some numerical results are reported to
illustrate the efﬁciency of the method.
2. Preliminaries
In order to investigate the stability properties of the methods for solving periodic initial value problems (2), Lambert
and Watson [8] introduce the following scalar test equation:
y′′ = −2y,  ∈ R+. (3)
When applying a symmetric two-step method to the test equation (3), one can obtain the difference equation of the
form
yn+1 − 2C(2)yn + yn−1 = 0, (4)
where =h, h is the time step, yn is the approximation of y(tn), andC(2) is a rational function of 2 and independent
of yn+1, yn and yn−1. The characteristic equation of this method is deﬁned by
2 − 2C(2)+ 1 = 0. (5)
Note that the solution of the test equation (3) is periodic for all nontrivial initial conditions, therefore, it is desirable
that the numerical solution given by the method preserves this behavior as closely as possible. Accordingly, it leads to
the following deﬁnitions [8].
Deﬁnition 2.1. The interval (0, 20) is called the interval of periodicity of a method if the roots of its characteristic
equation (5) satisfy 1 = 2 = eig(), for all 2 ∈ (0, 20), where g() is a real function of . A method is called P-stable
if its interval of periodicity is (0,+∞).
Theorem 2.1. Let (5) be the characteristic equation of a method. If |C(2)|< 1 for all 2 ∈ (0, 20), then the interval
of periodicity of the method is (0, 20).
Deﬁnition 2.2. Let (5) be the characteristic equation of a method, then the quantity
() = − arccos[C(2)] (6)
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is called the phase-lag of the method. If we have () = O(q+1) as  → 0, then the order of phase-lag error of the
method is q.
Obviously, the order of phase-lag is 2r if and only if cos() − C(2) = O(2r+2). In [1], Ananthakrishnaiah gives
an equivalent deﬁnition of the phase-lag error, that is, the phase-lag error is the leading term in the expansion of
|(cos() − C(2))/2| with respect to 2.
3. Two-step explicit P -stable method of high phase-lag order
First of all, our discussion is restricted to one-dimensional case, namely, we consider the following problem:
y′′ = y + g(t) =: f (t, y), y(t0) = y0, y′(t0) = y′0, (7)
where < 0 and g(t) : [t0, T ] → R is sufﬁciently differentiable. Consider the following method for solving the initial
value problem (7):
yn+1 − 2yn + yn−1 = 2h2fn exp(Q) − 1 − Q
Q2(1 +∑5k=1 kQk+1) , (8)
where k, k = 1, . . . , 5 are real parameters, h is the time step, fn = f (tn, yn), f ′′n = f ′′(tn, yn), Q := h2f ′′n /4fn, and
we suppose fn = 0 and f ′′n = 0.
Let y(t) be an arbitrary sufﬁciently differentiable function, then we have
N[y(t), h] := y(t + h) − 2y(t) + y(t − h)
− 2h2y′′(t) exp(Q(t)) − 1 − Q(t)
Q(t)2(1 +∑5k=1 kQ(t)k+1)
= y(t + h) + y(t − h) − 2y(t)
−
(
h2y′′(t) + h
4
12
y(4)(t) + h
6(y(4)(t))2
192y′′(t)
)
(1 − 1Q2(t) + O(h6))
= h6
(
y(6)(t)
360
−
(
1
192
− 1
16
)
(y(4)(t))2
y′′(t)
)
+ O(h8) (h → 0),
where Q(t) = h2y(4)(t)/4y′′(t). It follows that method (8) has fourth algebraic order with the local truncation error
h6
(
y(6)(t)
360
−
(
1
192
− 1
16
)
(y(4)(t))2
y′′(t)
)
.
Applying method (8) to the test equation (3), we obtain its characteristic equation
2 − 2C(2)+ 1 = 0, (9)
where
C(2) = 1 − 16(exp(−
2/4) − 1 + (2/4))
2(1 +∑5k=1 k(−2/4)k+1) . (10)
To make method (8) be of high phase-lag order, we have to choose some appropriate parameters k such that C(2)
can approximate cos() with high order. Note that
C(2) = 1 − 16(
∑7
k=2 1/k!(−2/4)k + O(h16))
2(1 +∑5k=1 k(−2/4)k+1) , (11)
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and
cos() =
7∑
k=0
(−1)k
(2k)! 
2k + O(16), (12)
so method (8) has 12th phase-lag order and
C(2) − cos() =
(
5
8192
− 379153
334764638208000
)
14 + O(16)
provided we set
1 = 7180 , 2 =
1
1890
, 3 = 83113400 , 4 =
1
623700
(13)
and leave 5 as a free parameter.
Consider C(2) again. In this situation, Q = −2/4, and
C(2) = 1 + 4
Q
(exp(Q) − 1 − Q) 1
p(Q)
, (14)
where p(Q) = 1 + ∑5k=1 kQk+1. By Theorem 2.1, method (8) is P-stable if and only if for all Q ∈ (−∞, 0), the
following two conditions
p(Q)> 0, and Qp(Q) + 2(exp(Q) − 1 − Q)< 0 (15)
are valid. From (15), we have
5 ∈
(
max
{
sup
Q∈R−
F(Q), sup
Q∈R−
G(Q)
}
,+∞
)
, (16)
where
F(Q) := −1 +
∑4
k=1kQk+1
Q6
and
G(Q) := 2 − 2 exp(Q) + Q −
∑4
k=1kQk+2
Q7
.
Here, we remark that the interval given in (16) is nonempty. Indeed, over the interval (−∞, 0), equation F ′(Q)=0 has
only one real rootQ∗ ≈ −9.1203×102, andF ′′(Q∗) ≈ −2.1115×10−15, limQ→0−F(Q)=−∞, limQ→−∞F(Q)=0,
so for all Q ∈ (−∞, 0), we have F(Q)F(Q∗) ≈ 8.7870 × 10−10. Moreover, denote
G˜(Q) := Q −
4∑
k=1
kQ
k+2 − Q7.
Note that equation G˜′(Q) = 0 has only one real root Q∗ ≈ −0.7156 over the interval (−∞, 0), and G˜′′(Q∗) ≈
8.0511, G˜(−1) ≈ 0.0391, so we have (G(Q)− 1)Q7 = 2− 2 exp(Q)+ G˜(Q)> 0, and it follows that G(Q)< 1 over
the interval (−∞,−1]. It is obvious that (G(Q)− 1)Q7 > 0 over the interval (−1, 0). Consequently, roughly, we have
G(Q)< 1 for all Q ∈ (−∞, 0).
Summarizing the above analysis, we have shown the following theorem.
Theorem 3.1. Method (8) is P-stable and of fourth algebraic order and 12th phase-lag order, if the parameters
k, k = 1, . . . , 5 satisfy (13) and (16).
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If the initial value problem (1) is m(m2) dimensional, then method (8) is at most component-applicable [7] and
its component form is
yin+1 − 2yin + yin−1 = 2h2f in
exp(Qi) − 1 − Qi
Q2i (1 +
∑5
k=1 kQ
k+1
i )
, i = 1, . . . m, (17)
where yin, f in and (f ′′n )i are the ith component of yn, fn and f ′′n , respectively, and Qi = h2(f ′′n )i/(4f in). However, for
multi-dimensional problems, method (17) will fail if only one of the components of f ′′n or fn vanishes. In order to
overcome the drawback, in next section, we will introduce a special vector arithmetic in Rm named vector product and
quotient with respect to an analytic function [17,19], and then, with the aid of the vector arithmetic, we will give the
vector form of method (8) for multi-dimensional problems, which is vector-applicable and also has fourth convergence
of order provided that fn = 0 and f ′′n = 0.
4. The vector form of the method
4.1. A special vector arithmetic
To give the vector form of method (8), we introduce a special vector arithmetic named vector product and quotient
in Rm.
Deﬁnition 4.1 (Wu and Xia [17,19]). Let a, b, d ∈ Rm, d = 0, then the vector product and quotient of a, b, d is
deﬁned by
a ∗ b
d
= b ∗ a
d
:= (a, d)b + (b, d)a − (b, a)d
(d, d)
, (18)
where (·, ·) is the inner product in Rm. The power of the vector arithmetic is deﬁned by
d ∗
(a
d
)n := (· · · ((︸ ︷︷ ︸
n
d ∗ a
d
)
∗ a
d
)
∗ · · · ∗ a
d
)
. (19)
More generally, let F(x) : DF ⊆ R → R be some real analytic function at x = 0 ∈ DF , then the vector product and
quotient of two vectors a, d(d = 0) with respect to function F(x) is deﬁned by the following
d ∗ F
(a
d
)
:=
+∞∑
n=0
F (n)(0)
n! d ∗
(a
d
)n = F(0)d + +∞∑
n=1
F (n)(0)
n! d ∗
(a
d
)n
. (20)
From the above deﬁnition, we have some helpful results on the vector arithmetic (see [17,19]).
Proposition 4.1. If a, b, c, d ∈ Rm, d = 0, then
(i) d ∗ a/d = a, d ∗ (a/d)2 = a ∗ a/d = 2[(a, d)/(d, d)]a − [(a, a)/(d, d)]d;
(ii) (1a + 2b) ∗ (c/3d) = (1/3)(a ∗ (c/d)) + (2/3)(b ∗ (c/d)), 1, 2, 3 ∈ R, 3 = 0.
Proposition 4.2. Let a, d ∈ Rm, d = 0, then we have
d ∗
(a
d
)n = (a, d, n)a + 	(a, d, n)d , (21)
where
 := (a, a)
(d, d)
, 
 := 2 (a, d)
(d, d)
,  := 
+
√

2 − 4
2
,  := 
−
√

2 − 4
2
,
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and
(a, d, n) :=
{ n − n
−  ,  = ,
nn−1, = ,
	(a, d, n) :=
{ n − n
−  ,  = ,
left(1 − n)n, = .
Proposition 4.3. Let a, d ∈ Rm, a = 0, d = 0, then
(i) d ∗ (a/d)n ∗ (d/a)n = d, a ∗ (a/d)n ∗ (d/a)n = a;
(ii) d ∗ (a/d)l ∗ (a/d)n−l = d ∗ (a/d)n, 1 ln − 1;
(iii) d ∗ (a/d)l ∗ (d/a)n =
{
d ∗ (a/d)l−n, l > n,
d ∗ (a/d)n−l , l < n.
Proposition 4.4. Let a, d ∈ Rm, d = 0, F(x) : DF ⊆ R → R be some real analytic function at x = 0 ∈ DF , then
d ∗ F
(a
d
)
= (a, d, F )a + 	(a, d, F )d , (22)
where
(a, d, F ) :=
{ F() − F()
−  ,  = ,
F ′(), = ,
	(a, d, F ) :=
{ F() − F()
−  ,  = ,
F () − F ′(), = 
and ,  are deﬁned as in Proposition 4.2.
Remark. In Propositions 4.2 and 4.4, the coefﬁcients (a, d, n), 	(a, d, n), (a, d, F ), and 	(a, d, F ) are always
real although  and  may be complex. Moreover, when m = 1, namely, a, b, d are scalars, it follows from (18) that
a ∗ (b/d) = ab/d, and as a result, we have d ∗ (a/d)n = an/dn−1 and d ∗ F(a/d) =∑+∞n=0(F (n)(0)/n!)d ∗ (a/d)n =∑+∞
n=0(F (n)(0)/n!)(an/dn−1) = F(a/d)d.
4.2. The vector form of method (8)
With the aid of the vector arithmetic deﬁned above, we can give the vector form of method (8) as follows
yn+1 − 2yn + yn−1 = h
2
2
(
d ∗ F
(a
d
))
∗
(
d
a
)2
, (23)
where a := h2f ′′n , d := 4fn, and
F(x) = e
x − 1 − x
1 +∑5k=1kxk+1 .
Theorem 4.1. Method (23) is a fourth-order method.
Proof. For function F(x), we have
F(x) = x
2
2
+ x
3
6
+
(
1
24
− 1
2
)
x4 + O(x5) as x → 0.
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Let y(t) : R → Rm be an arbitrary sufﬁciently differentiable function and a(t) = h2y(4)(t), d(t) = 4y′′(t). Consider
the following difference operator:
N[y(t), h] = y(t + h) + y(t − h) − 2y(t) − h
2
2
d(t) ∗ F
(
a(t)
d(t)
)
∗
(
d(t)
a(t)
)2
= y(t + h) + y(t − h) − 2y(t) − h
2
2
d(t) ∗
(
1
2
(
a(t)
d(t)
)2
+ 1
6
(
a(t)
d(t)
)3
+
(
1
24
− 1
2
)(
a(t)
d(t)
)4
+ O(h10)
)
∗
(
d(t)
a(t)
)2
= y(t + h) + y(t − h) − 2y(t)
−
(
h2
4
d(t) + h
2
12
a(t) +
(
1
48
− 1
4
)
h2d(t) ∗
(
a(t)
d(t)
)2)
+ O(h8)
= h6
(
y(6)(t)
360
−
(
1
192
− 1
16
)
y(4)(t) ∗ y
(4)(t)
y′′(t)
)
+ O(h8) as h → 0.
It follows that method (23) has fourth algebraic order with local truncation error
h6
(
y(6)(t)
360
−
(
1
192
− 1
16
)
y(4)(t) ∗ y
(4)(t)
y′′(t)
)
+ O(h8).
The method is vector-applicable provided fn = 0 and f ′′n = 0. The proof is completed. 
Finally, for computational convenience, we rewrite method (23) as follows:
yn+1 = 2yn − yn−1 + h
2
2
(c1a + c2d) ∗
(
d
a
)2
= 2yn − yn−1 + h
2
2
(
c1d ∗ d
a
+ c2
(
d ∗ d
a
)
∗ d
a
)
= 2yn − yn−1 + h
2
2‖a‖2
((
2c1(d, a) − c2‖d‖2 + 4c2 (d, a)
2
‖a‖2
)
d
−‖d‖2
(
2c2
(d, a)
‖a‖2 + c1
)
a
)
, (24)
where a := h2f ′′n , d := 4fn, c1 := (a, d, F ), c2 := 	(a, d, F ), ‖ · ‖ =
√
(·, ·).
5. Numerical experiments
To illustrate the efﬁciency of method (8) and its vector form (23), we consider the following problems. In the
numerical experiments, for simplicity, we use the exact starting values.
Problem 1. Consider the test equation
y′′ = −2y, y(0) = 1, y′(0) = 0. (25)
The exact solution of the problem is y(t) = cos(t). Set  = 10. We use method (8) with 5 = 10 and 100 to solve
the problem, respectively, and compare the absolute errors yielded by method (8) with those yielded by Hairer’s
P-stable hybrid method [6] and the P-stable block method proposed in [11]. Here the numerical results yielded
by Hairer’s method and the P-stable block method are cited from [11]. In the computation, we take the ﬁxed time
steps h = /40, /80, /160, /320 and the endpoints T = 5, 10, 10, 20, respectively. Tables 1–4 give the
numerical results.
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Table 1
Errors of method (8) with 5 = 10 for Problem 1
h = /40 h = /80 h = /160 h = /320
T = 5 6.13e − 5 3.40e − 12 1.55e − 15 4.22e − 15
T = 10 2.47e − 4 1.36e − 11 1.78e − 15 6.00e − 15
T = 15 5.56e − 4 3.07e − 11 2.66e − 15 8.44e − 15
T = 20 9.89e − 4 5.45e − 11 1.33e − 15 4.22e − 15
Table 2
Errors of method (8) with 5 = 100 for Problem 1
h = /40 h = /80 h = /160 h = /320
T = 5 6.11e − 3 3.40e − 10 1.11e − 15 2.00e − 15
T = 10 2.45e − 2 1.36e − 9 4.66e − 15 1.93e − 14
T = 15 5.49e − 2 3.07e − 9 8.88e − 15 8.66e − 15
T = 20 9.71e − 2 5.45e − 9 5.77e − 15 2.02e − 14
Table 3
Errors of Hairer’s method for Problem 1
h = /40 h = /80 h = /160 h = /320
T = 5 3.16e − 3 1.31e − 5 5.22e − 8 2.05e − 10
T = 10 1.27e − 2 5.27e − 5 2.09e − 7 8.20e − 10
T = 15 2.85e − 2 1.19e − 4 4.71e − 7 1.85e − 9
T = 20 5.06e − 2 2.11e − 4 8.37e − 7 3.28e − 9
Table 4
Errors of P-stable block method for Problem 1
h = /40 h = /80 h = /160 h = /320
T = 5 5.57e − 1 3.20e − 3 1.33e − 5 5.27e − 8
T = 10 1.62e + 0 1.28e − 2 5.23e − 5 2.11e − 7
T = 15 1.96e + 0 2.88e − 2 1.20e − 4 4.75e − 7
T = 20 1.15e + 0 5.11e − 2 2.13e − 4 8.45e − 7
Problem 2. Consider the almost periodic problem
z′′(t) + z(t) = 0.001eit , z(0) = 1, z′(0) = 0.9995i, z ∈ C. (26)
Its exact solution is z(t)= (1− 0.0005it)eit . If we set z(t)=u(t)+ iv(t), u, v ∈ R, then the problem can be rewritten
in the equivalent form
u′′ + u = 0.001 cos(t), u(0) = 1, u′(0) = 0, (27)
v′′ + v = 0.001 sin(t), v(0) = 0, v′(0) = 0.9995, (28)
with the exact solution
u(t) = cos(t) + 0.0005t sin(t), and v(t) = sin(t) − 0.0005t cos(t).
We use method (8) with 5 =10 and its vector form (23) to solve problem (26) and (27)–(28), respectively, and compare
the absolute errors (the 2-norm of errors) yielded by our methods with those of Numerov’s method (NM), Chawla’s
Q. Li, X. Wu / Journal of Computational and Applied Mathematics 200 (2007) 287–296 295
Table 5
Errors of method (8), method (23), NM, CM, and SM for Problem 2
h Method (8) Method (23) NM CM SM

4 8.85e − 3 8.85e − 3 3.14e − 3 4.70e − 5 6.57e − 6

8 2.07e − 6 2.07e − 6 1.95e − 4 1.04e − 6 3.95e − 7

16 2.45e − 10 2.47e − 10 1.22e − 5 3.47e − 8 2.47e − 8
Table 6
Errors of method (23) with 5 = 10 for Problem 3
h = 1/4 h = 1/8 h = 1/16 h = 1/32 h = 1/64
T = 10 0.9492 0.0013 7.2674e − 5 4.2566e − 6 2.8838e − 7
T = 20 0.2665 0.0016 7.5925e − 5 4.4500e − 6 2.8302e − 7
T = 50 2.3826 0.0097 6.8954e − 4 4.3418e − 5 2.7443e − 6
T = 100 0.7713 0.0171 0.0013 7.9765e − 5 4.9873e − 6
Table 7
Errors of Numerov’s method for Problem 3
h = 1/4 h = 1/8 h = 1/16 h = 1/32 h = 1/64
T = 10 0.2738 0.0157 9.6935e − 4 6.0407e − 5 3.7728e − 6
T = 20 0.5285 0.0283 0.0017 1.0787e − 4 6.7372e − 6
T = 50 1.0257 0.0229 0.0012 7.6226e − 5 4.7584e − 6
T = 100 0.5778 0.1360 0.0088 5.4878e − 4 3.4279e − 5
Table 8
Errors of Hairer’s method for Problem 3
h = 1/4 h = 1/8 h = 1/16 h = 1/32 h = 1/64
T = 10 0.1454 0.0100 6.3868e − 4 4.0100e − 5 2.5091e − 6
T = 20 0.2382 0.0178 0.0011 7.1619e − 5 4.4813e − 6
T = 50 0.1045 0.0114 8.0233e − 4 5.0690e − 5 3.1730e − 6
T = 100 1.3376 0.0938 0.0058 3.6497e − 4 2.2833e − 5
P-stablemethod (CM) [4] and the almostP-stable phase-ﬁttedmethod proposed bySimos(SM) [13]. In the computation,
we take the ﬁxed time steps h = /4, /8, /16 and the endpoint T = 40. Table 5 gives the numerical results.
Problem 3. Consider the following oscillatory linear system:
y′′(t) =
(−13 12
12 −13
)
y(t) +
(
9 cos(2t) − 12 sin(2t)
−12 cos(2t) + 9 sin(2t)
)
, (29)
with y(0) = (1, 0)T and y′(0) = (−4, 8)T . The exact solution of the problem is
y(t) =
(
sin(t) − sin(5t) + cos(2t)
sin(t) + sin(5t) + sin(2t)
)
.
We use method (23) with 5 = 10 to solve the problem, and compare the maximum global errors of method (23)
with those of Numerov’s method and Hairer’s method [6]. In the computation, we take the ﬁxed integration steps
h = 14 , 18 , 116 , 132 , 164 , the endpoints T = 10, 20, 50, 100, respectively, and the single parameter B = 1 in Hairer’s
method. The numerical results are given in Tables 6–8.
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6. Conclusions
In this paper, we present a nonlinear two-step explicit P -stable method of fourth algebraic order and 12th phase-lag
order for solving one-dimensional linear periodic initial value problems. Based on a special vector arithmetic, the
method can be vector-applicable for multi-dimensional problems. The numerical results illustrate that our method is
efﬁcient. In fact, based on our idea, a P -stable method of higher algebraic order and phase-lag order than those of
method (8) can be derived.
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