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Abstract
The homogeneous transform has many practical applications outside the realm of mathematics, for
instance to represent the proportions of several chemical substances. We aim here to present results
about the transformation of measures, which could be used to take into account the uncertainties of the
quantities to be homogeneously transformed.
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1 Basics of the homogeneous transform
1.1 Building blocks
Let n P N, n ‰ 0, we will assimilate Rn with Rn ˆ {0} as a subset of Rn`1.
Given q linearly independent points in an affine space, pM1, . . . ,Mqq, recall that the geometric simplex
spawned by {M1, . . . ,Mq} is the set of points whose barycentric coordinates with respect to pM1, . . . ,Mqq
are positive, or equivalently, are positive and less than or equal to 1; it concides with the convex hull of
{M1, . . . ,Mq}. Likewise, the affine space spawned by {M1, . . . ,Mq} is the set of points whose barycentric
coordinates with respect to pM1, . . . ,Mqq are unconstrained.
For i P {1, . . . , n ` 1} let Ai “ pδi,1, . . . , δi,n`1q P Rn`1 with δi,j “ 1 if i “ j and δi,j “ 0 otherwise,
and let O “ p0, . . . , 0q. Recall ([1]) that the standard n-dimensional geometric simplex is the n-dimensional
geometric simplex spawned by {O,A1, . . . , An}, withO “ p0, . . . , 0q, while the probability simplex (sometimes
also known as the standard n-dimensional simplex ) is the n-dimensional geometric simplex spawned by
pA1, . . . , An`1q.
Let Bn “ {px1, . . . , xnq P s 0; 1 rn | ∑ni“1 xi ă 1} Ă Rn. Let Pn be the affine hyperplane of Rn`1
spawned by {Ai | i P {1, . . . , n ` 1}} and Cn “ {∑n`1i“1 yiAi |p@i P {1, . . . , n ` 1}q 0 ă yi ă 1}. Note that
the coordinates of any point in Cn concide with its barycentric coordinates relative to pA1, . . . , An`1q, and
that Cn is the interior both in the sense of the usual topology on R
n and in the sense of manifolds with
boundary, of the probability simplex; likewise, Bn is the interior, both in the sense of the usual topology on
Rn and in the sense of manifolds with boundary, of the standard n-dimensional geometric simplex. Figure 1
illustrates the difference between Bn and Cn. Finally, let Un`1 “ {py1, . . . , yn`1q P Rn`1 |∑n`1i“1 yi ą 0};
quite clearly Pn Ă Un`1.
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Figure 1: The standard n-dimensional geometric simplex (left) and the probability simplex (right).
We now define the homogeneous transform as:
Hn`1 : Un`1 Ñ Pn
py1, . . . , yn`1q ÞÑ
(
y1∑n`1
i“1 yi
, . . . ,
yn`1∑n`1
i“1 yi
)
We note that Hn`1 ă Un`1 ą “ Pn, H ´n`1 ă Pn ą “ Un`1, Hn`1 ă pR˚` qn`1 ą “ Cn and
H ´n`1 ă Cn ą “ pR˚` qn`1. We will denote by the same symbol the function Hn`1 and its restriction
to pR˚` qn`1 and Cn.
1.2 The trivialisation of the homogeneous transform
We note that Hn`1 is a (global) fibration ([2]), both on Un`1 and on Cn, the fibre being an open
half-line: given can : Pn ˆ R˚` Ñ Pn ; pQ, sq ÞÑ Q and ϕ : Pn ˆ R˚` Ñ Un`1 ; pQ, sq ÞÑ s.Q (this latter
being the component-wise multiplication of the coordinates of Q by s, and being a C8-diffeomorphism), we
clearly have, denoting again by the same symbols ϕ and can and their restrictions to the sets of interest,
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Hn`1 “ can ˝ ϕ´1:
Un`1
Hn`1

Pn ˆR˚`ϕoo
can
yy
Pn
pR˚` qn`1
Hn`1

Cn ˆR˚`ϕoo
can
xx
Cn
It is easier to look at this thru a chart; let us thus consider Cn : Rn Ñ Pn ; px1, . . . , xnq ÞÑ px1, . . . , xn,
1 ´∑ni“1 xiq. We can now build Tn`1 : Rn ˆ R Ñ Rn`1 ; ppx1, . . . , xnq, tq ÞÑ ϕpCnpx1, . . . , xnq, etq “
pet.x1, . . . , et.xn, et.p1 ´∑ni“1 xiqq and each of the following graphs commutes, with pin`1 : Rn ˆ R Ñ Rn
the canonical projection, and where we have again denoted by the same symbols Tn`1, Hn`1, Cn and pin`1
and their restrictions to the sets of interest:
Rn ˆR
pin`1

Tn`1 // Un`1
Hn`1

Rn
Cn
// Pn
Bn ˆR
pin`1

Tn`1 // pR˚` qn`1
Hn`1

Bn
Cn
// Cn
Tn`1 and Cn are obviously C8-diffeomorphisms, for which we compute at once the following, with JTn`1
and JCn the jacobian matrices of Tn`1 and Cn respectively, and with In the pn, nq identity matrix:
JCn “
[
In
´1 ¨ ¨ ¨ ´1
]
, JTn`1 “ et
 JCn
x1
...
xn
1´ px1 ` ¨ ¨ ¨ ` xnq
 , det(JTn`1) “ epn`1q t
2 Manifolds and Measures
We first present here some general results before applying them to the homogeneous transform and its
associated (very simple) manifolds in the next section.
2.1 Measures on a manifold
The topic of measures on a manifold is a classic, well-studied one, with numerous variants (orientable,
Riemannian, Lipschitz, infinite-dimensional, etc.). For our needs here, we will first briefly restate the idea
for C1-submanifolds of Rq, without border, merely to make our conventions and assumptions clear (note,
for instance, that the charts in [3] are backwards). We will assume nothing more than the C1-submanifold
structure, beyond the requirement that V be connected, for simplicity’s sake.
We consider on Rq (q ‰ 0), T pRqq the usual topology defined by the euclidian metric. Recall that a set
V Ă Rq is a C1-submanifolds (of Rq) without border, of dimension p if and only if for all M P V , there exists
an open neighbourhood UM of M in R
q and a C1-diffeomorphism ψM from UM onto its image WM P T pRqq,
such that ψM ăUM X V ą “ pRp ˆ {0Rq´p}q X ψM ăV ą, with 0Rq´p being the 0 of Rq´p. ψM is called a
local chart adapted to M and ψ´1M |Rp is called a local parametrisation (it will be advantageous to consider
that ψ´1M |Rp is a function to Rq and not just to M , even though its image is indeed in M). We build an
atlas, defining a C1-manifold structure (hence called a C1-submanifold structure) for V by collecting for
each M P V one local chart adapted to M . Any other atlas built by choosing for each M P V another local
chart adapted to M is of course compatible) with this one (i.e. the transition functions from one atlas to
the other are C1-diffeomorphism where their domains overlap.
We now briefly recall the salient points of the C1-submanifold structure we will need further on:
Lemma 2.1:
If V is a connected C1-submanifolds of Rq without border, then its topology is metric, Hausdorff, separable,
second countable, locally compact, locally connected and σ-compact. Furthermore it is a normal space and
for any given open cover of V , there exists a partition of unity admissible to it. $
3
Proof: As the topology of V is deduced from that of Rq which is metric, Hausdorff and separable (i.e.
there is a countable subset which is everywhere dense), hence is second countable (i.e. thas a countable
basis, [4, IX, page 18]), it is likewise metric, Hausdorff, separable and second countable.
The manifold construction clearly ensures that the topology of V is locally compact and locally connected.
Taken together, the separability and local compactness implies that V is the union of a countable family
of compacts (i.e. V is σ-compact, [4, IX, page 21]). Furthermore, V is a normal space as it is metrisable
([4, IX, page 43]) hence for any given open cover of V , there exists a partition of unity admissible to it
([4, IX, page 47]). $
Lemma 2.2:
If V is a connected C1-submanifolds of Rq, without border, whose defining atlas is A, then there is a countable
atlas B defining the same manifold structure of V as A and such that the domain of every chart in B is a
countable union of compact sets. $
Proof: We follow [5]. As the topology of V is second-countable, there exists a countable family B of open
sets of V which is a basis of its topology. Hence the domain of every chart in A is a countable union of
elements of B. For each chart c P A, let Bc be the subset of B such that the domain of c is the union of the
elements of Bc; let BA “ ⋃cPA Bc, then BA is countable.
For each B P BA, choose one chart c of A in whose domain B is included, and consider cB the restriction
of c to B. Then the collection of these cB is a countable atlas which, is compatible with A, and hence also
defines the manifold structure of V .
Finally, each domain of our countable atlas is σ-finite, being homeomorphic to an open subset of Rp. $
To build the measure we are after, assume first that V admits an atlas with just one chart. Hence we con-
sider the open cover of V consisting solely of V , and consider the associated parametrisation
Φ : Ω Ñ V , with Ω a non-empty subset of Rp. In that case it is possible to define a positive Radon
measure µ˜V : K pV q Ñ R` by µ˜V pϕq “
∫
Ωpϕ ˝ ΦqAΦpt1, . . . , tpq dt1 . . . dtp with
AΦpt1, . . . , tpq “
√√√√ ∑
1ďj1ă¨¨¨ăjpďq
∣∣∣∣DpΦj1 , . . . ,ΦjpqDpt1, . . . , tpq
∣∣∣∣2
The measure µV on BorpV q associated with µ˜V therefore verifies µV “ Φ ˚ pAφλRpq, with λRp the
Lebesgues measure on Rp; µV is thus a pushforward of a weighted Lebesgues measure, which reduces to the
classical change of variables expression when V is simply an open subset of Rq.
When the atlas has more than one chart, the above is performed on each chart domain, using a partition
of unity admissible to the open cover consisting of the domains of the charts in the atlas, and noticing
that the measures agree on the overlaps. Furthermore, and quite importantly, one verifies that the measure
built does not, in fact, depend upon the specific atlas chosen, so long as it is compatible with the manifold
structure
Proposition 2.1:
The measure µV is σ-finite. $
Proof: Given one countable atlas defining the manifold structure of V , we choose a countable family of
compacts such that their union is V and that each compact is included in the domain of one chart of the
atlas. Their image by the chart will be a compact of Rp, because each chart is an homeomorphism. As
the compacts of Rp have finite Lebesgues measure and the parametrisation are C1, this proves that each
compact of our chosen family will have finite measure for the measure we have built here. Hence, our
measure on V is σ-finite. $
Note that for the applications we present here, we will be in a situation where an atlas with just one
chart will suffice.
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2.2 Lebesgues-Radon-Nikody´m variants
We will follow the conventions of [6] and consider that a complex measure never takes the value `8.
Given a (positive or complex) measure λ on some measurable set and a (positive) measure µ on that same
measurable set, we will indicate the fact that λ is absolutely continuous with respect to µ by the notation
λ Î µ, and likewise, if λ1 and λ2 are two (positive or complex) measures, we will indicate the fact that λ1
and λ2 are mutually singular by the notation λ1 K λ2. Given pX,A , µq a measure space (with µ positive)
and λ a complex measure on pX,A q, we will denote by pλa, λsq the Lebesgues decomposition of λ relative
to µ, i.e. λa and λs are the unique complex measures such that λ “ λa ` λs, λa Î µ and λs K µ.
Given two measurable spaces pX1,A1q and pX2,A2q, we will denote by M ppX1,A1q, pX2,A2qq the set
of measurable (point-wise) functions from pX1,A1q to pX2,A2q. If µ1 is a measure on pX1,A1q, we will
denote as usual by Φ ˚ µ1 the push forward of µ1, by Φ, i.e. the measure µ2 on pX2,A2q defined by
p@E P A2q µ2pEq “ µ1pΦ´ă Eąq.
Definition: Given pX1,A1, µ1q and pX2,A2, µ2q two measure spaces and Φ P M ppX1,A1q, pX2,A2qq, we
will say (departing slightly from [7]) that Φ is a morphism of measure spaces if and only if Φ ˚ µ1 “ µ2.
Lemma 2.3:
Let pX1,A1, µ1q and pX2,A2, µ2q be two measure spaces (µ1 and µ2 positive) and Φ : X1 Ñ X2 a morphism
of measure spaces. Let λ be a complex measure on pX1,A1q.
a) If λ Î µ1 then Φ ˚ λ Î µ2.
b) If Φ is injective and λ K µ1 then Φ ˚ λ K µ2. $
Proof: Assume that λ Î µ1. Let Y P A2 such that µ2pY q “ 0. We then have µ2pY q “ µ1pΦ´ă Y ąq
because Φ is a morphism and hence µ1pΦ´ă Y ąq “ 0. By definition, pΦ ˚ λqpY q “ λpΦ´ă Y ąq. Since
µ1pΦ´ăYąq “ 0 and λ Î µ1 we find that λpΦ´ăYąq “ 0 which means that pΦ ˚ λqpY q “ 0. This proves
the first assertion of the lemma.
Assume that λ K µ1. Let V1 P A1 and W1 P A1 such that V1 XW1 “ H, p@Z P A1q µ1pZq “ µ1pZ X V1q
and p@Z P A1q λpZq “ λpZ XW1q. Let V2 “ Φ ă V1 ą and W2 “ Φ ăW1 ą; since Φ is injective, and
V1 XW1 “ H we see that V2 XW2 “ H. For any Y P A2 we note that µ2pY q “ µ1pΦ p´Φ´ăă Y ąq “
µ1pΦ´ă Y ąX V1q. Since Φ is injective, V1 “ Φ´ăΦăV1ąą“ Φ´ăV2ą, and thus µ2pY q “ µ1pΦ´ă Y ą
X Φ´ăV2ąq “ µ1pΦ´ăY X V2ąq, the later equality being due, once again to the injectivity of Φ . Since
µ1pΦ´ă Y X V2 ąq “ µ2pY X V2q, we finally find that µ2pY q “ µ2pY X V2q. Likewise, taking the positive
and negative variations of the real and imaginary parts of λ, pΦ ˚ λqpY q “ pΦ ˚ λqpY XW2q. This proves the
second assertion of the lemma. $
The injectivity is sufficient to prove the second assertion above, but is not necessary: for Φ : r0; 2rÑ r0; 1r
such that Φpxq “ x´Epxq, with Epxq the integer part of x, and λ the Lebesgues measure on r0; 2r, we find
that Φ ˚ λ “ 2λ (denoting by the same symbol λ and its restriction to r0; 1r), and certainly, ν K λô ν K p2λq.
However, that assertion can also be wrong when Φ is not injective: for Φ : r0; 1s Ñ r0; 1s, x ÞÑ 1{2, λ the
Lebesgues measure on r0; 1s, and δ1{2 the Dirac measure at 1{2, we do have δ1{2 K λ, but Φ ˚ λ“Φ ˚ δ1{2“δ1{2!
Proposition 2.2 (stability):
Let pX1,A1, µ1q and pX2,A2, µ2q be two measure spaces (µ1 and µ2 positive) and Φ : X1 Ñ X2 an injective
morphism of measure spaces. Let λ1 and λ2 be complex measures on pX1,A1q and pX2,A2q respectively and
pλ1,a, λ1,sq and pλ2,a, λ2,sq the Lebesgues decompositions of λ1 with respect to µ1 and λ2 with respect to µ2
respectively. If Φ ˚ λ1 “ λ2, then Φ ˚ λ1,a “ λ2,a and Φ ˚ λ1,s “ λ2,s. $
Proof: We find immediately that Φ ˚ λ1 “ Φ ˚ λ1,a ` Φ ˚ λ1,s “ λ2,a ` λ2,b, Lemma 2.3 tels us that
Φ ˚ λ1,a Î λ2, Φ ˚ λ1,s K λ2, and using the fact that the Lebesgues decomposition of a measure is unique, we
have proved the assertion. $
Lemma 2.4:
Let pX1,A1, µ1q and pX2,A2, µ2q be two measure spaces (µ1 and µ2 positive) and Φ : X1 Ñ X2 a morphism
of measure spaces. If Φ is bijective and Φ´1 is measurable, then Φ´1 is also a morphism of measure spaces.$
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Definition: A function verifying the hypotheses of lemma 2.4 will be called a metromorphism.
Proof: For any E1 P A1 consider E2 “ ΦăE1ą“ pΦ´1q´ăE1ą; since Φ´1 is measurable we have E2 P A2.
Since Φ is a morphism of measure spaces, µ2pE2q “ µ1pΦ´ăE2 ąq “ µ1pΦ´ăΦăE1 ąąq “ µ1pE1q, but
E2 “ pΦ´1q´ăE1ą so µ1pE1q “ µ2ppΦ´1q´ăE1ąq. Finally µ1 “ pΦ´1q ˚ µ2. $
Given a measure space pX,A , µq, we will denote by L 0pµq the set M ppX1,A1q, pR,BorpRqqq, with
BorpRq the borelians of R, by L0pµq the set of classes of elements of L 0pµq with are µ-a.e. equal, by E 0pµq
the set of elementary functions, i.e. the set of functions which are finite linear combinations of indicator
functions of µ-measurable sets, by E0pµq the set of classes of such functions, and by E1pµq the set of
µ-integrable (classes of) elementary functions. Recall that L1pµq is a Banach space, and that E1pµq is an
everywhere dense vector subspace (this latter being a consequence of L1pµq being the completion of E1pµq
for the L1 norm).
Lemma 2.5:
Let pX1,A1, µ1q and pX2,A2, µ2q be two measure spaces, with µ1 and µ2 positive, and Φ : X1 Ñ X2
a metromorphism between the two. Then given H P L0pµ1q, H ˝ Φ´1 is well defined, p@h1 P E1pµ1qq
h2 “ h1 ˝ Φ´1 P E1pµ2q and rE1pµ1q Ñ E1pµ2q;h1 ÞÑ h1 ˝ Φ´1s is (a linear operator which is) an isometry
for the L1 norms. $
Proof: Let H P L0pµ1q, and let f : X1 Ñ R and g : X1 Ñ R be two point-wise representatives of H. Let Z
be the (possibly empty) set {w P X1|fpwq ‰ gpwq}. By definition, µ1pZq “ 0. Since Φ is a metromorphism,
µ2pΦăZąq “ µ1pZq “ 0. But ΦăZą is precisely the (possibly empty) set of points in X2 where f ˝ Φ´1
and g ˝ Φ´1 differ. Finally, f ˝ Φ´1 and g ˝ Φ´1 are µ2-a.e. equal, and H ˝ Φ´1 is well defined.
Let k P E1pµ1q, k “ ∑Nj“0 αj1Wj for some N P N, with the αj P C and Wj P A1, µ1pWjq finite.
We compute at once that k ˝ Φ´1 “ ∑Nj“0 αj1ΦăWją. Since Φ is a metromorphism, Lemma 2.4 assures
us that Φ ă Wj ąP A1 and thus that k ˝ Φ´1 P L0pµ2q. Furthermore, Φ´ ă Φ ă Wj ąą “ Wj so
µ2pΦăWjąq “ µ1pΦ´ăΦăWjąąq “ µ1pWjq and µ2pΦăWjąq is therefore finite. Finally, k˝Φ´1 P E1pµ2q
and ‖k‖L1pµ1q “ ‖k ˝ Φ´1‖L1pµ2q. $
Lemma 2.6 (isometry):
Let pX1,A1, µ1q and pX2,A2, µ2q be two measure spaces, with µ1 and µ2 positive, and Φ : X1 Ñ X2 a
metromorphism between the two. Then p@h1 P L1pµ1qq h2 “ h1 ˝ Φ´1 P L1pµ2q and rL1pµ1q Ñ L1pµ2q;
h1 ÞÑ h1 ˝ Φ´1s is an isometry for the L1 norms. $
Proof: Given Lemma 2.5, the operator Ψ “ rE1pµ1q Ñ E1pµ2q;h1 ÞÑ h1˝Φ´1s has a prolongation to L1pµ1q,
with image in L1pµ2q, which is also an isometry and that we will denote by Ψ as well.
Let H P L1pµ1q, and h a point-wise representative of H. Since E1pµ1q is dense in L1pµq, we can find a
sequence pKiqiPN P pE1pµ1qqN which converges to H for the L1-norm. Let us now consider pkiqiPN, where
the ki are point-wise representatives of the Ki. By extracting, if need be, a subsequence, we may assume
that pkiqiPN converges to h µ1-a.e.. Let Z be the (perhaps empty) set of points of X1 where pkiqiPN does
not converges to h. Then if y P X2 and y R ΦăZą we have the convergence of pk ˝Φ´1qpyq to ph ˝Φ´1qpyq.
Since Φ is a metromorphism, µ2pΦăZ ąq “ µ1pZq “ 0. Therefore, k ˝ Φ´1 converges to h ˝ Φ´1 µ2-a.e..
Since pKiqiPN converges for the L1pµ1q norm, it is a Cauchy sequence in E1pµ1q for that norm, and since Ψ
is an isometry from E1pµ1q to E1pµ2q, pKi ˝ Φ´1qiPN is a Cauchy sequence in E1pµ2q for the L1pµ2q norm.
Therefore, pKi ˝ Φ´1qiPN converges to some F P L1pµ2q. Once again taking a subsequence, if need be, we
may assume that pki ˝Φ´1qiPN converges µ2-a.e. to f , where f is a point-wise representative of F . But then
µ2-a.e. f “ h ˝ Φ´1 and thus H ˝ Φ´1 “ F P L1pµ2q.
Finally, the linear isometry Ψ is such that p@H P L1pµ1qq ΨpHq “ H ˝ Φ´1. $
Recall that the Radon-Nikody´m theorem ensures, that if µ is a positive, σ-finite, measure on a measurable
space pX,A q and λ is a complex measure on pX,A q, absolutely continuous with respect to µ, then there is a
unique h P L1pµq (the Radon-Nikody´m derivative of λ with respect to µ) such that p@E P A q λpEq “ ∫E h dµ.
Proposition 2.3 (densities):
Let pX1,A1, µ1q and pX2,A2, µ2q be two measure spaces, with µ1 and µ2 positive and σ-finite, and
Φ : X1 Ñ X2 a metromorphism between the two. Let λ1 be a complex measure on pX1,A1q absolutely
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continuous with respect to µ1, and h1 the Radon-Nikody´m derivative of λ1 with respect to µ1. If λ2 “ Φ ˚ λ1
then λ2 is absolutely continuous with respect to µ2, and its Radon-Nikody´m derivative with respect to µ2 is
h2 “ h1 ˝ Φ´1. $
Proof: The fact that λ2 Î µ2 results immediately from Lemma 2.3.
Let E P A2. By definition of the pushforward, λ2pEq “ pΦ ˚ λ1qpEq “ λ1pΦ´ ă E ąq, and by our
hypothesis, λ1pΦ´ ă E ąq “
∫
Φ´ăEą h1 dµ1. Since E
1pµ1q is dense in L1pµq, we can find a sequence
pkiqiPN P pE1pµ1qqN which converges to h1 for the L1-norm, and then of course
∫
Φ´ăEą ki dµ1 converges to∫
Φ´ăEą h1 dµ1.
For any i0 P N, we have ki0 “
∑Ni0
j“0 αj1Wj for some Ni0 P N, with the αj P C and Wj P A1.
We see that
∫
Φ´ăEą ki0 dµ1 “
∑Ni0
j“0 αj
∫
Φ´ăEą 1Wj dµ1 “
∑Ni0
j“0 αj
∫
Φ´ăEąXWj dµ1. Since we have assumed
that Φ is a metromorphism, it is in particular injective, so Wj “ Φ´ ă Φ ă Wj ąą and thus
Φ´ă E ą XWj “ Φ´ă E X Φ ă Wj ąą. Furthermore, being a metromorphism also implies (because
a requirement is that Φ´1 is measurable) that Φ ă Wj ąP A2. We therefore find that
∫
Φ´ăEą ki0 dµ1 “∑Ni0
j“0 αjµ2pE X Φă Wj ąq “
∑Ni0
j“0 αj
∫
E 1ΦăWją dµ2 “
∫
E lj0 dµ2, with lj0 “
∑Ni0
j“0 αj1ΦăWją or, in other
words, lj0 “ kj0 ˝ Φ´1. The function lj0 takes a finite number of values, and is a linear combination of
indicator functions of measurable sets; it is therefore an elementary function. Since µ2pΦăWjąq “ µ1pWjq
which is finite, we find that in fact lj0 P E1pµ2q.
Using Lemma 2.6, pliqiPN converges to h1 ˝ Φ´1 in L1pµ2q and therefore
∫
Φ´ăEą ki0 dµ1 converges to∫
Eph1 ˝ Φ´1q dµ2.
Finally, λ2pEq “
∫
E ph ˝ Φ´1q dµ2 and thus h2 “ h1 ˝ Φ´1. $
When X1 and X2 are open subsets of some R
n, µ1 and µ2 are the Lebesgues measure and Φ is a
C1-diffeomorphism, this result is classical ([8]).
2.3 A note about usage
For the use at hand, we are given two measure spaces pX,A , µq and pY,B, νq, with µ and ν positive,
a function H P M ppX,A q, pY,Bqq. We want to compute, for various complex measures λ on pX,A q,
ρ “ H ˚ λ, and notably pρa, ρsq, the Lebesgues decomposition of ρ with respect to ν .
In our particular context, we are also given two additional measure spaces pS,C , σq and pT,D , τq, with
σ and τ positive, a function G PM ppS,C q, pT,Dqq, and Φ : S Ñ X and Ψ : T Ñ Y two metromorphisms
such that the following graph commutes:
pS,C , σq
G

Φ // pX,A , µq
H

pT,D , τq
Ψ
// pY,B, νq
Let η “ pG ˝ Φ´1q ˚ λ “ G ˚ pΦ´1 ˚ λq. We find at once that ρ “ Ψ ˚ η, and using the results proved
above, we find that ρs “ Ψ ˚ ηs and ρa “ Ψ ˚ ηa, with pηa, ηsq, the Lebesgues decomposition of η with respect
to τ :
pS,C q
G

Φ // pX,A q : λ
H

pT,Dq : η
Ψ
// pY,Bq : ρ
While we replace one set of problems (computing ρ, ρa and ρs) with a larger set of problems (computing
η, ηa, ηs, Ψ ˚ ηa and Ψ ˚ ηs), we will only do this when the resulting problems are each more tractable than
our original ones. Actually, in practice, we will usually be satisfied with just computing ηa and ηs, as we
will see presently.
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3 The homogeneous transform revisited
3.1 Framework
We can now put the objects and results of Section 1 into the perspective afforded by Section 2.
The graphs of subsection 1.2 fit into the usage pattern delineated in subsection 2.3; this is outlined for
one of them, the substitutions necessary for the other being obvious.
With the notations of 2.3, we start by taking X “ Un`1, Y “ Pn and H “ Hn`1. As well, we will
choose S “ Rn ˆR, T “ Rn and G “ pin`1, Φ “ Tn`1 and Ψ “ Cn.
Ultimately, we will compute measures on Y , so our choices will be guided from that end. As stated earlier,
we are in a situation in which Y is a (trivial) manifold completely described by one parametrisation, so it will
be interesting to have as a reference measure on Y the manifold measure derived from the Lebesgues measure
as described in subsection 2.1, which we will denote by µPn in accordance with our earlier convention; this
also entails that we choose B “ BorpPnq, with BorpPnq the borelian sets of Pn.
As we want Ψ to be a metromorphism, we will take D “ BorpRnq, with BorpRnq the borelian sets of
Rn, and τ “ ACnλRn , with λRn the Lebesgues measure on Rn. Hence µPn “ Cn ˚ pACnλRnq.
Finally, we will be considering traditional measures on Un`1 to transform, but we also want Φ to be
a metromorphism, so we will take C “ BorpRn ˆ Rq, with BorpRn ˆ Rq the borelian sets of Rn ˆ R
, A “ BorpUn`1q, with BorpUn`1q the borelian sets of Un`1, but for convenience’s sake, we will take
σ “ λRn`1 , the Lebesgues measure on Rn`1 and µ “ Φ ˚ σ “ Tn`1 ˚ λRn`1 ; we will also denote µ as chosen
here by µUn`1 , which is also coherent with the notations of subsection 2.1.
Using subsection 1.2 we see that det
(
JTn`1
) “ epn`1q t “ (∑n`1i“1 yi)pn`1q with py1, ¨ ¨ ¨ , yn`1q “
Tn`1ppx1, ¨ ¨ ¨ , xnq, tq and therefore µ “
∣∣ det(JTn`1)∣∣´1 λRn`1 “ (∑n`1i“1 yi)´pn`1q λRn`1 and subsection 2.1
gives us ACn “
√
n` 1. We can therefore annotate thus the graph of subsection 2.3:
pRn ˆR, λRn`1q “ pS, σq
pin`1“G

Φ“Tn`1 // pX,µq “
(
Un`1,
(∑n`1
i“1 yi
)´pn`1q
λRn`1
)
H“Hn`1

pRn,√n` 1 λRnq “ pT, τq Ψ“Cn // pY, νq “ pPn, µPnq
Note that as we are dealing with a manifold, albeit a trivial one (Pn), as the ultimate destination set, it
will be advantageous to read our measures thru the parameterisations, i.e. only compute ηa and ηs.
For convenience’s sake we will adopt the following notations in this section, which are also coherent with
those of subsection 2.1: µpR˚`qn`1 “ µUn`1 |pR˚`qn`1 , µCn “ µPn |Cn .
It is a trivial application of the Fubini-Lebesgues theorem to see that pin`1 is not a metromorphism, and
therefore neither is Hn`1 (because Tn`1 and Cn are metromorphisms), and thus lemma 2.3 can not be used
in that context. however some part of it, though not all (see 3.2.3), can still be salvaged:
Lemma 3.1:
Let λ be a complex measure on (Un`1,BorpUn`1q) such that λ Î µUn`1, then (Hn`1 ˚ λ) Î µPn. $
Proof: Let B P BorpPnq such that µPnăBą“ 0. By definition, (Hn`1 ˚ λ)ăBą“ λpH ´1n`1ăBąq.
Since Tn`1 is a metromorphism, λpH ´1n`1ăBąq “ pT ´1n`1 ˚ λqppT ´1n`1 ˝H ´1n`1qăBąq.
However, pT ´1n`1 ˝H ´1n`1q ăB ą“ ppi´1n`1 ˝ C´1n q ăB ą because of the commutativity of the graph, and
ppi´1n`1 ˝ C´1n qăBą“ pi´1n`1ăC´1n ăBąą“ C´1n ăBą ˆ R, this later by definition of pin`1.
Therefore, (Hn`1 ˚ λ)ăBą“ pT ´1n`1 ˚ λqpC´1n ă}ąˆ Rq.
We have assumed that λ Î µUn`1 . Since Tn`1 is a metromorphism, pT ´1n`1 ˚ λq Î λRn`1 , and therefore
there exists f P L1pλRn`1q such that pT ´1n`1 ˚ λqpC´1n ăBąˆ Rq “
∫
Rn`1 1C´1n ăBąˆ Rptq fptq dt.
Since Cn is a metromorphism, µPnăBą“ 0 implies that
√
n` 1 λRnpC´1n ăBąq “ 0, which of course
means that λRnpC´1n ă B ąq “ 0. But then, the Fubini-Lebesgues theorem proves that
λRn`1pC´1n ă B ą ˆ Rq “ 0. Integrating an integrable function over a set of measure zero yielding a
result of zero, we have proved that (Hn`1 ˚ λ)ăBą“ 0. $
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As well, the following simple fact is useful to remember:
Lemma 3.2:
Let ζ be a complex measure on
(
Rn`1,BorpRn`1q) such that ζ Î λRn`1, then (pin`1 ˚ ζ) Î (√n` 1 λRn)
and
d (pin`1 ˚ ζ)
d
(√
n` 1 λRn
)px1, ¨ ¨ ¨ , xnq “ 1√
n` 1
∫ `8
0
dζ
dλRn`1
px1, ¨ ¨ ¨ , xn, tq dt
$
Proof: This is a direct application of the Fubini-Lebesgues theorem. $
Finally, recall1 that λnpBnq “ 1n! and2 that µCnpCnq “
√
n`1
n! .
3.2 Example measures and their homogeneous transforms
While the primary aim of these examples is to be illustrative, it is hoped that some of them will turn
out to also be useful in practice.
Let Dpa1,...,an`1q :
[
Bn Ñ R; px1, . . . , xnq ÞÑ (∏ni“1 xaii ) (1´∑ni“1 xi)αn`1´1], with a1 ą 0, ¨ ¨ ¨ , an`1 ą 0.
Here, as usual, B :
[(
R˚`
)n`1 Ñ R˚` ; pa1, . . . , an`1q ÞÑ ∫Bn Dpa1,...,an`1qpx1, . . . , xnq dx1 ¨ ¨ ¨ dxn] will denote
the multivariate (Euler) Beta function3 and Γ :
[
C´ p´N˚q Ñ C; z ÞÑ ∫ `80 tz´1 e´t dt] will denote the
Euler Gamma function.
Recall that the Dirichlet distribution onBn is the probability measure Dirpa1,. . ., an`1q“ Dpa1,...,an`1qBppa1,...,an`1qqλRn ,
and therefore that Cn ˚Dirpa1, . . . , an`1q is also a probability measure on Cn, whose expression, in barycen-
tric coordinates, is 1√
n`1
y
a1
1 ¨¨¨y
an`1
n`1
Bppa1,...,an`1qµCn .
3.2.1 Dirac measures
Dirac measures are used to model a perfect knowledge of the value of some physical quantity (or, less
flatteringly, when uncertainties are simply ignored).
Consider M P Un`1 and let δM be the Dirac measure at M . Then trivially Hn`1 ˚ δM “ δHn`1pMq.
Note that the Dirac measure at any other point on the half-line from O to M as chosen above will
yield the same transformed measure: the homogeneous transform is clearly not injective when considered
on measures!
3.2.2 Further examples of the non-injectivity
The non-injectivity of the homogeneous transform is of course not restricted to measures which are
singular with respect to the Lebesgues measure. Indeed, let s ą 1 and consider ks : R˚` Ñ R`, z ÞÑ κs1`zspn`1q ,
with κs “ pn`1q!∫`8
0
dz
1`zs
. We now build θs, a measure on Bor
(pR˚` qn`1) by θs “ ksp∑n`1i“1 yiq λRn`1 . Lemma 3.1
proves that pHn`1 ˚ θsq Î µCn ; we will denote dpHn`1 ˚ θsq{dµCn by ls.
Note that the density of θs with respect to µUn`1 is py1, . . . , yn`1q ÞÑ p
∑n`1
i“1 yiqn`1ksp
∑n`1
i“1 yiq. Using
proposition 2.3, pT ´1n`1 ˚ θsq Î λRn`1 and the density of T ´1n`1 ˚ θs with respect to λRn`1 is epn`1q t kspetq.
Using lemma 3.2 we find that ppin`1 ˚T ´1n`1 ˚ θsq Î
(√
n` 1 λRn
)
and that
dppin`1 ˚T ´1n`1 ˚ θsq
d
(√
n` 1 λRn
) “ 1√
n` 1
∫
R
epn`1q t ks
(
et
)
dt
The simple change of variables u “ epn`1q t now lets us see that Hn`1 ˚ θs “ n!√n`1µCn . In other words,
all the ks are transformed by the homogeneous transform into the uniform probability on Cn.
1Brief reminder: by induction; trivially λ1pB1q “ 1 and λn`1pBn`1q “ ∫
Rn`1 1pBn`1q dλn`1 (with 1 being the indicator
function) which by Fubini-Lebesgues is equal to
∫
s0;1r λnpt.Bnq dt, and λnpt.Bnq “ tn λnpBnq.
2By definition, µCnpCnq “
∫
ACn1pBnq dλn, and ACn “
√
n` 1.
3Recall that Bppa1, . . . , an`1qq “
∏n`1
i“1 Γpaiq
Γp∑n`1i“1 aiq , the proof of which is by noticing that, as a consequence of the Fubini-
Lebesgues theorem,
∏n`1
i“1 Γpaiq “
∫ `8
0
¨ ¨ ¨ ∫ `8
0
ta1´11 ¨ ¨ ¨ tan`1´1n`1 e´pt1`¨¨¨tn`1qdt1 ¨ ¨ ¨ dtn`1, by using the change of variables
rBn ˆ R˚` Ñ pR˚`qn`1, ppx1, . . . , xnq, xn`1q ÞÑ pt1, . . . , tn`1q “ px1xn`1, . . . , xnxn`1, p1 ´ x1 ¨ ¨ ¨xnqxn`1qs and by invoking
Fubini-Lebesgues once again.
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3.2.3 Odds and ends
Note that if A P BorppR˚` qn`1q, then AX Cn P BorpCnq and therefore µCnpAX Cnq is well defined, and
we can thus build a measure R on BorppR˚` qn`1q by RpAq “ µCnpA X Cnq. Clearly R K µpR˚`qn`1 , yet
Hn`1 ˚R “ µCn , the uniform density on Cn, and hence is (trivially) absolutely continuous with respect to
µCn , and has the same homogeneous transform as the θs. This also shows that we can’t expect better, from
a general point of view, than what was stated in lemma 3.1.
We have seen examples of a measure which is singular with respect to µpR˚`qn`1 and whose homogeneous
transform is singular with respect to µCn , examples of measures which are absolutely continuous with respect
to µpR˚`qn`1 and whose homogeneous transform are absolutely continuous with respect to µCn and finally
now an example of a measure which is singular with respect to µpR˚`qn`1 and whose homogeneous transform
is also absolutely continuous with respect to µCn . Is is possible to have an example of the last possibility,
namely a measure which would be absolutely continuous with respect to µpR˚`qn`1 but whose homogeneous
transform would be singular with respect to µCn? Actually, no, as we have shown in lemma 3.1.
3.2.4 Log-normal distributions
Let Σ be a symmetric, positive definite, pn ` 1q ˆ pn ` 1q matrix, and µ “ pµ1, . . . ,µn`1q P Rn`1;
the log-normal distribution is the probability measure on pR˚` qn`1 defined by Lµ,Σ “ fµ,Σ λRn`1 , with
fµ,Σ : pR˚` qn`1 Ñ R and
fµ,Σpy1, . . . , yn`1q “
exp
´12 [lnpy1q ´ µ1, . . . , lnpyn`1q ´ µn`1] Σ´1
 lnpy1q ´ µ1...
lnpyn`1q ´ µn`1


√|detpΣq|p2piqn`12 ∏n`1i“1 yi
Note that that Σ being positive definite, we can define
V “
r1, . . . , 1sΣ´1
 1...
1


´1
and we have V ą 0. Furthermore, let
Q “√| detpΣq|p2piqn`12 (1´ n∑
i“1
xi
)
n∏
i“1
xi
X “r1,. . ., 1sΣ´1

lnpx1q´µ1
...
lnpxnq´µn
lnp1´∑ni“1 xiq ´ µn`1
“
[
lnpx1q´µ1,. . ., lnpxnq´µn, ln
(
1´
n∑
i“1
xi
)
´µn`1
]
Σ´1
 1...
1

Y “
[
lnpx1q ´ µ1, . . . , lnpxnq ´ µn, ln
(
1´
n∑
i“1
xi
)
´ µn`1
]
Σ´1

lnpx1q ´ µ1
...
lnpxnq ´ µn
lnp1´∑ni“1 xiq ´ µn`1

Proposition 3.1:
Hn`1 ˚Lµ,Σ Î µCn and dpHn`1 ˚Lµ,Σq{dµCn “ gµ,Σ, with gµ,Σ ˝ C´1n : Bn Ñ R and
gµ,Σ ˝ C´1n p x1, . . . , xnq “
√
2piV
Q
√
n` 1 exp
(
´1
2
[
Y ´ V X 2])
$
Proof: We proceed almost exactly as in 3.2.2. The first assertion is a direct result of lemma 3.1.
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Note that the density of Lµ,Σ with respect to µUn`1 is py1, . . . , yn`1q ÞÑ fpy1, . . . , yn`1q
(∑n`1
i“1 yi
)n`1
.
Using proposition 2.3, we find that T ´1n`1 ˚Lµ,Σ Î λRn`1 and that the density of T ´1n`1 ˚Lµ,Σ with respect to
λRn`1 is
epn`1q tfµ,Σ
(
et.x1, . . . , e
t.xn, e
t. (1´∑ni“1 xi)).
Using lemma 3.2 we find that ppin`1 ˚T ´1n`1 ˚L q Î
(√
n` 1 λRn
)
and that
dppin`1 ˚T ´1n`1 ˚Lµ,Σq
d
(√
n` 1 λRn
) “ 1√
n` 1
∫
R
epn`1q tfµ,Σ
(
et.x1, . . . , e
t.xn, e
t.
(
1´
n∑
i“1
xi
))
dt
We note that
epn`1q tfµ,Σ
(
et.x1, . . . , t.xn, e
t.
(
1´
n∑
i“1
xi
))
“ 1
Q
exp
(
´1
2
[
t2
V
` 2X t` Y
])
“ exp
(´12 [Y ´ V X 2])
Q
exp
(
´ 1
2V
[t` V X ]2
)
and, classically,
∫
R
exp
(
´ 12V [t` V X ]2
)
dt “ √2piV . $
Note that in barycentric coordinates, the expressions for Q, X and Y are considerably simpler:
Q “√|detpΣq|p2piqn`12 n`1∏
i“1
yi
X “ r1, . . . , 1sΣ´1
 lnpy1q ´ µ1...
lnpyn`1q ´ µn`1
 “ [lnpy1q ´ µ1, . . . , lnpyn`1q ´ µn`1] Σ´1
 1...
1

Y “ [lnpy1q ´ µ1, . . . , lnpyn`1q ´ µn`1] Σ´1
 lnpy1q ´ µ1...
lnpyn`1q ´ µn`1

Furthermore, if Σ is diagonal, with
Σ “

σ21 0 0
0 0
0 0 σ2n`1

then
V “ 11
σ21
`¨¨¨` 1
σ2n`1
, Q “ p2piqn`12 ∏n`1i“1 yiσi , X “∑n`1i“1 lnpyiq´µiσ2i , Y “∑n`1i“1 (lnpyiq´µi)2σ2i
3.2.5 Multivariate Gamma distributions
Recall that a Gamma distribution on R˚` is defined as γa,b λR, with γa,bpxq “ 1Γpaq baxa´1e´bx, a ą 0,
b ą 0.
Let us define here a multivariate Gamma distribution Gα,β on pR˚` qn`1 , with α “ pα1, . . . , αn`1q,
β “ pβ1, . . . , βn`1q, αi ą 0, βi ą 0, as Gα,β “ fα,β λRn`1 with fα,βpy1,. . . ,yn`1q “ γα1,β1py1q¨ ¨ ¨γαn`1,βn`1pyn`1q.
Proposition 3.2:
Hn`1 ˚ Gα,β Î µCn and dpHn`1 ˚ Gα,βq{dµCn “ gα,β, with gα,β ˝ C´1n : Bn Ñ R
gα,β ˝ C´1n px1, . . . , xnq “ 1√
n` 1
Dαpx1, . . . , xnq
Bppα1, . . . , αn`1qq
βα11 ¨ ¨ ¨βαn`1n`1
[β1x1 ` ¨ ¨ ¨ ` βnxn ` βn`1 (1´∑ni“1 xi)]α1`¨¨¨`αn`1 $
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Proof: We proceed exactly as in 3.2.4. The first assertion is a direct result of lemma 3.1. Likewise,
gα,β˝C´1n “ 1√n`1
∫
R
epα1` ¨¨¨` αn`1q t β
α1
1 ¨¨¨β
αn`1
n`1
Γpα1q¨¨¨Γpαn`1qx
α1´1
1 ¨ ¨ ¨xαn´1n (1´
∑n
i“1 xi)
αn`1´1e´et[β1x1`¨ ¨¨` βnxn`βn`1(1´
∑n
i“1 xi)]dt.
We now use the change of variables rR˚` Ñ R;u ÞÑ t “ lnpuqs and find that
gα,β˝C´1n “ 1√n`1
pβα11 ¨¨¨β
αn`1
n`1 qrxα1´11 ¨¨¨xαn´1n (1´
∑n
i“1 xi)
αn`1 s
Γpα1q¨¨¨Γpαn`1q
∫
R
˚
`
uα1`¨¨¨αn`1´1 e´u[β1x1`¨¨¨`βnxn`βn`1(1´
∑n
i“1 xi)]du.
We identify the last integral as the (unilateral) Laplace transform of
[
u ÞÑ uα1`¨¨¨αn`1´1] for
p “ β1x1 ` ¨ ¨ ¨ ` βnxn ` βn`1 (1´∑ni“1 xi) and we therefore know ([9]) that∫
R
˚
`
uα1`¨¨¨αn`1´1 e´u[β1x1`¨¨¨`βnxn`βn`1(1´
∑n
i“1 xi)]du “ Γpα1`¨¨¨`αn`1q
[β1x1`¨¨¨`βnxn`βn`1(1´∑ni“1 xi)]α1`¨¨¨`αn`1 . $
3.2.6 Multivariate Chi distributions
Recall that a Chi distribution onR˚` is defined as χk λR with χkpxq “ 1Γ( k2 ) 2
1´ k
2 xk´1 e´x
2
2 , k ą 0. Let us
define here a multivariate Chi distribution Xk on pR˚` qn`1 , with k “ pk1, . . . , kn`1q, as Xk “ fk λRn`1 with
fkpy1, . . . , yn`1q “ χk1py1q ¨ ¨ ¨χkn`1pyn`1q.
Proposition 3.3:
Hn`1 ˚Xk Î µCn and dpHn`1 ˚Xkq{dµCn “ gk, with gk ˝ C´1n : Bn Ñ R and
gk ˝ C´1n px1,. . ., xnq“ 1√
n` 1
Γ
(
k1`¨ ¨¨` kn`1
2n`1
)
Γ
(
k1
2
)
¨ ¨ ¨Γ
(
kn`1
2
) 2pn`1q´(k1` ¨¨¨` kn`1) n2pn`1q xk1´11 ¨ ¨ ¨xkn´1n (1´∑ni“1 xi)kn`1´1
[x1¨ ¨ ¨xn(1´∑ni“1 xi)] k1`¨ ¨¨` kn`1n`1
$
Proof: We once again proceed exactly as in 3.2.4. We are led to evaluate
∫
R
etpk1`¨ ¨¨` kn`1qe´
1
2
[
x21¨ ¨ x¨2n(1´
∑n
i“1 xi)
2
]
et2pn`1q
,
we use the change of variables rR˚` Ñ R;u ÞÑ t “ 12pn`1q lnpuqs and we identify the (unilateral) Laplace
transform of
[
u ÞÑ u 12pn`1q (k1`¨¨¨kn`1)´1
]
for p “ 12
[
x21 ¨ ¨ ¨x2n (1´
∑n
i“1 xi)
2
]
. $
3.3 Further considerations
For display purposes, or as a step in data classification, it is usually advantageous to lower the di-
mensionality. There is of course an infinite number of ways of embedding Cn into R
n, even among affine
transforms, and there does not seem to be a universally agreed-upon “best” way to do so for these tasks
in the general case, except perhaps for the homogeneous transforms of bivariate and trivariate data. When
transforming a bivariate distribution, a convenient representation is to represent the density as a function
of the percentage of one of the variables (in essence, illustrating the density thru Cn); an example of such is
shown4 in Figure 2. For trivariate data, especially if classification is intended, it is advantageous to use an
isometric representation of the homogeneous transform and this is shown in figure 3.
When using the measures showcased here to represent uncertainty about measures, one should bear
in mind that their behaviour is somewhat different than that of the common Gaussian distribution. In
particular, save for some select values of the parameters and levels, level curves of the densities do not
enclose convex domains.
Finally, one should note that, when µ is null, the homogeneous transform of the log-normal distribution
presents striking symetries.
4These figures were made using Matplotlib ([10]), a 2D graphics package used for the Python programming language (Python
Software Foundation, https://www.python.org)
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Figure 2: A bivariate Gamma distribution and its homogeneous transform.
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Figure 3: The homogeneous transform of a trivariate log-normal distribution.
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