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1. Introduction 
Our starting point is the well-known sequence {P,<x>)~=, of orthogonal polynomials belong- 
ing to the classical class (Jacobi, Hermite, Laguerre, Bessel). Therefore, they satisfy a second- 
order difference equation which for the manic families can be written as [4] 
Also, they are solutions of a second-order differential equation of hypergeometric type [13] 
L,P, =aP,“+rPn’I+A,Pn, (2) 
where (T is a polynomial of degree at most two, r is also a polynomial of degree one and 
A, = - $z[(n - 1)~” + 27’1 is a constant. 
The corresponding associated polynomials of order r: {P,“)(x)};=, (r E N and PA’) of degree 
n being the associated of P,+,) satisfy also a second-order difference relation which, in the 
manic case, is 
P,“!,(X) = (x - P,+p;“(x> - Yn,,P,“‘,(X), It a 1, 
Pp(x) = 1, Pi”‘(X) =x-p,, YEN, 
and they belong to the Laguerre-Hahn class [ll]. In particular, this means that they are 
solutions of a fourth-order linear differential equation of the form 
5 A,Yck’ = 0, 
k=O 
(3) 
where Y = P,“‘(x) and the coefficients A, = A,(r, ~1, x) are polynomials of degree independent 
of IZ and Y. 
The search of these differential equations has been very intensive during the last few years. 
When Y = 1 (numerator polynomials), Grosjean [9,10] found them for the Legendre and Jacobi 
families, and Ronveaux [14] in the general situation. For an arbitrary r, computer algebra 
systems have been very useful, due to the heavy computations involved. In this context [17] can 
be mentioned, where the Macsyma system was used to construct the differential equation for 
any Y (integer or not) in the Jacobi case, and [l], where a Reduce program was written in order 
to obtain this differential equation for the associated polynomials of integer (and fixed) order 
of the classical families. 
In this work we have two different aims. Firstly, in Section 2 we introduce a program built in 
Mathematics symbolic language which is able to calculate the unique differential equation 
satisfied for the associated of arbitrary order of the classical class. This is done by using a 
recent approach developed in [2] which allows to construct an algorithm for generating the 
above-mentioned differential equation in terms of the polynomials u and T in (21, which 
characterize the classical class. Moreover, the program can also calculate the already known 
[2,15] differential equations we are interested in, for each classical orthogonal polynomial 
sequence separately. 
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Secondly, in Section 3 we study the distribution of zeros of the associated polynomials of 
each classical family. If we denote by (x~$?~, r 2 0, the zeros of Z’Jr), this density function is 
defined as follows: 
(4) 
More precisely, starting from the differential equation satisfied by Pn’), we can generate in an 
exact and recurrent way [3,8,18] the Newton sum rules of their zeros N$“), k = 0, 1, 2,. . . , II, or, 
equivalently, the moments of the distribution (4): 
k=O, 1,2 ,..., n. 
In doing this we have also used a program built in Mathematics symbolic language. To the best 
of our knowledge there is not any known trivial spectral property of these polynomials 
published in the literature. 
Finally, some concluding remarks are given. 
2. Fourth-order differential equations 
2.1. Algorithm 
A general method to build up the fourth-order differential equation satisfied by the 
associated order r of any Laguerre-Hahn orthogonal polynomial sequence is given in [2]. The 
basic ingredients of this approach are the properties of the Stieltjes function S,(z) of the 
associated polynomials, which verifies [2,5] a Riccati differential equation 
D 
as; = AS,2+C,S,+o,, 
Yr-1 
where C, and D, are polynomials and yr is the coefficient of the three-term recurrence relation 
(1). 
The application of this general technique to the classical class gives rise [l-5] to an almost 
pure factorization of the fourth-order differential equation, which involves two second-order 
differential operators defined by [15] 
d= 
L,,, = @ dX2 + (C, + c’)$ + (A, - nrgV)Id, 
N2,r = a $ + (2~’ - Cr)-& + [At + (1 - r(n + 1))~” - C:]I,. (7) 
Each quantity appearing in (6), (7) can be expressed in terms of the polynomials (T and 7 as 
follows [ 151: 
I\; = A, + u” - r’, C, = (X - Pr)(ru” + 7’) - 0’) (8) 
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and p, is connected to the coefficient b, in the expansion P,(X) = xr + b,x’-’ + * * - by 
pr=br-br+l, with 
b = 4r - W(O) + 491 r[(r - 1)~’ + 71 = i- (r - l)aU + 7’ (r - l)(~“+ 7’ --Tx* 
Then, the searched differential equation (3) is 
4 
C A,(r, n, x>Y 
D Dr (k) EE f$&J Y] + 4’-1 -Y,Y” = 0, 
k=O Yr-1 Yr 
(9) 
and it is written explicitly in [2]. Here, the above notation Y = P,“)(X) has been adopted. The 
identification of coefficients in (10) yields 
A,(r, rz, X) = a*, 
A,(r, II, x) = 5m7’, 
(11) 
To write the coefficients Ai(r, n, x), i = 0, 1,. . . , 4, in terms of cr and T, there is only one 
quantity to be computed: yr or D, or the combination yrD,_l/yr_l. In [15] the well-known 
homographic transformations between S, and Sr+,, + 1 have been used to calculate the quotient 
D,/YG 
D, 
-=+(2r-l)a”+~’ * ~<~=+(2r+n-l)(n+l)~~+(n+1)7’. (12) 
Yr r 
For the y,, coefficient some suggestions are given in [15] and its explicit value has been obtained 
in [12]: 
rz(yt77* +wl)[+-: - 477fPr,)(n72 + WI) + ~I~O@I 
2 
- rr2W0 - lrowl 
‘I 
Yn = 
[(2n-1)~,+w,][2n%-*+w,]*[(2n+1)7r2+w,] ’ 
(13) 
where 
=0 =(T(O)=;u”X*-dx+a, 5-1 = a’(0) = -cr”X + u’, 
7T2 = $T”, 
o. = T(0) - u’(0) = (a” - 7’)x - 17’ + 7, o1 =7-’ -(TN. 
(14) 
Taking into account (8), (9) and (12)-(141, the expressions (11) allow us to construct a 
Mathematics program, we have called DiffEqAssociated.m, for calculating the coefficients of 
the unique fourth-order differential equation (3) satisfied by the associated of any order of the 
classical class, in terms of the polynomials u and T in (2) (see (15) below). On the other hand, 
A. Zarzo et al. / Zeros of associated polynomials 353 
by using (6), (7), the program is also able to give the corresponding two second-order 
differential operators. 
This is done by means of the following three Mathematics functions: 
CoeffEq[i_,r_,n_,x_,ST_List] =AJY, ~1, x), 
L2[n_,r_,x_,ST_List] = L2,r, N2[n_,r_,x_,ST_List] =N,,,, 
where the last argument is ST-List = ((T(X), 7-(x)}. 
In the next section, the way in which these functions work into a Mathematics session and 
the fourth-order differential equations are given. 
2.2. Results 
Once a Mathematics session is started, the first instruction we have to type in is 
In[ 11 := < < DiffEqAssociated.m. 
This instruction makes available every function contained in the program. Then, the coeffi- 
cients A,, k = 0, 1,. . ., 4, of the differential equation (31, come up in the following way: 
In[2] := CoeffEq[4,r,n,x,{a[ x], T[ xl}] (* -A,(r, n, x) in (ll)*), 
Out[2] = a*, 
In[ 31 := CoeffEq[ 3 ,r,n,x,{a[x], ~[x]}] (* -A,(r, II, x> in (II)*), 
Out[3] = 5W’, 
In[4] := CoeffEq[2,r,n,x,(cT[x], T[ xl}] (* -A,(r, n, x) in (ll)*), 
Out[4] = -7* + 2r(T’ + 3af2 - (2n + 4r)a7’ + (4 + n - n* + 4r - 2nr - 2r2)fm”, 
In[5] := CoeffEq[ 1 ,r,n,x,{a[x], T[ xl]] (* -A,(r, II, x) in (II)*), 
Out[5] = -i[2 77’ + (2n - 2 + 4r)u’7’ - 27~” + (n” -n - 4r + 2nr + 2r2)cr’u’r], 
In[6] := CoeffEq[O,r,n,x,(a[ x], T[ x]}] (* --AO(r, n, x) in (ll)*), 
Out[6] = i(n(2 + n)[27’ + (n + 2r - 3)a”] [27’ + (n + 2r - l)~“]}. 
(15) 
So, the searched unique fourth-order differential equation satisfied by the associated of any 
(and integer) order of the classical class is 
2 d4 
d3 
(T - + 5aa’- 
dx4 dx3 
+[- 7* + 2r(TI + 301* - (2n + 4r)m-’ + (4 + II -n* + 4r - 2nr - 2r*)ao”] $ 
3 [277( + (2n - 2 + 4r)u’7’ - 27~~’ + (n” - n - 4r + 2nr + 2r2)a’o”] -& -5 
+ d(n(2 + n)[27’ + (n + 2r - 3)a”] [2~’ + (n + 2r - 1)0”]}l~. 
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Similarly, the two second-order differential operators (6), (7) are obtained in terms of (T and 
7, by typing in the following Mathematics instructions: 
In[7] := LZ[r,n,x,{a[ x], T[ x]}] (* =I& in (6)*), 
Out[7] =*$ + 
[ 
7~’ + 2r(~‘7’ - 7~” + r(r - 1)&r” d 
7’ + (r - 1)U” l- dx 
- 3n[27’ + (rz + 2r - 1)(7”]1& 
In[8] := N2[r,n,x,(a[ x], T[ x]}] (* = N2,r in (7)*), 
Out[8] =& - 
[ 
++(2r-~)(T’T’-w”+(~~-~~Y+~)(T’c+’ d 
7’ + (r - l)(T” l- dx 
- 92 + n)[27’ + (n + 2r - 3)a”]& 
On the other hand, the program DiffEqAss0ciated.m is also able to calculate the above 
quantities for each classical orthogonal polynomial sequence separately. For doing this the 
above typed in Mathematics instructions have to be used again, but writing, instead of (T and 7, 
their specific values for the desired classical family. 
As an illustration, we consider here the Bessel polynomials. In this case, 
a(x) =x2, r(x) = 2(m + 1). 
So, the coefficients of the fourth-order differential equation satisfied by the associated of order 
r of this polynomial sequence can be obtained as in (151, but replacing u and 7 by the above 
values. This differential equation is 
d4 
4 
xii7 
+10x3 d$ + {2[10+H( It, r, a)lx2+8(1 -a)x-4)$ 
where 
+{6H(r, rz, a)x + 12(1 -a),-& + (rz + 2)(2a + II + 2r - 1)(2u + 2r + 12 - 3)1,, 
H(Y, It, u) = 4a - 2a2 + 12 - 2an - n2 + 4r - 4ar - 2nr - 2r2, 
and it coincides with the one given in [15] (where there is a misprint in the coefficient 
corresponding to the first derivative: the coefficient 3 of H(r, ~1, a) should be 6). 
For L,,, and N2,r, we have 
In[14] := L2[r,n,x,{x 2, 2(~x + l)}] (* = L,,, in (6)*), 
Out[14] =x2-$ + r+~_l[a-l+(r+a)(r+a-l)x]~ 
- n(2a + r + 2n - 1)1,, 
In[ 151 := N2[r,n,x,{x 2, 2(ux + l)}] (* = N,,, in (7)*), 
Out[15] =“2-$ - r+;_l[P1+(3+(r+n)(r+a-4))x]-& 
- (rz + 2)(2u + n + 2r - 3)1,. 
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Of course, the same can be done for any classical family. In this way the already known (see 
[15] and references therein) fourth-order differential equations for the corresponding associ- 
ated polynomials of order r (r fixed or not) can be computed by using the DiffEqAss0ciated.m 
program. 
3. Distribution of zeros 
As stated above, in this section we will study the distribution of zeros (4) of the associated 
polynomials of the classical families via its moments (around the origin) (5). Though these 
moments completely characterize [16] the distribution, to get it from them is not an easy task. 
However, the moments themselves give us valuable information about the distribution. Thus, 
statistical parameters as variance, skewness and kurtosis will provide useful information. 
3.1. Algorithm 
Here, we are going to describe how the moments (5) associated to a polynomial solution of a 
differential equation can be generated, starting from the coefficients of that differential 
equation. Let 
P,(X) = i (- l)kC,,kX”-k, C,,, = 1, (16) 
k=O 
be the manic explicit expression of a polynomial solution of an Nth-order differential equation 
of the form 
t g,(x)y”‘(x) = 0, g,(x) = 2 ajw (17) 
i=O j=O 
Then, the C, k coefficients of the polynomial can be expressed in terms of the differential 
equation coefficients by means of the recurrence relation [3] 
ck,j= - 
; (k -j>! ,(i) 7 
j> 1, (18) 
ieo (k -j - i)! ui+q 
where the initial condition is C,,, = 1 and q = max{ci - i, i = 1, 2,. . . , N}. 
Once the Ck,, coefficients of P,(x) are known, the moments (5) of the distribution of zeros 
(4) of such a polynomial can be generated in an exact and recurrent way by means of the 
following formula [6,7,18]: 
ru(kn) = ( _qk+l ;cn,* + kg’ (- l)ic,,k_ipy ) 1 k> 1, j=l (19) 
where the initial conditions are &‘) = 1 and fly) = C,,,/n. 
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Notice that the algorithm we have just described is general in the sense that it remains valid, 
even in the case that the solution P,(x) does not belong to an orthogonal polynomial sequence. 
The expressions (18) and (19) allow us to use Mathematics symbolic language in order to 
calculate the desired moments. Concretely, this has been done by means of two Mathematics 
programs called M0mentsEEx.m and M0mentsDE.m. 
In M0mentsEEx.m the expression (19) has been programmed by means of the Mathematics 
function 
MomentsEEX[n_,k_,C_[s_,j_]] = &‘), 
where the last argument is the coefficient C,j of the polynomial (16). A preliminary version of 
this program was presented in [8], and an improved one in [18]. 
In M0mentsDE.m (18) has been programmed by the Mathematics function 
CEEX[p_,w_,x_,CDE_List] = C,,,, 
only for differential equations of order two or four (N = 2, 4). In this function, x_ represents 
the independent variable and the last argument is 
CDE-List = {go(x), gl(x), g*(x), gs(x), g,(x)}, 
g,(x),i=O, l)...) 4, being the polynomial coefficients of the differential equation (17). 
Moreover, this program contains two more functions: 
PSol[l_,x_,o_,CDE_List] =P[(x), 
which gives us the manic explicit expression of the polynomial solution of degree I (fixed) of the 
corresponding differential equation, and 
MomentsDE[n_,k_,o_,x_,CDE_List] = E.L(kn), 
which makes use of the MomentsEEx function described above for calculating the moments. 
The o_ argument appearing in both functions is the order of the differential equation (two or 
four). 
In the next section we describe how these programs (see [18] for a detailed description of 
them) can be used to compute the moments (5) of the distribution of zeros of the associated of 
order r E N of the classical orthogonal polynomial families. 
3.2. Results 
We begin by starting a new Mathematics session and typing in the following: 
In[ l] := < < DiffEqAssociated.m, In[2] := < < MomentsDE.m, 
for making available every function contained in those programs. 
Then the searched moments (5) corresponding to the associated polynomials of order r E N 
can be calculated by means of the Mathematics function 
MomentsDE[n,k,4,x,{CoeffEq[O,r,n,x,{a[ x], T[ xl}], 
CoeffEq[l,r,w,{a[ xl7 ~[.xl)], 
CoeffEq[%r,n,x,{a[ xl, T[ xl}], 
CoeffEq[3,r,n,x,{v[ xl, T[ xl)], 
(20) 
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where the order k of the moment has to be fixed, and instead of u and T their concrete values 
for each classical sequence have to be used. 
On the other hand, the Mathematics function 
PSol[l,x,4,{CoeffEq[O,r,n,x,(a[ xl, T[ xl}], 
CoeffEq[l,r,n,x,{a[x], +4}], 
CoeffEq[U-,w+[ xl, +I>], 
CoeffEq[%r,w+[ xl, +]>ly 
CoeffE&4vw,{+] 7 T[ -4]}] (21) 
gives the manic explicit expression of the Ith-degree (1 fixed) associated polynomial. 
For illustrating how these programs work explicitly, we are going to use them in the Hermite 
case. Of course, the same results could be obtained for the other classical orthogonal 
polynomial sequences, but this will be done elsewhere. 
Hermite polynomials H,(x) 
The u and r polynomials for the Hermite classical family are 
u= 1, r= -2x. (22) 
Then, replacing u and T by these values, the Moments Mathematics function (20) gives the 
moments (5) of order k (fixed) of the distribution of zeros for the corresponding associated 
polynomials of order r. The first four moments obtained in this way are 
/if) = 1, /_Jj@ = 0, CL($) =
(-1 +n)(n +2r) 
2n ’ 
&LO 3 
3n - 5n2 + 2n3 - 10nr + 6n2r - 10r2 + 6nr2 
$J) = 
4n 
It is interesting to remark that when r = 0, these moments reduce to the ones corresponding 
to the Hermite polynomials already computed in [18]. Moreover, in the asymptotic limit 
(n + co), their behaviour is independent of r and coincides with the one corresponding to the 
Hermite moments. 
On the other hand, from the recurrence relation (19) it can be easily shown that for any 
r E N all odd moments are zero. In particular, this means that for the associated of any order of 
the Hermite polynomials the distribution of zeros (4) is symmetric. Moreover, from the above 
moments one can obtain the variance (a,) and the kurtosis (a,) parameters of such a 
distribution: 
u1 = [ py)]w2) = I (n - 1’:;; + 24 1 1’2, 
-n3 + n4 + 12nr - 14n2r + 6n3r + 12r2 - 14nr2 + 6n2r2 
-3= - 
(- 1 + n)“(n + 2r)2 
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I I I , 
I 
: 1000 2000 3000 4000 5000 r 
-1.3 -- 
-1.4 -- 
Fig. 1. Variance (TV (dashed line) and kurtosis u2 (continuous line) of the distribution of zeros of the associated 
Hermite polynomials of order r. 
For II = 10000 and the degree of association r varying from 0 to 5000, these parameters 
have been plotted in Fig. 1, which shows that as Y increases, the zeros of the polynomial spread 
over the real line and the maximum of the distribution becomes wider and lower. 
Finally, as it has been mentioned above, replacing u and r by their specific values (22), the 
PSol Mathematics function (21) gives the manic associated Hermite polynomial of degree 1 
(fixed) and order Y. For example, for I = 5, we get 
Hs”‘(X) = 35 + 5r + r”)_X - (5 + 29x3 +x5. 
4. Concluding remarks 
In Section 2, the unique fourth-order differential equation satisfied by the associated of any 
(and natural) order of the classical class of orthogonal polynomials is given (see (15)). This has 
been done with the help of a Mathematics program called DifEqAssociated.m, which allows us 
to obtain the coefficients of the above differential equation in terms of the polynomials u and r 
appearing in (2) which characterize the classical class. Moreover, the program DiffEqAssoci- 
ated.m is also able to compute the fourth-order differential equations for each classical family 
separately. 
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In Section 3, a general method to study the distribution of zeros of a polynomial solution of a 
given second- or fourth-order differential equation has been described. This method, also 
programmed in Mathematics symbolic language, is based on the computation of the moments 
of that distribution from which one can obtain valuable information. For illustrating this 
procedure it has been applied to the associated Hermite polynomials. 
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