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Abstract
Parameter sweep applications represent an important class of computational applications in
science and technology that are naturally suited for running in distributed environments. How-
ever, the heterogeneous and complex nature of such environments requires the use of high-level
tools that automate application runs. The paper presents a generic web service that enables
users to describe their parameter sweep experiments using the simple declarative language and
run experiments across arbitrary ad-hoc computing infrastructures. The service is built on
Everest platform that provides web-based interfaces and meta-scheduling functionality. The
performance of the service is demonstrated by running several real case applications.
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1 Introduction
Parameter sweep applications (PSA) represent an important class of computational applica-
tions that require a large amount of computing resources in order to run a large number of
similar computations across diﬀerent combinations of parameter values. These applications are
becoming extremely important in science and engineering. As an example, one can explore the
behavior of the airfoil by running its model multiple times, depending on its properties, such
as speed, angle attack, shape and so on. PSAs address this kind of computations.
Parameter sweep experiments involve some input set of computational parameters and ﬁles.
Each parameter has its range of values, such as diﬀerent angle attack values in the above ex-
ample. Multiple computations, or tasks, are then run for diﬀerent combinations of parameters’
values. As a rule, each task runs the same executable but with diﬀerent arguments and input
ﬁles that depend on parameter values. Each task is supposed to produce some output, typically
in the form of the model’s output parameters, describing the computed characteristics. The
resulting set of all task outputs represents the result of the whole parameter sweep experiment.
While PSAs can be extremely time-consuming and require enormous amount of processor
time, the individual tasks are independent and can be run in parallel. Therefore, this class of
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applications is naturally suited for distributed computing. The potential speedup that can be
achieved by running PSA across distributed computing resources is signiﬁcant. However, the
heterogeneous and complex nature of such environments requires the use of high-level tools that
automate task submission, scheduling, data movement and failure recovery.
In this paper we present a generic web service that performs execution of arbitrary PSAs
in distributed computing environment. This service can be used by scientists via web browser
without the need to install additional software on their machines. A user should provide a
description of parameter sweep experiment in the form of the so called plan ﬁle and additional
input ﬁles. The result returned by the service represent an archive with results of all or selected
tasks. The service allows a user to specify rules to ﬁlter task results and to introduce a criterion
to select tasks with best results.
The presented service is built on Everest platform [18, 1], which provides generic mechanisms
for publication, sharing and execution of scientiﬁc applications across distributed computing
resources. In particular, the use of Everest made it possible to enable the users of the presented
service to attach external computing resources and use them to run their PSAs. Therefore, the
presented service can be used with arbitrary combinations of resources.
The paper is structured as follows. Section 2 discusses related work. Section 3 provides
an overview of Everest platform and its relevant features. Section 4 presents architecture
and implementation of Parameter Sweep service. Section 5 provides results of experimental
evaluation of the service. Section 6 concludes and discusses future work.
2 Related Work
There exist a relatively large body of research on running PSAs in distributed environments.
Here we brieﬂy review related work on user-level tools with advanced features speciﬁcally tar-
geting PSAs similar to the presented service.
Nimrod tool family [5, 4] implements a number of advanced tools that automate parameter
sweeps using distributed computing resources. Nimrod provides a declarative parametric mod-
eling language for expressing a parameter sweep experiment. A domain expert can create a
plan for an experiment and use the Nimrod runtime system to dispatch the tasks over multiple
computing resources and collect the results.
The presented Parameter Sweep service shares many similarities with Nimrod. In particular,
the plan ﬁle syntax is inspired by the declarative language introduced in Nimrod. However
we have tried to simplify it as much a possible by minimizing the number of directives and
removing redundant constructs (e.g., inferring parameter types from their values). We have also
introduced additional language constructs for post-processing (parsing, ﬁltering and ranking)
of task results. This enables users to reduce the amount of result data returned by the service.
This also makes it possible to implement early ﬁltering of task results on computing resources
thereby avoiding transfer of ﬁltered results to the service.
In [10] authors describe a user-level grid middleware project, the AppLeS Parameter Sweep
Template (APST), that uses adaptive scheduling with heuristics [11] to allow the eﬃcient ex-
ecution of PSAs across the computational grid. To submit PSA, a user must provide a task
description ﬁle which contains one task description per line. Since the authors focus on the
scheduling algorithm, APST doesn’t provide a high-level language for PSA description.
Algorithms and heuristics for scheduling of parameter sweep applications are also discussed
in [8, 13, 12, 9]. The presented Parameter Sweep service relies on Everest platform for scheduling
of tasks across computing resources. The scheduling component of Everest is currently under
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active development and we plan to describe it and the underlying approach in the following
papers.
In [16] authors describe a command-line tool, the Grid[Way] Job Template Manager, that
can be used to generate, submit and manage jobs comprising a PSA. A user must describe the
parameter space in a parameter ﬁle using a syntax with a number of advanced features such as
exponentiation, value skipping and functions. All job related settings (executable, arguments,
ﬁles) can be speciﬁed via command-line or in an additional template ﬁle. The tool relies upon
the GridWay metascheduler [14] for submitting and managing jobs on distributed computing
resources. In contrast to this tool, the presented service uses a single ﬁle for PSA speciﬁcation
and implements additional features such as constraint expressions, parameter substitution in
input ﬁles and post-processing directives.
While all the mentioned tools represent standalone applications, the developed Parameter
Sweep service is based on the Software as a Service (SaaS) model. This makes it possible
to immediately use the service remotely without installation or conﬁguration of additional
software. In contrast to web based portals supporting parameter sweep applications [2, 15] the
developed service also implements a remote programming interface (REST API) supporting
automation and integration with other systems.
3 Everest Overview
Everest [18, 1] is a web-based platform supporting publication, sharing and execution of scientiﬁc
applications across distributed computing resources. It follows the Platform as a Service (PaaS)
model by providing all its functionality via remote web and programming interfaces. A single
instance of the platform can be accessed by many users in order to create, run and share
applications with each other without the need to install additional software on their machines.
Any application added to Everest is automatically published both as a user-facing web form and
a web service. The latter enables programmatic access to applications, integration with third-
party tools and application composition. Another distinct feature of Everest is the ability to
attach external computing resources by any user and ﬂexibly bind such resources to applications.
Finally, Everest is built around the open programming interface implemented using RESTful
web services and accompanied with Python API.
A high-level architecture of Everest is presented in Figure 1. The server-side part of the
platform is composed of three main layers: REST API, Applications layer and Compute layer.
The client-side part includes web user interface (Web UI) and client libraries.
Everest is designed around the open programming interface, the so called REST API, that
provides access to the complete set of platform’s capabilities. It serves as a single entry point
for all clients, including Web UI and client libraries, and is implemented as a RESTful web
service [17].
Applications layer corresponds to a hosting environment for applications created by users.
Applications are the core entities in Everest that represent reusable computational units that
follow a well-deﬁned model [6]. An application has a number of inputs that constitute a valid
request to the application and a number of outputs that constitute a result of computation
corresponding to some request. Each application created by user is automatically exposed
as a RESTful web service via the platform’s REST API. This enables remote access to the
application both via Web UI and client libraries. An application owner can manage the list of
users that are allowed to run the application.
In order to simplify creation of applications Everest provides the so called application skele-
tons, that can be conﬁgured for a speciﬁc application purpose. This “declarative” approach
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Figure 1: High-level architecture of Everest
makes it possible to avoid programming while adding applications to Everest. In addition to
using application skeletons, it is possible to implement generic applications on top of Everest.
The Parameter Sweep service presented in this paper is an example of such application.
Everest doesn’t provide a computing infrastructure and instead relies on external resources
to run application tasks. A resource can be attached to the platform by any user. Everest
implements integration with standalone machines and clusters by using a developed program
called agent. The agent runs on the resource and acts as a mediator between it and Everest
enabling the platform to submit and manage computational tasks on the resource. Everest also
implements integration with the European Grid Infrastructure.
Compute layer manages execution of applications on remote computing resources. When an
application is invoked via REST API it generates a job consisting of one or more computational
tasks. Compute layer manages execution of these jobs on remote resources and performs all
routine actions related to staging of task input ﬁles, submitting a task, monitoring a task state
and downloading task results. Compute layer also monitors the state of resources attached to
the platform and uses this information during job scheduling.
Web UI provides a convenient graphical interface for interaction with the platform. It is
implemented as a JavaScript application that can run in any modern web browser.
Client libraries simplify programmatic access to Everest via REST API and enable users to
easily write programs that access applications and combine them in arbitrary workﬂows. At
the moment, a client library for Python programming language is implemented.
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4 Parameter Sweep Service
In order to facilitate running PSAs on distributed computing resources, a generic web service
called Parameter Sweep was developed. It is implemented as an Everest application following
the abstract model and using mechanisms described in Section 3. While it is possible to run
parameter sweep experiments on Everest by submitting many jobs to a single-task application,
the developed service has a number of advantages. It doesn’t require a user to add the applica-
tion running a singe task to Everest and to write a program to automate task generation and
submission. Also the parameter sweep experiment runs as a single job with many tasks, instead
of many single-task jobs, which introduces less overhead.
4.1 Description of Parameter Sweep Experiment
At the core of the developed service is a declarative format for describing a parameter sweep
experiment. In order to run an experiment, a user should prepare and submit its description in
the form of a plain text ﬁle called plan ﬁle. This ﬁle contains parameter deﬁnitions and other
directives that together deﬁne rules for generation of parameter sweep tasks and processing of
their results by the service.
This approach aims to solve a common problem faced by researchers trying to use general-
purpose computing tools and environments for running PSAs. Namely, a user have to imple-
ment custom programs for generating individual tasks comprising PSA and processing their
results. The use of declarative description enables users to minimize or completely avoid such
programming work, thus increasing the productivity and accessibility of the developed service.
The plan ﬁle has a simple syntax consisting of the following directives describing various
aspects of the experiment:
• parameter - describes a single parameter,
• constraint - imposes restrictions on parameter values and combinations,
• input ﬁles - speciﬁes input ﬁles for a task,
• command - speciﬁes a command to be executed for a task,
• output ﬁles - speciﬁes output ﬁles for a task,
• ﬁlter - speciﬁes rules for ﬁltering of task results,
• criterion - speciﬁes a criterion for ranking of task results.
All directives except parameter can refer to parameter values using the $param or ${param}
syntax. This enables parametrization of directive expressions. For example, each task can have
a diﬀerent command value, which is produced by substituting parameters with their respective
values.
An example of complete plan ﬁle is presented below.
parameter n from 1 to 1000 step 1
input_files @run.sh vina write_score.py
input_files protein.pdbqt ligand${n}.pdbqt config.txt
command ./run.sh
output_files ligand${n}_out.pdbqt log.txt @score
criterion min $affinity
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The presented plan ﬁle corresponds to a virtual screening experiment using Autodock Vina,
a well-known program for molecular docking. This experiment performs 1000 docking runs
with diﬀerent ligand molecules against the same protein molecule and selects results with a
minimum aﬃnity (binding energy) value.
A brief description of each directive is presented below.
4.1.1 Parameter
This directive introduces a single parameter by specifying its name and domain of values. The
parameter’s domain can be described using two notations: by specifying the range of values
(only for numeric parameters) and by listing all possible values separated by a whitespace. The
type of parameter values is automatically inferred by the service from the domain description.
Below are a few examples illustrating the use of both notations:
parameter int_param from 0 to 10 step 2
parameter float_param from 0.0 to 1.0 step 0.1
parameter string_param "-O1" "-O2" "-O3"
parameter file_param file1.txt file2.txt file3.txt
4.1.2 Constraint
This is an optional directive that can be used to impose restrictions on numeric parameter
values or parameter combinations. The constraint is introduced by specifying its type and
conditional expression. The constraint’s type speciﬁes whether the parameters’ values or these
values’ indices are substituted in the constraints’ expression. It should be value or index respec-
tively. The constraint’s expression is a conditional expression supporting the use of parameter
substitution syntax, standard operators and mathematical functions.
Below are two examples illustrating the syntax of constraints directive:
constraint value (log($f) >= 3) || ($f*$t + p < 2000)
constraint index $a = $b
4.1.3 Input Files
This directive lists input ﬁles for a single task within the experiment. File paths are speciﬁed
relative to the root of the experiment ﬁles archive. Input ﬁles preﬁxed with the @ sign are the
so called template ﬁles which include the references to experiment’s parameters inside the ﬁle
using the same syntax as directives. Such ﬁles usually represent conﬁguration ﬁles or helper
scripts.
Actual ﬁles for a particular task are produced by substitution of parameter references inside
the directive and template ﬁles with the values corresponding to the task. These ﬁles are
transferred by the service to the computing resource selected for running the task.
4.1.4 Command
This directive speciﬁes a command to be executed for a single task within the experiment.
There should be only a single command directive in a plan ﬁle, spanning a single line. Actual
command for a particular task is produced by substitution of parameter references inside the
command with the values corresponding to the task. This is the command executed by the
service inside the task directory on the computing resource selected for running the task.
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4.1.5 Output Files
This directive lists ﬁles that comprise a result of a single task within the experiment. File paths
are speciﬁed relative to the experiment ﬁles directory. Output ﬁles preﬁxed with the @ sign
represent ﬁles containing the so called task outputs. Outputs are numeric values representing
results of the task. These values can be used for ﬁltering and ranking of task results with
ﬁlter and criterion directives. Output names and values are speciﬁed using the same syntax
as properties in the INI ﬁle format. For example, a score ﬁle produced by a task in the virtual
screening example could have the following contents:
affinity = -10.6
4.1.6 Filter
This is an optional post-processing directive that can be used to ﬁlter task results based on
produced output values. Filter expression is essentially the same as constraint expression, with
only one diﬀerence: instead of parameters it should contain references to task outputs using
the $output or ${output} syntax. Only the task results satisfying all ﬁlter expressions speciﬁed
in the plan ﬁle are selected for inclusion in the resulting archive returned to the user.
4.1.7 Criterion
This is an optional post-processing directive that can be used to rank task results based on
speciﬁed criterion type and expression. The criterion type can be max or min depending on
whether maximal or minimal values are required. The criterion expression deﬁnes a function
of task output values that is used to compute the criterion value. Only the task results with
optimal values (subject to optional ﬁlter rules) are selected for inclusion in the resulting archive
returned to the user.
4.2 Service Implementation
The Parameter Sweep service is implemented as an Everest application following the abstract
model and using mechanisms described in Section 3. The architecture of service implementation
and its interaction with Everest platform is presented in Figure 2.
The service has two inputs. The ﬁrst input represents the plan ﬁle described in the previous
section. The second optional input represents an archive with application executables, scripts
and other input ﬁles referred in the plan ﬁle. Upon job submission the user should also explicitly
specify resources to be used for running the experiment. These resources should be attached to
Everest as described in Section 3.
Upon submission of a new job via REST API the service parses the submitted plan ﬁle
and generates job tasks representing parameter sweep experiment. In order to do this, it
takes cartesian product of parameters speciﬁed in the plan ﬁle subject to speciﬁed constraint
directives. Then the service passes the generated tasks to the Compute layer of Everest which
performs scheduling and execution of tasks on speciﬁed resources.
Upon completion of individual tasks the service extracts task results and performs additional
ﬁltering in accordance with post-processing directives speciﬁed in the plan ﬁle. After all tasks
are completed the service produces a single output result which refers to an archive containing
the results of the ﬁltered tasks.
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Figure 2: Parameter Sweep Application
Table 1: Computing resources used in experiments
Server1 Server2 Server3 Server4 Cluster1 Cluster3 Cluster4 Total
Nodes 1 1 1 1 8 8 19 44
Cores 4 4 8 12 36 112 228 404
5 Experimental Evaluation
An experimental evaluation of the developed service was performed by running several PSAs on
the ad-hoc computing infrastructure consisting of 4 servers and 3 clusters attached to Everest.
The characteristics of used computing resources are presented in Table 1. To avoid the noise the
experiments were performed during the time the resources were not loaded with other tasks.
Cluster3 has a policy limiting the number of running jobs per user to 50, so eﬀective total
number of cores in the infrastructure was 342.
Figure 3 displays the number of running tasks over the course of two application runs. The
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Figure 3: Number of running tasks over the course of experiments.
ﬁrst run corresponds to the virtual screening of 1000 ligand molecules against the same protein
using molecular docking program Autodock Vina (see the plan ﬁle example from Section 4.1).
The second run corresponds to the PSA from geophysics domain related to the problem of
determining the parameters of seismic anisotropy in the Earth’s mantle by the inversion of
seismic waveforms [7]. This application consisted of 2236 tasks performing tabulation of a
complicated multidimensional function.
As it can be seen from the Figure 3, the Parameter Sweep service managed to utilize all
available resources (342 cores). The periodic drops of utilization are due to task monitoring and
scheduling delays that occur both in Everest and in local resource managers between the task
waves. We plan to address these issues in future by optimizing the Compute layer of Everest.
The service also managed to automatically reschedule tasks after sporadic task and network
failures so that all tasks in both runs were completed successfully.
6 Conclusion and Future Work
We have presented a generic web service for running parameter sweep applications in a dis-
tributed computing environment. This service can be used by scientists via web browser with-
out the need to install additional software on their machines. The service enables users to
describe their parameter sweep experiments using the simple declarative language and run ex-
periments across arbitrary ad-hoc computing infrastructures. The service is built on Everest
platform that provides web-based interfaces and meta-scheduling functionality by distributing
tasks across external computing resources. The performance of the service is demonstrated by
running several real case applications with thousands of tasks. The developed service is publicly
available online [3] for all interested users.
Future work will address the remaining challenges such as implementation of advanced task
scheduling strategies, selection of optimal task granularity and supporting applications with
extremely large number of tasks. We also plan to implement convenient web interfaces for
describing parameter sweep experiments and working with experiment’s results.
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