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Chapter I 
The study of matrices constitute a major part of any study of 
linear algebra. The fact that linear transformations determine 
matrices and matrices determine linear transformations (which will 
be brought out in more detail later) requires a thorough look at 
the relationships between matrices and linear maps. 
The following are statements of the notation used in this and 
following chapters. Unless otherwise stated, all vector spaces 
will be denoted by U and V, and vectors by u, v, w, and z. F will 
denote a field and a, b, and c will denote field elements; F[xJ 
will denote the ring of polynomials in one indeterminant with coef¬ 
ficients ^rom F. Also, unless otherwise stated, polynomials in 
Flxl will be denoted by P, Q, and R and linear transformations of 
vector spaces by f, g and h. -^uj, ... denotes the space 
generated by the vectors uj, ... jUr,. All vector spaces mentioned 
are finite dimensional. 
(1.1) Pefmition. Let f he a linear transformation from V onto U, 
If the vectors Vj, ... ,vT1 are a basis of V and the vectors iij, ... , 
are a basis of U, then the matrix determined by f relative to m * J 
m 
these bases is the matrix A=(ajj) where f(v^)«^ a^jU^. Also an m by 
i»l 
n matrix Bs(b^) determines a transformation g defined by g(v.)« 
 " ' 
Xbijl,i, as loriP as the elements of the matrix B are from the field F, 
2 
(l.- inition. The set L(V,V) is the set of all linear trans¬ 
formations f of V into V. Such an f is called an endomorphism of V. 
If f e L(V,V) and A is the matrix determined by f relative to the 
basis {v^, ... , vn} and B the matrix determined by f relative to 
another basis {u-^ ... , Un} of V(A=(B.ij) where f(v )» aiJvi and 
n i=l 
B=(b:^j) where f(Uj)=^ b^jU^), then there exists a matrix C such that 
—1 i—1 A=CBC . That is, A and B are called similar matrices. (Note: 
similarity of matrices is an equivalence relation.) 
Many times, especially in application, it is necessary to find 
the simplest possible form of a matrix to work with. So, given an 
n by n matrix A with elements a field F, then A determines an ando- 
morphism f of a vector V over F. It suffices to find an n by n matrix 
B similar to A whose form is as simple as possible. That is, it suf¬ 
fices to find a basis of V such that the matrix of f relative to this 
basis is in as simple a form as possible. 
(l.J) Definition. An n by n matrix whose elements not on the main 
diagonal are zero is called a diagonal matrix. 
Naturally, the simplest such matrix possible is a diagonal, matrix. 
There is a relatively large class of endomorphisms that can be rep¬ 
resented by diagonal, matrices. 
(1.4/ Definition. Let V be a vector*space over a field F and let 
f e L(V,V). If v e V such that f(v) = av, a e F, then v is said to be 
an eigenvector of f and a is the eigenvalue corresponding to v. 
(1.6) Theorem. Let f he in L(V,V). Then f can be renresenteH by 
a diagonal matrix if and only if there exists a basis of V consist- 
inp of eigenvectors of f. 
Proof: Suppose there exists a basis of eigenvectors Vj,... ,vn 
of f and the set a^, ... #a are the corresponding eigenvalues. 
Then f(v^) = a^v^ so the matrix of f relative to this basis has the 
form: 
aj 0 
n a2 
n n 
n 
n 
fonversely, if f is represented by a diagonal matrix, then 
the vectors in that basis are eigenvectors. 
Usually, one is not given a linear transformation directly. A 
matrix A is usually given representing f with respect to some un¬ 
specified basis. In this case. Theorem 1,6 should read: A matrix 
A is similar to a diagonal matrijf if and only iff there exists a 
basis of eigenvectors of the endomorphism determined by A. 
Of course, there are many endomorphisms that cannoj be repre¬ 
sented by a diagonal matrix. In this case, given a matrix A it is 
necessary to find a matrix similar to A that is in the simplest 
possible form. Chapters II and III of this paper represent two 
different derivations of this form, the first being based on a 
method used by J. Walter Nef [10, pp. 281-95] and the second 
on a method used by Charles W. Curtis [3, pp. 189-96]. Chapter 
IV of this paper dwells entirely on uses, applications, and 
examples of this form. 
Chanter TI 
The development in this chapter the Jordan canonical -Porm 
is based on the development of this form by Walter Nef [lO, pp. 281-951. 
In this chapter. Definitions 2.1, 2.2, 2.4, as well as Theorem 2.3 
are given as prelimary information. 
(2.1) Definition. An eigenvector of an endomofphism f of a vector 
space V is any non-zero vector v in V which is mapped to a scalar 
multiple of itself. If p(v) = av, then a is referred to as the 
eigenvalue of f corresponding to the eigenvector v. 
(2.2) Definition. If A is the matrix representation of an endomor- 
phism f, then det (A - xl) is called the characteristic polynomial of f, 
(2.3) Theorem. Tf A is the matrix representation of an endomorphism 
f, then a is an eigenvalue of f if and only if det (A - al) * 0, 
(2.4) DePinition. het U and V he vector spaces and let f be a linear 
map of V into U. Then the rank oP f is the dimension of the image 
of f. 
n 
Let V be a vector space and let f e L(V,V). If P a^x1 
i = 1 
is an element of F[xj, note that Pf =^aif1 is again an endomorphism 
on V and Pf commutes with f. Also, note that iP P and Q are 
polynomials, then (PQ)^ = pfQf anc' + Q^p 3 'V + Qf 
6 
(2.5) jefinition. A subspace H of V is said to be f-invariant if 
f(H) £H. 
If H is f-invariant, then since fk(H) 5 h and ^^(H) fe H 
for all k > 0, then H is also Pj.-invariant for any polynomial 
P in F[x]. 
/y 
Since the dimension of the vector space L(V,V) is n (where 
the dimension of V is n) and the endomorphisms f,f^, ... , f^ 
(where k > n^) are dependent, then there is a polynomial P such 
that P^ is zero. 
(2.6) Definition. The minimal polynomial of an endomorphism f is the 
unique monic polynomial m of the least positive degree such that 
rrij. = 0. 
If u e V and m is the minimal polynomial of f, then mf.(u) = 0, 
so there exists at least one polynomial P of positive degree such that 
Pf(u) = C. 
(2.7) Definition. The f-annihilator of a vector u in V is the unique 
monic polynomial h of the least positive degree such that hf(u) = 0. 
Piotice that by the division alogorithm, if kj.(u) = 0, then h 
divides k. In particular, h divides the minimal polynomial m. Notice 
that the degree of h is greater than or equal to one. 
(2.8) Theorem. If s is the degree of the f-annihilator h of u in V 
and t ^s, then the vectors u,f(u), ... , f (u) are linearly independent. 
T 
and the vectors u,f(u), ... , fs~"''(v) ,ft(u) are linearly dependent. 
Proof: Suppose that u,f(u), ... , fS "'"(u) are linearly dependent. 
Then there exists a polynomial k of degree less than s such that kj(u) = < 
which contradicts the fact that h is the f-annihilator. 
If t = s, then the theorem is true from the fact that h^(u) is 
nothing more than a linear combination of u,f(u), ... , fs(u). 
Suppose the theorem is true for t > s, that is, f^(u) is an 
element of <^u, ... , fs~"'"(u) . Therefore, f^+^(u) is an element of 
<( f(u), ... , fs(u)>, but fs(u) is an element of ^ u, ... , f3~^(u)^ 
so ft+1(u) is an element of u, ... , fS "'"(u) ^ . So the theorem 
is true by induction. 
(?.9) Theorem. If P is a polynomial over F and f is an endomorphism 
of V, then ker is an f-invariant buospace of V. 
Proof: If u is in the ker Pf, then P^lu) = 0, and hence Pf.[f(u)] * 
f[Pf.(u)]= f(0) = 0 which implies f(u) r ker P^. 
(2.10) Theorem. If P and Q are polynomials over F and P divides Q, 
then ker P^ £ ker Qf. 
Proof: If u is in the ker P^., then P^(u) = 0 and hence if Q = JP, 
Q^(u) = JfPf(u) = 0 which implies that u is an element of ker Q^. 
(2.1-) Theorem. If P is a proper divisor of Q and Q is a divisor of the 
minimal polynomial m of f, then ker P^ is a proper subset of ker Q^.. 
Proof: Put m = QJ and let R = PJ. 
Since P is a proper divisor of Q, then R is a proper divisor of m 
8 
and u J R < deg m, so R^. ^ 0. Therefore, there exists a v in V such 
that R^(v) * 0. If w = Jf(v), then P^(u) = P^J^v) = (PJ)f(v) = 
Rf.(v) 4 0 and hence w is not in the kernel of P^. On the other hand, 
Qf(w) = Qf[Jf(v)] = (QJ)f(v) = mf.(v) = 0 which implies that w e ker Q^. 
Hence, from Theorem 2.10, ker P^ is a proper subset of ker Q^,. 
(2.12) Theorem. If J is the greatest common divisor of P and Q, then 
ker Jf = ker P^ f) ker Q^. 
Proof: From Theorem 2.10, it follows that ker c ker Pf fl ker Q^.. 
Suppose that u e ker Pf f] ker Q^; that is, Pf(u) = Q^(u) = 0. Since 
there exists a R and T such that J = RP + TQ, then J^(u) = (RP + TQ)f(u) ; 
R^Pj.(u) + T^Q^(u) =0 + 0 = 0 which implies that u is an element of 
ker J^.. 
(2.13) Theorem. If J is the least common multiple of P and Q, then 
ker = ker P^ + ker Q^. 
Proof: From Theorem 2.10, it follows that ker P^. £ ker J^. and ker 
ker Jf. Therefore, ker P + ker Qf S ker J^.. Since J is the l.c.m. 
of P and Q, J can be written as P-^P and also as Q^Q where the g.c.d. 
of P]_ and Q-^ is 1. Hence there exists an R and T such that P^R + Q-^T 
= 1. Suppose that u € ker Jf and let v = PlfRf(u). Then P^Cv) = 
pf[PlfRf(u)] = [P^j-RfKu) = [JfRf](u) = 0 which implies that v is in 
the ker Pf. Similarly, w = QlfTf(u) is in ker i^. Further, v + w = 
PlfRfCu) + QlfTf(u) = lf(u) = u. Therefore u is in the ker P^ + ker Qf, 
so ker = ker P^ + ker Q^.. 
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(2.1 Corollary. If P and Q are relatively prime, then ker (PQ)^ = 
ker Pf <9 ker Q . 
(2.15) Definition. A subspace H of V is said to be f-irreducible if 
H is f-invariant and there is no decomposition H = ® Hg of H into 
a direct sum of non-zero f-invariant subspaces. 
(2.16) Theorem. Let v be a vector space and f e L(V,V), then V is 
equal to the direct sum of f-irreducible subspaces. 
Proof: If n = 1, the theorem is obviously true. 
Suppose the theorem is true for all vector spaces of dimension 
less than n. Let the dimension of V be n. If V is already f-irre¬ 
ducible, the theorem is true. If V is not f-irreducible, then there 
exists a decomposition V = & H2 where each is f-invariant and 
non-zero. Then dim n-1, i = 1, 2. From the induction hypothesis, 
the theorem is true for and H2 and hence true for V. 
(2.17) Definition. A subspace H of V is said to be f-cyclic if there 
exists a u in H such that H = u, f(u), f (u), ... ^ . Then u is 
referred to as an f-generator of H and H is said to f-generated by u. 
Notice that an f-cyclic subspace H of V is also f-invariant. 
By Theorem 2.8, the vectors (u, f(u), ... , ^^(ujjform a maximal 
independent subset of {u, f(u), ... }, where s is the degree of the 
f-annihilator of u. So, if s is the degree of the f-annihilator of 
u, then the set {u, f(u), ... , Fs~1(u)} forms a basis of the f-cyclic 
subspace f-generated by u. From this, the following theorem is obtained. 
(2.. 8) Theorem. If u is an f-generator of an f-cyclic suhspace H of 
V, then the dimension of H is equal to the degree of the f-annihilator 
of u. 
If L is an f-cyclic suhspace f-generated by u, then for every 
vector v e L, there exists a polynomial Q such that v * Qf(u). If 
h is the f-annihilator of u, then hf(v) = h^ QfCiO = (u) = 
h^(u)Q^(u) = 0. Hence, the f-annihilator of u is the same as the 
minimal nolynomial of the restriction o-P e to the suhsnace. 
(Z.IO) Theorem. Suppose that f e L(V,V) for a vector space V, If f 
c 
has the minimal polynomial m = P where P is an irreducible polynomial, 
then V is the direc sum oP P-cyclic subspaces. 
ProoP. If dim V =1, then V itself is f-cyclic and the theorem is 
true. Ry induction, the theorem will be proved on the dimension n. 
Assume the theorem is true for all vectors spaces of dimension less 
than or eoual to n - 1. Suppose the dim V = n. 
The f-annihilator h of a vector u in V is a divisor of the minimal 
polynomial m of f. TherePore, h must be oP the Porm h ■ P , where 
k is less than or equal to s. Choose a u in V such that the corresponding 
k is as large as possible. Then 0 < k £ s. 
bet L0 be the f-cyclic suhspace in V P-penerated by this vector 
u. Then by Theorem 2.18, dim L0 = k deg P ^ 1. Thus if V is the 
quotient space V/L0, then dim V < dim V = n. 
nefine an endomorphism f on V by v-ffv) = f(v). If v ■ w, then 
v - w e L0 and ffvl - f(wl e L0 which implies ffv) « f(*0. Now, for any 
polynomial 1), n^Cv") = nfCv), and in oarticular m^(v) = mf(v) = 0 for 
11 
all v . V, Hence the miniinal nolynomial m of ^ is a divisor of m 
and therefore m= for some t s. 
Since dim V < n, then by the induction hypothesis, the theorem 
is true for V with the endomornhism f. Thus there is a decomoosition 
V = © ... © Lr of V into a direct sum of f-cyclic subsnaces 
••• 
Let be an f-senerator of and let v^ e u^Q V. The f- 
annihilator of has the form P-- where J ^ k ^ s. Since it follows 
from P^(v^) = 0 that P^(u^) = P^(v^) = 0, the f-annihilator of "u-^ 
is a divisor of P^ and therefore has the -Porm P1 where i .1 £ k ^ s. 
From Pf^(v^) = 0 it follows that = ) 3 
Since P^(u^) = 0, P^1(u1) e L0 and therefore there exists a 
i k 
nolynomial Q such that P^ fv^) = Q^fu). Therefore, P divides 13 Q, 
\r 
beca'use P is the f-annihilator of u. Hence there exists a nolynomial 
0* such, that 0 = P^O* and it follows that pr:^(v^) = Pf-^QMu), that 
is, there exists a w = Q*(u) e L0 such that P^1''1/^) = P^fw). 
Duttinft z = v - w e u^ ^ V then Pf.1(z) = 0 so that the 
annihilator of z is a divisor of P1, But by nutting z in the rlace 
of v , it can also be determined that the f-annihilator o^ z is also 
a nultinle of P*. Therefore it is equal to P*. 
"ow sunpose that Lj_ is an f-cyclic subspace of V f-menerated by 
z. the decree of P"^ is denoted by y, then the set {z, f(z), ... , 
^'■"(z)} is a basis of and {z, f(z), ... .^"^(z)} is a basis of 
L . The canonical raanping u e L, -► u e L is therefore an isomornhism 
of onto Lp. 
12 
the same argument is carriei out for Lp, ... tL as -for , 
then the ^-cyclic subsuaces Lp, ... ,Lr of V are obtained in addition 
to L-^. 
Therefore, V = Lo® ... © Lr. 
(2.20) Theorem, Let f e L(V,V). Then V is the direct sum of f- 
cvclic su^spaces which are f-irreducible. That is, V = L-^ ® ... ® Lr, 
where L^, ... ,L are non-zero. 
If m is the minimal nolynoraial of f, then the minimal polynomial 
Sir 
of the restriction o^ to L, is of the form m, = P. K where is k k k K 
s, 
irreducible, s^ ^ 1 and " divides m (k = 1, 2, ... ,r). 
Proo'": By theorem \lf there is a decomnosition of the form V = 
'-'i ... (+•' Lr in whic each is f-irreducible, i = 1, ... ,r. 
minimal nolynomial m^ obviously divides m. 
"cte that m^ 4 1 since L^ # 0. 
s, 
f-iso, is of the form P^ ^, '"or some irreducible •nolvnomial 
P, . ^cr if this is not the case, m^ eauals some DQ, for some relatively 
crime factors P and Q. Th0n ny '"orollary P.l'i, Ijy = ker = 
ker P^. + ker and by Throrem 2.9 and 2.11, ker and ker q^. are 
proper f--nvariant subspaces of ker = ^» so is not f-irreducible, 
^ach L^(k = 1, ... ,r) is the direct sum of f-cyclic subspaces 
bv Theorem 2.10, but L, is f-irreducible so L, itself is f-cvclic. 
* k k 
(2.21) Definition. Two f-invariant subsnaces L-^.Lp are said to 
be f-enuivalent if there exists an isomornhism g of 1,^ onto Lp which 
13 
com., ites with f, that is, g ff (u)! [g (u)J for every n in L-j. 
(It may be noted here that g need only he defined from L] onto 
Lo since I,| and L2 are f-invariant.) 
t 
(2.22) Theorem. Let f e L(V,V). Two f-cyclic subspaces Lj and L2 
of V are f-equivalent if and only if the restrictions of f to Lj 
and have the same minimal polynomial. 
Proof. Suppose that Lj and L-, are f-equivalent subspaces of V and g 
is an isomorphism onto 1,2 which commutes with f. Since g 
also commutes with powers of f, Pfg = gPf for any polynomial P. Let mj 
and m2 be the minimal polynomials of the restrictions of f to Lj and 
Ln respectively. Then (mjl^gOO = g(mj)^(u) = 0 for al 1 u in 
Lj. Therefore, (mjlpfv) = 0 for all v in L, since g is an isomorphism. 
Hence, m-> divides mj. Using a similar argument, it can also be shown 
that mj divides which implies that mj = m2. 
(It may be noted that Lj and L2 need not be f-cyclic for this 
argument to work.) 
Conversely, suppose ^at the restrictions of f to Lj and L-, have the 
same minimal polynomial m. Let 11 and v be the f-generators of the 
f-cyclic subspaces L^ and L^ respectively. Then for each vector w 
in Lj, w can be written in the form P^(u) Por some polynomial P. 
(Mote: If H is an f-cyclic subspace f-generated by u and m is the 
minimal polynomial of f restricted to H, then for any polynomial P, 
P^(u) = n if and only if m divides P. If Pf(u) = 0, suppose that m 
does not divide P. P does not divide m since if it did it would 
contradict the fact that m is the minimal polynomial of f restricted 
to n since u is the f-generator of H. Therefore, P and m would 
be relatively prime. Then a contradiction is reached since the 
kernel of P^. restricted to H is a subset of ker and by Corollary 
2.1)+.) 
For any two polynomials P and Q, Pf(u) = Q^Cu) if and only if 
m divides P - Q. Likewise, P^(v) = Q^v) if and only if m divides 
P - Q. Therefore, Pf(u) = Q^u) if and only if Pf(v) = Q^Cv). 
Define a mapping of g of L-^ to L0 by g[Pf(u)] = P^(v). The 
map is well defined by the above paragraph. Also, g[aPf(u) + 
bQ^Cu) 1 = g[(aP + bQ)f.(u)] = (aP + bQ)^(v) = aP^Cv) + bQ^(v) = 
grPf(u)] + g[Qf(u)]. Hence g is linear. 
T.et w e be such that g(w) = 0. By the nature of L , there 
exists a polynomial R such that (u) = w. Then 0 = g(v) = gfR^Cu) ] = 
i-j.Cv). But Rf(v) = 0 if and only if m divides R which implies that 
R (u).= 0. Also, pick a vector 7 e bp. Then z = Pf(v) for a suitable 
polynomial P. But Pf(u) is in L-^ and g[Pf(u)] = z. Hence g is an 
isomorphism of L-^ onto bp. 
low, f(u) can be written the form Pp(u) where P = x and u can 
be written in the form Qfiu) where Q = 1. Then g[f(u)] = g[Pf(u)] = 
Y>r{w) = f(v). Also, f [ g (u ) ] = fgfQf(u)] = f[Qf(v) = f (v). Hence 
g commutes with f since u is the f-generator of L^. 
(2.23) Theorem. Let V be a vector space and let f e L(V,V). Suppose 
that V = L @ ... ®L where each L. is non-zero, f-cyclic, and f- 1 r i 
irreducible. Suppose in addition that 
V = L * Q ... <$ Ls* 
15 
is r. decomposition of the same type. Then r = s and by renumbering, 
and are f-equivalent (k = 1, ... ,r) . 
Si S-j s- 
Proof: Let Pj P2 ...Pj he the minimal polynomial of f where 
••• 
are
 distinct monic irreducible oolynomials. By Theorem 
2.20, the minimal polynomial m^ of f restricted to has the form 
m^, = where 1 i <_ j and 1 ^ s £ s^. Using the previous theorem, 
this theorem can he proven by showing that for each pair (i,s), the 
numbers n(i,s) of ly with m^ = P^sare uniquely determined by f. Following 
this procedure, the following is obtained. 
nfi,s) = 1 (rank (P^ S"1") f - 2rank(P-s')r + rank (P^ s+ ^ 1 r 1 
deg Pi 
I 10, np. 2P0-P1j. 
Hence the numbers nfi,s), M^i^i; *re unique!y 
determined by the irreducible factors P^ of the minimal polynomial 
of f, therefore by f itself. 
Let A = be an n x n matrix whose elements are from a field 
F. If V is a vector space of dimension n with, a basis {e^, ... ,e } 
n 
then an endomorphism f on V is defined by ffe.l = /_ a..e.. 
1
 i?i 1 
fonsiderinp this endomorphism f, let V = Lj ® ... © Lr be a 
decomposition of V where eacb L. is non-zero, f-cvclic, and f-irre- 1 ' ' 
ducible. If u^. is the f-generator of T.j. and if q^ is the dimension 
of L^, that is, the degree of the minimal polynomial m^, then by 
Pk-1 Theorem 2.R, the vectors u^, f (u^,) , ... ,f (u^) form a basis of L 
since m^ is also the f-annihi1ator of u^. Then the set 
{f' f u ^) | i - 1, ... ,r; i - 1, ... 
16 
is a isis of V. Since f[f1(uk)] = f:L+"'"(u^), each basis vector is 
r / \ T 
mapped to the next for i = 1, ... , An(i ^ ^uk ^ ::: 
F* k ( -i i \ i.rVi "ip> n 1 "i t-i >- n ^mVv f (U^)» which is a linear co bination of u^., ... , f 
) = say fqk(uk)i -ak,qk_1fClk"1(uk)-...-ak>1f(uk) - 
HenceS~a, .f (uv) = 0 where a, „ =1. Therefore, the part 
i = ]_ ,1 k ^^k 
of the matrix of f corresponding to the basis vectors ... , 
f vu.) of the subspace has the form 
Ck = 
0 0 
0 0 
0 0 
0 
0 
-a 
-a. 
k,o 
k,l 
0 -a 
k,2 
0 -a 
k,qk-2 
-a 
.
a
.k -1 
It follows that the matrix of f with respect to the basis 
{fi(uj'> |j = 1, ... , r; i = 1, ... , qk-l} is of the form 
IT 
C1 o . .0 
0 C? . . .0 
• • • 
• • • 
0 0 . . . cr 
The blocks C^, ... » C are uniquely determined (by Theorem 2.23) 
by the original matrix A (up to order). 
Recalling the previous information on similar matrices plus the 
'"act that the two matrices A and C are relative to the same linear 
nap f, then the following theorem is obtained. 
{2.2k) Theorem. Let A be an n x n matrix whose elements are from a 
field K. Then there exists an n x n matrix C = SAS~^ similar to A 
and having the form shown above. Except for order, the blocks C^, 
Co, ... , Cr are uniquely determined. 
Note that in the theorem above the characteristic polynomial of 
C is det(C - xl) = det(SAS"1 - xl) = det[s(A - xlJS-1] = det(A = xl) 
whicn is identical to the characteristic polynomial of A. 
(2.25) Theorem. Let f e L(V,V) where V is a vector space. Then the 
minimal polynomial of f divides the characteristic polynomial. 
Proof: First the characteristic polynomial of the blockC^ needs to be 
18 
obtained. This is siraplv the determinant of: 
-x 0 
1 -x 
• • 
• • 
0 0 
-
ak, 
• ■akll 
-a, , - x k.Qv-1 
I 
J 
Exnandinn about the first row, the following is obtained: 
(-l>qk(xq^ + a, ^ + ... + £L x + a. ). However, since K,qk-1 , 'K»0 ov 
the minimal polynomial of restricted to ak ^x1 (where 
i=l * 
a^ a =1), the characteristic nolvnomial of Ck is equal to (or the 
negative of) the minimal polvnomial of the restriction of f to 
Therefore, the theorem is true from the fact that the charac¬ 
teristic •oolynomial of f is eiual to the nroduct of those for each 
of the individual blocks Cu. 
(2.?6) Theorem. Let f e L(V,V). Let h be the characteristic poly¬ 
nomial of f. Then h^, = 0. (That is, everv endomorphism satisfies 
its characteristic nolvnomial.) 
Proof: ^rom Theorem 2.25 and the fact that nif = 0. 
The above theorem is known as the Cayley-HartiIton theorw. In 
10 
this particular case the Caley-Hamilton theorem is easily proven by 
the use of the minimal polynomial and its characteristics. However, 
many authors use this theorem (verified by other means) to prove the 
existence of the minimal polynomial. 
Suppose that the irreducible factors Pj(° ^ J 4 0.) are linear, 
that is p = x - c and m = (x - c ) ^ ... (x - c ) ^ so (p^f = j J 1 0 J Si s 
f - c.e(o ^ J 4 q); m « (f - c e) ... (f - c e) 0 where e is the 
J i 4. 
identity map on V. This will always be the case where F is an alge¬ 
braically closed field. 
The minimal nolynomial m, of the restriction of f to the subspace 1
 ' 3^ 
•tk 
then has the form mk = (x - ck) . (For simplicity, c^ is used 
in the place of c, .) Hence dim = t^. If u^ is the f-generator 
& i 
tfc- 1 
of Lj., then the vectors Uy, (f - Cye)(uy), ... , (f - c^e) (uy) 
are linearly independent (otherwise the decree of the f-annihilator 
of u, would be less than t ) and therefore form a basis of L,. For K K ^ 
0 < t 4 t_.-l, (f - cke)t(uk) is mapped by f onto (f - Cj.e + c^e) 
(f - Cye^'Uy) = [(f - CyC ) . f - Cye)t + Cy(f - CyS )t ] (Uy ) = 
(f _ "kP)t' + :(uic) + Cy(f - If t = tk-1» then the first 
r,ent. is zero. Hence the natrix of the restriction of f to Ly relative 
to the given basis is of the form: 
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Combining the bases of each into a basis of V, then the matrix 
of f has the form: 
r 
j = 
j1 n 
0 Jr 
o 
o 
o o . . J 
The matrix J is known as the Jordan canonical form of A and the 
blocks J are called the Jordan blocks of A. It may be noted here k —   
that in the derivation of the Jordan canonical, form, many authors have 
the ones on the super diagonal of the Jordan blocks. This change may 
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be due to the form of the matrix of the linear map or the order of 
the basis elements of each f-cyclic subspace used by the individual 
author. 
The characteristic polynomial of the block is (x - c^) 
ti t 
and that of J is therefore (x - c^) ... (x - cr) . The diagonal 
elements c^, ... , cr are therefore the eigenvalues of f and in 
fact each eigenvalue appears in J just as many times as its multi¬ 
plicity as a root of the characteristic polynomial. Since the blocks 
correspond to the subspaces which are uniquely determined auart 
from f-equivalence, and since the restrictions of f to two f-equivalent 
subspaces have the same characteristic equation, then J is uniquely 
determined by A except for order of the blocks J^. (Note: There 
are as many J^'s as there are L^'s.) This proves the following theorem. 
(2.27) Theorem. Every square matrix A with elements from an algebra¬ 
ically closed field F is similar to a matrix J = SAS"^ in the Jordan 
canonical form. The diagonal elements of the Jordan canonical form 
are the eigenvalues of A and each appears as often as its multiplicity 
as a root of the characteristic polynomial. The Jordan canonical 
form is uniquely determined by A except for the order of the Jordan 
blocks. 
Chapter III 
In his book Charles W. Curtis [5, pp. 158-62] uses a somewhat 
different approach to the Jordan canonical form than was studied 
in the previous chapter. In this chapter, the fact that a vector 
space can be broken down into the direct sum of non-zero f-cyclic 
subspaces is proved using the concept of the dual space. This 
approach is also used by Jimmie D. Gilbert [U, pp. 2h2-h6] and 
John T. Moore [8, pp. 327-32], 
(3.1) Definition. A linear transformation F e L(V,V) is called 
diagonable if there exists a basis of V consisting of eigenvectors 
of ^ The matrix of f relative to this basis of eigenvectors is 
a diagonal matrix. That is, it has the form 
r. 
o 
0 ap 
0 0 
0 
0 
with zeros except in the (i,i) positions, (l ^ i u). 
Note that the matrix of f relative to any other basis of V is 
similar to the above matrix. 
(3.2) Definition. Let f e L(V,V). If there exists an i such that 
= 0, then f is said to be a -nilpotent linear transformation. 
The smallest such positive i is called the index of nilpotency. 
Now a close study will be made of a nilpotent endomorphism 
f on V. Since f is nilpotent, there is a positive integer V. such 
k \r that f =0. So f satisfies the polynomial xK. Since the rinimal 
polynomial m divides any annihilator of V then m = x^, t < k. 
(3.3) Lemma. Let V/ be an f-cyclic subspace of V. Then there exists 
a w £ W and a positive integer k such that f^(w) = 0 and such that 
the set {fk-1(w), ... , f(w), w) Ls a basis of W. 
Proof: Since W is f-cyclic there exists a w e W such that the set 
{wtf(w), ...} generates W. Since W is also finite dimensional there 
k-1 > 
exists a k such that the set {f (w), ... ,f(w},wi is a basis of 
W. Since f is nilpotent on V then the restriction f^ of f to W is 
nilpotent on W, and hence the minimal polynomial of f-^ has the form 
x*" where t = k. (This follows from the fact that w is the f-generator 
of W, that the degree of the f-annihilator of w is the dimension of 
W, and that the minimal polynomial of f-^ is equal to the f-annihilator 
of w.) Therefore, f^w) = 0. 
Note that the matrix of f restricted to W relative to the basis 
{fk-l(w), ^ ,f(w),v} has the form 
0 0 
0 0 
0 
0 
1 
0 
(3.'0 Definition. Let V be a vector space over a field F. The 
dual space V*of V is the vector space L(V,F). Elements of V* 
are called linear functionals of V. 
(3.5) Lemma. Let {v.. .v0, ... ,v } be a basis for V. Then there 1 d n 
exist linear functionals {f^,fp, ... , fn} in V* such that for 
each i,f^(v^) = 1 and f^Vj) = 0,i / j. This set of linear 
functionals forms a basis of V*. 
Proof: The set of linear functionals exists since linear trans¬ 
formations may be defined which map basis vectors into arbitrary 
vectors in the image space. 
Suppose that a-^ + ... + anfn = 0. Then applying both sides 
to the vector v , the following relation is obtained: 
i 
alfl''vi^ + + aifi (vi) + ••• + anfn^vi^ = 0 which imPlies that 
0 = = a.. So the functionals f^t ... , fn are linearly 
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indfci .-ndent. 
Let f £ V* and suppose f(v^) = a^. Then + ... + an^n) 
(v^) = a^f^(vi) = a^ for each i = 1, ... , n. So f = + ... + anfn. 
Therefore the set ... > fn} is a basis of V*. 
(3.6) Definition. The basis ... » fn} described in the above 
lemma is called the dual basis of ... , vn}. 
(3.7) Lemma. The function v ■+ "v is an isomorphism of V with V**, 
where e V** is the linear functional on V* defined by V(g) = g(v). 
Proof: As defined, is clearly in V** and the function v ■* is 
clearly linear. If v = 0, then g(v) = 0 for all g e V*, so v = 0. 
That is, the correspondence is one-to-one. Since dim V** = dim V* =» 
dim V, the correspondence is an isomorphism. 
Notice that if vi, ... , vn is a basis of V and gj, ... , gn 
is a basis of V*^.then the basis of V** dual to g1, ... , gn is 
» ••• » 
vn • 
(3.8) Definition. If W is a subspace of V, let W'L be the set of 
all linear functionals g c V* such that g(W) = 0. Then W* is a 
subspace. 
Note that VT*" is indeed a subspace since if g1»gj> e W1" , w e V, 
and a E F, then (ag-^ + g^)(v) = ag1(w) + g2(w) = a^O + 0 = 0 + 0 = 0. 
Moreover, if dim W = k and dim V = n, then dim W = n - k. For if 
••• , Vn is a basis of V, v1, ... , vk is a basis of W, and if 
g^t ••• » gn is 'the ^asis dual to v^, ... , vn; then since g^(vj) : 
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'i»j (.Kronecker delta), R^+l* •*• » Sn a basis of w 
If S is a subspace of V*, then S"4" is a subspace of V**. 
however, under the identification described in Lemma 3.7, S"1" can 
be considered the set {v e V | g(v) = 0 for all g € S} and dim S^ = 
dim V** - dim S = dim V - dim S = n - k. 
(3.9) definition. Let V be a vector space over F and let f e L(V,V). 
Define f* e K(V*^Y*) as follows: for g e V* let (f*g)(v) = g[f(v)], 
v e V. The linear transformation f* is called the transpose of f. 
(Mote that f*g is linear since (f*g)(av1 + hVg) = gfffav-j^ + bv^)] = 
+ b-ffv^)" = afrf(v^)l + bgTffv^^l = a(f*r)(v^) + b(f*g)(v2). 
^or v^,v0 F vt p- c "* and a,b f. r?. 
Also f* f since for C 'T*, + bg2)](v) = 
'ari + j, ^r f ^ v^1 = a£;^rf(v^1 + bgprf(v)l = a(F*fr^)(v) + b(f*g2)(v) 
For all v F v and a,b F T:'. ^ 
Let f be a nilootent linear transformation on a 
vector snace ir. ""hen v can be exnressed as a direct sum V = v 9 ...9 V 1 r 
ere each 'L is a non-zero f-oyclie subspace. 
^ooF; ^Irst, it will be shown that either v is f-irreducible or that 
it, is '■be direct sum of f-irreducible subsnaces. If dim V = 1, then 
V ItselF is F-irreducible. Funnose that all vector spaces of dimension 
less than or enual to n - 1 are either f-irreducible or can be broken 
down into the direct sum of F_i r»-educible subsnaces, and suppose that 
dim V = n. Than either V is f_j .-reduciblo or it is not. If it is not 
f-irreHuciMe, then V = where fh / {0}, i = 1,2. Rv the 
induction hypothesis, and H2 are either f-irreducible or can 
he written as the direct sun of f-irreducihle suhspaces (since 
dim H. <^n - 1, i = 1,2). Hence, either V is f-irreducihle or it 
can he written as the direct sum of f-irreducihle suhspaces. 
In order to show that if V is f-irreducihle then it is ^-cyclic, 
it suffices to show that if V is not -f-cyclic then it is not f- 
irreducihle. Let m he the minimal polynomial on V. Then there 
k 
k-1 
exists an f-cyclic suhspace W of V with basis (w,, ... ,f (w)}. 
Otherwise, hy Lemma 3.3, r^-l = 0 on V, contrary to the asstmption 
that m^ is the minimal polynomial o^ f. Since V is not ^-cyclic, 
V 4 W. 
Let f* he the transpose of f. Then -^or v e V and h t V*, 
[C'^hlfv) = hLcnMfv) =rh f^lfv) = [(f1)*h](v); that is, (f*)1- 
(fM*. Also, for some g in V*, Cf*)j; 4 W. Otherwise, (f*) g e ^ 
cor al 1 f e. V*. Then 0 * i (f*)^ *gj(wl = for every g e V* 
k-1 
which implies that f (w) = 0 which contradicts the fact that 
•w, ... .f^Cw) 1 is a basis of W. Therefore, (f*)^ t W"1 for 
some e e V*. 
V 1 
In relation to this g , suppose a0g ♦ aj (f'*) ?+... +aj._ ] (f*) 
W^and suppose that a0 = ... = ni_1 = 0 and ai 4 0. Then a^^ (f*)1? ♦. 
a1<_1[(f*)k",g^ g Applying (f*)1"1"1 to this relation then 
e W^since (f*) / 0. But this contradicts the fact that 
(f*)1"^ WJ. Hence if a0n + ajLff*)^]* ... ♦ak_1 [(f*)^"1??! e 
W1, then ao = ... = a^., = 0. Therefore, if S is the suhspace of 
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V* fe arated by g,f*g, ... , (fk:)k"1g, then S 0 W4 =0 and dim S = k. 
Go V* = S ® W . 
Now consider the subspace S^ of V, If v e S^ and h e S, then 
h[f(v)] = f*[h(v)] = f*(0) = 0. So SA is f-invariant. 
If v c W f\ , then since V* = WA © S, h(v) = 0 for all h £ V*. 
Therefore v = Q. Hence W f) S"1 = 0. Since dim S ^ = n - k, dim W = 
k and W A SJ' =0, then V = W © S x . But this contradicts the assump¬ 
tion that V is f-irreducible. 
Therefore V is f-cyclic. 
It is a well-known fact that a nilpotent matrix is similar to an 
upper triangular matrix. The following corollary says that this 
upper triangular matrix can be chosen in a very special form. 
(1.11) Corollary. Let f be a nilpotent transformation on a vector 
space V.. Then V has a basis such that the matrix of f relative to 
this basis has the form 
A1 0 . . 0 
0 A2 . . 0 
• • • 
• • • 
0 0. Ar 
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with zeros except in the diagonal blocks and each of the form 
0 10. 0 
0 0 1 . . 0 
• • • • 
• • • • 
0 0 0 . . 1 
0 0 0 . 0 
Proof: Decompose V as in Theorem 3.8 such that V = ® ... © Vr 
where each V.. has the basis {f^~^(v), ... , f(v),v}. Then the matrix 
of f restricted to is . 
(3.1?) Definition. Let f c L(V,V), The null space of f is the set 
(v e V | f(v) = 0}. 
(3.13) Corollary. Let f r L(VtV) and let the minimal polynomial of 
, .dn , xds f be m = (x - a^) ... (x - as; where a^, ... , as are the eigenvalu' 
of f. Then there exists a basis of V such that the matrix of f 
relative to this basis has the form 
J1 0 . . 0 
0 *J 2 . ■ • • 
. . • 
0 0 . . Js 
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with zero except in the diagonal blocks and each block having the 
form 
0 . . 0 
1 . . 0 
• • 
« • 
0 . . 1 
0 • • NJ 
Proof: bet m = P-, ,.. Ps 0 be the minimal polynomial of f factored 
into distinct primes P. c P[x] (that is = (x - a^'.) 
Let Q. = , 1 i s. Then the Q^'s are polynomials in F[x] 
vith no common prime factors. lence, there exist polynomials Pj, 
i < i < s, s :cn that 
i = Q-.P^ + ... + QS'% pp. 169-70]. Substituting f, 
i = (^1)f(P1)r + ... + Os)f(Rs)f. 
Mow let v f V, then 
v = (Q})f(K^)f(v) + ... * (Qs)f(Hs)f(v) and for each i, 
e
 - 
(Pj)^ (Q^ )f (Rj )f (v) = mf(Ri)f.(v) = (Pi)f.mf(v) = 0. Therefore 
e. e. 
(Qi)f'Pi)f(v) e nf(Pi)f ], the null space of (Pi)f 1. Thus 
v c n[(P1)f.ei] + ... + nr(Ps)f s]. 
Suppose that v1 + ... + v. = \ v. e n^P.^^i], 1 jc i ^ s. 
Then there are polynomials P*1Q* such that 
SI 
1 = P'P^1 ♦ Q*P2e?- PsCs. Then 
1 = + Q*(P2)fe2 ... (Ps)/S(-V2 - ... -vs) x 0- 
A similar argument proves V2 = ... a vs = 0. Therefore, V = n ((Pj)f^ 
• ... © TI(.(Ps)*S] . p.1701. 
d. > 
Let Vi = n |(f - ajll 1]. On the space Vi, f - aiI is a nilpotent 
transformation. Apply forollarv S.9 to f - a^I on the snace lO . 
There exists a basis of V. such that the matrix A of f - a^I has the 1 •L 
form: 
r ai 0 
0 A, 
0 
0 
where each block is in the form as in Corollary 3.9. If R is the 
matrix of f on the space V relative to this basis, then A * B - a^ 
and B = a.1 + A. 1 
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It follows that 
B = 
B-l 0 
0 B' 
0 
0 
0 0 
where each B. has the form i 
ai 1 
0 ai 1 0 
0 0 ai 1 
0 0 0 0 
0 0 0 0 
0 
0 
0 
d. 
Combining these bases for the various spaces V^= n[(f - a^I) 1], then 
a basis of V is obtained such that the matrix of f relative to this 
basis has the required form. 
(3.lM Theorem. If f e L(V,V), then there exists a basis of 
that the matrix B of f relative to this basis is in the Jordan 
canonical form. 
Notice that in this form the ones are on the superdiagonal 
of each Jordan block. This results from the fact that in Lemma 
2.5 the basis of the f-cyclis subspace was given as 
{fk "Hw),fk ^(w), ... t f(w),w}. The matrix of f restricted to 
this subspace relative to this basis therefore has ones on the 
superdiagonal. If the basic elements of the f-cyclic subspace 
had been taken in the reverse order, then the ones would have been 
on the subdiagonal as in Chapter II. 
Chapter IV 
Since any field can be extended to an algebraically closed 
field, then any square matrix vith elements from a field F is 
similar to a matrix in the Jordan canonical form. From Chapter II 
there are as many blocks in the Jordan canonical form as there are 
independent eigenvectors. Also, each eigenvalue a^ appears on the 
diagonal as many times as its multiplicity as a root of the charac¬ 
teristic polynomial. The order of each block is equal to the dimen¬ 
sion of the f-cyclic subspace Li that determines it. (Note that f 
is the endomorphism determined by the matrix A.) 
In Chapter III it was found that if the minimal polynomial of 
the linear transformation f has the form 'x - a-.)dl...(x - a )ds 
«L S 
where the {a^i are eigenvalues, then each a^ appears on the diagonal 
as many times as dimension of the null space n(f - a^l) . The or¬ 
der of the largest block is d^ and there are as many blocks with 
a.^ on the diagonal as there are independent eigenvectors of f be¬ 
longing to the eigenvalue a;. 
(l*.l) definition. Let f e L(V,V) and let a^ be an eigenvalue of f. 
Then the number of times a^ appears as a root of the characteristic 
polynomial of f is called the algebraic multiplicity of a^. If S(a^) 
is the set of all eigenvectors of f corresponding to a^, then Sfa^) 
is called the eigenspace associated with a^ and dim S(a^) is said 
to be the geometric multiplicity of a^; that is, the geometric 
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multiplicity of is the number of independent eigenvectors associ¬ 
ated with a^. Ilote that the geometric multiplicity of is less 
than or equal to the algebraic multiplicity of a^. 
Condensing the information from Chapters II and III, the follow¬ 
ing is obtained. 
(h.2) Theorem. Let A be a matrix with characteristic polynomial 
P = (x - a^)r*...(x - a^) k and minimal polynomial m = (x - a^) ^.. 
s. 
..(x - ) K, where s^ <_ r^, then A is similar to a matrix J with 
submatrices of the form 
0 
1 
0 0 
0 0 
0 
0 
0 
C 0 
0 0 
ai i 
0 a^ 
along t-.e main diagonal. Ail other elements of J are zero. For each 
T,v»r<=- is at i<=asf one o*" order s^. All other blocks with on the 
diaconal are order less than or eoual to s-^. rT,he number of 
f-orresrondir.a to a^ is equal to the geometric multiplicity of a^. 
p sum o** the orders of all the blocks determined by a^ is the alge— 
Vipa" " mul ti nliri tv o^ a-j^ • 'tiiie the ordering of the <71 along the 
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diagonal is not unique, the number of Jh of each possible ordering 
is uniquely determined by A. 
For example, an eigenvalue a of algebraic multiplicity 1 
determines the one-by-one block [a] in the Jordan form. Hence, if 
a matrix is similar to a diagonal matrix, then its Jordan form is 
simply a liagonal matrix with the eigenvalues on the diagonal. 
Also, if a matrix is nilpotent, its Jordan form has zeros on the 
diagonal and ones on the superdiagonal. 
Example 1. Suppose the characteristic and minimal polynomial 
of a transformation f are 
i = ( x - 2 }(x - 3) ^ and 
o p 
n; = (x - 2),~(x - 3;~ respect!vely« 
Tae Jordan form of f has either one of the two following forms: 
I 
? 1 . 
0 2 ' 
- - h - - 
-J 
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2 1 
0 2 
2 I 
 i - 
, 3 
where the matrix is of the first form if f has two independent 
eigenvectors belonginR to the eigenvalue 2, or of the second form 
if f has three independent eigenvectors belonging to 2. (Note that 
there must be a 2 x 2 block corresponding to the eigenvalue 2 
and a 2 x 2 block corresponding to the eigenvalue 3 since (x - 2)^ 
and (x - 3) are factors of the minimal polynomial.) 
Fxample 2. bind all possible .Jordan canonical forms of an 
endomorphism f whose characteristic polynomial is given by 
P = fx - 2)3(x - 5)2. 
Since (x - 2) has three for an exponent in the characteristic poly¬ 
nomial, 2 will appear three times on the diagonal. Also, 5 will 
apoear twice. The possibles forms are: 
3fi 
5 
0 
2 
0 
0 | 5 I 
I 5 
V' 
- I 
5 » 
2 1 
0 2 
0 0 
0 
0 
2 ' 
-|   
I 5 1 
I 0 5 
2 i n 1 
i 
0 2 
t 
1
 I 
n 0 2 1 
- 1 
0 
1 
r 
2 1 
0 2 
0 
2 1 
- I- _ _ 
l 5 1 
1
 0 5 
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The correct form, of course, depends on the endomorphism f. Of 
course, the eigenvalues of f are 2 and 5, but the number of inde- 
pendeny eigenvectors of each eigenvalue is unknown. 
flearly, as the size of the matrix and/or the number of eigen¬ 
values increase, the problem of finding all possible Jordan foms 
becomes more difficult. 
Example .3. Let A be the 3 x 3 matrix 
2 0 0 
a 2 0 
b c -1 
"y 
'"he characteristic polynomial of \ is (x - 2)'-(x 1). Either this 
is the minimal oolynomial, in which case A is similar to 
2 1 0 
U20 
0 0-1 
or the minimal polynomial is (x - 2)(x + 1), in which case A is similar 
to 
uo 
n n 
2 o 
0 -1 
A is similar to this diagonal matrix if and only if (A - 2IJ(A * I) 
= 0 (since A must satisfy its minimal polynomial). But (A - 21) 
(A ♦ I) = 
0 0 0 
3a 0 0 
ac 0 0 
which is zero if and only if a = 0. So \ is similar to a diagonal 
matrix if and onlv if a = 0. 
^xamr'e ^ If A is the matrix 
2 -1 
1 1 
2 2 
then the characteristic polynomial of A is fx - 1)"^. By solving 
the equation (A - I)X = 0, where X is a 3 x 1 matrix, then it is 
found that the two independent eigenvectors are Xj = (1, 0, 1) 
2 
n 
0 
and X2 = (0, 1, 2). Since the geometric multiplicity of 1 is 2 
and the algebraic multiplicity of 1 is .3, then A is similar to 
the Jordan matrix 
1 n 0 
1 1 
0 0 1 
Example 5. bet 
5 4 3 
V = -1 0 -.-5 
1-2 1 
Then the characteristic polynomial of A is (x + 21(x - 4)2, Solving 
the equation (\ * 2I)X = n and (A - 4I)X = n, then the only two 
independent eigenvectors are Xj = (1,-1,-1) and X2 = (1, -1, 1). 
Solvine the equation (A - 4I)X^ = X2, the vector X^ * (0, 1,-1) 
♦ 3X2 in the null space n(A - 41) is obtained. If a is taken to 
-1 be zero, then 0" AO = J, where 
k2 
_? 0 n 
n 1 1 
0 n l 
As was noted earlier, a square matrix A is similar to a matrix 
in the .Jordan canonical form if the elements of A are from an alg«- 
braicaMv closed field. Naturally, one such field is the complex 
field. Many times, however, one does not wish to work over the com¬ 
plex field. This problem may be overcome. If A is a complex matrix 
whose eigenvalues are real, then A is similar to a matrix whose en¬ 
tries are real, since the entries in the Jordan form of A are zero, 
one, and the eigenvalues of \. 
U3 
Fxample 5. Let A be a complex square matrix. If P anri Q are 
the characteristic polvnomials of A and A^ (transpose of A) respect¬ 
ively, then P = det(A - xll = det (A - xI)T = det (AT- xIT) = det 
T T (A - xl) = Q, So A and A have the same characteristic nolynomial. 
Also, it follows from the fact that (AT)n = (An)T and (aA + bB)T = 
T T T afA ) + b(B "), that A and A satisfy the same polynomials, so A 
T and A have the same minimal nolynomial. Therefore, the eigenvalues of 
A are the same as the eigenvalues of A^", and these eigenvalues the 
same geometric multiplicity. But more can he said. 
Suppose 
l 
a-j 1 . . 0 
n
 ai . . 0 
• • • 
• • • 
n n • ai 
i__ _ 
is an m x m .Jordan block o<" the Jordan matrix similar to \. Then 
if Pj is the matrix 
0
 0 . . 0 1 
0 n . . 1 0 
• « • • 
• • • • 
1 0 . . 0 o 
Uh 
then it is a straight calculation that = -ij. (Note also 
that is Pj.) If J is the .Jordan matrix of A where 
J = 
.1, n 
n
 •' -> . 
then PJP~l = wh ere 
1 
P = 
p 
' 1 0 
P. 
n n 
n 
o 
r i 
Hence ' is similar to its transnose. From the fact that similarity 
of matrices is an equivalence relation, then it follows that A is 
T 
similar to A . As a consequence, the geometric multiolicity of each 
eigenvalue a^ of A is the same as the geometric multiplicity of the 
eigenvalue of A^. 
I.inear differential equations with constant coeffients pro¬ 
vide a nice illustration oc the use of the .Jordan canonical form, 
het a0, ... ,aT1_j he comnlex numbers and let V he the space all n 
times differentiable functions f on an interval of the real line 
which satisfy the differential equation 
^ * 
an
-i + + al TZ + =n. 
Let n he the differential onerator. Then V is invariant un¬ 
der P, because V is the null space Pfni, where 
n n n -1 I = x + a .x + .... ♦a.x + a„. 
n-1 l o 
What is the Jordan canonical form of the differential operator 
on V 
Let Cj, ... .c^ be t^p distinct complex roots of P, that is 
P = (x - Cj)r*...fx - c^^. Let = n(n - c^I) that is, the 
r. 
set of solutions to ♦he differential equation (D -c^I)f = 0, 
\s was noted in Chapter Til, V = & ... ® . Let \'j he the 
restriction o^ 0 - c^I to \c . The Jordan canonical form for the 
onerator P fon V"; is then determined hy the rational canonical forms 
for the nilpotent operators Nj, ... ,N^ on the spaces , ... ,V^. 
What must be determine'' now is the form (for the various c.'sl i 
for the onerator N = P - cl on the space V which consists of the 
solutions of the equation (P - cl-)^ = 0. (For simplicity, the sub¬ 
scripts are dropped while concerning the form pertaining to one of 
the roots of P.) The number of nilpotent blocks associated with c 
is the nullity of N, that is, the dimension of the eigenspace as¬ 
sociated with the eigenvalue c. That dimension is one, because any 
function which satisfies the differential equation P^. = cf is a 
h6 
scalar multiple of the exponential function h(x) = ecx. Therefore, 
the operator N (on Vc) has a cyclic vector, A ^ood choice of this 
Thus, the Jordan canonical form of D (on V) is the direct sum 
of k elementary Jordan matrices, one for each root c^. 
The following is another examole of the use of the Jordan 
canonical form. Any homogeneous differential equation with constant 
coefficients can he written in the form 
vector is g « x1""^: 
g(x) = xr~1ecx 
This gives 
Ng ■ (r - l)xr~2h 
Nr-1g « (r - l)!h 
+ a. z In n 
dz 
Z2 S
 dt = a2lZl + 
z anlzl + annzn 
which can be written in matrix notation as 
Z' = AZ (•) 
47 
where 2* and Z 
A is similar to a .Jordan matrix, say Q^AQ = J, By the 
change of variables = Y, the equation (*) becomes Y' = JY, 
an equivalent equation involving a much simpler matrix. This 
matrix can be solved, bloch-hy-block, and the pieces can be put 
back together and the variable changed back to obtain a solution of 
the original differential equation. 
The elementary nature of the .Jordan canonical form of a matrix 
often simplifies nroofs. for a more theoretical example than the 
above, the reader may see the proofs of several theorems in Russell 
Merris' paper "A Generalization of the Associated Transformation." 
in J.inear Algebra and its Applications, vol. 4, no. 3, 1971, pp. 393- 
406. 
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