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V. Bavula
Abstract
The Carlitz Fq-algebra C = Cν , ν ∈ N, is generated by an algebraically closed
field K (which contains a non-discrete locally compact field of positive characteristic
p > 0, i.e. K ≃ Fq[[x, x−1]], q = pν), by the (power of the) Frobenius map X = Xν :
f 7→ f q, and by the Carlitz derivative Y = Yν. It is proved that the Krull and global
dimensions of C are 2, a classification of simple C-modules and ideals are given, there
are only countably many ideals, they commute (IJ = JI), and each ideal is a unique
product of maximal ones. It is a remarkable fact that any simple C-module is a sum
of eigenspaces of the element Y X (the set of eigenvalues for Y X is given explicitly
for each simple C-module). This fact is crucial in finding the group AutFq(C) of
Fq-algebra automorphisms of C and in proving that two distinct Carlitz rings are
not isomorphic (Cν 6≃ Cµ if ν 6= µ). The centre of C is found explicitly, it is a UFD
that contains countably many elements.
Mathematics subject classification 2000: 16G99, 16D30, 16P40, 16U70
1 Introduction
In this paper, module means a left module. Recall that A1(F ) = F 〈X, ∂ | ∂X − X∂ = 1〉
is the first Weyl algebra over a field F . Let k and l = lp be fields of characteristic zero and
p > 0 respectively. The first Weyl algebras A1(k) and A(l) have very distinctive properties,
name just a few: A1(k) is a simple algebra but A(l) is not (there are finite and infinite
dimensional factor algebras of A(l)); A1(k) has a small centre (equal to k) but A(l) has a
big centre (equal to a polynomial algebra l[Xp, ∂p] in two variables); the Krull and global
dimensions Kdim(A1(k)) = gl.dim(A1(k)) = 1 but Kdim(A1(l)) = gl.dim(A1(l)) = 2; the
classical Krull dimension cl.Kdim(A1(k)) = 0 but cl.Kdim(A1(l)) = 2; the algebra A1(k)
has no nonzero simple finite dimensional modules but all the simple modules over the
algebra A(l) are finite dimensional; only a tiny bit of simple A1(k)-modules are weight
modules but all simple A1(l)-modules are weight and finite dimensional over l.
The Carlitz algebras Cν exhibit properties that are “in between” of that of A1(k) and
A1(l): the centre of Cν is very small (it contains countably many elements), Kdim(Cν) =
gl.dim(Cν) = 2 and cl.Kdim(Cν) = 1, all simple Cν-modules are weight but there are plenty
of simple infinite dimensional and finite dimensional Cν-modules over K, every factor ring
of C is infinite dimensional over K.
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The paper has the following structure: In Section 2, we recall the definition of the
Carlitz algebras and prove that they are generalized Weyl algebras. Using this fact, in
Section 3, a classification of simple C-modules is given using some results of [2] and [4]
(Theorems 3.1 and 3.5). The Carlitz algebras have pleasant representation theory due to
the fact that every simple module is weight (i.e. a direct sum of eigenspaces for the element
Y X , Corollary 3.4). Any nonunit element of C has finite dimensional kernel and cokernel
over K on any simple C-module (Theorem 3.6).
In Section 4, the ideals of C are explicitly described (Theorem 4.1), name just a few
(rather peculiar) results: ideals commute (IJ = JI), and there are countably many of
them, every ideal is a unique product of maximal ones (as in the case of the ring of
integers), each simple factor ring is infinite dimensional over K and has Krull and global
dimension 1. The centre of C is found (Lemma 4.2.(3)), it is a UFD and contains countably
many elements.
In Section 5, it is proved that two distinct Carlitz algebras are not isomorphic (Theorem
5.1) and the groups Aut(C) and AutK(C) of ring automorphisms and of K-automorphisms
are found explicitly (Theorem 5.2).
In Section 6, it is proved that the ring C has Krull and global dimension 2.
2 The Carlitz algebras are generalized Weyl algebras
Generalized Weyl algebras. Let D be a ring with an automorphism σ and a central
element a. A generalized Weyl algebra (a GWA, for short) A = D(σ, a) of degree 1, is
the ring generated by D and two indeterminates X an Y subject to the relations [1]:
Xα = σ(α)X and Y α = σ−1(α)Y, for all α ∈ D, Y X = a and XY = σ(a).
The algebra A = ⊕n∈ZAn is a Z-graded algebra where An = Dvn, vn = Xn (n > 0), vn =
Y −n (n < 0), v0 = 1. It follows from the above relations that
vnvm = (n,m)vn+m = vn+m < n,m >
for some (n,m) = σ−n−m(< n,m >) ∈ D. If n > 0 and m > 0 then
n ≥ m : (n,−m) = σn(a) · · ·σn−m+1(a), (−n,m) = σ−n+1(a) · · ·σ−n+m(a),
n ≤ m : (n,−m) = σn(a) · · ·σ(a), (−n,m) = σ−n+1(a) · · · a,
in other cases (n,m) = 1.
Let K[H ] be a polynomial ring in one variable H over the field K, σ : H → H − 1
be the K-automorphism of the algebra K[H ] and a = H . The first Weyl algebra A1 is
isomorphic to the generalized Weyl algebra
A1 ≃ K[H ](σ,H), X ↔ X, ∂ ↔ Y, ∂X ↔ H.
The Carlitz algebras. Any non-discrete locally compact field of positive characteristic
p > 0 is isomorphic to the field K = Fq[[x, x
−1]] of Laurent series with coefficients from
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the Galois field Fq that contains q := p
ν elements ν ∈ N. A typical nonzero element λ of
K is a series
∑∞
i=m λix
i where m ∈ Z, λi ∈ Fq, λm 6= 0. The field K is equipped with a
non-archimedian absolute value |λ| := q−m which can be extended onto the the completion
of an algebraic closure K of the field K. Let K be an algebraically closed field extension
of K. We denote by F : a 7→ F (a) := ap the Frobenious map of K (K or Fq), and let
σ = σν := F
ν where q := pν . The fields K, K and Fq are topological fields with respect to
the p-adic filtration induced by | · |, and the maps F and σ are continuous. The action of
F and σ on K can be extended to the action on the set of maps F from K to K by the
rule F : f 7→ f p and X : f 7→ f q where X = Xν denotes the extension of the σ (we have
introduced another letter in order to avoid confusion later). There are two distinguished
maps ∆ and Y from F to F [6]:
the difference operator : ∆u(t) := u(xt)− xu(t), u(t) ∈ F ,
the Carlitz derivative : Y := q
√
∆.
The Carlitz algebra C = Cν is the subalgebra of EndFq(F) generated by the iso-
morphic copy of the field K in the endomorphism algebra EndFq(F) (K → EndFq(F),
λ 7→ (u 7→ λu)) and the maps X = Xν and Y = Yν .
The elements X and Y satisfy the following relations [7]:
Y X −XY = [1] 1q , Xλ = λqX, Y λ = λ 1qY (λ ∈ K),
where [1] := −x + xq. The algebra C is a Noetherian domain and any element of the
algebra C is a unique sum
∑
λijX
iY j where λij ∈ K [8]. It follows immediately that the
map
C → K[H ](σ,H), X 7→ X, Y 7→ Y, Y X 7→ H, λ 7→ λ (λ ∈ K),
is an Fq-algebra isomorphism (as the GWA K[H ](σ,H) = ⊕i∈ZK[H ]vi) where
σ ∈ Aut(K[H ]) : H 7→ H − λ1, λ 7→ λq (λ ∈ K),
and λ1 := [1]
1
q = −x 1q + x. So, the Carlitz algebra is the generalized Weyl algebra C =
D(σ,H) with coefficients from the polynomial algebra D := K[H ] with coefficients from
the field K. Since the polynomial algebra D is a Noetherian domain then so is the GWA
C, by [2], Proposition 1.3. Note that the Carlitz algebra is an algebra over the finite field
Fq and is not an algebra over K or even over Fqi, i ≥ 2.
3 A classification of simple modules over the Carlitz
algebras
The representation theory of GWAs are well understood, see for example [2] and [4]. We
use some of the results of these two papers to give a classification of simple modules over
the Carlitz algebras. A surprising feature is that all simple C-modules are weight modules
(that is H acts as a semi-simple linear map).
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Let K(H) = S−1D the field of fractions of D where S = D\{0}. The localization
B = S−1C of the ring C at S is the skew Laurent polynomial ring B = K(H)[X,X−1; σ]
with coefficients from the field K(H). We may identify the ring C with a subring of B via
the ring monomorphism
C → B, X 7→ X, Y 7→ HX−1, d 7→ d (d ∈ D).
The ring B is an Euclidean ring (a left and right division algorithm with remainder holds),
hence a principal left and right ideal domain. We have the partition of the set Ĉ of
isoclasses of simple C-modules
Ĉ = Ĉ(D − torsion) ∪ Ĉ(D − torsionfree), (1)
where a simple C-module M is D-torsion (respectively, D-torsionfree) if S−1M = 0 (re-
spectively, S−1M 6= 0). We will see shortly that Ĉ(D − torsionfree) = ∅ (Corollary 3.4).
Max(D). Let G = 〈σ〉 be the subgroup of the group of ring automorphisms Aut(D) of
D generated by the element σ. The group G acts in the obvious way on the set of maximal
ideals of the algebra D,
Max(D) := {D(H − λ) | λ ∈ K} ≃ K, D(H − λ)↔ λ.
So, the orbit O of an element p ∈ Max(D) is O(p) = {σi(p), i ∈ Z}. In more detail, if
p = D(H − λ) for some λ ∈ K then an easy induction gives that for each λ ∈ K and each
natural number n ≥ 1:
σn(H − λ) = H − λ1 − λq1 − · · · − λq
n−1
1 − λq
n
, (2)
σ−n(H − λ) = H + λ1 + λ
1
q
1 + · · ·+ λ
1
qn−1
1 − λ
1
qn . (3)
An orbit is called cyclic of length n (respectively, linear) if it contains a finite (respectively,
infinite) number n = |O| of elements. The set of cyclic (resp. linear) orbits is denoted by
Cyc (resp. Lin). An orbit O is called degenerate, if it contains a maximal ideal p such
that H ∈ p (such ideals are called marked). We denote by Cycd and Lind (resp. Cycn and
Linn) the set of all degenerate (resp. non-degenerate) cyclic and linear orbits, respectively.
Each linear orbit O(p), via the map O(p) → Z, σi(p) → i, may be identified with the
set of integers Z. Therefore, for O(p) ∈ Lin we may use, without mentioning it explicitly,
all the definitions and notations which are employed for Z (such as the order, the segment,
the interval, etc.). For example, σi(p) ≤ σj(p) iff i ≤ j; (−∞, p] := {σi(p), i ≤ 0}, etc.
Marked ideals p1 < · · · < ps of a degenerate linear orbit O divide it into s+ 1 parts,
Γ1 = (−∞, p1], Γ2 = (p1, p2], . . . ,Γs+1 = (ps,∞).
We say that maximal ideals p and q from a linear orbit are equivalent (p ∼ q) if they
belong either to a non-degenerate orbit or to some Γi.
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Weight C-modules. An C-module V is weight if DV is semi-simple, i.e.
V = ⊕p∈Max(D) Vp
where Vp = {v ∈ V : pv = 0} = {the sum of simple D-submodules which are isomorphic
to D(D/p)}, the component of V of weight p. The support Supp(V ) of the weight module
V is the set of maximal ideals p such that Vp 6= 0.
Since
XVp ⊆ Vσ(p) and Y Vp ⊆ Vσ−1(p),
each weight C-module V decomposes into the direct sum of C-submodules (the orbit de-
composition)
V =
⊕
{ VO | O is an orbit }, (4)
where VO =
⊕{ Vp | p ∈ O }. Obviously, for each maximal ideal p of D the module
C(p) := C/Cp ≃ C ⊗ DD/p =
⊕
i∈Z vi ⊗D/p
is weight (D(vi ⊗D/p) ≃ D/σi(p)) with support O(p).
Denote by Ĉ(weight) the set of isoclasses of simple weight C-modules. Each simple
weight C-module and each simple D-torsion C-module is a homomorphic image of C(p)
for some p ∈ Max(D), and so by (4),
Ĉ(D − torsion) = Ĉ(D − weight). (5)
We denote by Ĉ(weight, linear) and Ĉ(weight, cyclic) the sets of isoclasses of simple weight
C-modules with support from a linear and a cyclic orbit respectively. Then the set of
isoclasses of simple weight C-modules is the following disjoint union:
Ĉ(weight) = Ĉ(weight, linear) ∪ Ĉ(weight, cyclic).
The ideal (H) of the polynomial algebra D := K[H ] generated by the element H is a
maximal ideal of D. By (2), λq
n
1 6= λ1 for all n ≥ 1 (λ1 := [1]
1
q = x − x 1q ), therefore
the orbit O(H) of the maximal ideal (H) is an infinite orbit. This is the only degenerate
orbit, this orbit is infinite (i.e. linear), and there are only two equivalence classes in O(H):
Γ− := (−∞, (H)] and Γ+ := ((H),∞).
Let Lin/ ∼ denote the set of equivalence classes in Lin, that is
Lin/ ∼= {Γ−,Γ+,O(p) | where O(p) is a non− degenerate linear orbit}.
Theorem 3.1 The map
Lin/ ∼→ Ĉ(D − weight, linear), Γ→ [L(Γ)],
is a bijection with inverse [L]→ SuppL (in particular, SuppL(Γ) = Γ) where
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1. if Γ ∈ Linn then L(Γ) = C/Cp, for any p ∈ Γ,
2. if Γ = (−∞, (H)] ∈ then L− := L(Γ−) = C/(CH + CX),
3. if Γ = ((H),∞) ∈ then L+ := L(Γ+) = C/(Cσ(H) + CY ).
dimK(L(Γ)) = |Γ| =∞ for each [L(Γ)] ∈ Ĉ(D − weight, linear).
Proof. This is a special case of [4], Corollary 4.1. 
Let us give more detail about the simple modules just described.
The simple weight C-module L− =
⊕
i≥0KY
i
, Y
i
:= Y i+CH +CX , where the action
of the generators for the algebra C is given by the rule:
HY
0
= 0, HY
i
= −(λ1 + λq1 + · · ·+ λq
i−1
1 )Y
i
, i ≥ 1,
XY
0
= 0, XY
i
= −(λ1 + λq1 + · · ·+ λq
i−1
1 )Y
i−1
, i ≥ 1,
Y Y
i
= Y
i+1
, i ≥ 0.
The simple weight C-module L+ =
⊕
i≥0KX
i
, X
i
:= X i + Cσ(H) + CY , where the
action of the generators for the algebra C is given by the rule:
HX
0
= λ1X
0
, HX = 2λ1X, HX
i
= (2λ1 + λ
1
q
1 + · · ·+ λ
1
qi−1
1 )X
i
, i ≥ 2,
Y X
0
= 0, Y X = λ1X
0
, Y X
i
= (2λ1 + λ
1
q
1 + · · ·+ λ
1
qi−2
1 )X
i−1
, i ≥ 2,
XX
i
= X
i+1
, i ≥ 0.
The simple weight C-module
L = L(Γ) = C/Cp = (
⊕
i≥1
KY i)
⊕
K1
⊕
(
⊕
i≥1
KX i)
where u := u+ Cp, 1 := Y
0
= X
0
and p = (H − λ) ∈ Γ ∈ Linn,
XX
i
= X
i+1
, Y Y
i
= Y
i+1
, i ≥ 0,
XY
i
= (λ− λ1 − λq1 − · · · − λq
i−1
1 )Y
i−1
, i ≥ 1,
Y X
i
= (λ+ λ1 + λ
1
q
1 + · · ·+ λ
1
qi−1
1 )X
i−1
, i ≥ 2,
Y X = λ1.
The formulas above can be simplified taking into account that, for n ≥ 2,
λ1 + λ
q
1 + · · ·+ λq
n
1 = −x
1
q + xq
n
,
λ1 + λ
1
q
1 + · · ·+ λ
1
qn
1 = −x
1
qn+1 + x.
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Lemma 3.2 For λ ∈ K and a natural number n, σn(D(H − λ)) = D(H − λ) iff λ ∈
−x 1q + Fqn.
Proof. If n = 1 then σ(D(H − λ)) = D(H − λ) iff f1 = 0 where f1 := λq − λ + λ1 =
λq−λ−x 1q +x. The polynomial f1 of degree q (in λ) has q distinct roots since its derivative
df1
dλ
= −1 6= 0. It follows from the equality f1(λ+ µ) = f1(λ) + µq − µ that if λ is a root of
the polynomial f1 then so is λ+µ for each µ ∈ Fq. Clearly, −x
1
q is a root of the polynomial
f1. Therefore, −x
1
q + Fq are the roots of f1.
Similarly, if n ≥ 2 then, by (2), σn(D(H − λ)) = D(H − λ) iff fn = 0 where
fn := λ
qn − λ+ λ1 + λq1 + · · ·+ λq
n−1
= λq
n − λ− x 1q + xqn−1 .
The polynomial fn of degree q
n (in λ) has qn distinct roots since its derivative dfn
dλ
= −1 6= 0.
It follows from the equality fn(λ+µ) = fn(λ)+µ
qn−µ that if λ is a root of the polynomial
fn then so is λ+µ for each µ ∈ Fqn. Clearly, −x
1
q is a root of the polynomial fn. Therefore,
−x 1q + Fqn are the roots of fn. 
Recall that the Mo¨bious function µ : N → {0,±1} is given by the rule: µ(1) = 1,
µ(p1, . . . pr) = (−1)r where p1, . . . , pr are distinct primes, and µ(n) = 0, otherwise. Given
a function f on N and a second function g defined by the formula g(n) =
∑
d|n f(d). Then
(it is well-known)
f(n) =
∑
d|n
µ(d)g(
n
d
). (6)
The Euler function ϕ on N is defined by ϕ(1) = 1 and, for n > 1, ϕ(n) = the number of
natural numbers m that are co-prime to n and 1 ≤ m < n.
Theorem 3.3 (Classification of finite orbits) Let O = Oλ (λ ∈ K) be the orbit of the
maximal ideal D(H − λ) of the polynomial algebra D := K[H ] under the action of the
cyclic group 〈σ〉. Then
1. the orbit Oλ contains a single element iff λ ∈ −x
1
q + Fq. So, there are exactly q
distinct maximal σ-invariant ideals of the algebra D,
2. the orbit Oλ contains exactly n ≥ 2 elements iff λ ∈ −x
1
q + (Fqn\ ∪m|n,m6=n Fqm). So,
there are exactly on := n
−1
∑
d|n µ(d)q
n
d = n−1ϕ(qn − 1) distinct orbits that contain
exactly n ≥ 2 elements; and on ≥ n−1qn(1− 1q−1) > 0.
Proof. 1. This evident (see Lemma 3.2).
2. By Lemma 3.2, the orbit Oλ contains exactly n ≥ 2 elements iff λ ∈ −x
1
q +
(Fqn\∪m|n,m6=nFqm). Let on be the number of distinct orbits that contain exactly n elements,
then f(n) = non is the number of all maximal ideals of D that lie on all the orbits that
contain exactly n elements. By Lemma 3.2, the function g(n) :=
∑
d|n f(d) is equal to
7
| − x 1q + Fqn| = |Fqn| = qn where in this proof |S| means the number of elements in a set
S. Therefore, by (6), we have f(n) = n−1
∑
d|n µ(d)q
n
d . Clearly,
non ≥ | − x
1
q + Fqn | − | − x
1
q + Fqn−1| − · · · − | − x
1
q + Fq|
= qn − qn−1 − · · · − q = qn − q q
n−1 − 1
q − 1
> qn − q
n
q − 1 = q
n(1− 1
q − 1) ≥ 0.
Clearly, on = n
−1|Fqn\ ∪m|n,m6=n Fqm| = n−1ϕ(qn − 1). 
Corollary 3.4 Ĉ(D − torsionfree) = ∅.
Proof. By [4], Theorem 5.14, Ĉ(D− torsionfree) = ∅ iff there are infinitely many cyclic
orbits, and the result follows from Theorem 3.3.(2). 
Ĉ(weight, cyclic), simple finite dimensional (over K) C-modules. For a natural
number n, set
C[n] =
⊕
i∈Z
Cin,
the Veronese subring of C. The ring C considered as a left (or right ) C[n]-module is
(Zn = Z/nZ)-graded,
C =
⊕
i∈Zn
Ci, where Ci =
⊕
j∈Z
Ci+nj, i = i+ nZ.
It means that C[n]Ci ⊆ Ci for all i ∈ Zn. Moreover, it is a Zn-graded ring (i.e. CiCj ⊆ Ci+j
for all i, j ∈ Zn).
Let O be a cyclic orbit which contains n = |O| elements. For a maximal ideal p ∈ O
(σn(p) = p), let us consider the factor ring
C[n],p := C[n]/(p)
of C[n] modulo the ideal (p) =
⊕
i∈Z(pvin = vinp) of C[n] generated by p. Since every cyclic
orbit is a non-degenerate one, the algebra C[n],p = K[Xn, X−n; σn] is the skew Laurent
extension with coefficients from the field K. Since K is a field and σn is an automorphism
of the field K, the ring C[n],p is a left principal ideal domain and a right principal ideal
domain. This means that every left (and right) ideal of the ring C[n],p is generated by a
single element. The reason for this is that in the ring C[n],p the left (and right) division
algorithm with remainder holds. So, any left simple C[n],p -module has the form C[n],p/C[n],pb
where b is an irreducible element of C[n],p.
Let M be a simple C-module with support from a cyclic orbit, say O, that contains
n = |O| elements. It follows from the weight decomposition
M =
⊕
p∈O
Mp
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that Mp is a simple C[n],p-module for each p ∈ Supp(M), and
CiMp ⊆ Mσi(p) for all i ∈ Zn.
It follows that M ≃ C ⊗C[n],p Mp for each p ∈ Supp(M), and so we have the following
theorem.
Theorem 3.5 1.
Ĉ(weight, cyclic) = ∪n≥1 ∪O∈Cycn Ĉ(O)
where Ĉ(O) is the set of isoclasses of simple weight C-modules with support from the
orbit O, and Cycn is the set of all the cyclic orbits that contain exactly n elements.
2. For each orbit O ∈ Cycn and a fixed element p ∈ O, the map
Ĉ[n],p→ Ĉ(O), [N ] 7→ [C ⊗C[n],p N ],
is a bijection where Ĉ[n],p is the set of isoclasses of simple Ĉ[n],p-modules.
Theorems 3.1 and 3.5 classify the simple C-modules.
Finite dimensionality of kernels and cokernels. In [9], McConnel and Robson
proved that for a simple module M over the first Weyl algebra A1(F ) over a field F of
characteristic zero and for any non-scalar element u of A1(F ), dimF (ker uM) < ∞ and
dimF (coker uM) < ∞ where uM : M → M , m 7→ um. This result is also true for some
GWAs see [2], and for the Carlitz algebras.
Theorem 3.6 Let M be a simple C-module and u ∈ C\K. Then dimK(ker uM) <∞ and
dimK(coker uM) <∞.
Proof. The result is obvious if the module M is finite dimensional over K. So, let us
assume that the module M is infinite dimensional over K, that is M is from Theorem 3.1.
The C-module M is a Z-graded module, each graded component is a 1-dimensional vector
space over the field K (see the description of modules after Theorem 3.1).
If u ∈ D then the kernel and cokernel of the map uM coincide, and their common
dimension over K does not exceed the number of distinct roots of the polynomial u ∈ D :=
K[H ].
If u = αX i or u = αY i for some i ≥ 1 and 0 6= α ∈ D then the dimension of the kernel
and cokernel of the map uM over K does not exceed i+ the number of distinct roots of the
polynomial α.
Finally, if u = αvn+ βvn−1+ · · ·+ γvm, n > m, α and γ are nonzero polynomials of D.
Since
kerK uM ⊆ kerK (αvn)M + kerK (γvm)M ,
we have dimK(ker uM) <∞.
Note that M =
⊕
i∈ZMi is a Z-graded C-module where Mi is a weight component of
dimension 1 over K. Let k = |n| + |m| and M = ∪j≥0M j where M j :=
⊕
−kj≤i≤kjMi.
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Since dimK(ker uM) < ∞, uM j ⊆ M j+1 for all j ≥ 0, and dimK(M j+1) − dimK(M j) =
2k = const, we have, for all j ≥ 0,
dimK(M
j+1/uM j) = dimK(M
j+1)− dimK(uM j)
≤ dimK(M j+1)− (dimK(M j)− dimK(ker uM))
= dimK(M
j+1)− dimK(M j) + dimK(ker uM)
= c = const <∞.
Therefore, dimK(coker uM) < c <∞. 
4 The prime spectrum and the ideal structure of the
Carlitz algebras
In this section, the following theorem will be proved that completely describes the ideal
structure of the Carlitz algebra.
Recall that Cycn denote the set of all the finite orbits that contain exactly n elements.
By Theorem 3.3.(2), 0 < |Cycn| < ∞. For each orbit O ∈ Cycn and any λ such that
D(H − λ) ∈ O, let
αO :=
n−1∏
i=0
σi(H − λ). (7)
Clearly, αO is a central element of the algebra C (since σ
n(H−λ) = H−fn(λ)−λ = H−λ,
see the proof of Lemma 3.2), αO is a monic polynomial of K[H ] which is does not depend
on the choice of λ. The polynomial αO is the only monic polynomial which is a generator
for the ideal
∏
p∈O p of the algebra D.
Theorem 4.1 1. Every nonzero prime ideal of the Carlitz algebra C is a maximal ideal.
2. Maximal ideals of C commute, mn = nm.
3. Each nonzero ideal I of C is a unique finite product of maximal ideals of C: I =∏
m∈Max(C) m
n(m) for some n(m) ≥ 0 all but finitely many n(m) = 0 and if I =∏
m∈Max(C) m
n(m) =
∏
m∈Max(C) m
l(m) then n(m) = l(m) for all m. So, all ideals com-
mute.
4. The map Cyc→ Max(C), O 7→ mO := C
∏
p∈O p = CαO, is a bijection with inverse
m 7→ Supp(C/m).
5. For each O ∈ Cyc, the factor algebra C/mO ≃ Mn(K[t, t−1; σn]) is the n × n ma-
trix algebra with coefficients from the skew Laurent extension K[t, t−1; σn] where
n = |O|, the number of element in the orbit O. The centre Z(C/mO) ≃ Fqn and
Kdim(C/mO) = gl.dim(C/mO) = 1.
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6. The factor algebra C/mO is a domain iff O = {p} where p is a σ-invariant maximal
ideal of the algebra D. There are exactly q such ideals (Theorem 3.3).
7. The factor algebras C/mO and C/mO′ are isomorphic over Fp iff |O| = |O′|.
In order to prove Theorem 4.1, we first establish some preliminary results that are
interesting on their own.
The next result describes the centre of the algebra C and its localization B.
Lemma 4.2 1. For each natural number n, the skew Laurent extension K[t, t−1; σn] is
a simple Fq-algebra with centre Fqn.
2. The algebra B = S−1C = K(H)[X,X−1; σ] is a simple algebra with centre Z(B) =
{Fq
∏
O∈Cyc α
n(O)
O |n(O) ∈ Z and all but finitely many n(O) = 0} that contains count-
ably many elements.
3. The centre Z(C) = {Fq
∏
O∈Cyc α
n(O)
O |n(O) ≥ 0 and all but finitely many n(O) = 0}
is a unique factorization domain that contains countably many elements.
Proof. 1. For each natural i, Kσni := {λ ∈ K | λ = σni(λ)lλqni} = Fqni . We claim that
the centre Z of the Fp-algebra R := K[t, t−1; σn] belongs to the field K since otherwise we
would have a nonzero central element of the form z = λtm + · · · for some 0 6= m ∈ Z and
0 6= λ ∈ K where the three dots mean elements of strictly higher or strictly lower degree
in t. For any µ ∈ K\Fqn|m| , µz − zµ = (µ − σnm(µ))λtm + · · · 6= 0, a contradiction. An
element λ ∈ K commutes with t iff λ ∈ Fqn. Therefore, Z = Fqn .
By [10], 1.8.5, R is a simple ring.
2. Similarly, by [10], 1.8.5, B is a simple ring. By exactly the same reason as in the
first case, Z(B) ⊆ K(H). Clearly, Fq
∏
O∈Cyc α
n(O)
O ⊆ Z(B). We have to prove that any
nonzero element z ∈ Z(B) can be written in this form. The rational function z is equal to
γ f
g
where f, g ∈ K[H ] are co-prime monic polynomials and γ ∈ K.
If z = γ then γ = XγX−1 = σ(γ) , and so γ ∈ Fq, and we are done.
So, suppose that z 6= γ. Since z = XnzX−n = σn(z) for all n ∈ Z, and since f and
g are co-prime we see that f and g are equal to finite products of the form
∏
α
n(O)
O with
n(O) ≥ 0. Then γ ∈ Z(B), and so γ ∈ Fq.
3. Clearly, Z(C) ⊆ Z(B), and the result follows from statement 2. 
Recall that Cycn = {O ∈ Cyc | |O| = n}.
Lemma 4.3 For each O ∈ Cycn,
1. the ideal CαO = αOC of C generated by the central element αO of C is a maximal
ideal, and
2. the factor ring C/CαO ≃ Mn(K[t, t−1; σn]), the matrix algebra with entries from the
skew Laurent extension K[t, t−1; σn].
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3. The centre Z(C/CαO) ≃ Fqn.
Proof. There are obvious C-module isomorphisms (where p ∈ O):
C/CαO ≃ C ⊗D D/DαO ≃ C ⊗D (⊕ni=1D/σi(p)) ≃ ⊕ni=1C ⊗D D/σi(p)
≃ ⊕ni=1C ⊗D D/p ≃ (C ⊗D D/p)n.
Now, there are obvious Fq-algebra isomorphisms:
C/CαO ≃ EndC/CαO(C/CαO) ≃ EndC((C ⊗D D/p)n) ≃Mn(EndC(C ⊗D D/p))
≃ Mn(EndC[n](C[n],p)) ≃Mn(EndC[n],p(C[n],p)) ≃Mn(C[n],p) ≃Mn(K[t, t−1; σn]).
This proves the second statement. By Lemma 4.2, C/CαO is a simple algebra, hence CαO
is a maximal ideal. The third statement follows from Lemma 4.2.(1),
Z(C/CαO) ≃ Z(Mn(K[t, t−1; σn])) ≃ Z(K[t, t−1; σn]) ≃ Fqn . 
The next corollary describes the annihilators of simple C-modules.
Corollary 4.4 1. annC(L) = 0 for any [L] ∈ Ĉ(weight, linear).
2. annC(L) = CαSupp(L) for any [L] ∈ Ĉ(weight, cyclic).
Proof. 1. This follows immediately from Theorem 3.1 and the description of the modules
that follows Theorem 3.1.
2. Let O = Supp(L). Then clearly, CαOL = 0, and by maximality of the ideal CαO
(Lemma 4.3.(1)) we must have annC(L) = CαO. 
Proof of Theorem 4.1. 1. Let I be a proper ideal of the algebra C. Since the
algebra B = S−1C is a simple algebra (Lemma 4.2.(2)), we must have S−1I = B, and so
the C-module C := C/I is a torsion one (S−1C = S−1(C/I) ≃ S−1C/S−1I = 0). Its orbit
decomposition
C =
⊕
O
C
O
, C
O
:= annC(α
i
O),
contains only finitely many summands (as C is a Noetherian module) and all the O must
be cyclic (since otherwise, there exists O ∈ Lin, then CO contains a simple submodule, say
L, with support from an equivalence class of O, then 0 6= I = annC(C) ⊆ annC(L) = 0, by
Corollary 4.4, a contradiction). Suppose that O1, . . . ,Os are the cyclic orbits involved in
the orbit decomposition above and α1 := αO1 , . . . , αs := αOs are the corresponding central
polynomials. There exists a natural number n such that αni C
Oi
= 0 for all i. Therefore,
C
∏s
i=1 α
n
i ⊆ I. If I is a prime ideal then Cαi ⊆ I for some i, and then I = Cαi since Cαi
is a maximal ideal (Lemma 4.3.(1)).
2. We have just proved that any maximal ideal m of the ring C is equal to the ideal
generated by a central element αO. Now, it is clear that maximal ideals commute.
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4. Clearly, the map Cyc → Max(C), O 7→ mO := CαO is a bijection with inverse
m 7→ Supp(C/m).
5 and 6. Lemma 4.3, the (left and right) global dimension gl.dim(C/mO) = 1 (by [10],
7.9.18) and the (left and right) Krull dimension Kdim(C/mO) = 1 (by [10], 6.5.4).
7. If C/mO ≃ C/mO′ then, by Lemma 4.3, (where n = |O| and n′ = |O′|)
Fqn ≃ Z(C/mO) ≃ Z(C/mO′) ≃ Fqn′ ,
and so n = n′.
If n = n′ then by Lemma 4.3,
C/mO ≃Mn(K[t, t−1; σn]) ≃ C/mO′ .
3. Let I be a proper ideal of the ring C, we keep the notation of the proof of statement
1. The component C
O
is equal to the union ∪i≥1annC(αiO), and so C
O
is a two-sided ideal
of the algebra C. Since C
O
is a Noetherian C-module the chain
annC(αO) ⊆ annC(α2O) ⊆ · · ·
must terminate, say on nO step, that is C
O
= annC(α
nO
O ). Since the polynomial αO ∈ D
has only simple roots, it follows that for the C-bimodule C/CαiO is a uniserial bimodule of
finite length, and the bimodule structure is given by the descending chain of C-bimodules:
C ⊃ CαO ⊃ Cα2O ⊃ · · · ⊃ Cαi−1O ⊃ CαiO
and each subfactor CαjO/Cα
j+1
O ≃ C/CαO ≃ K[t, t−1; σn] (n = |O|) is a simple algebra =
a simple C-bimodule (Lemma 4.3). Now, there exist unique numbers ni such that
C =
s⊕
i=1
C
Oi
=
s⊕
i=1
C/Cαnii = C/C
s∏
i=1
αnii .
Taking the annihilator we have
I = annC(C) = annC(C/C
s∏
i=1
αnii ) = C
s∏
i=1
αnii =
s∏
i=1
m
ni
Oi
.
Note that I ∩ D = D∏si=1 αnii and the uniqueness of the ni now is obvious. Clearly,
I = C(I ∩D) = (I ∩D)C = C(I ∩ Z(C)). 
In fact we have proved the following corollary.
Corollary 4.5 1. If I is an ideal of C then I = C(I ∩D) = (I ∩D)C = C(I ∩Z(C)).
2. If I and J are ideals of C then I = J iff I ∩D = J ∩D iff I ∩ Z(C) = J ∩ Z(C).
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5 The group of automorphisms Aut(C) and the iso-
morphism problem for the Carlitz algebras
Theorem 5.1 Two distinct Carlitz rings are not isomorphic.
Proof. Given two distinct Carlitz rings Cν and Cµ with ν < µ, and so p
ν < pµ. Then,
by Lemma 4.3.(3) and Theorem 4.1, the isomorphism invariant numbers
pν = min{|Z(Cν/CνmO)| = pν|O| | O ∈ Cyc},
pµ = min{|Z(Cµ/CµmO′)| = pµ|O′| | O′ ∈ Cyc},
are distinct. Therefore, the rings Cν and Cµ cannot be isomorphic. 
For a domain R, let R∗ := R\{0}. In particular, K∗ is a multiplicative group.
Theorem 5.2 1. The group of ring isomorphisms of the ring C = Cν, Aut(C) = {τ =
τα,γ,δ,ω : X 7→ αX, Y 7→ γσ−1(α−1)Y | where α ∈ K∗, γ ∈ F∗pν , δ ∈ Fpν , ω ∈ Aut(K)
such that ω(x) = γx+ δ}.
2. The group of K-isomorphisms of C = Cν, AutK(C) = {τ = τα : X 7→ αX, Y 7→
σ−1(α−1)Y | where α ∈ K∗} ≃ K∗.
Proof. 1. Given τ ∈ Aut(C). Then τ induces the ring isomorphism of the centre of
C. By Lemma 4.2.(3) and Theorem 3.3, we must have τ(H) = γ(H + ε) for some γ ∈ F∗q
and ε ∈ Fq. The algebra C is the GWA, and so C = ⊕i∈ZCi is a Z-graded algebra where
Ci = Dvi is an eigenspace of the inner derivation ad(H) : C → C, c 7→ [H, c] := Hc− cH ,
that corresponds to the eigenvalue ei given by the rule
λ1 + λ
q
1 + · · ·+ λq
i−1
1 = −x
1
q + xq
i−1
, if i ≥ 1,
−λ1 − λ
1
q
1 − · · · − λ
1
q|i|−1
1 = −x+ x
1
qi , if i ≤ −1,
0, if i = 0,
that is, Ci = {c ∈ C | [H, c] = eic}. Note that all the ei are distinct. Since Ci = C i1 and
C−i = C
i
−1 for all i ≥ 1. We must have either τ(C±1) = C±1 or, otherwise, τ(C1) = C−1
and τ(c−1) = C1.
In the first case, τ(X) = αX and τ(Y ) = βY for some α, β ∈ D∗. Applying τ to the
identity Y X = H we have the identity βσ−1(α)H = γ(H + ε), therefore β = γσ−1(α−1),
α, β ∈ K∗, and ε = 0. Applying τ to the identity Y X−XY = λ1 and then dividing by γ we
get Y X −XY = γ−1τ(λ1), therefore, τ(λ1) = γλ1, equivalently, (τ(x)− γx)q = τ(x)− γx,
and so τ(x) = γx+ δ for some δ ∈ Fq. The units of the ring C form the set K∗, therefore
the τ induces an automorphism of the field K, say ω := τ |K. Thus τ = τα,γ,δ,ω. One can
easily verify that τα,γ,δ,ω ∈ Aut(C).
Let us show that the second case is impossible. In the second case, τ(X) = αY
and τ(Y ) = βX for some α, β ∈ D∗. Applying τ to the identity Y X = H we have
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γ(H + ε) = βσ(α)XY = βσ(α)(H − λ1) which is impossible since ε ∈ Fq and λ1 6∈ Fq. So,
the second case is vacuous.
2. Since ω = τ |K = the identity map and x ∈ K∗, we must have γ = 1 and δ = 0, and
the result follows from the first statement. 
6 The Krull and the global dimensions of the Carlitz
algebras
The global dimension of the Carlitz algebra. The global dimension, gl.dim, means
the left or right global dimension.
Theorem 6.1 ([3], Theorem 1.6) Let A = D(σ, a) be a GWA where D is a commutative
Dedekind domain, Da = pn11 · · ·pnss be a product of distinct maximal ideals of D. Then the
global dimension of the algebra A is equal to
gl.dim(A) =


∞, if a = 0 or ∃ ni ≥ 2,
2, if either a 6= 0, n1 = · · · = ns = 1, s ≥ 1, or a is invertible; and either
Cyc 6= ∅ or ∃ i 6= j s.t. σk(pi) = pj for some k ≥ 1,
1, otherwise.
Corollary 6.2 The global dimension of the Carlitz algebra is 2.
Proof. In the case of the Carlitz algebra C, we have D = K[H ] and a = H , and
Cyc 6= ∅. Therefore, by Theorem 6.1, gl.dim(C) = 2. 
The Krull dimension of the Carlitz algebra. The Krull dimension, Kdim, means
the left or right Krull dimension.
Let R be a commutative Noetherian ring and σ ∈ Aut(R). A prime idea p of R is called
σ-semistable if σn(p) = p for some natural number n ≥ 1. If there is no such n the ideal p
is called σ-unstable. ht stands for the height of the prime ideal p.
Theorem 6.3 ([5], Theorem 1.2) Let R be a commutative Noetherian ring with Krull di-
mension Kdim(R) <∞ and A = R(σ, a) be a GWA. Then its Krull dimension Kdim(A) =
max{Kdim(R), ht p + 1, ht q + 1 | p is a σ-unstable prime ideal of R for which there exist
infinitely many i with a ∈ σi(p); q is a σ-semistable prime ideal of R}.
Corollary 6.4 The Krull dimension of the Carlitz algebra is 2.
Proof. Note that Kdim(D) = 1 and so, by Theorem 6.3, Kdim(C) ≤ 2. There exists
a maximal ideal p of the algebra D such that σ(p) = p. Then, by Theorem 6.3, we must
have Kdim(C) = 2 since ht p = 1. 
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