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Abstract
The paper analyzes a specific class of random walks on quotients of X := SL(k,R)/Γ
for a lattice Γ. Consider a one parameter diagonal subgroup, {gt}, with an associated
abelian expanding horosphere, U ∼= Rk, and let φ : [0, 1] → U be a sufficiently smooth
curve satisfying the condition that that the derivative of φ spends 0 time in any one
subspace of Rk. Let µU be the measure defined as φ∗λ[0,1], where λ[0,1] is the Lebesgue
measure on [0, 1]. Let µA be a measure on the full diagonal subgroup of SL(k,R), such that
almost surely the random walk on the diagonal subgroup A with respect to this measure
grows exponentially in the direction of the cone expanding U . Then the random walk
starting at any point z ∈ X, and alternating steps given by µU and µA equidistributes
respect to SL(k,R)-invariant measure on X. Furthermore, the measure defined by µA ∗
µU ∗ · · · ∗ µA ∗ µU ∗ δz converges exponentially fast to the SL(k,R)-invariant measure on
X.
1 Introduction
Here we continue the study of random walks on homogeneous spaces initiated by A. Eskin and
G. Margulis [EM04] and furthered by Y. Benoist and J.-F. Quint [BQ12], [BQ13a], & [BQ13b].
Eskin and Margulis considered the case where G was a Lie group, Γ a lattice in G, and µ a
probability measure with finite moments on G such that the group generated by the support
of µ was semisimple. Under these conditions, Eskin and Margulis show that the random walk
with steps given by µ starting at any point x ∈ X := G/Γ is non-divergent. To be precise, let
δx be the Dirac measure at x, for a measure µ let µ
∗n denote the n-fold convolution of µ. For
a measure µ on G let Hµ denote the noncompact part of the Zariski closure of the support of
µ. With this notation, Eskin and Margulis showed the following:
Theorem 1.1 ( [EM04] Theorem 2.1). Suppose Hµ is semisimple, and for all g ∈ G, gHµg−1
is not contained in any proper Γ-rational parabolic subgroup of G. Then for every compact set
C ⊆ X, there exists a compact set K ⊇ C such that for every x ∈ C and every n > 0,
µ∗n ∗ δx(K) ≥ 1− .
Benoist and Quint showed equidistribution in a homogeneous subspaces under stronger
assumptions.
Theorem 1.2 (Theorem 1.1 & 1.2 [BQ13b]). Let G be real Lie group with Lie algebra g, Γ be
a lattice in G, and Λ be a compactly generated sub-semigroup of G. Assume that the Zariski
closure of Ad(Λ) ⊆ GL(g) is semisimple with no compact factors. Then
†This material is based upon work supported by the National Science Foundation under Grant No. 0932078
000 while the author was residence at the Mathematical Science Research Institute in Berkeley, California,
during the Spring 2015 semester.
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(a) For every x in G/Γ, there exists a closed subgroup H ⊇ Λ of G such that Λx = Hx and
Hx carries an H-invariante probability measure νx.
(b) If µ is a compactly supported Borel probability measure on Λ whose support spans a dense
sub-semigroup of Λ, then
1
n
n−1∑
k=0
µ∗k ∗ δx −→ νx.
(c) More precisely, if g1, . . . , gn, . . . is a sequence of independent identically distributed ran-
dom elements of Λ with Law µ, then almost surely,
1
n
n−1∑
k=0
δgk...g1x −→ νx.
I consider the case when the measure µ is supported on a specific sparse subset of a
solvable subgroup and show exponential convergence of µ∗n ∗δx to the G-invariant probability
measure on G/Γ. For the course of the note fix k1, k2 ∈ N. Let k0 = k1 + k2, k = k1 · k2, and
G = SL(k0,R). Let Γ be an arbitrary lattice in G, X = G/Γ, and
U :=
{[
Ik1 M
0 Ik2
]
: M ∈Matk1×k2
}
.
Let u : Rk → U be any isomorphism of groups. For n ∈ N let An be the group of diagonal
subgroup of SL(n,R). For a = diag(d1, . . . , dn) ∈ An and i = 1, . . . , n, let pii(a) = di.
Throughout these notes for a Lie group F let λF denote a F -invariant measure for F . If ∆ is
a lattice in F , then let λF/∆ denote the F -invariant probability measure on the homogeneous
space F/∆. If E is a finite volume measurable subset of F or F/∆ with respect to a F -invariant
measure, then let λE denote the normalized F -invariant measure restricted to E.
Definition 1.3. Let ψ : [0, 1] → Rn. We say that ψ is totally non-planar if f ∈ C1 and for
every v ∈ Rn,
λ[0,1] ({s : ψ′(s) exists and ψ′(s) · v = 0}) = 0.
For example, if ψ : [0, 1] → Rn is analytic and not contained in a proper affine subspace,
then ψ is totally non-planar. As a point of comparison, Kleinbock, Lindenstrauss, and Weiss
[KLW04] define a measure ν on Rn to be non-planar if ν(L) for every affine hyperplane L of
Rn. Our techniques require a stronger assumption on the support of µU .
Definition 1.4. Let µ be a compactly supported measure on Ak0 , for i = 1, . . . , k0. For
i = 1, . . . , k0 let let xi be a random variable with law ln(pii∗µ), and let
αi := Exi.
We say that µ is asymptotically U -expanding if for all i ∈ {1, . . . , k1} and j ∈ {i = k1 +
1, . . . , k0}, we have αi − αj > 0.
For an asymptotically U -expanding measure µ, there exist a constant C > 1 and η > 0
such that for all u ∈ U ,
µ∗n
({
a ∈ Ak0 :
‖aua−1‖
‖u‖ > C
n
})
> 1− e−ηn,
where ‖ · ‖ is the standard Euclidian norm on U ∼= Rk. See Corollary 5.3 for a more precise
statement.
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Theorem 1.5. There exists m ∈ N depending only on G such that the following holds. Let φ :
[0, 1]→ Rk be a totally non-planar Cm function. Let µU = u∗φ∗λ[0,1]. Let µA be a compactly
supported asymptotically U -expanding probability measure on Ak0 , and let Let µ = µA ∗ µU .
Then there exists η > 0 such that for any compact set L ⊆ X, and f ∈ C∞c (X), there
exists a constant C := C(f, L) such that for all n ∈ N and all x ∈ L,∣∣∣∣∫ f d(µ∗n ∗ δx)− ∫ f dλX ∣∣∣∣ < Ce−ηn. (1)
The choice of m ∈ N in this theorem arrises from the mixing results of [KM12]. Indeed,
we employ exponential mixing as the primary tool in the paper and its application requires
sufficiently many derivatives of a function on the expanding leaf. See section 4 for a more
detailed explanation. Furthermore, this theorem implies the following theorem analogous to
Theorem 1.2 part (c) proved by Benoist and Quint.
Corollary 1.6. Let G,Γ, µ be as in Theorem 1.5. Let g1, g2, . . . be i.i.d. random variables on
G with law µ. Then for any z ∈ X and almost every (g1, g2, . . . ) in GN with respect to µ⊗N
1
n
n−1∑
k=0
δgk...g1x −→ λX .
For l ∈ N, let
Al, :=
{
diag(et1 , . . . , etl) ∈ Al : |ti| < ∀ i ∈ {1, . . . , l}
}
.
Theorem 1.5 requires µU to be the parameter measure of a curve, but more general measures
are possible. By making stronger assumptions on the measure µA, one can have significantly
greater flexibility choosing µU .
Theorem 1.7. There exists m ∈ N depending only on G such that the following holds. Let
φ : [0, 1]→ Rk be a piecewise Cm function and there exist points x1, . . . , xk0 ∈ [0, 1] such that
R-span{φ′(x1), . . . , φ′(xk)} = Rk. Let 0 < c < 1 and µR be any compactly supported probability
measure on Rk. Let µU = u∗(cµR + (1 − c)φ∗λ[0,1]). Then there exists  > 0 such that if µA
is asymptotically U -expanding probability measure supported on Ak0, and µ = µA ∗ µU , then
there exists η > 0 such that for any compact set L ⊆ G/Γ, and f ∈ C∞comp(G/Γ), there exists
a constant C := C(f, L) such that for all n ∈ N and all x ∈ L,∣∣∣∣∫ f d(µ∗n ∗ δx)− ∫ f dλX ∣∣∣∣ < Ce−ηn. (2)
As a final point of context, let us compare the results of this paper to the recent results
of A. Eskin and E. Lindenstrauss. In a presentation at the MSRI [EL15], Eskin considered a
Lie group G a lattice Γ and defined a measure µ to be uniformly expanding measure if there
exist a constant C > 0 and an integer n such that for all v ∈ g∫
G
log(‖Ad(g)v‖)
‖v‖ dµ
∗n > C. (3)
Equivalently, µ is uniformly expanding if and only if for every v ∈ g and a.e. infinite word
g = (g1, g2, . . . ) with respect to µ
N we have
lim
n→∞
1
n
log ‖Ad(gn . . . g1)v‖ > 0. (4)
With this set up they show:
Theorem 1.8 ( [EL15]). Suppose µ is a compactly supported uniformly expanding measure.
Then any µ-stationary measure on G/Γ, is invariant under the group generated by the support
of µ.
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For example, if Λ is the support of a measure µ on G and AdΛ
Z
is simisimple with no
center and no compact factors, then µ is uniformly expanding. Thus the measures considered
by Benoist and Quant are uniformly expanding. Furthermore, the measures I consider are
also uniformly expanding (See proposition 5.6).
However, my results do not follow directly from theirs. Classification of stationary measures
is an inherently weaker problem than proving that the measures µ∗n ∗ δx converge to the G-
invariant probability measure on X. To prove the latter question from the results of Eskin
and Lindenstrauss, one must additionally show that a limit probability measure exists and
that invariance under the support of µ implies G-invariance. Even after this though, one can
only show weak-∗ convergence of µ∗n ∗ δx to the G-invariant probability measure. We further
show that this weak-∗ convergence occurs exponentially.
Acknowledgements: Thank you to the many people who helped me on this project
including Nimish Shah, Barak Weiss, Yves Benoist, Jean-Franc¸ois Quint, and Ronggang Shi.
Furthermore, let me especially thank Ilya Khayutin for our numerous constructive conversa-
tions. Finally, let me thank the MSRI for providing a fabulous work space.
2 Push forward of Lebesgue measure by sums of totally
non-planar functions
In this section, we develop techniques to produce absolutely continuous measures with respect
to Lebesgue measure on Rk by convolving parameter measures on k totally non-planar curves.
In general, the production of an absolutely continuous measure follows from the inverse func-
tion theorem and properties of totally non-planar functions (a sum of k totally non-planar
functions with independent variables is invertible almost everywhere in its image). However,
we take special care in this section to control the Cm norms of the Radon-Nikodym derivative
of the measure.
Lemma 2.1. Let ψ1, . . . , ψk : [0, 1]→ Rk be totally non-planar functions. Then
λ[0,1]k
({
x ∈ [0, 1]k : det [ψ′1(x1), . . . , ψ′k(xk)] = 0
})
= 0.
Proof. We will show the stronger claim that for i = 1, . . . , k almost every y ∈ [0, 1]i with
respect to λ[0,1]i the subspace R-span{ψ′1(y1), . . . , ψ′i(yi)} is i dimensional. The i = 1 case
follows trivially. Assume that the claim holds for i < k. Let y ∈ [0, 1]i+1 be such that
R-span{ψ′1(y1), . . . , ψ′i(yi)} is an i dimensional subspace of Rk. Then by the fact that ψ is to-
tally non-planar the probability that yi+1 is outside of this subspace R-span{ψ′1(y1), . . . , ψ′i(yi)}
is 1. Thus the dimension of the subspace R-span{ψ′1(y1), . . . , ψ′i+1(yi+1)} is i+ 1 dimensional
with probability 1.
Lemma 2.2. Let ψ : [0, 1] → Rk be a totally non-planar function, and M ∈ GL(k,R), then
Mψ is a totally non-planar function.
Proof. This follows easily since ddt (Mψ(t)) = Mψ
′(t).
Corollary 2.3. Let ψ1, . . . , ψk : [0, 1]→ Rk be totally non-planar functions, and M1, . . . ,Mk ∈
GL(k,R). Define Ψ : [0, 1]k → Rk as
Ψ(t1, . . . , tk) =
k∑
i=1
Miψi(ti).
Then Ψ∗λ[0,1]k is absolutely continuous with respect to Lebesgue measure on Rk.
Proof. By Lemmas 2.1 and 2.2, the map Ψ is locally invertible. Hence by the inverse function
theorem Ψ∗λ[0,1]k is absolutely continuous with respect to Lebesgue measure on Rk.
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As mentioned above, Corollary 2.3 does not suffice in proving our results. With slightly
stronger assumptions on µA, one could use Corollary 2.3 combined with the mixing of the
expanding horispherical leaf under the action of diag(ek2 , . . . , ek2 , e−k1 , . . . , e−k1) to prove
weak-∗ convergence of µ∗n to the G-invariant probability measure on X. However, we are
interested in the rate of this convergence and to apply the mixing results of Kleinbock and
Margulis (See Theorem 4.2) we need to control the derivatives of order up m for a fixed
m depending on G, of the Radon Nikodym derivatives of the measure on the expanding
leaf [KM12]. Sections 2 and 3 set up the necessary structure to control these derivatives.
For the remainder of the section, fix a totally non-planar function ψ : [0, 1] → Rk and
define the function Fψ : A
k
k × [0, 1]k → R by
(a1, . . . , ak, x1, . . . , xk) 7→ det [a1ψ′(x1), . . . , akψ(xk)] .
Then by Lemmas 2.1 and 2.2 for every a = (a1, . . . , ak) ∈ Akk,
λ[0,1]k
({
x ∈ [0, 1]k : Fψ(a,x) = 0
})
= 0.
For a ∈ Akk, define
Ea :=
{
x ∈ (0, 1)k : Fψ(a,x) 6= 0
}
,
and the function Ψa : [0, 1]
k → Rk by
(x1, . . . , xk) 7→
k∑
i=1
aiψ(xi).
Further, define the measure
νa = Ψa∗λ[0,1]k .
For fixed a ∈ Akk, let x0 ∈ Ea. By the inverse function theorem, let Ω ⊂ Ea be a neighborhood
of x0 ∈ Ea such that Ψa is injective on Ω. Then Ψa∗(λ[0,1]k
∣∣
Ω
) is an absolutely continuous
measure with respect to λRk and has Radon-Nikodym derivative ga,Ω, where
ga,Ω(x) =

1
Fψ(a,
(
Ψa
∣∣
Ω
)−1
(x))
x ∈ Ψa(Ω)
0 otherwise.
(5)
Given a point x ∈ R and ζ > 0 let Iζ(x) = [x − ζ, x + ζ]. Given x ∈ Rk, let Iζ(x) =
Iζ(x1)× . . .× Iζ(xk).
Lemma 2.4. Let a0 ∈ Akk and x0 ∈ Ea0 :=
{
x ∈ [0, 1]k : Fψ(a0,x) 6= 0
}
. There exist a closed
neighborhood Ωa0 of a0 in A
k
k and ra0 > 0 such that for every a ∈ Ωa0 ,
1. Ira0 (x0) ⊆
{
x ∈ Rk : Fψ(a,x) 6= 0
}
2. Ψa is injective on Ira0 (x0).
Proof. Since x0 ∈ Ea0 , there exists a closed neighborhood Ωa0 of a0 in Akk such that for every
a ∈ Ωa0 , x0 ∈ Ea. Define r1 : Ωa0 → R as follows
a 7→ sup{r > 0 : Ir(x0) ⊆ {(a,x) ∈ Akk × Rk : Fψ(a,x) 6= 0}} .
As FΨ is a continuous function in a and x, the set
{
(a,x) ∈ Akk × [0, 1]k : Fψ(a,x) = 0
}
is
a proper submanifold of Akk × [0, 1]k. Thus r1 is a continuous strictly positive function of
a. Let r2 : ωa0 → R+ be the lower bound of the injectivity radius given by the inverse
function theorem. By construction r2 is continuous and strictly positive on Ωa0 . By continuity,
r = infa∈Ωa0{min{r1(a), r2(a)}} satisfies 1. and 2.
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For a function f ∈ Cm(Rk),let
‖f‖Cm := sup
α:|α|≤m
‖fα‖∞.
Lemma 2.5. Further assume that ψ as above is Cm+1([0, 1]). Let ΩA ⊆ Akk be compact and
I = I1× . . .× Ik ⊆ [0, 1]k where Ii is a closed interval in [0, 1]. Suppose that for a ∈ ΩA, Ψa
∣∣∣
I
is injective. For a ∈ ΩA let νa,I = Ψa∗λ[0,1]k
∣∣
I
. Fix  > 0. Then for every a ∈ ΩA, there exist
positive measures measures τ1,a,I and τ2,a,I on Rk and a constant C, such that
1. νa,I = τ1,a,I + τ2,a,I
2. τ1,a,I = ga,IλRk for some ga,I ∈ Cm(Rk)
3. ‖ga,I‖Cm < C
4. τ2,a,I(Rk) < .
Proof. By (5) νa,I = fa,IλRk , where
fa,I(x) =

1
F (a,
(
Ψa
∣∣
Ω
)−1
(x))
x ∈ Ψa(I)
0 otherwise.
By the assumption that ψ ∈ Cm+1(R), fa,I is piecewise Cm(Rk). Indeed, the only points
where the derivatives are not continuous is at the boundary of Ψa(I). Furthermore, as ΩA
is compact, there exists C1 such that for every a ∈ ΩA, x ∈ Ψa(I) and multi-index α s.t.
|α| ≤ m,
|fαa,I(x)| ≤ C1. (6)
We obtain ga,I by multiplying fa,I by a C
∞ function with values in [0, 1] which is 1 on a large
subset of I and has support contained in the interior of I.
Remark 2.6. Observe that Lemmas 2.4 and 2.5 are local statements. Indeed, neither re-
quires that ψ be differentiable on all of [0, 1]. Lemma 2.4 only requires differentiability on a
neighborhood of x0 and Lemma 2.5 only requires the function to be differentiable on I. We
need these additional constraints in section 8.
Corollary 2.7. Again, let B be a compact set in Akk and suppose ψ is C
m+1. Then given
 > 0, there exist C ∈ R+ and positive measures τ1,a and τ2,a on Rk for all a ∈ B such that
1. (Ψa)∗λ[0,1]k = τ1,a + τ2,a
2. τ2,a(Rk) < .
3. τ1,a = gaλRk for ga in C
m
4. ‖ga‖Cm < C
Proof. Let  > 0 be given. Let
Eca :=
{
x ∈ [0, 1]k : Fψ(a,x) = 0
}
,
and for δ > 0, let
Eca,δ := {x ∈ [0, 1]k : d(x,Eca) < δ},
where d(·, ·) is the standard euclidean distance on Rk. Let h : B × R+ → [0, 1] be defined as
(a, δ) 7→ λ[0,1]k(Eca,δ).
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For every a ∈ B, Eca is a proper Zariski closed subset of [0, 1]k. Hence for every fixed a ∈ B,
lim
δ→0
H(a, δ) = 0.
Furthermore, since B is compact and h is continuous in a and δ, there exists a δ0 > 0 such
that for all a ∈ B,
h(a, δ0) < /2.
Define
D0 :=
{
(a,x) ∈ Akk × [0, 1]k : d(x,Eca) ≥ δ
}
.
Thus
λ[0,1]k
(
x ∈ [0, 1]k : (a,x) ∈ D0
)
> 1− /2. (7)
For every (a,x) ∈ D0, let Ω˜(a,x) := Ω˜a × Ir˜(a)(x), where Ω˜a ⊆ B, a closed neighborhood of a,
and r˜(a) > 0 are found by Lemma 2.4. By compactness ofD0, there exist (a1,x1), . . . , (al0 ,xl0)
such that D0 ⊆
⋃l0
i=1 Ω˜(ai,xi) ⊆ E. Let D :=
⋃l0
i=1 Ω˜(ai,xi). Since the union of finitely many
rectangular sets can be decomposed into finitely many disjoint rectangular sets, there exist
disjoint sets Ω1, . . . ,Ωl such that
Ωi = Ωai × Ωxi ⊆ Ω˜aj ,xj for some j ∈ {1, . . . , l0},
Ωxi = I1,i × . . .× Ik,i for closed intervals I1,i, . . . , Ik,i, and for every a ∈ B,
{x ∈ [0, 1]k : (a, x) ∈ D} = ∪i:a∈ΩaiΩxi .
By Lemma 2.4, the restriction of Ψa to each Ωxi is injective. For a ∈ B, and i such that
a ∈ Ωai , let
νa,i = (Ψa)∗λ[0,1]k
∣∣∣
Ωxi
.
Then by Lemma 2.5, there exists Ci such that for all a ∈ Ωai , νa,i is the sum of positive
measures ga,ΩxiλRk and τa,2,Ωxi such that ‖ga,Ωxi‖Cm < Ci and τa,2,Ωxi (Rk) < /2l. For
a ∈ B, let
τa,1 = gaλRk :=
∑
i:a∈Ωai
ga,ΩxiλRk ,
and define τa,2 = (Ψa)∗λ[0,1]k − τa,1. By construction ‖ga‖Cm ≤
∑l
i=1 Ci. Furthermore,
by equation (7) and the fact that τa,2,Ωxi (R
k) < /2l for each i with a ∈ Ωai , we have
thatτa,2(Rk) < .
3 Reformulation to a problem on Rk
Recall the notation of Theorem 1.5. Let φ : [0, 1]→ Rk be a totally non-planar Cm+1 function.
Let µU = u∗φ∗λ[0,1], and µA be a compactly supported asymptotically U -expanding measure
on Ak0 . Let µ = µA ∗ (u∗ν) and µ∗n be the n-fold convolution of µ.
For a fixed a ∈ Ak0 , define Ca ∈ Ak to be the unique diagonal matrix such that a−1u(x)a =
u(Cax). Fix n ∈ N and let f ∈ Cc(G) be given. Then∫
G
fdµ∗n
=
∫
Ak0
∫
Rk
. . .
∫
Ak0
∫
Rk
f (anun . . . a1u1) dµU (u1)dµA(a1) . . . dµU (un)dµA(an)
=
∫
Ank0
∫
[0,1]n
f
(
n∏
i=1
aiu
(
n−1∏
i=1
Caiφ(tn) +
n−2∏
i=1
Caiφ(tn−1) + · · ·+ φ(t1)
))
dλ[0,1]n(t)dµAn(a)
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For i ∈ N define, the map θi : Aik0 → Ak as
θi(a1, . . . , ai) =
i∏
j=1
Caj . (8)
Define the map θ : Akk0 → Akk as
θ(a1, . . . , ak) =
(
θk−1(a1, . . . , ak−1), θk−1(a1, . . . , ak−2), . . . , θ1(a1), e
)
.
Define the map Π : Akk0 → Ak0 as
Π(a1, . . . , ak) =
k∏
i=1
ai.
For a ∈ Akk, define Φa : [0, 1]k → Rk as
Φa(x1, . . . , xk) :=
k∑
i=1
aiφ(xi).
Then for f ∈ Cc(G)∫
G
fdµ∗k =
∫
Akk0
∫
[0,1]k
f
(
Π(a)u
(
Φθ(a)(x)
))
dλ[0,1]k(x)dµ
k
A(a). (9)
For n ∈ N , define the map Πn : (Akk0)n → A0 as
Πn(a1, . . . ,an) =
n∏
i=1
Π(ai).
With the above notation, for n ∈ N∫
X
fdµ∗kn =
∫
(Akk0
)n
∫
([0,1]k)n
f
(
Πn(a)u
(
n∑
i=1
θk(i−1)(a)Φθ(ai)(xi)
))
d(λ[0,1]k)
n(x)d(µkA)
n(a)
For a ∈ Akk0 , define
νa := Φθ(a)∗λ[0,1]k ,
and for a = (a1, . . . ,an) ∈ (Akk0)n, define
νa := (θk(n−1)(a)∗νan) ∗ (θk(n−2)(a)∗νan−1) ∗ · · · ∗ νa1 , (10)
where if a = ((a1,1, . . . , a1,k), . . . , (an,1, . . . , an,k)), then
θk(i)(a) = θki(a1,1, a1,2, . . . , ai,k).
Then ∫
G
fdµ∗kn =
∫
(Akk0
)n
∫
Rk
f (Πn(a)u (x)) dνa(x)d(µ
k
A)
n(a). (11)
We will understand the measure µ∗n by understanding the measures νa for a ∈ (Akk0)n for
large n ∈ N.
Lemma 3.1. Let µ1 and µ2 be measures on Rk. Suppose µ1 = gλRk where g ∈ Cm with
‖g‖Cm < ∞, and µ2(Rk) = δ < ∞. Then µ1 ∗ µ2 = (g ∗ µ2)λRk (here g ∗ µ2(x) =
∫
g(x −
y)dµ2(y)), and
‖g ∗ µ2‖Cm ≤ δ‖g‖Cm .
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Proof. Let f ∈ Cc(Rk) be given. Then∫
fd(µ1 ∗ µ2) =
∫ ∫
f(x+ y)dµ1(x)dµ2(y)
=
∫ ∫
f(x+ y)g(x)dλRk(x)dµ2(y)
=
∫
f(x)
∫
g(x− y)dµ2(y)dλRk(x).
Let |α| ≤ m. Then by dominated convergence theorem,∥∥∥∥(∫ g(x− y)µ2(y))α∥∥∥∥
∞
=
∥∥∥∥∫ gα(x− y)dµ2(y)∥∥∥∥
∞
≤
∫
‖gα(x)‖∞ dµ2(y)
= δ ‖gα(x)‖∞ .
Lemma 3.2. There exist η > 0 and C1 > 0 such that for all n ∈ N, if a ∈ (supp(µA)k)n,
then there exist positive measures ν1,a and ν2,a on Rk such that
1. νa = ν1,a + ν2,a
2. ν1,a = gaλRk and ‖ga‖Cm < C1
3. ν2,a(Rk) < e−ηn.
Proof. Let n ∈ N be given. As µA was compactly supported and the map a 7→ Ca is continuous,
there exist M1 < 1 < M2 such that if a is in the support of µ
n
A, then θn(a) is a diagonal matrix
in Ak with diagonal entries in [M
n
1 ,M
n
2 ].
Let  > 0 be such that  ∗M−(km+k2)1 < 1. Let B = supp(µA)k. Then since Ca is a
continuous function of A and µA was compactly supported, θ(B) ⊆ Akk is a compact set. By
applying Corollary 2.7 to θ(B) with this choice of  there exist a constant C and positive
measures τ1,θ(a), and τ2,θ(a) for every a ∈ B, such that νa = τ1,θ(a) + τ2,θ(a) where τ1,θ(a) =
gaiλRk , ‖ga‖Cm < C, and τ2,θ(a)(Rk) < .
Let a ∈ θ(B)n. Then
θk(i−1)(a)∗νai = θk(i−1)(a)∗τ1,ai + θk(i−1)(a)∗τ2,ai .
Again, θk(i−1)(a)∗τ2,ai(Rk) < , and for every f ∈ Cc(Rk),∫
f(x)d
(
θk(i−1)(a)∗τ1,ai
)
(x) =
∫
f
(
θk(i−1)(a)x
)
gai(x) dλRk(x)
= det
(
θk(i−1)(a)−1
) ∫
f(x)gai
(
θk(i−1)(a)−1x
)
dλRk
Thus
θk(i−1)(a)∗τ1,ai = det
(
θk(i−1)(a)−1
)
gai
(
θk(i−1)(a)−1x
)
λRk . (12)
Recall that θn(a) is a diagonal matrix in Ak with diagonal entries in [M
n
1 ,M
n
2 ] So,
det
(
θk(i−1)(a)−1
) ≤M−k2(i−1)1 .
Furthermore, the operator norm of θk(i−1)(a)−1 is at most M
−k(i−1)
1 , so for a multi-index α
such that |α| = l ≤ m,
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∥∥∥gαai(θk(i−1)(a)−1x)∥∥∥∞ ≤M−(i−1)(kl)1 ‖gai‖Cm .
Combining these equations, we have that∥∥∥det (θk(i−1)(a)−1) gai(θk(i−1)(a)−1x)∥∥∥
Cm
≤M−(i−1)(km+k2)1 ‖gai‖Cm . (13)
Now
νa =
(
θk(n−1)(a)∗νan
) ∗ · · · ∗ νa1 (14)
=
(
θk(n−1)(a)∗νan
) ∗ · · · ∗ (τ1,θ(a1) + τ2,θ(a1))
=
(
θk(n−1)(a)∗νan
) ∗ · · · ∗ (θk(a)∗νa2) ∗ τ1,θ(a1)
+
(
θk(n−1)(a)∗νan
) ∗ · · · ∗ (θ2k(a)∗νa3) ∗ (θk(a)∗τ1,θ(a2)) ∗ τ2,θ(a1)
+
(
θk(n−1)(a)∗νan
) ∗ · · · ∗ (θ3k(a)∗νa4) ∗ (θ2k(a)∗τ1,θ(a3)) ∗ (θk(a)∗τ2,θ(a2)) ∗ τ2,θ(a1)
...
+
(
θ(n−1)k(a)∗νan
) ∗ (θ(n−2)k(a)∗τ1,θ(an−1)) ∗ (θ(n−3)k(a)∗τ2,θ(an−2)) ∗ · · · ∗ τ2,θ(a1)
+
(
θ(n−1)k(a)∗τ1,θ(an)
) ∗ (θ(n−2)k(a)∗τ2,θ(an−1)) ∗ · · · ∗ τ2,θ(a1)
+
(
θ(n−1)k(a)∗τ2,θ(an)
) ∗ · · · ∗ τ2,θ(a1)
Define ν2,a =
(
θ(n−1)k(a)∗τ2,θ(an)
) ∗ · · · ∗ τ2,θ(a1), and ν1,a = νa − ν2,a. By construction
ν2,a(Rk) < n. Thus 3. holds with η = − log(). By (14),
ν1,a =
n∑
i=1
(
θk(n−1)(a)∗νan
)∗· · ·∗(θik(a)∗νai+1)∗(θ(i−1)k(a)∗τ1,θ(ai))∗(θ(i−2)k(a)∗τ2,θ(ai−1))∗· · ·∗τ2,θ(a1).
By (12), (13), and Lemma 3.1, there exist functions g1, . . . , gn ∈ Cl such that for i = 1, . . . n,(
θk(n−1)(a)∗νan
)∗· · ·∗(θik(a)∗νai+1)∗(θ(i−1)k(a)∗τ1,θ(ai))∗(θ(i−2)k(a)∗τ2,θ(ai−1))∗· · ·∗τ2,θ(a1) = giλRk ,
and
‖gi‖Cm ≤M−(i−1)(km+k
2)
1 C
i−1.
Observe that ga =
∑n
i=1 gi is the Radon-Nikodym derivative of ν1,a, and as we chose  to
satisfy M
−(km+k2)
1 < 1, we have
‖ga‖Cm ≤
n∑
i=1
‖gi‖Cm (15)
≤
n∑
i=1
M
−(i−1)(km+k2)
1 C
i−1
<
C
1− M−(km+k2)1 .
4 Mixing of Diagonal Action
For t = (t1, . . . , tk0) ∈ Rk0 such that
t1, . . . , tk0 ∈ R and
k1∑
i=1
ti =
k2∑
j=1
tk1+j ,
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define
at := diag(e
t1 , . . . , etk1 , e−tk1+1 , . . . , e−k0),
btc := min
i=1,...,k0
ti,
and TtU := min
i∈{1,...,k1}
j∈{k1+1,...,k0}
ti + tj .
Fix a right-invariant metric dist on G, giving rise to the corresponding metric on X. Let H
be a subgroup of G, and for r > 0, let BH(r) denote the open ball centered at e of radius r in
H according to this metric. For a function ψ on X let
‖ψ‖Lip := sup
x,y∈X,x 6=y
|ψ(x)− ψ(y)|
dist(x, y)
.
With this notation Kleinbock and Margulis prove the following.
Theorem 4.1 ( [KM12] Theorem 1.3). There exists γ such that for any f ∈ C∞comp(U),
ψ ∈ C∞comp(X) and any compact L ⊆ X, there exists C = C(f, ψ, L) such that for all z ∈ L
and all t ∈ Rk, ∣∣∣∣∫
U
f(u)ψ(attuz)dλU −
∫
U
f
∫
X
ψ
∣∣∣∣ ≤ Ce−γbtc. (16)
This theorem almost suffices to prove the result, but we require a stronger understanding
of the constant C in the above theorem and the flexibility to pick f ∈ Cmcomp(U) for a fixed
m depending on G. We achieve this through the following stronger version of Theorem 1.3
of [KM12], which follows from Lemma 2.3 of their paper, convolving with an approximate
identity, and a small additional argument, which we have provided below.
Theorem 4.2 ( [KM12]). There exist γ and m ∈ N such that for any C1, C2, and f ∈
Cmcomp(U) such that
∫ |f | < C2 and ‖f‖Cm < C1, then for ψ ∈ C∞comp(X) and any compact
L ⊆ X, there exists C = C(C1, C2, ‖ψ‖Cm , ‖ψ‖Lip, L) such that for all z ∈ L and all t ∈ Rk,∣∣∣∣∫
U
f(u)ψ(attuz)dλU −
∫
U
f
∫
X
ψ
∣∣∣∣ ≤ Ce−γTtU.
Proof. Recall Lemma 2.3 of [KM12]
Lemma 4.3 ( Lemma 2.3 [KM12]). Let f ∈ Cmcomp(U), 0 < r < r0/2 and z ∈ X be such that
(i) suppf ⊂ BU (r), and
(ii) piz is injective on BG(2r), where piz : G→ X is defined as g 7→ gz.
Then for any ψ ∈ Cmcomp(X) ⊕ R1X with
∫
X
ψ = 0, there exists E = E(‖ψ‖Cm , ‖ψ‖Lip) such
that for any t ≥ 0 and z ∈ X one has∣∣∣∣∫
U
f(u)ψ(atuz)
∣∣∣∣ ≤ E (r ∫
U
|f |+ r−(2m+N/2)‖f‖Cme−γt
)
, (17)
where γ and m are found according to the special gap of the G action on L2(X) and N =
k21 + k
2
2 + k1k2 − 1.
Note that this version differs slightly from the version in [KM12]. Indeed, the Cm norm
in equation (17) could be replaced with the (m, 2)-Solbolev norm and the space which ψ lies
in could be generalized to Lipschitz functions in the (m, 2)-Solbolev space. Furthermore, we
have changed E from being a function of merely ψ to a function of the Cm norm of ψ and
the Lipschitz norm of ψ. The final line on page 390 of [KM12] and the second display on
page 391 of [KM12] justify this strengthening of the definition of E. Then, observation of the
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second and fifth displays on page 395 of [KM12] finishes the proof that C in Theorem 4.1 can
be calculated as a function of
∫
U
|f |, ‖f‖Cm , ‖ψ‖Cm , ‖ψ‖Lip, and L.
To generalize the statement of Theorem 4.1 to cover f ∈ Cmcomp(X), one need only convolve
f with a smooth approximate identity as follows. Let Ωn be a sequence of open neighborhoods
of the identity in U such that ∩∞n=1Ωn = {e} and let hn ∈ C∞comp be a sequence of positive
functions such that
∫
hndλU = 1 and supp(hn) ⊆ Ωn. Then for any f ∈ Cmcomp(U), ψ ∈
C∞comp(X), u ∈ U , t ∈ Rk, z ∈ X and n ∈ N,
f ∗ hn ∈ C∞comp(U), lim
n→∞ f ∗ hn(u) = f(u),
lim
n→∞
∫
U
f∗hn(u)dλU (u) =
∫
U
f(u)dλU (u), lim
n→∞
∫
U
f∗hn(u)φ(atuz)dλU (u) =
∫
U
f(x)φ(atuz)dλU (u),
‖f ∗ hn‖Cm ≤ ‖f‖Cm , and
∫
|f ∗ hn|dλU ≤
∫
|f |dλU .
Combining these allows one to generalize to f ∈ Cmcomp(X).
Finally, one must show that btc can be replaced by TtU in equation (16). For this improve-
ment, observe that if t ∈ Rk and TtU = t then there exist t1, t2 ∈ Rk such that at = at1at2 ,
and bt2c = t. Let ψ be given and define ψ˜(x) = ψ(at1x). Then ‖ψ˜‖Cm = ‖ψ‖Cm , and
‖ψ˜‖Lip = ‖ψ‖Lip. Thus the theorem holds by applying the strengthened form of Theorem 4.1
we proved above to ψ˜.
Remark 4.4. The m in Theorem 1.5 will be chosen so that m− 1 satisfies Theorem 4.2.
5 Large Deviations for products of i.i.d. Random vari-
ables
The following Lemma I learned from conversations with Benoist and Quint, and it appears in
the literature as the Chernoff bound
Lemma 5.1 ( [Che52] Theorem 1). Let X1, X2, . . . be real valued i.i.d. random variables with
E(et|Xi|) < ∞ for some t > 0. Let ρ = E(Xi), and Sn = X1 + · · · + Xn. Let  > 0. Then
there exists η > 0 such that
P
(∣∣∣∣Snn − ρ
∣∣∣∣ > ) < e−nη.
Corollary 5.2. Let X1, X2, . . . be i.i.d. positively valued random variables with ρ = E ln(X) <
∞ and E(e| ln(Xi)|) < ∞. Let ρ1 < ρ < ρ2, and Sn = X1 · . . . ·Xn. Then there exists η > 0
such that
P (Sn < e
nρ1) < e−ηn,
and
P (Sn > e
nρ2) < e−ηn.
Proof. Let Yi = ln(Xi) and Tn = Y1 + · · ·+Yn. Then E(Yi) = µ and by assumption for t ≤ 1,
we have that E(et|Yi|) <∞. So by Lemma 5.1 there exists η > 0 such that
P (Sn < e
nρ1) = P (Tn < nρ1)
= e−ηn.
The second statement follows similarly.
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Corollary 5.3. Let µA be the asymptotically U -expanding compactly supported measure on
A given in Theorem 1.5. Recall that for i = 1, . . . , k0 we defined αi = E(lnpii(µA)). For
i ∈ {1, . . . , k1} and j ∈ {k1 + 1, . . . , k0} let βi,j = (αi − αj)/2, and
En =
a = diag(ea1 , . . . , eak0 ) ∈ Ak0 :
For all i ∈ {1, . . . , k1} and
j ∈ {k1 + 1, . . . , k0}
ai − aj > nβi,j

Then there exists η > 0 such that
µ∗nA (En) > 1− e−ηn.
Proof. It suffices to show for each for i ∈ {1, . . . , k1} and j ∈ {k1 + 1, . . . , k0} that there exists
an ηi,j such that
µ∗nA ({a = diag(a1, . . . , ak0) : ai − αj > nβi,j}) > 1− e−ηi,jn.
This follows from Corollary 5.2.
Let us conclude this section by proving that the measures we consider are uniformly ex-
panding as defined in equations (3) and (4). Note that, a reader concerned only with the proof
of Theorem 1.5 could skip the remainder of this section, as the condition that the measures
are uniformly expanding is not used in the proof of Theorem 1.5.
Let sl(k0,R) denote the Lie algebra of SL(k0,R) and u denote the sub-Lie algebra of
sl(k0,R) corresponding to U . Let Q denote the euclidean projection from sl(k0,R) ⊆ Matk0×k0
to u.
Proposition 5.4. Suppose µ is an absolutely continuous measure on Rk, and v 6= 0 is an
arbitrary element of sl(k0,R). Then for µ-a.e. x ∈ Rk,
Q(Ad(u(x))v) 6= 0.
Proof. Generally, if one has a unipotent group W acting on a vector space V , L is the subspace
of W fixed vectors and PL is the projection onto L, then for an v 6= 0 ∈ V , {w ∈W : PL(wv) =
0} is a proper algebraic sub variety of W . In the case at hand the U fixed vectors is exactly
Q(sl(k,R)), and PL = Q. Then since the measure u∗µ is absolutely continuous with respect
to the Haar measure on U , the claim follows.
For a more concrete proof, let v 6= 0 ∈ sl(k0,R) be given. Let A ∈ Matk1×k1 , B ∈ Matk1×k2 ,
C ∈ Matk2×k1 , and D ∈ Matk2×k2 be such that
v =
[
A B
C D
]
.
Then for x ∈ Rk ∼= Matk1×k2 ,
Ad(u(x))v =
[
1 x
0 1
] [
A B
C D
] [
1 −x
0 1
]
=
[
A+ xC B −Ax + xD − xCx
C D − Cx
]
If A,C,D are zero matricies then B 6= 0 and
Q (Ad(u(x))v) = Q
([
0 B
0 0
])
= v 6= 0 for all x ∈ Rk.
If C 6= 0, then
Q (Ad(u(x))v) =
[
0 B −Ax + xD − xCx
0 0
]
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is a nontrivial quadratic in Rk. Hence is non-zero almost everywhere with respect to an
absolutely continuous measure.
If C = 0, then the i, jth entry of B −Ax + xD is
bij −
k1∑
l=1
ailxlj +
k2∑
l=1
xildlj .
Thus for the claim to be false, for i ∈ {1, . . . , k1} and j ∈ {1, . . . , k2},
gij(x) := bij +
k1∑
l=1
ailxlj −
k2∑
l=1
xildlj ,
must be identically 0. Hence B = 0, aij = 0 if i 6= j, dij = 0 if i 6= j, and
a11 = · · · = ak1k1 = d11 = · · · = dk2k2 .
However, this implies trace(v) 6= 0 and v 6∈ sl(k0,R).
Proposition 5.5. Fix v ∈ sl(k0,R) such that Q(v) 6= 0, then there exists η > 0 and α > 0
for all n ∈ N,
µNA
(
a = (a1, a2, . . . ) ∈ ANk0 :
1
n
log ‖Ad(an . . . a1)v‖ < α
)
< e−ηn.
Proof. Fix n ≥ k. Recall that for i = 1, . . . , k0, we defined αi = E(lnpi(µA)) and for i ∈
{1, . . . , k1} and j ∈ {k1 + 1, . . . , k0} we defined βi,j = (αi − αj)/2. Let β= min{|βi,j |} and
α = β ln ‖v‖. Then for a ∈ Ank0 such that Π(a) ∈ En,
1
n
log ‖Ad(an . . . a1)v‖ ≥ 1
n
log
(
enβ‖v‖) = α.
Thus the claim follows from Corollary 5.3.
Proposition 5.6. The measure µ = µA ∗ µU where µA is uniformly expanding and µU =
u∗φ∗λ[0,1] for a totally non-planar function φ : [0, 1] → Rk is a C1 uniformly expanding
function. Note that, we only require φ to be C1 here.
Proof. Let us adjust the notation from Section 3 for this proof. For n ∈ N, define the map
θ : Ank0 → Ank as
θ(a1, . . . , an) =
(
θn−1(a1, . . . , an−1), θn−1(a1, . . . , an−2), . . . , θ1(a1), e
)
,
where θi is as defined in Equation (8). For a ∈ Ank , define Φn,a : [0, 1]n → Rk as
Φn,a(x1, . . . , xn) :=
n∑
i=1
aiφ(xi).
As shown in equation (9), for n ∈ N and measurable function f on G,∫
G
fdµ∗n =
∫
Ank0
∫
[0,1]n
f
(
Π(a)u
(
Φn,θ(a)(x)
))
dλ[0,1]n(x)dµ
n
A(a).
For n ≥ k and all a ∈ Ank0 ,
(Φn,θ(a))∗λ[0,1]n = τn ∗ (Φk,θ(a))∗λ[0,1]k ,
for some probability measure τn. By Lemma 2.3, (Φk,θ(a))∗λ[0,1]k is absolutely continuous
with respect to Lebesgue measure on Rk. Thus for n ≥ k,
µ∗n =
∫
Π(a)∗u∗νadµnA(a), (18)
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where νa is an absolutely continuous measure on Rk.
Fix v 6= 0 ∈ sl(k,R). By combining Propositions 5.4 with equation(18), it follows that for
µn almost every (g1, . . . , gn) ∈ Gn, that
Ad(gn . . . g1)v = Ad(a)Ad(u)v, with Q(Ad(u)v) 6= 0
for some a ∈ Akk0 and u ∈ U . Thus by Proposition 5.6 there exist a α > 0 and an η > 0 such
that for n ≥ k,
µn
(
g = (g1, g2, . . . ) ∈ GN : 1
n
log ‖Ad(gn . . . g1)v‖ < α
)
< e−ηn.
Hence by the Borel Cantelli lemma,
µN
(
g = (g1, g2, . . . ) ∈ GN : 1
n
log ‖Ad(gn . . . g1)v‖ < α for infinitely many n
)
= 0.
Thus almost surely with respect to µN and every v 6= 0 ∈ sl(k0,R),
lim
n→∞
1
n
log ‖Ad(gn . . . g1)v‖ > 0.
6 Proof of Theorem 1.5
This section combines Lemma 3.2, the exponential mixing results of [KM12], and Corollary
5.2 to prove Theorem 1.5.
Proof. Let L be a compact subset of X. Choose η1 > 0 and m ∈ N to satisfy Theorem 4.2
and assume that φ is Cm+1. Fix f ∈ C∞c (X), z ∈ L, and n ∈ N. Then by (11)∫
X
fd(µ∗kn ∗ δz) =
∫
(Akk0
)n
∫
Rk
f (Πn(a)u(x)z) dνa(x)d(µkA)
n(a).
By applying Lemma 3.2 to each a ∈ (sup(µA)k)n, there exist η2, C1 > 0, and νa = gaλRk+ν2,a
such that ν2,a(Rk) < e−η2n, and ‖ga‖Cm < C1. Hence∫
G
fd(µ∗kn ∗ δz) =
∫
(Akk0
)n
∫
Rk
ga(x)f (Πn(a)u(x)z) dλRk(x)d(µ
k
A)
n(a) (19)
+
∫
(Akk0
)n
∫
Rk
f (Πn(a)u(x)z) dν2,a(x)d(µkA)
n(a).
For a ∈ (sup(µA)k)n such that Π(a) ∈ Enk, we will apply Theorem 4.2 to∫
Rk
ga(x)f (Πn(a)u(x)z) dλRk(x).
For such a ∈ Enk, Πn(a) = at, with t = (t1, . . . , tk0), ti− tj > n(αi−αj)/2 for i ∈ {1, . . . , k1}
and j ∈ {k1 +1, . . . , k0}, and ti < nβi for i = k1 +1, . . . , k0. Recall that β = mini=1,...,k0{|βi|}.
Then TtU > nkβ. By construction ga is positive and ∫ |ga| dλRk < 1. Thus with C =
C(C1, 1, f, L) satisfying Theorem 4.2, for a ∈ (sup(µA)k)n such that Π(a) ∈ Enk∣∣∣∣∫
Rk
ga(x)f (Πn(a)u(x)z) dλRk(x)−
∫
Rk
ga
∫
X
f
∣∣∣∣ = ∣∣∣∣∫
Rk
ga(x)f (atu(x)z) dλRk(x)−
∫
Rk
ga
∫
X
f
∣∣∣∣
≤ Ce−η1nkβ . (20)
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By Corollary 5.3 there exists η3 > 0 such that
(µkA)
n(Ekn) > 1− eη3kn. (21)
Thus by combining (19), (20), and (21),∣∣∣∣∫
X
fd(µ∗kn ∗ δz)−
∫
X
f
∣∣∣∣ ≤
∣∣∣∣∣
∫
(Akk0
)n
∫
Rk
ga(x)f (Πn(a)u(x)z) dλRk(x)d(µ
k
A)
n(a)−
∫
X
f
∣∣∣∣∣
+
∣∣∣∣∣
∫
(Akk0
)n
∫
Rk
f (Πn(a)u(x)z) dν2,a(x)d(µkA)
n(a)
∣∣∣∣∣
≤
∣∣∣∣∫
Enk
[∫
Rk
ga(x)f (Πn(a)u(x)z) dλRk(x)−
∫
Rk
ga
∫
X
f
]
d(µkA)
n(a)
∣∣∣∣
+
∫
a:Π(a)∈Enk
∣∣∣∣∫
Rk
gadλRk(x)
∫
X
f −
∫
X
f
∣∣∣∣ d(µkA)n(a)
+
∫
a:Π(a)∈Ecnk
[∫
Rk
ga(x)‖f‖∞dλRk(x) +
∣∣∣∣∫
X
f
∣∣∣∣] d(µkA)n(a)
+‖f‖∞e−η2n
≤ C2e−η1nβ + e−η2n
∣∣∣∣∫
X
f
∣∣∣∣+ e−η3kn(‖f‖∞ + ∣∣∣∣∫
X
f
∣∣∣∣)+ ‖f‖∞e−η2n.
7 Proof of Corollary 1.6
Corollary 1.6 is a result of the following more general lemma:
Lemma 7.1. Let H be a group acting on a homogeneous space Y with H-invariant measure
λY . Let µ be a measure on H. Suppose for any compact set L ⊆ Y , f ∈ Cc(Y ), and  > 0,
that there exists an N ∈ N, such that for any z ∈ L and n > N ,∣∣∣∣∫ fd(µ∗n ∗ δz)− ∫ f dλY ∣∣∣∣ < . (22)
Let g1, g2, . . . be i.i.d with law µ. Then for every z ∈ Y and f ∈ Cc(Y ), for almost every
(g1, g2, . . . ) with respect to µ
⊗N
1
n
n∑
i=1
f(gi . . . g1z)→
∫
f dλY .
Proof. Let f be a continuous function on Y such that
∫
fdλX = 0 and let z ∈ X be given. Fix
 > 0 be given and fix a compact set L such that λX(L) > 1−  and z ∈ L. By simultaneously
applying (22) to f and a function ψ ∈ Cc(Y ) which takes values in [0, 1] and is 1 on L, there
exists N ∈ N such that for n ≥ N and y ∈ L,
µ∗n ∗ δy(Lc) < ,
and ∣∣∣∣∫ f(gy)dµ∗n(g)− ∫ fdλX ∣∣∣∣ < .
Let ν = µ⊗N be the product measure on H⊗N. Then for n > 2N ∈ N,∫ (
1
n
n∑
i=1
f(gi . . . g1z)
)2
dν ≤ 1
n2
3Nn‖f‖2∞
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+
2
n2
∣∣∣∣∣∣∣∣
∑
N≤i<j≤n:
|i−j|≥N
∫
1L(gi . . . g1z)f(gi . . . g1z)f(gj . . . g1z)dν
∣∣∣∣∣∣∣∣
+
1
n2
∣∣∣∣∣∣∣∣
∑
N≤i,j≤n:
|i−j|≥N
∫
1Lc(gi . . . g1z)f(gi . . . g1z)f(gj . . . g1z)dν
∣∣∣∣∣∣∣∣
≤ 3Nn
n2
‖f‖2∞ +
2
n2
∑
N≤i<j≤n:
|i−j|≥N
‖f‖∞+ 1
n2
∑
N≤i,j≤n:
|i−j|≥N
µ∗i ∗ δy(Lc)‖f‖2∞.
As  was arbitrary as n→∞,
∫ (
1
n
n∑
i=1
f(gi . . . g1z)
)2
dν → 0.
Let δ > 0. By Chebyshev’s inequality for every n ∈ N,
P
(
1
n
∣∣∣∣∣
n∑
i=1
f(gi . . . g1z)
∣∣∣∣∣ > δ
)
≤ 1
δ2
∫ (
1
n
n∑
i=1
f(gi . . . g1z)
)2
dν.
Since the right hand side goes to 0 for every δ > 0, the claim follows.
8 Proof of Theorem 1.7
Recall that in this case, φ : [0, 1]→ Rk was a piecewise Cm+1 function and x1, . . . , xk ∈ [0, 1]
were such that R-span{φ′(x1), . . . , φ′(xk)} = Rk. We fixed 0 < c < 1 and a second arbitrary
compactly supported probability measure µR on Rk. Then define
µU = u∗(cφ∗λ[0,1] + (1− c)µR).
Since φ is piecewise differentiable, for each i ∈ {1, . . . , k} there exists a neighborhood Ii of xi
such that φ is differentiable on Ii. Define Fφ : A
k
k × I1 × . . .× Ik → Rk as
(a1, . . . , ak, y1, . . . , yk) 7→ det [a1ψ′(y1), . . . , akψ(yk)] .
Let x = (x1, . . . , xk) ∈ [0, 1]k where x1, . . . , kk are the fixed points in the problem statement.
Recall remark 2.6. The proof of Lemma 2.4 only required differentiability in a neighborhood
of x0. Thus there exist a neighborhood Ωe of e ∈ Akk, and r > 0 such that Fφ(a,y) is bounded
away from 0 on Ωe× Ir(x), and for a ∈ Ωe, Φa(y) :=
∑k
i=1 aiφ(yi) is injective on Ir(x). Thus
by remark 2.6 and Lemma 2.5, there exist C > 0 and ga ∈ Cm and τa,2 for all a ∈ Ωe such
that
Φa(λ[0,1]k
∣∣
Ir(x)
) = gaλRk + τa,2,
‖ga‖Cm < C, and τ2,a < δ, where we choose δ = 12λ[0,1](Ir(x)). Hence gaλRk(Rk) > δ.
Recall that for a fixed a ∈ Ak0 , define Ca ∈ Ak to be the unique diagonal matrix such
that a−1u(x)a = u(Cax). Pick  > 0 such that for every a ∈ Ak0,, we have that Ca ∈ Ωe,
Ca ∈ Ak,2, and (e2)k2+kmδ < 1. For a ∈ (Akk0,)n define νa as in (10). Recall (14). By
applying this same decomposition to νa, we can write νa as a sum of an absolutely continuous
measure ga λRk and a second measure τ2,a such that τ2,a(Rk) < δn. Furthermore, since we
chose (e2)k
2+kmδ < 1, by arguing as in (15), we can uniformly bounded ‖ga‖Cm . Thus we
have the following version of Lemma 3.2 in this case:
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Lemma 8.1. There exist η > 0 and C1 > 0 such that for all n ∈ N if a ∈ (Akk0,)n, then there
exist positive measures ν1,a and ν2,a on Rk such that
1. νa = ν1,a + ν2,a
2. ν1,a = gaλRk and ‖ga‖Cm < C1
3. ν2,a(Rk) < e−ηn.
With this Lemma, by arguing as in the proof of Theorem 1.5, the proof of Theorem 1.7
follows .
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