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1. Introduccio´n.
¿Es posible determinar mediante experimentos el estado de un sistema cua´ntico? Esta pre-
gunta se formulo´ en los inicios de la historia de la meca´nica cua´ntica [1], y la posibilidad de
determinar dichos estados ha sido un rompecabezas para los f´ısicos desde mitades del S.XX, ini-
ciado con el art´ıculo en el que Fano explicaba los fundamentos del problema de la reconstruccio´n
de estados [2]. Hubo que esperar hasta finales de siglo para observar un ‘boom’ en el estudio
de los problemas de reconstruccio´n de los estados cua´nticos [3], donde los trabajos teo´ricos de
Vogel y Risken [4] permitieron a Smithey, Beck, Raymer y Faridani, en 1993, realizar el primer
experimento de reconstruccio´n en el campo de la o´ptica [5].
Antes de continuar necesitamos definir que´ entendemos, en general, por estado cua´ntico.
Segu´n la definicio´n dada por Leonhardt [6], conocer un estado significa conocer la mayor in-
formacio´n estad´ıstica posible sobre todas las cantidades f´ısicas de un objeto f´ısico. En general,
cuando hablamos de la “mayor informacio´n estad´ıstica posible” nos referimos a las distribuciones
de probabilidad.Por lo tanto, conocer el estado de un sistema significa conocer las distribuciones
de probabilidad correspondientes a las mediciones de cualquier posible observable perteneciente
a dicho sistema. Expresado en te´rminos matema´ticos, una de las diferencias clave entre la f´ısica
cla´sica y la cua´ntica se observa claramente dado que, mientras que cla´sicamente un sistema viene
caracterizado como un punto en el espacio de fases, un sistema cua´ntico esta´ descrito por un
vector normalizado |Ψ〉 en el espacio de Hilbert o, ma´s generalmente, por el operador densidad
ρ =
∑
i pi|Ψ〉〈Ψ|, un operador hermı´tico no-negativo de traza unidad en el espacio de Hilbert.
De todas maneras, es posible representar probabilidades de densidad de estados cua´nticos
en el espacio de fases, siendo la funcio´n de Wigner una de las ma´s conocidas [7]. La funcio´n
de Wigner proporciona una descripcio´n precisa para ciertas mediciones realizadas en sistemas
cua´nticos, pero a costa de ser potencialmente negativa. Por ello, la funcio´n de Wigner no puede
ser interpretada como una distribucio´n de probabilidad en el sentido estricto, y nos referimos a
ella como distribucio´n de quasi-probabilidad.A pesar de que el concepto de probabilidad negativa
pueda parecer que carece de sentido f´ısico, esta posibilidad ha sido estudiada por grandes f´ısicos
como Dirac [8] y Feynman [9]. Aceptando esta posibilidad, la meca´nica cua´ntica en su conjunto
puede ser reformulada en te´rminos de la dina´mica de la funcio´n de Wigner en el espacio de fases
[10].
Si conocer un estado significa conocer toda la informacio´n estad´ıstica del sistema, ¿podemos
seguir el camino en la otra direccio´n? Es decir, si conocie´semos toda la informacio´n estad´ıstica
de un sistema, ¿podr´ıamos conocer el estado cua´ntico del sistema? Como un experimento real
no puede obtener toda la informacio´n estad´ıstica posible, una pregunta ma´s pra´ctica ser´ıa:
¿podemos obtener razonablemente bien el estado cua´ntico del sistema midiendo informacio´n
estad´ıstica correspondiente a un nu´mero finito de observables? Por el momento esta´ claramente
establecido que no es posible determinar el estado de un sistema individual [11, 12]; debido a
que con una u´nica medida de un observable se obtiene un valor, correspondiente a la proyeccio´n
del estado original en el vector propio. Este hecho, aparte de no revelar mucha informacio´n,
perturba el sistema objeto de la medida provocando que, tras esta, nos encontremos con un
sistema diferente al que deseamos determinar. De todas maneras, es posible medir un conjunto de
sistemas previamente preparados para que sean ide´nticos. En este caso cada sistema es preparado
en un estado mediante el mismo procedimiento y medido una u´nica vez. Por tanto, se pueden
realizar mu´ltiples medidas de sistemas preparados en el mismo estado sin preocuparse de que
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la medida perturbe el sistema a estudiar [11, 12]. La medida final obtenida, tras aplicarle una
transformacio´n matema´tica a los datos estad´ısticos, es el estado del conjunto de sistemas y, por
tanto, el de cualquier sistema individual del conjunto.
Ahora bien, ¿cua´ntos observables son necesarios para caracterizar estad´ısticamente un es-
tado? En general el nu´mero de observables necesarios sera´ proporcional a la complejidad del
sistema, y como mı´nimo se necesitan dos observables que no conmuten [11, 12]. Esta pregun-
ta esta relacionada con “la pregunta de Pauli”. W. Pauli, en 1933, escribio´ lo siguiente: “The
mathematical problem, as to whether for given functions W (x) and W (p), the wave function
|Ψ〉, if such function exists, is always uniquely determined, has still not been investigated in all
its generality” [13]. Pauli se refer´ıa a las funciones W (x) = |Ψ(x)|2 y W (p) = |Ψ(p)|2 como las
distribuciones de probabilidad de la posicio´n y el momento de una part´ıcula, respectivamente.
En tres dimensiones la respuesta a dicha pregunta es no. Para estados puros en una dimensio´n,
el conocimiento de ambas distribuciones es suficiente para reconstruir la funcio´n de onda excepto
por el signo de la fase compleja [14, 15, 16]. Aun as´ı, en el caso de estados mixtos, se necesitan
ma´s de dos distribuciones de probabilidad para reconstruir un estado.
Debido a que varios de los primeros trabajos experimentales sobre medidas de estados cua´nti-
cos analizaba la coleccio´n de datos estad´ısticos usando una te´cnica matema´tica (la transformada
de Radon, que veremos ma´s adelante en detalle) muy similar a la usada en imagen me´dica,
un nombre generalmente aceptado para designar a las medidas de los estados cua´nticos es la
Tomograf´ıa Cua´ntica (QST, de las siglas en ingle´s de Quantum State Tomography, o Quantum
Tomography)1. Tras el trabajo pionero del grupo de Raymer, en la rama de la o´ptica cua´ntica,
se puede ver como la tomograf´ıa cua´ntica ha tomado fuerza experimentalmente. Algunos de los
sistemas que se han medido son estados del momento angular de los electrones [17], el campo
[5, 18, 19, 20] y la polarizacio´n [21] de los estados de pares de fotones, vibraciones moleculares
[22], haces de a´tomos [23] y espines nucleares [24].
En la o´ptica cua´ntica, la tomograf´ıa cua´ntica ha sido aplicada experimentalmente para re-
construir los estados cua´nticos de la luz. Y es en esta rama de la f´ısica en la que ma´s esta´ evo-
lucionando. Pero, ¿por que´ la luz y no otros objetos cua´nticos? Los la´seres pueden generar luz
de excelente calidad, existen dispositivos o´pticos capaces de procesar la luz con gran precisio´n,
y hay disponibles detectores de gran calidad capaces de medir propiedades cua´nticas de la luz.
Y no solo esto, sino que la o´ptica cla´sica es una teor´ıa bien establecida, por lo que podemos cen-
trarnos en los efectos cua´nticos. Adema´s, a diferencia de la meca´nica cua´ntica de las part´ıculas,
en la o´ptica cua´ntica existe la oportunidad de medir todas las posibles combinaciones lineales de
la posicio´n Q y el momento P de un oscilador armo´nico, representado por un modo individual
del campo electromagne´tico. Una mayor comprensio´n de la luz permitir´ıa avanzar ramas de la
tecnolog´ıa tan importantes como las comunicaciones, o ganar un mayor conocimiento sobre el
comportamiento de la materia.
1Tomograf´ıa es el procesamiento de ima´genes por secciones. Un aparato usado en tomograf´ıa es llamado
tomo´grafo, mientras que la imagen producida es un tomograma. En la mayor´ıa de los casos se basa en un
procedimiento matema´tico llamado reconstruccio´n tomogra´fica.
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2. Objetivos.
El hecho de no poder ver objetos f´ısicos en toda su complejidad es una de las caracter´ısticas
fundamentales de la meca´nica cua´ntica. El principio de incertidumbre de Heisenberg, introducido
en 1927, es uno de los ejemplos ma´s famosos, segu´n el cual, cuanto ma´s conocemos la posicio´n
de una part´ıcula, menos podemos determinar su momento, y viceversa [25]. No obstante, no
hay grandes obsta´culos que nos impidan observar aspectos complementarios en una serie de
experimentos diferentes sobre objetos cua´nticos iguales.
La principal motivacio´n de este trabajo es comprender co´mo podemos determinar mediante
experimentos cantidades f´ısicas de objetos cua´nticos. La apariencia de la meca´nica cua´ntica como
algo abstracto, incluso lejano a la realidad, es una idea extendida. No hay que buscar demasiado
para encontrar citas al respecto, como la de Richard Feynman: “Si usted piensa que entiende
a la meca´nica cua´ntica... entonces usted no entiende la meca´nica cua´ntica” [26]. El hecho de
desenredar las ideas en torno a la posibilidad o no de determinar estados cua´nticos me parece
algo de gran importancia para obtener una visio´n ma´s amplia sobre esta teor´ıa. A lo largo de
este trabajo, estudiaremos la reconstruccio´n de estados cua´nticos de la mano de la tomograf´ıa
cua´ntica.
En el cap´ıtulo 3 introduciremos el objeto cua´ntico a tratar: la luz; sin duda uno de los objetos
f´ısicos ma´s fascinantes e importantes. En esta seccio´n se incluye tambie´n informacio´n sobre dis-
tintos estados cua´nticos del oscilador electromagne´tico. En el capitulo 4 presentamos la primera
pieza del rompecabezas, la distribucio´n de Wigner, as´ı como su relacio´n con las distribuciones de
cuasiprobabilidad y la f´ısica cua´ntica. La seccio´n 5 esta´ dedicada a la transformada de Radon,
una de las herramientas fundamentales para la reconstruccio´n tomogra´fica de ima´genes. No es
hasta el apartado 6 donde se explica la parte experimental de la reconstruccio´n. Finalmente,
en el cap´ıtulo 7, juntamos todas las piezas para la reconstruccio´n tomogra´fica de los estados
cua´nticos.
Una parte importante de este proyecto se centra en el uso de herramientas visuales para
una mejor comprensio´n del problema. Por tanto, gracias a programas como Matlab, Wolfram
Mathematica o GNUplot, representaremos las funciones de onda y las distribuciones de Wigner
de diferentes estados, el funcionamiento de la transformada de Radon as´ı como el proceso de
reconstruccio´n de diferentes estados paso a paso hasta llegar a la matriz de densidad. Confiando
en que un buen uso de figuras e ima´genes permita obtener una visio´n ma´s amplia sobre los temas
tratados y una mayor comprensio´n sobre estos.
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3. Sistemas y estados cua´nticos.
3.1. Luz, campo electromagne´tico y osciladores armo´nicos.
En una serie de experimentos llevados a cabo a finales de 1845 Michael Faraday demostro´ el
efecto ahora conocido como rotacio´n de Faraday, la primera evidencia de que la luz estaba re-
lacionada con el electromagnetismo. Faraday ten´ıa la intuicio´n de que hab´ıa una relacio´n muy
estrecha entre los feno´menos de la luz, la electricidad y el magnetismo y, pese a que no pudo
formular sus ideas matema´ticamente, su trabajo inspiro´ los estudios de James Clerk Maxwell so-
bre el electromagnetismo y la luz. Maxwell descubrio´ que cualquier onda electromagne´tica en el
vac´ıo viaja a la velocidad de la luz, y concluyo´ con que la luz es un tipo de onda electromagne´tica
publicando, en 1873, ‘A treatise on Electricity and Magnetism’, en donde daba una descripcio´n
matema´tica completa sobre el comportamiento de los campos ele´ctricos y magne´ticos, conocida
como ecuaciones de Maxwell. Poco despue´s, Heinrich Hertz lo confirmo´ experimentalmente. Ya
en 1900, Max Planck sugirio´ que, pese a que la luz fuera una onda, esta podr´ıa ganar o perder
energ´ıa solo en cantidades finitas relacionadas con su frecuencia. En 1905, Albert Einstein uso´ es-
ta idea para explicar el efecto fotoele´ctrico, y en 1923 Arthur Holly Compton demostro´ que el
efecto Compton pod´ıa explicarse con una teor´ıa de part´ıculas de la luz pero no con una teor´ıa on-
dulatoria. Fue en 1926 cuando Gilbert N. Lewis nombro´ estas part´ıculas de luz como fotones [27].
El estado cua´ntico de un foto´n |k, µ〉 perteneciente al modo (k, µ) posee las siguientes pro-
piedades:
Un foto´n no tiene masa: mfoton = 0.
La energ´ıa de un foto´n es hν con ν = c|k|, siendo k el vector de ondas y c la velocidad de
la luz; H|k, µ〉 = hν|k, µ〉 con ν = c|k|.
El momento electromagne´tico del foto´n es ~|k|, con ~ = h/2pi; PEM |k, µ〉 = ~k|k, µ〉.
La polarizacio´n µ = +1,−1 es el valor propio de la componente z del esp´ın del foto´n,
Sz|k, µ〉 = µ|k, µ〉.
El hamiltoniano del campo electromagne´tico viene dado por la siguiente expresio´n:
H =
∑
k,µ
~ω
(
a†(µ)(k)a(µ)(k) +
1
2
)
(1)
Si miramos el hamiltoniano del oscilador armo´nico cua´ntico, podemos ver que su hamiltoniano
es similar al del campo electromagne´tico
Hˆ = ~ω
(
nˆ+ 12
)
(2)
Donde ω = 2pi; ν; es la frecuencia fundamental del oscilador y nˆ = aˆ†aˆ. El estado de mı´nima
energ´ıa del oscilador viene designado por |0〉 y se le conoce como el estado de vac´ıo cua´ntico.
Los operadores aˆ† y aˆ son los operadores creacio´n y aniquilacio´n respectivamente.
Suponemos que tenemos un numero de osciladores armo´nicos no interactuantes en una di-
mensio´n, cada uno de ellos con su frecuencia fundamental wi. Como son independientes, el
hamiltoniano es una suma y, sustituyendo i → (k, µ) en (3) obtenemos la expresio´n del hamil-
toniano del campo electromagne´tico (1).
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H =
∑
i
~ωi
(
a†(i)a(i) + 12
)
(3)
Resumiendo este apartado; nuestro sistema cua´ntico a estudiar es la luz, trata´ndose esta de
un rango de longitudes de onda del espectro electromagne´tico. Podemos estudiar estas ondas
electromagne´ticas como si se tratasen de una suma de osciladores armo´nicos no interactuantes.
De aqu´ı en adelante nuestro sistema pasa a ser el oscilador armo´nico en una dimensio´n, tambie´n
conocido en este caso como oscilador electromagne´tico, y procedemos a estudiar diversos de sus
estados como el del vac´ıo cua´ntico, los estados de Fock, coherentes y comprimidos, as´ı como la
superposicio´n y mezcla de estados. Podemos ver representadas las funciones de onda de alguno
de estos estados en el ape´ndice A.
3.2. Estados de la energ´ıa o estados de Fock.
Una base viene dada por el conjunto de vectores propios |n〉 del hamiltoniano del sistema,
obtenidos resolviendo la ecuacio´n de Schro¨dinger para los valores propios.
H|n〉 = En|n〉
Dichos estados son ortogonales y forman una base completa. Mediante la accio´n de los operadores
creacio´n y aniquilacio´n podemos obtener una relacio´n (4) que conecta el estado |n〉 con el del
vac´ıo |0〉.
a|0〉 ∝ 0
a†|n〉 = |n+ 1〉√n+ 1
a|n〉 = |n− 1〉√n
|n〉 = (a
†)n√
n!
|0〉 (4)
El valor propio correspondiente a la energ´ıa de cada uno de estos estados es En = ~ω
(
n+ 12
)
.
Como las energ´ıas son equidistantes, |n〉 puede ser visto como un estado que contenga n part´ıculas
de energ´ıa hν. Dichos estados, en el caso en el que las part´ıculas sean fotones, son conocidos
como estados de Fock.
Podemos representar los operadores creacio´n y aniquilacio´n, y el estado de Fock (5) en la
representacio´n de coordenadas. Siendo xˆ y pˆ los operadores correspondientes a la posicio´n y al
momento lineal respectivamente.
aˆ =
√
mω
2~
(
xˆ+
i
mω
pˆ
)
aˆ† =
√
mω
2~
(
xˆ− i
mω
pˆ
)
ψn(x) =
1√
2n n!
·
(mω
pi~
)1/4 · e−mωx22~ ·Hn(√mω~ x
)
, n = 0, 1, 2, . . . (5)
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3.3. Estados coherentes.
Los estados coherentes fueron estudiados por Schro¨dinger en 1926, y redescubiertos por Klau-
der, Glauber y Sudarshan a principios de 1960. El te´rmino coherente tiene su origen en la termi-
nolog´ıa usada en o´ptica cua´ntica[28], donde se refiere a estados del campo electromagne´tico que
describen una coherencia ma´xima y un tipo de comportamiento cla´sico. Se tratan de estados de
mı´nima incertidumbre, con la desviacio´n esta´ndar igual para el momento y la posicio´n.
Matema´ticamente, un estado coherente |α〉 esta´ definido como el u´nico vector propio del
operador aniquilacio´n a† asociado al valor propio α.
aˆ|α〉 = α|α〉
Dado que a† no es hermı´tico, α es, en general, complejo, y puede ser representado como α =
|α|eiθ.
El estado del vac´ıo cua´ntico visto previamente minimiza el principio de incertidumbre (6),
mientras que el resto de estados de Fock no. Una de las propiedades ma´s importantes de los
estados coherentes es que tambie´n minimizan el principio de incertidumbre.
σxσp ≥ ~
2
(6)
En el caso del oscilador armo´nico, los estados coherentes vienen dados por el operador unitario
de desplazamiento D(α) = eαaˆ
†−α∗aˆ actuando sobre el estado del vac´ıo.
|α〉 = D(α)|0〉
Usando la representacio´n de la base de los estados de Fock podemos representar los estados
coherentes como,
|α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
|n〉 = e− |α|
2
2 eαaˆ
† |0〉
La funcio´n de ondas en la representacio´n de coordenadas viene dada por la ecuacio´n
ψ(α)(x) =
(mω
pi~
)1/4
e
−mω
2~
(
x−
√
2~
mω
<[α]
)2
+i
√
2mω
~ =[α]x
(7)
3.4. Estados coherentes comprimidos.
Un estado coherente comprimido es cualquier estado cua´ntico del espacio de Hilbert que
minimice el principio de incertidumbre. El caso ma´s simple es el del vac´ıo cua´ntico, y el siguiente
es el estado coherente. Normalmente nos referimos a estado comprimido para cualquier caso en
el que ∆x 6= ∆p. La idea es que el c´ırculo que denota a un estado coherente en el espacio de
fases ha sido “comprimido” formando una elipse. [28]
En el caso del oscilador armo´nico, la forma general de un estado coherente comprimido
viene dada en te´rminos del operador de desplazamiento y el operador de compresio´n S(ξ) =
exp[12(ξ
∗aˆ2 − ξaˆ†2)] actuando sobre el estado del vac´ıo. Siendo ξ = reiθ, y r conocido como
para´metro de compresio´n.
|α, ξ〉 = D(α)S(ξ)|0〉
Para ver la relacio´n con el principio de incertidumbre, necesitamos ver la accio´n del operador
de compresio´n en los operadores de creacio´n y aniquilacio´n.
bˆ = Sˆ†(z)aˆSˆ(z) = aˆ cosh r − eiθaˆ† sinh r
6
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bˆ† = Sˆ†(z)aˆ†Sˆ(z) = aˆ† cosh r − e−iθaˆ sinh r
Sabiendo como cambian estos operadores podemos calcular la varianza, teniendo en cuenta la
definicio´n de los operadores cuadratura Xˆ1 =
1
2(aˆ+ aˆ
†) y Xˆ2 = 12i(aˆ− aˆ†). Si, por simplificar para
ver mejor el efecto, tomamos θ = 0, y el estado el del vac´ıo cua´ntico |ψs〉 = S(ξ)|0〉, tenemos
que [29]:
〈(∆Xˆ1)2〉 = 〈Xˆ12〉 − 〈Xˆ1〉2 = 〈ψs|Xˆ12|ψs〉 − 〈ψs|Xˆ1|ψs〉2 = 1
4
e−2r
〈(∆Xˆ2)2〉 = 〈Xˆ22〉 − 〈Xˆ2〉2 = 〈ψs|Xˆ22|ψs〉 − 〈ψs|Xˆ2|ψs〉2 = 1
4
e2r
Se puede observar como se mantiene el mı´nimo de incertidumbre 〈(∆Xˆ1)2〉〈(∆Xˆ2)2〉 = 14 , pero
〈(∆Xˆ1)2〉 6= 〈(∆Xˆ2)2〉. Es evidente que la compresio´n se da en la cuadratura X1, aunque en el
caso en el que θ = pi, la compresio´n pasa a la cuadratura X2. De hecho, la compresio´n se da en
la direccio´n θ2 .
Podemos descomponer el estado en la base de los estados de Fock, obteniendo la siguiente
expresio´n [29].
|α, ξ〉 =
∞∑
n=0
cn|n〉
cn =
1√
cosh(r)
e[−
1
2
|α|2− 1
2
α∗2eiθtanh(r)] [
1
2e
iθ tanh(r)]
n/2
√
n!
Hn[γ(e
iθ tanh(2r))1/2]
3.5. Superposicio´n de estados y estados mixtos.
Un estado puro de un sistema cua´ntico viene denotado por un vector unitario en el espacio
de Hilbert. Previamente, a este vector lo hemos denominado estado, pero ahora introducimos
la notacio´n de estado ‘puro’ para distinguirlo de un tipo de estados cua´nticos ma´s generales.
Recordando que podemos expresar un estado f´ısico |Ψ〉 mediante una u´nica matriz de densidad
en la forma ρ = |Ψ〉〈Ψ|; podemos definir los estados mixtos, o mezclas de estados puros, mediante
una matriz de densidad con la forma:
ρ =
N∑
i
pi|Ψ〉〈Ψ|
Los nu´meros pi deben de satisfacer las relaciones 0 < pi < 1 y
∑N
i pi = 1. Debe de quedar claro
que una superposicio´n de estados es diferente de una mezcla de estados. Podemos ver clara la
diferencia con el ejemplo siguiente.
Superposicio´n de dos estados |Ψ〉A y |Ψ〉B:
ρ = (|Ψ〉A + |Ψ〉B)(〈Ψ|A + 〈Ψ|B)
Mezcla de dos estados |Ψ〉A y |Ψ〉B:
ρ = |Ψ〉A〈Ψ|A + |Ψ〉B〈Ψ|B
En el caso en el cual la superposicio´n se da entre dos estado coherentes de signo opuesto el
estado resultante es conocido como el estado del gato de Schro¨dinger.
|Ψ〉Gato Schro¨dinger = |α〉 ± | − α〉
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4. Quasiprobabilidades: La funcio´n de Wigner.
4.1. Quasiprobabilidades y funciones caracter´ısticas.
Una distribucio´n de cuasiprobabilidad es un objeto matema´tico similar a la distribucio´n de
probabilidad pero que no cumple todos los axiomas de Kolmogorov. Pese a que las cuasipro-
babilidades comparten muchas de las propiedades de las probabilidades, todas violan el tercer
axioma de Kolmogorov, y algunas tienen regiones de probabilidad negativa, contradiciendo por
tanto el primer axioma.Las distribuciones de cuasiprobabilidad aparecen de forma natural en la
formulacio´n en el espacio de fases de la meca´nica cua´ntica y son comu´nmente usadas en o´ptica
cua´ntica. [30]
La descripcio´n estad´ıstica de un sistema microsco´pico se suele formular en te´rminos del opera-
dor densidad ρ. La expresio´n para la media estad´ıstica de medidas de un observable microsco´pico
F es la traza del producto de los operadores ρ y F ,
〈F 〉 = Tr[ρF ]
Una pra´ctica comu´n es transferir la informacio´n estad´ıstica del operador densidad a una
funcio´n de ponderacio´n ω(α) referida a un operador y cuyo argumento α representa un punto
en el espacio de fases.
〈F 〉 =
∫
ω(α)f(α)d2α
En lugar de empezar por la distribucio´n de Wigner vamos a partir de la distribucio´n de
probabilidad parametrizada en ‘s’ introducida por Cahill y Glauber [31]. La funcio´n caracter´ıstica
[32] de orden ‘s’ viene definida por la relacio´n
χ(ξ, s) = Tr[ρD(ξ, s)] = es|ξ|
1/2
χ(ξ) (8)
Donde la funcio´n χ(ξ) viene dada por χ(ξ) = Tr[ρD(ξ)], que es el valor esperado del operador
desplazamiento D(α) = eαaˆ
†−α∗aˆ. La funcio´n χ(ξ, s) es una funcio´n continua de ξ y entera
de s. La transformada de Fourier de dicha funcio´n es la distribucio´n de cuasiprobabilidad que
buscamos,
W (α, s) =
1
pi
∫
eαξ
∗−α∗ξχ(ξ, s)d2ξ (9)
Como se explica detalladamente en el art´ıculo de Cahill y Glauber χ(ξ, 1) es la funcion P de
Glauber-Sudarshan, χ(ξ, 0) es la funcio´n de Wigner y χ(ξ,−1) = 〈α|ρ|α〉 es la funcio´n Q; tres
de las distribuciones de cuasiprobabilidad ma´s importantes en o´ptica cua´ntica. Las funciones
caracter´ısticas esta´n relacionadas entre si mediante el teorema de Baker-Hausdorff, por lo que
las distintas distribuciones tambie´n esta´n relacionadas entre si. La funcio´n de Wigner de Cahill
y GLauber solo se diferencia en la normalizacio´n respecto a la funcio´n introducida por Wigner
[7] como el ana´logo cua´ntico de la distribucio´n del espacio de fases de la meca´nica estad´ıstica
cla´sica.
4.2. Funcio´n de Wigner y matriz de densidad.
La funcio´n de Wigner es una funcio´n real y normalizada para operadores ρ hermı´ticos y
normalizados. Si substituimos s = 0 en (9) obtenemos la funcio´n de Wigner:
W (α) =
1
pi
∫
eαξ
∗−α∗ξχ(ξ)d2ξ (10)
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A la hora de calcular la funcio´n de Wigner de diferentes estados nos interesa tenerla en funcio´n
de p y q. Partiendo de la ecuacio´n anterior y siguiendo los pasos del libro de Leonhardt [6]
cap´ıtulo 3 (con un cambio de normalizacio´n de un factor 1pi , la funcio´n de Wigner viene dada
por:
W (q, p) =
1
2pi
∫ ∞
∞
〈q − x
2
|ρˆ|q + x
2
〉eipxdx (11)
Teniendo en cuenta que cualquier estado puede representarse como una funcio´n compleja |Ψ〉 =∫ |q〉Ψ(q)dq, de manera similar, cualquier estado mixto puede expresarse en forma de matriz de
densidad tal que ρˆ =
∫
ρ(q1, q2)|q1〉〈q2|. En este caso general la funcio´n de Wigner queda en la
forma
W (q, p) =
1
2pi
∫
ρ(q − x
2
, q +
x
2
)eipxdx (12)
Mientras que para un estado cua´ntico puro la expresio´n pasa a ser,
W (q, p) =
1
2pi
∫
Ψ∗(q − x
2
)Ψ(q +
x
2
)eipxdx (13)
Dado que esta relacio´n es una transformada de Fourier [33] podemos invertirla para obtener la
matriz de densidad en te´rminos de la funcio´n de Wigner
ρ(x1, x2) =
∫
W (
x1 + x2
2
, p)e−ip(x2−x1)dp (14)
4.2.1. Ejemplos.
En este apartado se exponen las funciones de Wigner de los estados presentados en el tema 3.
Los ca´lculos detallados se encuentran en el ape´ndice B. Aprovechamos tambie´n para representar
gra´ficamente alguna de estas funciones.
Vac´ıo cua´ntico:
W0(q, p) =
1
2pi
e−(q
2+p2) (15)
Estado de Fock ‘n’
Wn(q, p) =
(−1)n
2pi
e−(q
2+p2)Ln(2[q
2 + p2]) (16)
Estado coherente α = 1√
2
(〈q〉+ i〈p〉)
Wα(q, p) =
1
2pi
e−(q−〈q〉α)
2−(p−〈p〉α)2) (17)
Vac´ıo cua´ntico comprimido ξ = reiθ; θ = 0;
Wξ(q, p) =
1
pi
e−(e
−2rq2+e+2rp2) (18)
Estados coherentes mixtos ρˆ = pα|α〉〈α|+ pβ|β〉〈β|.
Wρˆ(q, p) = pαWα(q, p) + pβWβ(q, p) (19)
Superposicio´n de estados coherentes |Ψ〉 = |α〉 ± |β〉
W|α〉±|β〉(q, p) =
1
2
Wα(q, p)± 1
2
Wαβ(q, p)± 1
2
Wβα(q, p) +
1
2
Wβ(q, p) (20)
Estado gato de Schro¨dinger |Ψ〉 = |α〉 ± | − α〉
W|α〉±|−α〉(q, p) =
1
2
Wα(q, p) +
1
2
W−α(q, p)± 1
2pi
e−(q
2+p2) × cos (2[〈q〉q − 〈p〉p]) (21)
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Figura 1: Funciones de Wigner del vac´ıo cua´ntico y tres primeros estados de Fock
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Figura 2: Accio´n del vector desplazamiento (α = 1√
2
(6 − 2i), segunda imagen) y del vector
compresio´n (ξ = 1,2, tercera imagen) sobre el vac´ıo cua´ntico (primera imagen)
Figura 3: Diferencia entre la superposicio´n de estados coherentes (en este caso de tipo gato de
Schro¨dinger por ser estados iguales de signo opuesto): |Ψ〉 = 1√
2
(|α = 3〉+ |α = −3〉) y la mezcla
de estados coherentes: ρˆ = 1√
2
(|α = 3〉〈α = 3|+ |α = −3〉〈α = −3|) respectivamente.
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5. Transformada de Radon.
Johann Radon demostro´ en 1917 que una funcio´n diferenciable en R3 puede ser determinada
expl´ıcitamente por medio de sus integrales sobre planos en R3 [34]2. Radon se centro´ en los
espacios R2 y R3, y el mayor trabajo a la hora de llevar la transformada integral de Radon a Rn
fue llevado a cabo por John [36] (1934) y Mader [37] (1927).
Si f es una funcio´n definida en un espacio Eucl´ıdeo n-dimensional Rn, la transformada de
Radon de f viene determinada integrando f sobre todos los hiperplanos de dimensio´n n−1. Por
tanto, si la funcio´n esta´ definida en R2, f viene determinada por las integrales de linea de f .
Nos centramos en el espacio R2, siendo (x, y) las coordenadas de los puntos en el plano
y considerando una funcio´n definida en un dominio D de R2. Si L es una linea en el plano,
entonces la funcio´n definida por la integral de linea de f sobre todas las posibles lineas L es la
transformada de Radon bidimensional de f , siempre y cuando la integral exista. Expl´ıcitamente,
f˜ = R(f) =
∫
L
f(x, y)ds (22)
La linea L puede escribirse en funcio´n de los valores p y Φ en la forma p = x cos Φ+y sin Φ. Si
f˜(p,Φ) es conocida para todo p y Φ, entonces f˜(p,Φ) es la transformada de Radon bidimensional
de f(x, y).
f˜(p,Φ) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y)δ(p− x cos Φ− y sin Φ)dxdy
Figura 4: L´ınea L en el dominio D y coordenadas para describirla respecto al sistema de coor-
denadas original y al nuevo sistema rotado [35]
Si introducimos un nuevo sistema de coordenadas con los ejes rotados un a´ngulo Φ, nom-
brando los ejes p y s como en la figura 5 entonces,
x = p cos Φ− s sin Φ
y = p sin Φ + s cos Φ
Y obtenemos una definicio´n ma´s expl´ıcita de la transformacio´n
f˜(p,Φ) =
∫ +∞
−∞
f(p cos Φ− s sin Φ, p sin Φ + s cos Φ)ds (23)
2Una traduccio´n del art´ıculo de Radon, escrito originalmente en alema´n, puede encontrarse en el ape´ndice A
del libro ‘The Radon Transform and Some of its Applications’ [35].
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Para la reconstruccio´n tomogra´fica, que veremos ma´s adelante, lo que nos interesa no es
la transformada de Radon, sino su transformada inversa. Es decir, teniendo la transformada
de Radon, queremos recuperar su funcio´n correspondiente. La fo´rmula de la inversio´n de la
transformada de Radon es diferente dependiendo de si la dimensio´n n del espacio Rn es par o
impar [35], aunque tambie´n existe una fo´rmula que las unifica [40]. En el lenguaje MATLAB
existe un comando [39] que nos permite calcular la transformada de Radon de las funciones
en dos dimensiones, y otro para la transformada inversa [41] 3. Este es el programa que se ha
utilizado para todos los ca´lculos a lo largo del trabajo.
A continuacio´n podemos ver una serie de figuras 5 y sus correspondientes transformadas de
Radon. Vemos como en el caso de la circunferencia la distancia ma´xima es el radio (la funcio´n
de Matlab toma el origen de las distancias en el punto (0, 0)), y es sime´trico respecto de los
a´ngulos. En el caso en el que solo nos encontramos media circunferencia vemos como cuando la
recta es horizontal (θ = 90◦) la transformada es cero para distancias negativas dado que dicha
recta no pasa por ningu´n punto de la circunferencia. Con el cuadrado podemos observar los
ma´ximos correspondientes a las diagonales del cuadrado, es decir, a las lineas que pasan por el
origen con a´ngulos de θ = 45◦ y θ = 135◦, obteniendo a su vez en dichos a´ngulos la ma´xima
distancia posible, la diagonal. Finalmente, si el cubo es hueco, vemos una menor intensidad en
la transformada, y al desplazarlo se desplaza tambie´n la distancia.
Figura 5: Ejemplos de transformadas de Radon de varias figuras realizadas con Matlab. En las
ima´genes superiores encontramos diferentes figuras en el sistema de ejes ‘x’, ‘y’; y en la parte
inferior sus correspondientes transformadas de Radon normalizadas en el sistema de ejes ‘p’,‘θ’
con θ = 0◦, ..., 180◦.
3La funcio´n ‘iradon’, utilizada en Matlab para el calculo de la transformada de Radon inversa, permite la
configuracio´n de ciertos para´metros. En este trabajo he usado el para´metro de interpolacio´n ‘v5cubic’ y el filtro
por defecto ‘Ram-Lak’. Esta decisio´n se ha tomado en base a obtener los mejores resultados para las funciones
tratadas.
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6. Deteccio´n homodina.
El detector homodino es un dispositivo fundamental para medir propiedades de campos
o´pticos sensibles a la fase. Su sensibilidad a la fase es debida a que se mezcla la sen˜al con un
oscilador local que actu´a como referencia. En la interferometr´ıa o´ptica, homodino significa que
la radiacio´n de referencia, es decir el oscilador local, viene de la misma fuente que la sen˜al antes
del proceso de modulacio´n.
Como hemos visto, cuando se discute la teor´ıa cua´ntica de la luz, es comu´n usar un oscilador
electromagne´tico como referencia, que describe la oscilacio´n del campo ele´ctrico. Como el campo
magne´tico es proporcional a la velocidad de cambio del campo ele´ctrico, ambos oscilan, y dicha
oscilacio´n describe a la luz. El vector complejo u(x, t) describe un solo modo del oscilador
electromagne´tico, que es aislado del resto de sistema y examinado. El ejemplo ma´s simple es el
de la onda plana u(x, t) = u0e
i(kx−wt), donde u0 es el vector polarizacio´n, y k es el vector de
ondas. Cuando cuantizamos el oscilador, este pasa a estar descrito por los operadores creacio´n
â† y aniquilacio´n â, y las cantidades f´ısicas, como el campo ele´ctrico, pasan a estar descritas por
operadores cua´nticos. Suponemos que el campo ele´ctrico viene dado por
Ê = u∗(x, t)â† + u(x, t)â
Cuyo hamiltoniano es el de la ecuacio´n 2, donde el operador nˆ da cuenta de el nu´mero de fotones
en el modo espacial-temporal u. Los operadores
q̂ = 1√
2
(â† + â)
p̂ = i√
2
(â† − â)
se llaman cuadraturas, y representan la parte real e imaginaria de la amplitud compleja â.
Como hemos visto en el caso del vector desplazamiento, es posible definir operadores que muevan
estados coherentes en el espacio de fases. Otro de estos operadores es el de cambio de fase Û(θ) =
e−iθn̂, que actu´a sobre estados coherentes rota´ndolos un a´ngulo θ. Este operador actuando sobre
la amplitud â le proporciona un cambio de fase θ [6]:
Û(θ)†âÛ(θ) = âe−iθ
El operador cambio de fase rota las cuadraturas de tal manera que podemos cambiar de la
representacio´n en posicio´n a la representacio´n en momento por medio de cambios de fase θ = pi/2.
qθ ≡ Û(θ)†q̂Û(θ) = q̂ cos(θ) + p̂ sin(θ) (24)
A este operador lo denominamos cuadratura de fase, y es de gran importancia en la reconstruc-
cio´n de estados cua´nticos.
6.1. Experimento de deteccio´n homodina balanceada
En 1983 Yuen y Chan [45] propusieron la deteccio´n homodina balanceada, siendo esta de-
mostrada por Abbas, Chan y Yee [46]. La versio´n balanceada de la deteccio´n homodina tiene la
ventaja de cancelar el ruido y la inestabilidades cla´sicas del campo de referencia.
Este dispositivo puede considerarse como un detector ideal de cuadraturas de fase (24) bajo
la necesidad de que el oscilador local pueda ser considerado como cla´sico.
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Figura 6: Esquema de un detector homodino balanceado [44]
El esquema del detector homodino balanceado se muestra en la figura 6.1. La sen˜al aˆ interfiere
con un haz coherente de luz la´ser bˆ de manera bien balanceada 50:50 en un divisor de haz 4.
El haz de la´ser es el oscilador local, que proporciona el cambio de fase θ para la medicio´n de
la cuadratura. Suponemos que la sen˜al y el oscilador local tienen una relacio´n fija de cambio
de fase, como es en la mayor´ıa de los casos de deteccio´n homodina, porque ambos campos
vienen generador por un la´ser comu´n. El oscilador local ha de ser intenso con respecto a la sen˜al
de entrada para proporcionar una referencia precisa. Vamos a asumir que el oscilador local es
suficientemente potente como para tratarlo cla´sicamente, es decir, despreciando sus fluctuaciones
cua´nticas.
Una vez que la sen˜al de entrada y el oscilador local se mezclan, se obtienen dos haces de salida
correspondientes a la de suma y diferencia de las amplitudes cˆ = (aˆ+ bˆ)/
√
2 y dˆ = (aˆ− bˆ)/√2.
Estos haces inciden en un par de fotodetectores 5 ideales que proporcionan una corriente propor-
cional al nu´mero de cuantos detectados en cada intervalo de tiempo. Las corrientes son medidas,
procesadas electro´nicamente y, finalmente, se obtiene su diferencia, que es la cantidad de intere´s
dado que contiene el te´rmino de interferencia del oscilador local y la sen˜al. Asumimos,por sim-
plicidad, que las corrientes medidas I1 e I2 son proporcionales al nu´mero de fotones nˆ1 y nˆ2 de
los haces que llegan a los detectores, es decir,
I1 ∝ nˆ1 = cˆcˆ†
I2 ∝ nˆ2 = dˆ†dˆ
Expresando la diferencia de intensidades ID = I1 − I2 ∝ nˆ21 en te´rminos de la sen˜al de entrada
y del oscilador local, obtenemos la siguiente expresio´n.
ID ∝ nˆ21 = bˆ†aˆ+ aˆ†bˆ (25)
4Un divisor de haz (o beam splitter en ingle´s) es un instrumento o´ptico que divide un rayo de luz en dos. Es
una parte fundamental de la mayor´ıa de los interfero´metros.
5Normalmente, los fotodetectores usados en este experimento son fotodiodos de respuesta lineal [6].
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Como estamos considerando el oscilador local dentro de la o´ptica cla´sica, el operador bˆ sera´ sim-
plemente un numero complejo α = |α|eiθ, y por lo tanto la expresio´n anterior queda,
ID ∝ nˆ21 = |α|(aˆe−iθ + aˆ†eiθ) (26)
Expresando el operador aˆ en te´rminos de sus cuadraturas, encontramos una relacio´n entre la
diferencia del nu´mero de fotones y el operador cuadratura de fase (24).
nˆ21 =
√
2|α|(qˆ cos θ + pˆ sin θ) =
√
2|α|qθ (27)
Un detector homodino balanceado mide el operador cuadratura generalizado qθ. La referencia
de la fase se var´ıa mediante el oscilador local utilizando, por ejemplo, un espejo piezoele´ctrico
movible. Un me´todo experimental para encontrar la escala de la cuadratura consiste en medir
tambie´n la suma de las corrientes dado que la suma de I1 e I2 es proporcional a |α|2. Esto
puede ser importante experimentalmente dado que la intensidad del oscilador local suele ser una
variable desconocida.
Pese a que el modelo teo´rico de la medida es un h´ıbrido entre la meca´nica cua´ntica y la f´ısica
cla´sica, el resultado final (27) es correcto y ha sido verificado por teor´ıas ma´s sofisticadas de
deteccio´n homodina [44, 48, 52, 53].
Figura 7: Esquema de problemas de medida del montaje de deteccio´n homodina balanceada.
1-Precisio´n del haz. 2-Pe´rdida por dispersio´n. 3-Interferencia por dispersio´n. 4-Exactitud en la
divisio´n del haz. 5-Diferencia de las intensidades. [51]
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7. Tomograf´ıa cua´ntica y ejemplos de reconstruccio´n.
En este punto tenemos todas las piezas del rompecabezas con el que empeza´bamos la intro-
duccio´n, pero aun tenemos que unirlas. Fueron Vogel y Risken [4] en 1989 los que descubrieron
que la distribucio´n de probabilidad de la cuadratura de fase puede ser expresada en te´rminos de
cuasiprobabilidades, y que tambie´n se puede recorrer ese camino en sentido opuesto, es decir, si
conocemos la probabilidad de distribucio´n de la cuadratura de fase para todo θ podemos obtener
la distribucio´n de cuasiprobabilidad.
La distribucio´n de probabilidad (8)
χ(ξ, s) = Tr[exp (ξaˆ† − ξ∗aˆ+ s|ξ|1/2)ρ] (28)
es decir,
W (α, s) =
1
pi
∫
χ(ξ, s) exp (αξ∗ − α∗ξ)d2ξ (29)
La informacio´n para calcular cualquier valor de la cuadratura de fase viene dado por su
probabilidad de distribucio´n. Como hemos visto, dicha distribucio´n puede ser definida como la
transformada de Fourier de su funcio´n caracter´ıstica,
κ(η, θ) = Tr[e(iηqθ)ρ] (30)
es decir,
ω(x, θ) =
1
pi
∫
κ(η, s)e(−iηx)d2η (31)
El objetivo de Vogel y Risken era establecer una relacio´n de correspondencia entre la distri-
bucio´n de cuasiprobabilidad W (α, s) y la distribucio´n de probabilidad ω(q, θ). En su art´ıculo
[4], obtienen la siguiente expresio´n.
κ(η, θ) = χ(iηeiθ/2, s)e−sη
2/8 (32)
Esto significa que, si conocemos κ(η, θ) para todos los valores de η en el rango −∞ < η <
+∞ y para todos los valores de θ en el rango 0 ≤ θ < pi, la funcio´n caracter´ıstica χ(ξ, s) es
conocida en todo el plano complejo ξ. Por tanto, existe una relacio´n de correspondencia uno a
uno entre las funciones caracter´ısticas (30) y (28) y, por tanto, tenemos tambie´n una relacio´n
de correspondencia entre la distribucio´n de probabilidad (31) y la de cuasiprobabilidad (29).
Usando la transformada de Fourier sobre la relacio´n (32) Vogel y Risken obtienen la relacio´n
entre las distribuciones. En el caso de la funcio´n de Wigner (s = 1) dicha expresio´n toma la
siguiente forma (expresada en notacio´n real ξ = ξr + iξi; χ(ξ, s) = χ(ξr, ξi, s)).
ω(x, θ) =
∫
W (x cos θ − v sin θ, x sin θ + v cos θ, 0)dv (33)
Si comparamos esta expresio´n con la definicio´n de la transformada de Radon (23) podemos ver
que la distribucio´n de probabilidad es la transformada de Radon de la distribucio´n de cuasipro-
babilidad. Por tanto, podemos obtener la funcio´n de cuasiprobabilidad mediante la transformada
de Radon inversa de la distribucio´n de probabilidad del operador cuadratura de fase.
17
Desarrollo de herramientas tomogra´ficas y visuales en f´ısica cua´ntica David Benedicto
7.1. Reconstruccio´n tomogra´fica de estados cua´nticos
A modo de resumen: Mediante un detector homodino balanceado podemos medir la cuadra-
tura rotada en funcio´n de la fase (27) de una cierta sen˜al de entrada, es decir, de un cierto estado
cua´ntico del oscilador electromagne´tico. Dicha medicio´n resulta ser la transformada de Radon
inversa de la distribucio´n de cuasiprobabilidad de Wigner (10). Una vez obtenida la funcio´n de
Wigner, podemos obtener la matriz de densidad (14) de dicho estado. Una vez hemos llegado
aqu´ı, hemos reconstruido el estado de nuestro sistema cua´ntico a medir, la luz. Y, ¿Para que´ nos
sirve conocer el estado cua´ntico? Una vez que conocemos el estado podemos calcular distri-
buciones o momentos de cantidades incluso aunque no sea posible medirlos directamente. De
hecho, podemos calcular cantidades que no corresponden a ningu´n operador hermı´tico y que no
se pueden medir directamente. En la figura 10 se muestra la reconstruccio´n del estado de vac´ıo
cua´ntico. Adema´s, en el ape´ndice C se encuentran las figuras de reconstruccio´n para diferentes
estados cua´nticos.
7.1.1. Efecto del error en la reconstruccio´n
Para simular la medida se tienen en cuenta distintos tipos de error. Por una parte se restringe
el nu´mero de valores de salida p(m, θ), as´ı como los valores que pueden tomar las variables m y
θ. El objetivo de estos errores es simular la resolucio´n de los aparatos de medida. Para el error
esta´ndar 6 se han restringido los valores de θ a 60 posibles entre 0◦ y 180◦, y los valores de m a
una resolucio´n de tres unidades de distancia. Adema´s, los valores de la probabilidad solo pueden
tomar 80 posibles valores. Para elegir estos para´metros nos basamos en el art´ıculo de Braverman
[54].
Los errores existentes debidos a la dispersio´n del haz, bien resulte en pe´rdida de informacio´n
o en interferencia para´sita, as´ı como a la desviacio´n del haz de fotones con respecto al fotodiodo,
los simulamos mediante la adicio´n de ruido aleatorio, de fondo, proporcional a cada valor y en
puntos aleatorios. En el caso del error esta´ndar, por una parte an˜adimos un ruido aleatorio de
fondo a toda la probabilidad con un valor ma´ximo de 0.1 sobre la medicio´n normalizada. Adema´s,
en cada punto existe un error aleatorio del 10 %. Finalmente, provocamos interferencias en un
5 % de los puntos creando en estos picos de error de ma´ximo 0.1 sobre la sen˜al normalizada.
En la figura 8 se exponen resultados para diferentes simulaciones de error con respecto a la
resolucio´n en la reconstruccio´n de un estado cua´ntico tipo gato de Schro¨dinger. En la figura 9 se
estudia el efecto de error aleatorio en la medida de un autoestado de la energ´ıa. En ambos casos se
puede observar como, pese a la intensidad del ruido, es posible identificar la matriz de densidad.
De todas maneras hay que mencionar que todos estos ruidos son sime´tricos, pseudoaleatorios
(en el caso de simular aleatoreidad) y muy concretos; por lo que puede ser que no aproximen
bien los resultados medidos bajo ciertas condiciones.
6Definimos el error esta´ndar como el error utilizado para simular la medida de la distribucio´n de probabilidad
de la cuadratura de fase en la reconstruccio´n de los estados de la seccio´n 7.1.
18
Desarrollo de herramientas tomogra´ficas y visuales en f´ısica cua´ntica David Benedicto
Figura 8: Efecto de la simulacio´n de la resolucio´n en la reconstruccio´n del estado del gato de
Schro¨dinger |Ψ〉 = 1√
2
(|α = 3〉 + |α = −3〉). En la primera columna se muestran los resultados
sin simulacio´n de error. En la segunda columna se muestra la simulacio´n con el error esta´ndar.
En la tercera columna la resolucio´n se divide en un factor 3. En la u´ltima columna se reduce
la resolucio´n en un factor 5 respecto al esta´ndar. De arriba a abajo encontramos: simulacio´n
de la medida, transformada inversa de Radon para obtener la funcio´n de Wigner, parte real e
imaginaria de la matriz de densidad respectivamente.
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Figura 9: Efecto de la simulacio´n de ruido aleatorio en la reconstruccio´n del estado de Fock
n = 3. A la izquierda encontramos la simulacio´n de la medida y a la derecha la parte rea de
la matriz de densidad. En la primera fila tenemos la representacio´n teo´rica, sin simulacio´n de
ruido. En la segunda fila esta´ representada la simulacio´n con el ruido esta´ndar. En la tercera
fila aumentamos en un orden de magnitud el error producido en puntos aleatorios. En la cuarta
fila aumentamos en un orden de magnitud el error aleatorio de fondo de todos los puntos. En la
u´ltima fila aumentamos en un orden de magnitud el error aleatorio proporcional a cada punto.
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7.1.2. Reconstruccio´n del estado cua´ntico del vac´ıo
Figura 10: Reconstruccio´n del estado de vac´ıo cua´ntico. En la primera l´ınea se representa la
simulacio´n de la medida de la distribucio´n de probabilidad de la cuadratura de fase. En la segunda
l´ınea la cuasidistribucio´n de Wigner obtenida mediante la transformada de Radon inversa. En
la tercera l´ınea se puede ver la parte real e imaginaria de la matriz de densidad obtenida de
la funcio´n de Wigner previa. En la cuarta l´ınea se representan la parte real e imaginaria de la
matriz de densidad correspondiente al vac´ıo cua´ntico para comparar la simulacio´n de la medida
con el resultado teo´rico exacto.
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8. Conclusiones
La medicio´n de los estados cua´nticos de la luz ha sido el tema que nos ha guiado a lo largo
del trabajo. Hemos empezado con ciertas consideraciones sobre la meca´nica cua´ntica y se ha
presentado brevemente la teor´ıa cua´ntica de la luz, de la mano del oscilador electromagne´tico.
Otro de los cap´ıtulos ha estado dedicado a las distribuciones de cuasiprobabilidad, dejando
entrever la idea del espacio de fases en la meca´nica cua´ntica, principalmente la representacio´n de
Wigner. Estudiando el esquema de deteccio´n homodina balanceada se puede ver la eficiencia de
dicho detector para medir propiedades cua´nticas de la luz. Estos temas, junto con la transformada
de Radon, nos han servido de preparacio´n para acercarnos a la tomograf´ıa cua´ntica.
Con herramientas que se encuentran a nuestro alcance podemos simular la medida de la
cuadratura de la fase. En un programa como Matlab tenemos incluida una herramienta para
calcular transformadas de Radon y sus inversas, y tambie´n se podr´ıa implementar el algoritmo
en un co´digo sencillo sin necesidad de usar Matlab. Diversos programas de ca´lculo matema´tico
y de representacio´n gra´fica nos permiten representar estados cua´nticos en el espacio de fases y
poder observar, de modo ma´s visual, el efecto de los operadores desplazamiento o compresio´n,
as´ı como la superposicio´n y la mezcla de estados. Estas herramientas son sencillas de usar pero
con resultados muy ilustrativos que permiten una mayor comprensio´n de los temas a estudiar.
Para finalizar, de la mano de las mencionadas herramientas de representacio´n se ha podido
seguir el proceso de reconstruccio´n de estados cua´nticos gracias a la tomograf´ıa cua´ntica. Este
campo ha crecido de manera significativa durante los u´ltimos 25 an˜os, debido al creciente co-
nocimiento de la naturaleza cua´ntica de la luz y de la creacio´n de fuentes de luz altamente no
cla´sicas; y es un campo que sigue desarrolla´ndose y diversifica´ndose. Encontramos lecturas ma´s
detalladas y ampl´ıas sobre este campo en diversos art´ıculos y libros; como ejemplos se citan:
[6, 55, 56].
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A. Representacio´n de funciones de onda
En este ape´ndice se representan las funciones de onda de algunos de los estados cua´nticos
mencionados. La superficie de color azul es el a´rea que recorre la funcio´n de ondas en su evolucio´n
temporal. La linea verde es la funcio´n de ondas en un determinado momento (cuyo valor no es
relevante, sino que se escoge aquel que ayuda visualmente a la comprensio´n de la figura). Un eje
viene determinado por la variable x, mientras que los otros dos ejes son la parte real y la parte
imaginaria de la funcio´n de ondas.
Figura 11: Funcio´n de ondas del vac´ıo cua´ntico.
Figura 12: Funcio´n de ondas de los tres primeros estados de Fock (n=1,2,3).
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Figura 13: Funcio´n de ondas de la superposicio´n del vac´ıo cua´ntico con el primer estado de Fock
(n=1).
Figura 14: Funcio´n de ondas de un estado coherente (α = 1) vista desde diferentes posiciones.
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Figura 15: Funcio´n de ondas de un estado comprimido (ξ = 1,3) vista desde diferentes posiciones.
Figura 16: Funcio´n de ondas de una superposicio´n de estados coherentes tipo gato de Schro¨dinger
(|1〉+ | − 1〉) vista desde diferentes posiciones.
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B. Ca´lculo de las funciones de Wigner
En este ape´ndice se calculan paso a paso las distribuciones de de Wigner de los diferentes
estados. Conociendo la funcio´n de ondas de cada uno de los estados, calculamos la funcio´n de
Wigner con la siguiente expresio´n:
W (q, p) =
1
2pi
∫
Ψ∗(q − x
2
)Ψ(q +
x
2
)eipxdx (34)
A la hora de calcular las funciones de Wigner, suponemos unidades tal que ~ = 1 y mω = 1.
Funcio´n de Wigner del vac´ıo cua´ntico
La funcio´n de ondas del vac´ıo cua´ntico en una dimensio´n e independiente del tiempo es:
Ψ0 = pi
−1/4e−
1
2
x2 (35)
Calculamos la funcio´n de Wigner,
W0(q, p) =
1
2pi
∫
Ψ∗0(q −
y
2
)Ψ0(q +
y
2
)eipydy =
1
2pi
pi−1/2
∫
e
1
2
(q−y/2)2− 1
2
(q+y/2)2+ipydy =
1
2pi
pi−1/2
∫
e−q
2−(y/2)2+ipydy =
1
2pi
pi−1/2e−q
2
∫
e−
1
4
(y−2ip)2−p2dy =
1
2pi
pi−1/2e−(q
2+p2)2
∫
e−b
2
db =
1
2pi
pi−1/2e−(q
2+p2)2pi = pi−1/2e−(q
2+p2)
con b = y−2ip2 , por tanto,
W0(q, p) =
1√
pi
e−(q
2+p2) (36)
Funcio´n de Wigner de los estados de Fock
La funcio´n de ondas de un estado de Fock general en funcio´n de n viene dada por,
ψn(x) =
1√
2n n!
·
(
1
pi
)1/4
· e−x
2
2 ·Hn (x) (37)
Donde Hn es el polinomio de Hermite de grado n.
La funcio´n de Wigner del estado de Fock n es [61]
Wn(q, p) =
(−1)n
2pi
e−(q
2+p2)Ln(2[q
2 + p2]) (38)
Funcio´n de Wigner de los estados coherentes
La funcio´n de ondas de un estado coherente viene dada por,
ψα(q, p) = pi
−1/4ei〈p〉αq−
1
2
(q−〈q〉α)2 (39)
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Calculamos la funcio´n de Wigner,
Wα(q, p) =
1
2pi
∫
Ψ∗α(q −
y
2
)Ψα(q +
y
2
)eipydy =
1
2pi
pi−1/2
∫
e[−i〈p〉α(q−y/2)−
1
2
(q−y/2−〈q〉α)2]e[i〈p〉α(q+y/2)−
1
2
(q+y/2−〈q〉α)2]eipydy =
1
2pi
pi−1/2e−(q−〈q〉α)
2
∫
ei〈p〉αy−
1
4
y2+ipydy =
1
2pi
pi−1/2e−(q−〈q〉α)
2
∫
e−
1
4
(y−2i[p+〈p〉α])2−(p+〈p〉α)2dy =
1
2pi
pi−1/2e−(q−〈q〉α)
2−(p+〈p〉α)22
∫
e−b
2
db =
1
2pi
pi−1/2e−(q−〈q〉α)
2−(p+〈p〉α)22pi
con b = y−2i(p+〈p〉)2 , por tanto,
Wα(q, p) =
1√
pi
e−([q−〈q〉α]
2+[p+〈p〉α]2) (40)
Funcio´n de Wigner de los estados comprimidos
El operador de compresio´n modifica las amplitudes de la siguiente manera [62],
aˆ′ = Sˆ†(z)aˆSˆ(z) = aˆ cosh r − eiθaˆ† sinh r
aˆ′
†
= Sˆ†(z)aˆ†Sˆ(z) = aˆ† cosh r − e−iθaˆ sinh r
Siendo el factor de compresio´n ξ = rexpiθ. Teniendo en cuenta que q = aˆ+aˆ
†√
2
y p = aˆ−aˆ
†√
2
,
podemos ver como se modifican los operadores de momento y posicio´n,
qˆ′ =
1√
2
cosh (r)(aˆ+aˆ†)− 1√
2
sinh (r)(aˆeiθ+aˆ†e−iθ) = qˆ(cosh (r)−cos (θ) sinh (r))+pˆ sin (θ) sinh (r)
pˆ′ =
1√
2
cosh (r)(aˆ−aˆ†)− 1√
2
sinh (r)(aˆeiθ−aˆ†e−iθ) = pˆ(cosh (r)+cos (θ) sinh (r))−qˆ sin (θ) sinh (r)
Sabiendo como cambian los operadores de posicio´n y de momento al actuar sobre ellos el
vector de compresio´n, podemos saber como cambian la posicio´n x y el momento p proyectando
estos operadores sobre cualquier estado, teniendo en cuenta que qˆ|ψ〉 = q|ψ〉 y pˆ|ψ〉 = p|ψ〉.
Conocido x′ y p′ podemos calcular la funcio´n de Wigner de los estados comprimidos mediante la
funcio´n de Wigner del vac´ıo, simplemente sustituyendo en esta la posicio´n y el momento debidos
a la compresio´n. Suponiendo ξ = r, es decir, θ = 0, podemos calcular la suma de los cuadrados
q′2 + p′2 = q2e2r + p2e−2r
Y usando la funcio´n de Wigner del vac´ıo (36) tenemos que,
Wξ(q, p) =
1√
pi
e−(q
2e2r+p2e−2r) (41)
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Funcio´n de Wigner de la mezcla de estados
La matriz de densidad de la mezcla de dos estados viene dada por
ρ = pα|ψα〉〈ψα|+ pβ|ψβ〉〈ψβ| (42)
Y la funcio´n de Wigner en el caso general de una matriz de densidad toma la forma,
W (q, p) =
1
2pi
∫
ρ(q − x/2, q + x/2)eipxdx (43)
Podemos expresar esta expresio´n en te´rminos de funciones de Wigner conocidas,
Wρ(q, p) =
1
2pi
∫
(pαψ
∗
α(q − x/2)ψα(q + x/2) + pβψ∗β(q − x/2)ψβ(q + x/2))eipxdx =
1
2pi
pα
∫
ψ∗α(q − x/2)ψα(q + x/2)eipxdx+
1
2pi
pβ
∫
ψ∗β(q − x/2)ψβ(q + x/2)eipxdx
Por lo tanto, podemos ver que
Wρ(q, p) = pαWα(q, p) + pβWβ(q, p) (44)
Pese a que en el trabajo no tenemos en cuenta mezclas de ma´s de dos estados, se puede ver
como para una matriz de densidad en general tal que ρ =
∑
i pi|ψi〉〈ψi| obtenemos una funcio´n
de Wigner Wρ(q, p) =
∑
i piWi(q, p).
Funcio´n de Wigner de la superposicio´n de estados
Suponemos la superposicio´n de dos estados coherentes tal que
|ψ〉 = 1√
2
(|α〉 ± |β〉) (45)
Podemos expresar esta expresio´n en te´rminos de funciones de Wigner conocidas, y de un
nuevo te´rmino a calcular
Wα+β(q, p) =
1
2pi
∫
ρ(q − x/2, q + x/2)eipxdx =
1
2
1
2pi
∫
[ψα(q − x/2)± ψβ(q − x/2)]∗[ψα(q + x/2)± ψβ(q + x/2)]eipxdx =
1
2
1
2pi
∫
[ψ∗α(q − x/2)ψα(q + x/2)eipxdx±
1
2
1
2pi
∫
ψ∗α(q − x/2)ψβ(q + x/2)eipxdx±
±1
2
1
2pi
∫
ψ∗β(q − x/2)ψα(q + x/2)eipxdx+
1
2
1
2pi
∫
ψ∗β(q − x/2)ψβ(q + x/2)eipxdx
Es decir
Wα+β(q, p) = Wα(q, p)±Wαβ(q, p)±Wβα(q, p) +Wβ(q, p) (46)
Con,
Wαβ(q, p) =
1
2
1
2pi
∫
ψ∗α(q − x/2)ψβ(q + x/2)eipxdx (47)
Procediendo a calcular dicha expresio´n, obtenemos
Wαβ(q, p) =
1
2
1
2pi
∫
ψ∗α(q − x/2)ψβ(q + x/2)eipxdx =
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1
2
1
2pi
1√
pi
∫
e−i〈p〉α(q−x/2)−
1
2
(q−x/2−〈q〉α)2 + ei〈p〉β(q+x/2)−
1
2
(q+x/2−〈q〉β)2eipxdx =
=
1
2
1
2pi
1√
pi
eiq(〈p〉β−〈p〉α)e−
1
2
([q−〈q〉α]2+[q−〈q〉β ]2)
∫
e[i(p+
〈p〉α+〈p〉β
2
)− 1
2
(〈q〉α−〈q〉β)]x−x
2
4 dx =
=
1
2
1
2pi
1√
pi
eiq(〈p〉β−〈p〉α)e−
1
2
([q−〈q〉α]2+[q−〈q〉β ]2)I
En donde por I denotamos la integral de la forma
I =
∫
e−ax
2+bxdx
Con a = 14 y b = [i(p+
〈p〉α+〈p〉β
2 )− 12(〈q〉α − 〈q〉β)]. Esta integral se puede expresar en forma de
una gaussiana teniendo en cuenta que −ax2 + bx = −a(x − b2a)2 + b
2
4a , y efectuando el cambio
de variable z =
√
a(x− b2a), tal que
I =
∫
e−ax
2+bxdx =
1√
a
e
b2
4a
∫
e−y
2
dy =
√
pi√
a
e
b2
4a
Donde hemos tenido en cuenta que la integral de la gaussiana es
∫ +∞
−∞ e
−y2dy =
√
pi.
Juntando todo esto nuestra expresio´n queda en la forma,
Wαβ(q, p) =
1
2pi
eiq(〈p〉β−〈p〉α)−
1
2
([q−〈q〉α]2+[q−〈q〉β ]2)+ b
2
4a =
=
1
2pi
eiq(〈p〉β−〈p〉α)−
1
2
([q−〈q〉α]2+[q−〈q〉β ]2)−(p+
〈p〉β+〈p〉α
2
)2+ 1
4
(〈q〉β−〈q〉α)2−i(p+
〈p〉β+〈p〉α
2
)(〈q〉α−〈q〉β)
El te´rmino Wβα(q, p) tendra´ una expresio´n similar a Wαβ(q, p) pero intercambiando los valores
medios de α por los valores medios de β, es decir, Wβα(q, p) =
=
1
2pi
eiq(〈p〉α−〈p〉β)−
1
2
([q−〈q〉β ]2+[q−〈q〉α]2)−(p+
〈p〉α+〈p〉β
2
)2+ 1
4
(〈q〉α−〈q〉β)2−i(p+
〈p〉α+〈p〉β
2
)(〈q〉β−〈q〉α)
Sumando ambos te´rminos sacando el factor comu´n obtenemos la expresio´n
Wαβ(q, p) +Wβα(q, p) =
1
2pi
e−
1
2
([q−〈q〉β ]2+[q−〈q〉α]2)−(p+
〈p〉α+〈p〉β
2
)2+ 1
4
(〈q〉α−〈q〉β)2×
×(eiq(〈p〉β−〈p〉α)−i(p+
〈p〉β+〈p〉α
2
)(〈q〉α−〈q〉β) + eiq(〈p〉α−〈p〉β)−i(p+
〈p〉α+〈p〉β
2
)(〈q〉β−〈q〉α))
Donde el te´rmino de la suma de exponenciales complejas puede expresarse en forma de coseno.
Por tanto tenemos que
Wαβ(q, p) +Wβα(q, p) =
1
pi
e−
1
2
([q−〈q〉β ]2+[q−〈q〉α]2)−(p+
〈p〉α+〈p〉β
2
)2+ 1
4
(〈q〉α−〈q〉β)2× (48)
× cos [(〈p〉α − 〈p〉β)q + (p+ 〈p〉β + 〈p〉α
2
)(〈q〉α − 〈q〉β)]
Funcio´n de Wigner de la superposicio´n de estados tipo gato de Schro¨dinger
Para el caso espec´ıfico en el que β = −α, la expresio´n del apartado anterior se simplifica del
siguiente modo
Wα,−α(q, p) +W−α,α(q, p) =
1
pi
e−x
2−p2 × cos (2[〈p〉q − 〈q〉p]) (49)
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C. Ejemplos de reconstruccio´n de estados
Reconstruccio´n de un estado cua´ntico de Fock
Figura 17: Reconstruccio´n del estado de Fock del primer nivel de energ´ıa n=1. En la primera
l´ınea se representa la simulacio´n de la medida de la distribucio´n de probabilidad de la cuadratura
de fase. En la segunda l´ınea la cuasidistribucio´n de Wigner obtenida mediante la transformada
de Radon inversa. En la tercera l´ınea se puede ver la parte real e imaginaria de la matriz de
densidad obtenida de la funcio´n de Wigner previa. En la cuarta l´ınea se representan la parte
real e imaginaria de la matriz de densidad correspondiente al estado de Fock correspondiente
para comparar la simulacio´n de la medida con el resultado teo´rico exacto.
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Reconstruccio´n de un estado cua´ntico coherente
Figura 18: Reconstruccio´n del estado coherente α = 1√
2
(6−2i). En la primera l´ınea se representa
la simulacio´n de la medida de la distribucio´n de probabilidad de la cuadratura de fase. En la
segunda l´ınea la cuasidistribucio´n de Wigner obtenida mediante la transformada de Radon
inversa. En la tercera l´ınea se puede ver la parte real e imaginaria de la matriz de densidad
obtenida de la funcio´n de Wigner previa. En la cuarta l´ınea se representan la parte real e
imaginaria de la matriz de densidad correspondiente a dicho estado coherente para comparar la
simulacio´n de la medida con el resultado teo´rico exacto.
x
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Reconstruccio´n de un estado cua´ntico comprimido
Figura 19: Reconstruccio´n del estado del vac´ıo comprimido, con valor de compresio´n: ξ = 1,2.
En la primera l´ınea se representa la simulacio´n de la medida de la distribucio´n de probabilidad
de la cuadratura de fase. En la segunda l´ınea la cuasidistribucio´n de Wigner obtenida mediante
la transformada de Radon inversa. En la tercera l´ınea se puede ver la parte real e imaginaria de
la matriz de densidad obtenida de la funcio´n de Wigner previa. En la cuarta l´ınea se representan
la parte real e imaginaria de la matriz de densidad de este estado comprimido para comparar la
simulacio´n de la medida con el resultado teo´rico exacto.
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Reconstruccio´n de una mezcla de estados cua´nticos
Figura 20: Reconstruccio´n de una mezcla de dos estados cua´nticos con matriz de densidad
ρˆ = 1√
2
(|α = 1〉〈α = 1| + |α = −1 + 2i〉〈α = −1 + 2i|). En la primera l´ınea se representa la
simulacio´n de la medida de la distribucio´n de probabilidad de la cuadratura de fase. En la segunda
l´ınea la cuasidistribucio´n de Wigner obtenida mediante la transformada de Radon inversa. En
la tercera l´ınea se puede ver la parte real e imaginaria de la matriz de densidad obtenida de
la funcio´n de Wigner previa. En la cuarta l´ınea se representan la parte real e imaginaria de la
matriz de densidad de la mezcla de estados cua´nticos para comparar la simulacio´n de la medida
con el resultado teo´rico exacto.
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Reconstruccio´n de una superposicio´n de estados cua´nticos
Figura 21: Reconstruccio´n de una superposicio´n de los dos estados cua´nticos coherentes |α =
2 − 2i〉 y |α = −3 + i〉. En la primera l´ınea se representa la simulacio´n de la medida de la
distribucio´n de probabilidad de la cuadratura de fase. En la segunda l´ınea la cuasidistribucio´n
de Wigner obtenida mediante la transformada de Radon inversa. En la tercera l´ınea se puede
ver la parte real e imaginaria de la matriz de densidad obtenida de la funcio´n de Wigner previa.
En la cuarta l´ınea se representan la parte real e imaginaria de la matriz de densidad de la
superposicio´n de estos dos estados cua´nticos para comparar la simulacio´n de la medida con el
resultado teo´rico exacto.
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Reconstruccio´n de un gato de Schro¨dinger
Damos por finalizados los ejemplos de reconstruccio´n con un caso particular de superposicio´n
de dos estados coherentes, siendo los estados a superponer iguales pero de signo opuesto.
Figura 22: Reconstruccio´n de una superposicio´n de dos estados cua´nticos coherentes de signo
opuesto formando el denominado gato de Schro¨dinger |Ψ〉 = 1√
2
(|5i〉 + | − 5i〉). En la primera
l´ınea se representa la simulacio´n de la medida de la distribucio´n de probabilidad de la cuadratura
de fase. En la segunda l´ınea la cuasidistribucio´n de Wigner obtenida mediante la transformada
de Radon inversa. En la tercera l´ınea se puede ver la parte real e imaginaria de la matriz de
densidad obtenida de la funcio´n de Wigner previa. En la cuarta l´ınea se representan la parte
real e imaginaria de la matriz de densidad de la superposicio´n de estos dos estados cua´nticos
para comparar la simulacio´n de la medida con el resultado teo´rico exacto.
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