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vazˇnih, a dugo vremena nerijesˇenih problema, ponudivsˇi nagradu od po milijun dolara
za rjesˇenje svakog od njih. Ti problemi zovu se Milenijski problemi, a visˇe o njima
mozˇete pronac´i u [5].
U ovom tekstu bavit c´emo se jednim od tih problema, tzv. “P=NP?” ili “P vs. NP”.
Rijecˇ je o problemu iz teorije algoritama, a koji – laicˇki recˇeno – znacˇi “postoje li, za
naizgled slozˇene probleme, jednostavni algoritmi koji ih rjesˇavaju?”.
Na web stranici CMI-a problem “P=NP?” prikazan je sljedec´im slikovitim primjerom:
Pretpostavimo da zˇelimo organizirati smjesˇtaj za grupu od 400 studenata.
Prostor je ogranicˇen, te c´e samo 100 studenata dobiti sobu. Da ne bi bilo
prejednostavno, dekan je dao listu parova “nekompatibilnih” studenata –
onih koji ne mogu zajedno biti u domu (tj. ako jedan dobije smjesˇtaj, drugi
ga ne smije dobiti).
Ovo je tipicˇni NP-potpuni problem, jer je za vec´ gotovo rjesˇenje jednostavno provjeriti
zadovoljava li dane uvjete, ali do samog rjesˇenja opc´enito nije jednostavno doc´i.
Naravno, ako je zadana lista parova “lijepa” (npr. skoro prazna ili sadrzˇi skoro
sve parove studenata), vodit c´e nas gotovo deterministicˇki prema nekom rjesˇenju. No,
opc´enito, mozˇe se dogoditi da moramo pokusˇati sve kombinacije.
Matematicˇkim rjecˇnikom, to znacˇi da treba pogledati sve 100-cˇlane podskupove skupa
studenata, te provjeriti koji od njih (ako ijedan!) zadovoljava uvjet “nekompatibilnosti”.
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= 3007429693894018935107174320≈ 3 · 1027.
Za usporedbu, danas najbrzˇe racˇunalo2 uspjelo je postic´i 2331 TFLOPS3 , odnosno oko
2.33 ·1015 operacija s pomicˇnim zarezom u sekundi. Provjera uvjeta za svako od 3 ·1027
moguc´ih rjesˇenja nuzˇno zahtijeva puno visˇe od jedne operacije s pomicˇnim zarezom, no
1 Autor je visˇi asistent na Matematicˇkom odjelu PMF-a Sveucˇilisˇta u Zagrebu, e-posˇta: vsego@math.hr. Cˇlanak
je objavljen sˇk. god. 2009/10 .
2 Cray XT5 s 224162 Opterona
3 FLOPS znacˇi floating point operations per second, tj. broj operacija s pomicˇnim zarezom (osnovne racˇunske
operacije na realnim brojevima) koje racˇunalo mozˇe obaviti u jednoj sekundi. TFLOPS (cˇita se “tera flops”) je
1012 FLOPS.
26 Matematicˇko-fizicˇki list, Izvanredni broj (J)
cˇak i kad bi nam jedna operacija bila dovoljna, navedenom super-racˇunalu trebalo bi
visˇe od 1012 sekundi, odnosno visˇe od 30 000 godina, da rijesˇi zadani problem.
Opisani nacˇin rjesˇavanja problema naziva se brute force (rjesˇavanje grubom silom) i
cˇesto je neizvedivo zbog ogromnog vremena izvrsˇavanja.
Godine 1971., neovisno jedan o drugome, Cook i Leonid definirali su P-probleme kao
“one koje je jednostavno rijesˇiti” i NP-probleme kao “one cˇije je rjesˇenje jednostavno
provjeriti”. Sˇto u ovom kontekstu znacˇi “jednostavno”, vidjet c´emo u poglavlju 4.
Do danas nije poznato je li rijecˇ o istoj klasi problema ili postoji problem cˇije
je rjesˇenje jednostavno provjeriti, ali ga nije jednostavno nac´i. To pitanje zovemo
“P=NP?” problem.
2. Algoritmi
Da bismo mogli razmatrati algoritme koji rjesˇavaju pojedine probleme, potrebno je
prvo rec´i sˇto je to uopc´e algoritam. Najkrac´e recˇeno, algoritam je popis jednoznacˇnih
uputa koje treba slijediti da bismo u konacˇnom vremenu rijesˇili problem iz neke zadane
klase problema (ili, opc´enitije, obavili neki posao). Ovdje je bitno naglasiti:
1. konacˇnost niza uputa, da bismo algoritam uopc´e mogli zapisati;
2. do rjesˇenja treba doc´i u konacˇnom vremenu, tj. algoritam se ne smije vjecˇno
izvrsˇavati;
3. algoritam rjesˇava probleme iz odre -dene klase problema, dakle, cˇak i ako ga
mozˇemo “zaposliti” s nekim problemom za koji on nije predvi -den, ne mozˇemo
ocˇekivati da c´e ga korektno rijesˇiti.
Pogledajmo primjer iz matematike: zadana je jednadzˇba
ax2 + bx + c = 0,
za neke zadane a, b, c ∈ R . Trazˇi se kompleksni broj x ∈ C koji zadovoljava zadanu
jednadzˇbu. Jednostavno, ali i pogresˇno rjesˇenje ovog problema bi bilo:
Jednadzˇba ax2+bx+c = 0, pri cˇemu su a, b, c ∈ R , u skupu kompleksnih





Prikazana formula je poznata za rjesˇavanje kvadratnih jednadzˇbi, no u njoj se kriju
zamke koje – kad racˇunamo “na prste” – obicˇno zaobi -demo “u hodu”. No i ta
zaobilazˇenja treba ugraditi u algoritam:
1. Ako je a = 0, jednadzˇba nije kvadratna, a primjena gornje formule rezultirala bi
dijeljenjem s nulom. Tada imamo slucˇajeve:
(a) Ako je b = c = 0, svaki kompleksni broj x ∈ C je rjesˇenje zadane
jednadzˇbe.
(b) Ako je b = 0 i c = 0, zadana jednadzˇba nema rjesˇenja.
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(c) Ako je b = 0, zadana jednadzˇba ima jedinstveno rjesˇenje
x = − c
b
.
2. Ako je a = 0 i b2 − 4ac = 0, zadana jednadzˇba je kvadratna, ali ima jedinstveno
rjesˇenje
x = − b
2a
.






Tek sada imamo jednoznacˇnu i tocˇnu proceduru rjesˇavanja zadane jednadzˇbe koja c´e
uvijek u konacˇno mnogo koraka dati ispravno rjesˇenje zadanog problema.
3. Koliko je neki algoritam brz?
Kad se postavi pitanje brzine algoritma, prvo sˇto nekome padne na pamet obicˇno je
“sˇtopericu u ruke i pokrenimo program”. Ovakav pristup iz mnogo razloga nije dobar.
Kao prvo, program treba napisati u nekom jeziku. Bitno je naglasiti da implementacija
algoritma (u odre -denom programskom jeziku, na odre -denoj arhitekturi racˇunala i sl.) nije
isto sˇto i algoritam. Jezici se me -dusobno razlikuju i po moguc´nostima (npr. FORTRAN
podrzˇava kompleksne brojeve, dok C i Pascal ne) i po brzini (programi pisani u C-u
i Pascalu su opc´enito daleko brzˇi od onih pisanih u C+ + i Delphiju). Dapacˇe, mnogi
jezici imaju visˇe od jednog prevodioca koji se me -dusobno opet razlikuju (C je posebno
poznat po ovome, no slicˇno vrijedi i za Pacal, C+ + , Perl, SmallTalk i mnoge druge).
Zbog svega navedenog, postavlja se pitanje kako usporediti dva algoritma ako imamo
njihove programske implementacije napisane u razlicˇitim jezicima?
Kao drugo, racˇunala se me -dusobno razlikuju. Neka imaju brzˇe procesore, memorije,
sabirnice; neka imaju visˇe radne memorije ili me -dumemorije; razlicˇita mozˇe biti i
programska podrsˇka (npr. operativni sustav); itd. Kako usporediti rezultate dobivene
“sˇtopericom” za program koji je testiran na Athlonu na 2.7 GHz s 1 GB RAM-a pod
nekim Linuxom i program testiran na 64-bitnom Pentiumu na 3 GHz i s 2 GB RAM-a
pod Mac OS X-om?
Racˇunala se razvijaju velikom brzinom i novi modeli dolaze na trzˇisˇte svakodnevno.
Kako bi se izbjegla potreba stalnog biranja idealne platforme za testiranja algoritama
(sˇto bi opet onemoguc´ilo usporedbe starih i novih testova), analiza algoritama bazira se
na teorijskom racˇunalu koje je 1937. godine u [9] predstavio Alan Turing. To racˇunalo
zovemo Turingov stroj, a njegovu formalnu definiciju mozˇete pronac´i, na primjer, u [6].
Ovdje c´emo dati neformalni opis.
Turingov stroj zamisˇljamo kao racˇunalo koje ima beskonacˇnu traku. Po toj traci cˇita i
pisˇe glava stroja koja se u svakom koraku (izvrsˇavanju jedne naredbe) mozˇe pomaknuti
jedno mjesto lijevo ili desno ili mozˇe ostati na mjestu. Stroj prati i stanje u kojem se
nalazi, svojevrstan pandan vrijednostima varijabli u programima.
U svakom koraku, Turingov stroj nalazi se u nekom stanju q , te cˇita s trake (na
mjestu na kojem se nalazi glava stroja) znak x . Ovisno o stanju i procˇitanom znaku,
stroj prelazi u stanje q′ , na traku zapisuje znak x′ , te glava vrsˇi pomak p (za jedno
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mjesto lijevo ili desno ili ostaje na mjestu). Matematicˇki zapisano, jedan korak je
zapravo obicˇno pridruzˇivanje:
(q, x) → (q′, x′, p).
Kad popisˇemo sve takve korake, definirali smo Turingov stroj.
Primijetimo: ako su svi parovi (q, x) me -dusobno razlicˇiti, opisani Turingov stroj je
zapravo matematicˇka funkcija. To znacˇi da ponasˇanje stroja ovisi iskljucˇivo o njegovom
stanju i znaku procˇitanom na traci. Takve strojeve zovemo deterministicˇki Turingovi
strojevi.
Ako se neki od parova (q, x) preslikavaju u visˇe razlicˇitih trojki (q′, x′, p) ,
opisani skup pravila nije funkcija, nego samo relacija. Za takav stroj kazˇemo da je
nedeterministicˇki. Iako je to naizgled u koliziji sa zahtjevom da koraci algoritma moraju
jednoznacˇno opisivati sˇto algoritam treba raditi, kod nedeterministicˇkih Turingovih
strojeva pretpostavljamo da c´e stroj pogoditi ispravni put k rjesˇenju.
Recimo da se stroj nalazi u stanju q , te je s trake procˇitao znak x i pravila dopusˇtaju
korake
(q, x) → (q′i, x′i, pi), i = 1, 2, . . . , n,
za neki n > 1. Tada pretpostavljamo da c´e stroj odabrati upravo takav i da ga prelazak
u stanje q′i uz zapisivanje znaka x′i i pomak glave pi vode prema rjesˇenju.
Zanimljivo je da su nedeterministicˇki Turingovi strojevi ekvivalentni deterministicˇkima
(tj. mogu rijesˇiti iste probleme): dovoljno je napraviti deterministicˇki stroj koji c´e nekim
redom isprobati sve moguc´nosti kroz koje bi mogao proc´i njegov nedeterministicˇki
ekvivalent. Naravno, stroj koji isprobava sve moguc´nosti obavlja posao puno sporije
od onoga koji odmah poga -da ispravni put. Upravo to c´e biti bitna razlika izme -du P- i
NP-problema, sˇto c´emo vidjeti u poglavlju 5.
P- i NP-problemi obicˇno se definiraju kao problemi odlucˇivanja (oni koji daju odgovor
na da/ne-pitanje), no mi c´emo ih ovdje promatrati u sˇirem kontekstu trazˇenja odgovora
i na opc´enitija pitanja.
4. P-problemi
Kao P-probleme (ili probleme klase P) definiramo one probleme za koje je moguc´e
definirati deterministicˇki Turingov stroj koji rjesˇenje nalazi u polinomnom vremenu, sˇto
znacˇi da postoji neki polinom p(X) takav da je broj koraka Turingovog stroja uvijek
manji od p(X) , gdje je X duljina ulaznih podataka zapisanih na traci Turingovog stroja.
Turingov stroj nam sluzˇi za opis osnovnih operacija. Jedan korak ovdje jasno
oznacˇava: jedno cˇitanje s trake, jedno pisanje na traku, jedan pomak glave stroja i jednu
promjenu stanja. Kod analize algoritama cˇesto brojimo osnovne racˇunske operacije, sˇto
se jednostavno prevede u terminologiju deterministicˇkih Turingovih strojeva.
Primjer 4.1. Zadan je niz brojeva koje treba poredati (sortirati) od najmanjeg prema
najvec´em.
Ocˇito, opc´enito je nebitno koje su vrijednosti brojeva koje zˇelimo poredati, ali je
itekako bitno koliko ih ima. Oznacˇimo duljinu niza s n.
Algoritam “Isprobaj sve moguc´nosti”. Jedan nacˇin sortiranja brojeva je pronac´i
sve njihove moguc´e redoslijede i za svaki provjeriti je li dobar. Sama provjera je
jednostavna: potrebno je jednom proc´i kroz cijeli niz i provjeriti jesu li svaka dva
susjedna broja u ispravnom poretku. To se, ocˇito, izvede u n − 1 koraka (preciznije,
usporedbi brojeva), sˇto je polinom prvog stupnja, pa se provjera izvodi u polinomnom
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vremenu. Dapacˇe, posˇto je polinom prvog stupnja (dakle, linearan), kazˇemo da je
vrijeme izvrsˇavanja linearno.
No, svih moguc´nosti ima
n! = n · (n− 1) · (n− 2) · . . . · 2 · 1.
Lako se provjeri da za proizvoljni polinom p(x) postoji dovoljno veliki n takav da je
n! > p(n) , sˇto znacˇi da takav algoritam ima nadpolinomno vrijeme izvrsˇavanja.
No, cˇinjenica da smo pronasˇli spori algoritam koji rjesˇava nasˇ problem, naravno, ne
znacˇi da je sam problem tezˇak (u smislu da nema polinomno rjesˇenje), nego samo da je
pristup “isprobaj sve moguc´nosti” spor.
Algoritam “Usporedi svaka dva”. Mozˇemo usporediti svaka dva broja, te ako su
oni u pogresˇnom redoslijedu, onda ih zamijeniti. Rijecˇ je o tzv. selection sortu koji
je jednostavan za implementaciju i analizu slozˇenosti, no sporiji od ostalih koji su u
upotrebi (v. [7]).
Primijetimo da brojeva ima n, a svakog mozˇemo usporediti (i eventualno zamijeniti)
s njih najvisˇe n − 1 (jer nema smisla uspore -divati broj sa samim sobom), pa c´e broj
koraka ocˇito biti manji ili jednak vrijednosti polinoma
p(n) = n(n− 1) = n2 − n.
Zbog jednostavnosti, prikazˇimo uzlazni sort (dakle, onaj koji zˇeli elemente niza poredati
od najmanjeg do najvec´eg):
za sve x[i]
min = i
za sve x[j] takve da je i razlicito od j
ako je x[k] > x[j]
min = j
ako je min razlicito od i
zamijeni vrijednosti x[i] i x[min]
Ocˇito je da ovakav algoritam zaista sortira niz. Naime, on pronalazi index min takav
da je x min najmanji element podniza xi, xi+1, . . . , xn , te ga smjesˇta na mjesto xi (dakle,
ispred svih elemenata koji su vec´i od njega). Tako c´e u prvom prolazu vanjske petlje
najmanji element biti postavljen na prvo mjesto u nizu. U drugom prolazu, drugi
najmanji c´e biti postavljen na drugo mjesto, itd.
U stvarnosti, usporedbi i potencijalnih zamjena ima n(n− 1)/2 , no taj detalj utjecˇe
samo na koeficijente polinoma, ali ne mijenja cˇinjenicu da je rijecˇ o polinomu drugog




Dakle, broj koraka u zamjeni dva broja ne ovisi o n, pa i zamjene utjecˇu samo na
koeficijente, ali ne i stupanj polinoma kojim ogranicˇavamo broj koraka.
Konacˇno, jer je polinom kojim mozˇemo ogranicˇiti broj koraka ovog algoritma drugog
stupnja (tj. kvadratni), kazˇemo da je algoritam kvadratni.
Kao sˇto smo vidjeli u prethodnom primjeru, problem sortiranja brojeva je klase P.
Opisano rjesˇenje problema je daleko od optimalnog, te postoje mnogo efikasniji sortovi,
kao i usko specijalizirani sortovi koji donose dodatna ubrzanja (npr. Radix sort koji
postizˇe linearnu slozˇenost, ali po cijenu ogranicˇavanja velicˇine svakog elementa niza).
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5. NP-problemi
NP-probleme definiramo slicˇno P-problemima, uz dodatak onog “N” koje znacˇi
“nedeterministicˇki”. Dakle, NP-problemi (ili problemi klase NP) su oni problemi za
koje je moguc´e definirati nedeterministicˇke Turingove strojeve koji ih rjesˇavaju u
polinomnom vremenu.
U poglavlju 3 smo rekli da nedeterministicˇki stroj, kad ima “dvojbu”, ispravno
poga -da sˇto c´e od ponu -denih akcija napraviti. Kad bismo pokusˇali implementirati takav
stroj, morali bismo isprogramirati isprobavanje svih moguc´nosti, pa bi broj koraka jako
narastao (u pravilu barem eksponencijalno).
Primjer 5.1. (Problem trgovacˇkog putnika.) U nekoj drzˇavi postoji n gradova.
Gradovi A i B povezani su, a udaljenost izme -du njih je d(A,B) (metara, kilometa-
ra,. . . svejedno je; mozˇe biti i vrijeme, cijena,. . . ). Trazˇi se najkrac´i put kojim trgovac
mozˇe obic´i sve gradove, te se vratiti na pocˇetak, na nacˇin da svaki grad posjeti tocˇno
jednom. Drugim rijecˇima, trazˇe se gradovi
g1, g2, . . . , gn
takvi da je
{g1, g2, . . . , gn} = {1, 2, . . . , n}
i da je
d(g1, g2) + d(g2, g3) + . . . + d(gn−1, gn) + d(gn, g1)
najmanje moguc´e. Takvi putovi koji obi -du svaki vrh tocˇno jednom te se vrate u polazisˇni
vrh grafa zovu se Hamiltonovi ciklusi.
Slicˇno kao kod sortiranja iz primjera 4.1, i ovdje mozˇemo pribjec´i trazˇenju svih
moguc´ih putova. Sva argumentacija navedena tamo, vrijedi i ovdje, pa je rijecˇ o izuzetno
sporom rjesˇenju.
Ono sˇto nije poznato je postoji li polinomni algoritam koji c´e ovaj problem rijesˇiti
tocˇno. Postoje razni algoritmi koji problem rjesˇavaju brzo, ali rjesˇenja su priblizˇna ili
ogranicˇena na posebne situacije (npr. zadovoljenost nejednakosti trokuta i sl).
Spomenuli smo da se P- i NP-problemi obicˇno bave odlucˇivanjem. Problem trgo-
vacˇkog putnika lako je svesti na da/ne-pitalicu: “Za zadani x ∈ R+ , postoji li put
kojim trgovac mozˇe putovati tako da prije -de udaljenost manju od x?” Ako na to pitanje
na -demo odgovor u polinomnom vremenu, onda jednostavnim postavljanjem tog pitanja
za nekoliko vrijednosti xi (ali ne narocˇito mnogo njih) mozˇemo pronac´i i optimalni put.
Primjedba 5.2. Za koliko razlicˇitih vrijednosti xi bismo trebali postaviti pitanje iz
prethodnog paragrafa? Primijetimo, odgovor na pitanje je jednak za vrijednosti xi i
xj (xi < xj ) ako ne postoji put u grafu duljine x′ takve da je xi < x′ ≤ xj . Drugim
rijecˇima, zanimljivi su nam samo oni xi koji su jednaki duljini nekog puta u grafu.
No, skup svih putova u grafu je sigurno podskup skupa P(E) , gdje je E skup svih
bridova u grafu, a P(E) njegov partitivni skup. Posˇto je graf potpun (svaka dva grada
su povezana), skup E ima
n
2
(n− 1) elemenata, pa njegov partitivni skup ima
cardP(E) = 2 n2 (n−1)
elemenata, a broj kandidata xi je sigurno manji od toga. Trazˇeni xi mozˇemo lako nac´i
binarnim trazˇenjem. Prvo sortiramo sve vrijednosti xi uzlazno po velicˇini (u primjeru
4.1 smo vidjeli da to mozˇemo u polinomnom vremenu), te provjeravamo mozˇe li trgovac
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znamo da niti za njih ne mozˇe). Zatim ponavljamo postupak za preostale kandidate.
Broj kandidata se u svakom koraku raspolavlja, pa je najvec´i moguc´i broj koraka
jednak log2(cardP(E)) . Konacˇno, imamo najvec´i broj postavljanja pitanja o obilasku
uz duljinu najvisˇe xi (za odabrane xi ):











sˇto je polinom. Primijetimo i da je rijecˇ o gruboj gornjoj ogradi jer skup P(E) sadrzˇi
mnoge podskupove od E koji nisu kruzˇni putovi u grafu, pa je stvarni broj postavljanja
pitanja puno manji (pravi broj moguc´ih putova je (n − 1)!/2 ).
6. Kako dalje?
Ocˇito, svaki deterministicˇki Turingov stroj je ujedno i specijalna vrsta nedetermi-
nisticˇkog (koji nema niti jednu situaciju u kojoj mora poga -dati sˇto dalje), pa su svi
P-problemi ujedno i NP-problemi. Milenijsko pitanje je vrijedi li i obrat, tj. jesu li
NP-problemi ujedno i P-problemi?
Odgovor na to pitanje, kako smo vec´ rekli, nije poznat. No, ako je PNP, kako
uopc´e pokazati da me -du svim tim silnim algoritmima postoji neki kojeg ne mozˇemo
dovoljno ubrzati da upadne u klasu P? Ili, ako je ipak P=NP, kako dokazati da se takvo
ubrzavanje mozˇe napraviti za svaki algoritam?
Ocˇito, baratanje s beskonacˇno mnogo poznatih algoritama i onih koje c´emo tek
otkriti nije moguc´e. Zato uvodimo posebnu klasu problema, tzv. NP-potpuni problemi.
Kazˇemo da je problem NP-potpun ako zadovoljava sljedec´a dva uvjeta:
1. ako je klase NP (tj. ako se za svako ponu -deno rjesˇenje mozˇe u polinomnom
vremenu provjeriti rjesˇava li problem), te
2. ako rjesˇavanjem tog problema u polinomnom vremenu mozˇemo i sve ostale
NP-probleme rijesˇiti u polinomnom vremenu.
Dakle, ako za neki NP-potpuni problem prona -demo polinomno rjesˇenje, znamo da
je P=NP. Naravno, ako za bilo koji NP (potpuni ili ne) problem dokazˇemo da nema
polinomno rjesˇenje, pokazali smo da je PNP.
Problem trgovacˇkog putnika iz poglavlja 5 je jedan od najpoznatijih i najvisˇe
proucˇavanih NP-potpunih problema sa sˇirokim spektrom primjena. Primjer s rasporedom
studenata (iz uvodnog poglavlja) tako -der je NP-potpuni problem, usko povezan s
problemom bojanja grafa u kojem se trazˇi najmanji broj boja kojima se mozˇe obojati
vrhove grafa tako da nikoja dva susjedna (povezana) vrha ne budu obojani istom bojom.
Naravno, vrhovi grafa predstavljaju studente, a veze u grafu povezuju parove studenata
koji ne smiju zajedno biti u domu.
NP-potpuni problemi su izuzetno vazˇni za teoriju slozˇenosti, a mnogi imaju i prakticˇne
primjene. O onim najpoznatijima mozˇete visˇe procˇitati, na primjer, u [4].
Problem sortiranja (v. primjer 4.1) brojeva je primjer NP-problema koji nije NP-
potpun. Za pocˇetak, problem je klase NP jer ima jednostavni linearni (dakle, polinomni)
algoritam za provjeru ponu -denog rjesˇenja (poretka brojeva). No, problemom sortitanja
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n brojeva ne mozˇemo rijesˇiti, na primjer, problem trgovacˇkog putnika s p(n) gradova,
pri cˇemu je p(·) neki polinom.
Naravno, postavlja se pitanje kako pomoc´u polinomnog rjesˇenja jednog (NP-
potpunog) problema rijesˇiti bilo koji NP-problem u polinomnom vremenu? Osnovna
ideja je svo -denje drugih problema, uz neke transformacije, na problem koji analiziramo.
Ocˇito, te transformacije moraju se izvrsˇavati u polinomnom vremenu. Na primjer,
recimo da imamo probleme X i Y . Ako mozˇemo problem X svesti na problem Y u
polinomnom vremenu, te ako znamo polinomno rjesˇenje problema Y , tada imamo i
polinomno rjesˇenje problema X : u najgorem slucˇaju, svo -denjem na problem Y .
Pogledajmo jedan NP-potpuni problem:
Primjer 6.1. (SAT) Neka je zadana formula logike sudova (varijable mogu poprimati
vrijednosti ISTINA i LAZˇ, a povezane su operatorima I, ILI i NE). Je li moguc´e postaviti
vrijednosti varijabli u formuli tako da njena vrijednost na kraju bude ISTINA?
SAT je prvi problem za kojeg je dokazano da je NP-potpun. Njegovu NP-potpunost
su, neovisno jedan o drugom, otkrili i dokazali Cook [1] i Levin (prijevod na engleski
jezik dostupan je u [8]).
Teorem 6.2 (Cook-Levin). SAT je NP-potpun.
Dokazivanje Cook-Levinovog teorema nadilazi podrucˇje ovog cˇlanka, te ga ovdje
nec´emo izvoditi. Jedan od dokaza Cook-Levinovog teorema mozˇete pronac´i, na primjer,
u [2].
Osnovna ideja dokaza je konstruiranje logicˇkog izraza koji poprima vrijednost ISTINA
ako neki zadani nedeterministicˇki Turingov stroj zavrsˇava u konacˇnom vremenu s
potvrdnim odgovorom.
Drugim rijecˇima, ako imamo NP-problem (da/ne-pitalicu), onda imamo i nedetermi-
nisticˇki Turingov stroj koji taj problem rjesˇava u konacˇnom vremenu. Taj stroj mozˇemo
(pomoc´u konstrukcije u dokazu) prevesti u logicˇki izraz koji je istina ako i samo ako
stroj vrac´a potvrdan odgovor. Na taj je nacˇin trazˇenje vrijednosti varijabli tako da izraz
bude istinit ekvivalentno izvrsˇavanju nedeterministicˇkog Turingovog stroja. Rijesˇimo
li SAT u polinomnom vremenu, rijesˇili smo i pocˇetni (proizvoljni!) NP-problem u
polinomnom vremenu.
S Cook-Levinovim teoremom obavljen je pocˇetni dio posla oko NP-potpunih problema:
prona -den je jedan takav. Pretpostavimo sada da za neki proizvoljni NP-problem X
zˇelimo pokazati da je NP-potpun. Kako c´emo to napraviti?
Odgovor je jednostavan: polinomnim svo -denjem drugog NP-potpunog problema (npr.
SAT-a) na X . Na taj nacˇin, ako na -demo polinomno rjesˇenje problema X , nasˇli smo i
polinomno rjesˇenje svih NP-potpunih problema (jer se svaki mozˇe polinomno svesti na
svakog od njih).
Vratimo se na trenutak na problem sortiranja brojeva i problem trgovacˇkog putnika.
Ocˇito, ako imamo zadan potpuni graf s n gradova, mozˇemo popisati sve putove u
grafu, te uzlazno sortirati njihove duljine. Prvi put u tako sortiranom nizu putova bit
c´e najkrac´i, pa na taj nacˇin problem trgovacˇkog putnika mozˇemo svesti na problem
sortiranja brojeva. Problem lezˇi u tome da je broj Hamiltonovih ciklusa u potpunom
grafu (dakle, broj moguc´ih putova trgovacˇkog putnika) jednak (n − 1)!/2. Drugim
rijecˇima, da bismo rijesˇili problem trgovacˇkog putnika za n gradova, moramo rijesˇiti
problem sortiranja za (n − 1)!/2 brojeva, sˇto je nadpolinomno veliko, pa problem
trgovacˇkog putnika nismo uspjeli polinomno svesti na problem sortiranja brojeva.
Kako se problemi svode jedan na drugi, mozˇete procˇitati u cˇlanku [3] u kojem se
detaljno analizira veza poznate igre Minesweeper i SAT-a.
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7. Zakljucˇak
Ocˇito, klasu NP-potpunih problema cˇine problemi koje opravdano mozˇemo zvati
“tesˇkima”, jer ih ne znamo rijesˇiti u polinomnom vremenu (niti znamo je li to moguc´e).
Problem trgovacˇkog putnika samo je jedan primjer problema kombinatorne
optimizacije koji ima sˇiroku primjenu. Jedna ocˇita primjena je organizacija dostave
neke robe nizu prodajnih mjesta. No, taj problem i njegove razne modifikacije imaju
sˇiroku primjenu u izradi racˇunalnih sklopova, robotici, rudarstvu, organizaciji pogona za
proizvodnju me -dusobno razlicˇitih proizvoda,. . . Jasno je da bi pronalazˇenje efikasni(ji)h
rjesˇenja ovog problema dovelo do mnogo korisnih efekata. Slicˇno, naravno, vrijedi i za
mnoge druge NP-potpune probleme.
Kako rjesˇavamo mnoge probleme koji su direktno vezani uz NP-potpune probleme?
Posˇto nema efikasnih egzaktnih algoritama, pribjegava se raznim “slabijim” algoritmima
koji
• rjesˇavaju samo neku usku podklasu problema koji proucˇavamo, ili
• ne garantiraju optimalnost rjesˇenja (ali za gotovo sve ulazne podatke daju rjesˇenje
blisko optimalnom), ali garantiraju brzinu ili
• garantiraju da je dobiveno rjesˇenje uvijek proizvoljno blizu optimalnom, ali ne
garantiraju brzinu (tj. u pravilu su brzi, ali je moguc´e konstruirati ulazne podatke
za koje nisu).
Izbor metoda jako ovisi o primjenama. Na primjer, mozˇemo fiksirati neke parametre
i tako smanjiti slozˇenost, uz cijenu ogranicˇavanja algoritma na jako specificˇni
problem (slicˇno ogranicˇavanju Radix sorta na cijele brojeve). Mozˇemo si pomoc´i
i randomizacijama (izvo -denje pojedinih koraka algoritma u ovisnosti o pseudoslucˇajnim
brojevima), sˇto je posebno korisno za trazˇenje pocˇetne tocˇke iterativnih algoritama.
Od opc´enitijih metoda sˇiroko su rasprostranjene razne heuristike: algoritmi koji se
opc´enito “dobro ponasˇaju” (eksperimentalno je pokazano da su brzi i daju optimalna ili
njima bliska rjesˇenja), no moguc´e je konstruirati i primjere za koje se dugo izvrsˇavaju
i/ili daju rjesˇenja daleko od optimalnog.
Primjedba 7.1 Ponekad je pozˇeljno da problemi budu tesˇki. Pogledajmo problem
kriptiranja podataka na kojem se bazira sigurnost raznih sustava. Na primjer, plac´anja
preko weba koriste enkripciju kako bi se sprijecˇile kra -de podataka o kreditnim karticama
i sl. Ocˇito, da bi sustav funkcionirao, ekripcija i dekripcija moraju biti brzi algoritmi za
one koji imaju potrebne podatke (npr. lozinku), a izuzetno spori (dakle “tesˇki”) za one
koji te podatke nemaju.
No, recimo da imamo neki niz znakova L za koji mislimo da bi mogla biti lozinka
za dekripciju nekog teksta T . Kako provjeriti da je L ispravna lozinka za T ?
Najjednostavnije je pokusˇati dekriptirati tekst T s nizom znakova L. Ako dobijemo
smislene podatke, gotovo je sigurno da je L lozinka. Drugim rijecˇima, problem dekripcije
bez lozinke mozˇemo smatrati NP-problemom (ima brzu provjeru i potencijalno sporo
trazˇenje). Kad bi ispalo da je P=NP, to bi znacˇilo da postoje i polinomni algoritmi za
otkrivanje lozinki, neovisno o primijenjenim metodama enkripcije (dok god se drzˇimo
razumne pretpostavke da brzo radimo ako znamo lozinku).
Treba naglasiti da su ovo teorijski koncepti. Izme -du dokazivanja da postoji polinomni
algoritam za rjesˇavanje nekog problema i pronalazˇenja efikasnog algoritma (tj. onog
koji je koristan u praksi), dug je put. Iako se polinomnost obicˇno vezˇe uz efikasnost,
algoritam koji ima polinomnu slozˇenost za polinom, na primjer, sedamnaestog stupnja
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i velikih koeficijenata i dalje nec´e biti brz (iako c´e za dovoljno velike ulazne podatke
sigurno biti bitno brzˇi od, recimo, algoritama eksponencijalne slozˇenosti).
Vec´ina polinomnih algoritama koji se koriste u praksi, ima slozˇenost u ovisnosti o
polinomu najvisˇe cˇetvrtog stupnja.
Problem “P=NP?” i dalje je otvoreni problem cˇije proucˇavanje donosi mnoga korisna
i zanimljiva otkric´a. Cˇak i ako ne osvojite glavnu nagradu od milijun dolara, mozˇda –
rjesˇavajuc´i taj problem – rijesˇite neki od brojnih srodnih problema ili prona -dete novu
metodu za priblizˇno rjesˇavanje tesˇkih problema. Sretno!
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