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Abstract
We present a multiscale analysis for the exit measures from large balls in Zd,
d ≥ 3, of random walks in certain i.i.d. random environments which are small per-
turbations of the fixed environment corresponding to simple random walk. Our main
assumption is an isotropy assumption on the law of the environment, introduced by
Bricmont and Kupianien. The analysis is based on propagating estimates on the
variational distance between the exit measure and that of simple random walk, in
addition to estimates on the variational distance between smoothed versions of these
quantities.
1 Introduction
We consider random walks in random environments on Zd, d ≥ 3, when the envi-
ronment is a small perturbation of the fixed environment corresponding to simple
random walk. More precisely, let P be the set of probability distributions on Zd,
charging only neighbors of 0. If ε ∈ (0, 1/2d), we set, with {ei}di=1 denoting the
standard basis of Rd,
Pε def=
{
q ∈ P :
∣∣∣∣q (±ei)− 12d
∣∣∣∣ ≤ ε, ∀i} . (1.1)
Ω
def
= PZd is equipped with the natural product σ-field F . We call an element
ω ∈ Ω a random environment. For ω ∈ Ω, and x ∈ Zd, we consider the transition
probabilities pω (x, y)
def
= ωx (y − x) , if |x− y| = 1, and pω (x, y) = 0 otherwise, and
construct the random walk in random environment (RWRE) {Xn}n≥0 with initial
position x ∈ Zd which is, given the environment ω, the Markov chain with X0 = x
and transition probabilities
Pω,x(Xn+1 = y|Xn = z) = ωz(y − z) .
(By a slight abuse of notation, for consistency with the sequel we also write Pω,x =
Ppω ,x.)
We are mainly interested in the case of a random ω. Given a probability measure
µ on P , we consider the product measure Pµ def= µ⊗Zd on (Ω,F) . We usually drop
the index µ in Pµ. In all that follows we make the following basic assumption
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Condition 1.1
µ is invariant under lattice isometries, i.e. µf−1 = µ for any orthogonal mapping
f which leaves Zd invariant, and µ (Pε) = 1 for some ε ∈ (0, 1/2d) which will be
specified later.
The model of RWRE has been studied extensively. We refer to [7] and [12] for
recent surveys. A major open problem is the determination, for d > 1, of laws of
large numbers and central limit theorems in full generality (the latter, both under
the quenched measure, i.e. for Pµ-almost every ω, and under the annealed measure
Pµ ⊗ Px,ω). Although much progress has been reported in recent years ([1, 8, 9]), a
full understanding of the model has not yet been achieved.
In view of the above state of affairs, attempts have been made to understand
the perturbative behavior of the RWRE, that is the behavior of the RWRE when µ
is supported on Pε and ε is small. The first to consider such a perturbative regime
were [2], who introduced Condition 1.1 and showed that in dimension d ≥ 3, for
small enough ε a quenched CLT holds1. Unfortunately, the multiscale proof in [2]
is rather difficult, and challenging to follow. This in turns prompted the derivation,
in [10], of an alternative multiscale approach, in the context of diffusions in random
environments. One expects that the approach of [10] could apply to the discrete
setup, as well.
Our goal in this paper is somewhat different: we focus on the exit law of the
RWRE from large balls, and develop a multiscale analysis that allows us to conclude
that the exit law approaches, in a suitable sense, the uniform measure. Like in
[10], the hypothesis propagated involves smoothing. In [10], this was done using
certain Ho¨lder norms of (rescaled) transition probabilities. Here, we focus on two
ingredients. The first is a propagation of the variational distance between the exit
laws of the RWRE from balls and those of simple random walk (which distance
remains small but does not decrease as the scale increases). The second is the
propagation of the variation distance between the convolution of the exit law of the
RWRE with the exit law of a simple random walk from a ball of (random) radius, and
the corresponding convolution of the exit law of simple random walk with the same
smoothing, which distance decreases to zero as scale increases (a precise statement
can be found in Theorems 2.4 and 2.5; the latter, which is our main result, provides
a local limit law for the exit measures). This approach is of a different nature than
the one in [10] and, we believe, simpler. In future work we hope to combine our
exit law approach with suitable exit time estimates in order to deduce a (quenched)
CLT for the RWRE.
The structure of the article is the following. In the next section, we introduce
our basic notation and state our induction step and our main results. In Section 3,
we present our basic perturbation expansion, coarsening scheme for random walks,
and auxiliary estimates for simple random walk. The (rather standard) proofs of the
latter estimates are presented in the appendices. Section 4 is devoted to the propa-
gation of the smoothed estimates, whereas Section 5 is devoted to the propagation
of the variation distance estimate (the non-smooth estimate). Section 6 completes
the proof of our main result by using the estimates of Sections 4 and 5.
1As the examples in [1] demonstrate, for every d ≥ 7 and ε > 0 there are measures µ supported on
Pε, with Eµ
[∑d
i=1 ei(q(ei)− q(−ei))
]
= 0, such that Xn/n →n→∞ v 6= 0, Pµ-a.s. One of the goals of
Condition 1.1 is to prevent such situations from occurring.
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2 Basic notation and main result
Sets: For x ∈ Rd, |x| is the Euclidean norm. If A,B ⊂ Zd, we set d (A,B) def=
inf {|x− y| : x ∈ A, y ∈ B} . If L > 0, we write VL def= {x ∈ Zd : |x| ≤ L}, and for
x ∈ Zd, VL (x) def= x + VL. If V ⊂ Zd, ∂V = {x ∈ V c : d(x, V ) = 1} is the outer
boundary. If x ∈ V, we set dV (x) def= d (x, ∂V ) . We also set dL(x) = L − |x| (note
that dL(x) 6= dVL(x) with this convention). For 0 ≤ a < b ≤ L, we define
ShellL (a, b)
def
= {x ∈ VL : a ≤ dL (x) < b} , ShellL (b) def= ShellL (0, b) . (2.1)
Functions: If F,G are functions Zd ×Zd → R we write FG for the (matrix) prod-
uct: FG (x, y)
def
=
∑
u F (x, u)G (u, y) , provided the right hand side is absolutely
summable. F k is the k-th power defined in this way, and F 0 (x, y)
def
= δx,y. We
interpret F also as a kernel, operating from the left on functions f : Zd → R, by
Ff (x)
def
=
∑
y F (x, y) f (y). IfW ⊂ Zd, we use 1W not only as the indicator function
but, by slight abuse of notation, also to denote the kernel (x, y)→ 1W (x) δx,y.
For a function f : Zd → R, ‖f‖1
def
=
∑
x |f (x)| , and ‖f‖∞
def
= supx |f (x)| , as
usual. If F is a kernel then, by an abuse of notation, we write ‖F‖1 for its norm as
operator on L∞, i.e.
‖F‖1
def
= sup
x
‖F (x, ·)‖1 . (2.2)
Transition probabilities: For transition probabilities p = (p (x, y))x,y∈Zd , not
necessarily nearest neighbor, we write Pp,x for the law of a Markov chain X0 =
x,X1, . . . having p as transition probabilities. If V ⊂ Zd, τV def= inf {n ≥ 0 : Xn /∈ V }
is the first exit time from V , and TV
def
= τV c the first entrance time. We set
exV (x, z; p)
def
= Pp,x (XτV = z) .
For x ∈ V c, one has exV (x, z; p) = δx,z. A special case is the standard simple random
walk p (x,±ei) = 1/2d, where e1, . . . , ed ∈ Zd is the standard base. We abbreviate
this as pRW, and set PRWx
def
= Px,pRW . Also, exit distributions for the simple random
walk are written as πV (x, z)
def
= exV
(
x, z; pRW
)
.
We will coarse-grain nearest-neighbor transition probabilities p in the following
way. Given W ⊂ Zd, we choose for any x ∈ W either a fixed finite subset Ux ⊂ W,
x ∈ Ux, or a probability distribution sx on such sets. Of course, a fixed choice Ux
is just a special choice for the distribution sx, namely the one point distribution on
Ux.
Definition 2.1
A collection S = (sx)x∈W is called a coarse graining scheme on W. Given such a
scheme, and nearest neighbor transition probabilities p, we define the coarse grained
transitions by
pCGS,W (x, ·) def=
∑
U :x∈U⊂W
sx (U) exU (x, ·; p) . (2.3)
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In the case of the standard nearest neighbor random walk, we use the notation πS,W
instead of
(
pRW
)CG
S,W
.
Using the Markov property, we have, whenever W is finite,
exW (x, ·; p) = exW
(
x, ·; pCGS,W
)
. (2.4)
We will choose the coarse-graining scheme in special ways. Fix once for all a
probability density
ϕ : R+ → R+, ϕ ∈ C∞, support (ϕ) = [1, 2] . (2.5)
If m ∈ R+, the rescaled density is defined by ϕm (t) def= (1/m)ϕ (t/m) . The im-
age measure of ϕm (t) dt under the mapping t → Vt (x) ∩W defines a probability
distribution on subsets of W containing x. We may also choose m to depend on
x, i.e. consider a field Ψ = (mx)x∈W of positive real numbers on W. Such a field
then defines via the above scheme coarse grained transition probabilities, which by
a slight abuse of notation we denote as pCG
Ψ,W
. In case W = Zd, we simply drop W
in the notation. In case p is the standard nearest neighbor random walk, we write
πˆΨ instead of p
CG
Ψ
.
The random environment: We recall from the introduction the notation Pε, Ω,
pω (x, y), and the natural product σ-field F . For A ⊂ Zd, we write FA = σ(ωx : x ∈
A). We also recall the probability measure µ on P , the product measure Pµ, and
Condition 1.1, which is assumed throughout.
For a random environment ω ∈ Ω, we typically write ΠV,ω def= exV (·, ·; pω) and
occasionally drop ω in the notation. So ΠV should always be understood as a random
exit distribution. We will also use ΠˆS,W for (pω)
CG
S,W .
For x ∈ Zd, L > 0, and Ψ : ∂VL (x)→ R+, we define the random variables
DL,Ψ (x)
def
=
∥∥([ΠVL(x) − πVL(x)] πˆΨ) (x, ·)∥∥1 , (2.6)
DL,0 (x)
def
=
∥∥ΠVL(x) (x, ·)− πVL(x) (x, ·)∥∥1 , (2.7)
and with δ > 0, we set
bi (L,Ψ, δ)
def
= P
(
(logL)
−9+ 9(i−1)4 < DL,Ψ (0) ≤ (logL)−9+
9i
4 , DL,0 (0) ≤ δ
)
, i = 1, 2, 3,
b4 (L,Ψ, δ)
def
= P
({
(logL)
−2.25
< DL,Ψ (0)
}
∪ {DL,0 (0) > δ}
)
,
b (L,Ψ, δ)
def
=
4∑
i=1
bi (L,Ψ, δ) .
We write ML for the set of functions Ψ : ∂VL → [L/2, 2L] which are restric-
tions of functions defined on
{
x ∈ Rd : L/2 ≤ |x| ≤ 2L} that have smooth third
derivatives bounded by 10L−2 and fourth derivatives bounded by 10L−3. We write
Ψt = (mx = t)x∈Zd for the coarse-graining scheme that consists of constant coarse-
graining at scale t. Of course, Ψt ∈ML for all t, L.
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Condition 2.2
Let L1 ∈ N, and δ > 0. We say that condition Cond (δ, L1) holds provided that for
all L ≤ L1, and for all Ψ ∈ML,
bi (L,Ψ, δ) ≤ 1
4
exp
[
− (1− (4− i) /13) (logL)2
]
, i = 1, 2, 3, 4. (2.8)
In particular, if Cond (δ, L1) is satisfied, then for any L ≤ L1, and any Ψ ∈ML,
P
({DL,0(0) > δ} ∪ {DL,Ψ(0) > (logL)−9}) ≤ exp [−10
13
(logL)
2
]
(2.9)
Our main technical inductive result is
Proposition 2.3
There exist δ0 > 0 such that for all δ ∈ (0, δ0] there exists ε0 (δ) and L0 ∈ N such
that if ε ≤ ε0, L1 ≥ L0, and µ is such that Condition 1.1 holds for ε, then
Cond (δ, L1) =⇒ Cond
(
δ, L1 (logL1)
2
)
.
Given L0, δ0, we can always choose ε0 so small that if Condition 1.1 is satisfied
with ε ≤ ε0, then Cond (δ0, L0) holds trivially. Proposition 2.3 then implies that
for any δ < δ0, there exists ε0 = ε0(δ) small enough such that if Condition 1.1 is
satisfied with ε ≤ ε0, then Cond (δ, L) holds for all L. In particular, one obtains
immediately from Proposition 2.3 the following theorem (recall that Ψt denotes
constant coarse-graining at scale t).
Theorem 2.4
For each δ > 0 there exists an ε0 = ε0(δ) > 0 such that if Condition 1.1 is satisfied
with ε ≤ ε0, then for any integer r ≥ 0,
lim sup
L→∞
Lrb (L,ΨL, δ) = 0 .
Our induction will also provide the following theorem which is the main result
of our paper. It provides a local limit theorem for the exit law.
Theorem 2.5
There exists ε0 > 0, such that if Condition 1.1 is satisfied with ε ≤ ε0, then for any
δ > 0, and for any integer r ≥ 0,
lim
t→∞
lim sup
L→∞
Lrb (L,Ψt, δ) = 0 .
The Borel-Cantelli lemma then implies that under the conditions of Theorem 2.4,
lim sup
L→∞
DL,Ψt(0) ≤ ct , Pµ − a.s.,
where ct is a constant such that ct →t→∞ 0.
A remark about the wording which we use. When we say that something holds for
“large enough L”, we mean that there exists L0, depending only on the dimension,
such that the statement holds for L ≥ L0. We emphasize that L0 then does not
depend on ε.
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We write C for a generic positive constant, not necessarily the same at different
occurrences. C may depend on the dimension d of the lattice, but on nothing
else, except when indicated explicitly. Other constants, such as c0, c1, c¯, k0,K,C1
etc., follow the same convention concerning what they depend on (d only, unless
explicitly stated otherwise!), but their value is fixed throughout the paper and does
not change from line to line.
3 Preliminaries
3.1 The perturbation expansion
Let p = (p (x, y))x,y∈Zd be a Markovian transition kernel on Z
d, not necessarily
nearest neighbor, but of finite range, and let V ⊂⊂ Zd. The Green kernel on V with
respect to p is defined by
gV (p) (x, y)
def
=
∑
k≥0
(1V p)
k
(x, y) .
Evidently, if z /∈ V, then
gV (p) (·, z) = exV (·, z; p) . (3.1)
If p, q are two transition kernels, write ∆p,q = 1V (p − q). The resolvent equation
gives for every n ∈ N,
gV (p)− gV (q) = gV (q)∆p,qgV (p)
=
n−1∑
k=1
[gV (q)∆p,q]
k
gV (q) + [gV (q)∆p,q]
n
gV (p) =
∞∑
k=1
[gV (q)∆p,q]
k
gV (q) , (3.2)
assuming convergence of the infinite series, which will always be trivial in cases of
interest to us, due to ellipticity and V being finite. We will occasionally slightly
modify the above expansion, but the basis is always the first equality in (3.2).
3.2 The coarse graining schemes on VL
Our proof of Theorems 2.4 and 2.5 is based on a couple of explicit coarse graining
schemes, whose definitions we now present. Set
r (L)
def
= L/ (logL)
10
, s (L)
def
= L/ (logL)
3
, ShL
def
= ShellL (r(L)) , (3.3)
and
γ
def
= min
(
1
10
,
1
2
(
1−
(
2
3
)1/(d−1)))
. (3.4)
We fix a C∞-function h : R+ → R+, which satisfies h (u) = u for u ≤ 1/2,
h (u) = 1 for u ≥ 2, and is strictly monotone and concave on (1/2, 2) . For x ∈ VL,
we set
hL (x)
def
= γs (L)h
(
dL (x)
s (L)
)
. (3.5)
Remark that for dL (x) ≥ 2s (L) , we have hL (x) = γs (L) .
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Lemma 3.1
Fix δ1 > 0. Then, there is a constant k¯0 = k¯0(δ1) such that if k ≥ k¯0(δ1), and
∆(x, y) = ΠVkr(L)(x)(x, y) − πVkr(L)(x)(x, y) then for all L large, if for some δ > 0,
dL (x) ≤ r (L) and Dkr(L),0 (x) ≤ δ, then∑
y∈VL∩ShL
|∆(x, y)| ≤ δ + δ1 . (3.6)
Proof. Fix k. We have∑
y∈VL∩ShL
|∆(x, y)| ≤ ΠVkr(L)(x) (x, VL ∩ ShL) + πVkr(L)(x) (x, VL ∩ ShL)
≤ δ + 2πVkr(L)(x) (x, VL ∩ ShL) .
Choosing k large enough completes the proof.
We can now define our coarse graining schemes on VL. The first will depend
on a constant k0 > 1 that will be chosen below, based on some a-priori estimates
concerning simple random walk, see (3.20).
Definition 3.2
a) The coarse graining scheme S1 = S1,L,k0 = (sx)x∈VL is defined for dL (x) ≤
r (L) by sx = δVk0r(L)∩VL , i.e. for such an x, the coarse graining is done by
choosing the exit distribution from Vk0r(L) (x)∩VL. For dL (x) > r (L), we take
mx = hL(x) and define sx according to the description following (2.5).
b) The coarse graining scheme S2 = S2,L = (sx)x∈VL is defined for all x by
mx = hL(x).
We will need the second scheme only in Section 5, when propagating the part of the
estimate b4(L,Ψ, δ) involving the expression DL,0(x) of (2.7). Note that under S2,
if dL(x) < 1/2γ then there is no coarse graining at all, i.e. sx = δx.
We write ρi,L (x) for the range of the coarse graining scheme at x in scheme i,
i = 1, 2, i.e.
ρ1,L (x)
def
=
{
k0r (L) for dL (x) ≤ r (L)
2hL (x) for r (L) < dL (x)
, ρ2,L = 2hL (x) . (3.7)
3.3 Estimates on exit distributions and the Green’s function
For notational convenience, we write πL instead of πVL , and similarly in other ex-
pressions. For instance, we write τL instead of τVL .
Lemma 3.3
a) For x ∈ ∂VL,
1
C
L−d+1 ≤ πL (x) ≤ CL−d+1.
b) Let x be a vector of unit length in Rd, let 0 < θ < 1, and define the cone
Cθ (x)
def
=
{
y ∈ Zd : 〈y, x〉 ≥ (1− θ) |y|} . For any θ, there exists η (θ) > 0,
such that for all L large enough, and all x
πL (0, Cθ (x)) ≥ η (θ) . (3.8)
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Figure 1: The coarse graining scheme S1
c) Let 0 < l < L, and x ∈ Zd satisfy l < |x| < L. Then
PRWx (τL < TVl) =
l−d+2 − |x|−d+2 +O (l−d+1)
l−d+2 − L−d+2
Proof. a) is Lemma 1.7.4 of [5]. b) is immediate from a). c) is Proposition 1.5.10
of [5].
We will repeatedly make use of the following lemma.
Lemma 3.4
Assume x, y ∈ VL, 1 ≤ a ≤ 5dL (y) , x /∈ V2a (y) . Then
Px
(
TVa(y) < τVL
) ≤ C ad−2dL (y) dL (x)
|x− y|d
(3.9)
The proof will be given in Appendix A.
We will need a corresponding result for the Brownian motion. We write πBML (y, dy
′)
for the exit distribution of the Brownian motion from the ball CL of radius L in R
d.
The following lemma is an easy consequence of the Poisson formula, see [5, (1.43)].
Lemma 3.5
For any y ∈ CL, it holds that
C−1d(y, ∂CL)
|y − y′|d ≤
πBML (y, dy
′)
dy′
≤ Cd(y, ∂CL)|y − y′|d , (3.10)
where dy′ is the surface measure on ∂CL.
We will also need a comparison between smoothed exit distribution of the random
walk, and that of Brownian motion. Given L > 0, and Ψ ∈ML, let
φL,Ψ
def
= πLπˆΨ. (3.11)
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We consider also the corresponding Brownian kernel on Rd,
φBML,Ψ (y, dz)
def
=
∫
∂CL(0)
πBMCL(0) (y, dw)
∫
πBMCt(w) (w, dz)ϕmw (t) dt, (3.12)
where Ψ = (mw) , and where we write φ
BM
L,Ψ (y, z) for the density of φ
BM
L,Ψ (y, dz) with
respect to d-dimensional Lebesgue measure.
Lemma 3.6
There exists a constant C such that for L > 0, and Ψ ∈ ML, we have
sup
y∈VL
sup
z∈Zd
∣∣φL,Ψ (y, z)− φBML,Ψ (y, z)∣∣ ≤ CL−d−1/5 .
Lemma 3.7
There exists a constant C such that for L > 0 and Ψ ∈ ML, we have
sup
y,z
∥∥∂iyφBML,Ψ (y, z)∥∥ ≤ CL−d−i , i = 1, 2, 3 .
The proofs of these two lemmas are again in Appendix A.
We can draw two immediate conclusions from these results:
Proposition 3.8
a) Let y, y′ be in VL, and Ψ ∈ ML. Then
|φL,Ψ (y, z)− φL,Ψ (y′, z)| ≤ C
(
L−d−1/5 + |y − y′|L−d−1
)
. (3.13)
b) Let x ∈ VL, and l be such that Vl (x) ⊂ VL. Consider a signed measure µ on Vl
with total mass 0 and total variation norm |µ|, which is invariant under lattice
isometries. Then∣∣∣∑
y
µ (y − x)φL,Ψ (y, z)
∣∣∣ ≤ C |µ|(L−d−1/5 + ( l
L
)3
L−d
)
. (3.14)
Proof of Proposition 3.8. a) is immediate from Lemmas 3.6 and 3.7. As for b),
we get from Lemma 3.6 that∣∣∣∑
y
µ (y − x)φL,Ψ (y, z)−
∑
y
µ (y − x)φBML,Ψ (y, z)
∣∣∣ ≤ C |µ|L−d−1/5 ,
while ∑
y
µ (y − x)φBML,Ψ (y, z) =
∑
y
µ (y − x) [φBML,Ψ (y, z)− φBML,Ψ (x, z)]
=
∑
y
µ (y − x) ∂xφBML,Ψ (x, z) [y − x] (3.15)
+
1
2
∑
y
µ (y − x) ∂2xφBML,Ψ (x, z) [y − x, y − x] +R (µ, x, z) ,
where, due to Lemma 3.7,
|R (µ, x, z)| ≤ C |µ|
(
l
L
)3
L−d (3.16)
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uniformly in x and z, and ∂kF [u1, . . . , uk] denotes the k-th derivative of a function F
in directions u1, . . . , uk. The first summand on the right hand side of (3.15) vanishes
because µ has mean 0. The second vanishes because by the invariance under lattice
isometry of µ, the summand involves only the Laplacian of φBML,Ψ (·, z) , which in turn
vanishes because of harmonicity of πBMCL(0) (x, ·) in the x-variable. The proof of the
proposition is complete.
The next lemma gives a-priori estimates for coarse-grained walks. We use πˆ
(i)
L ,
i = 1, 2, to denote the transitions of the coarse grained random walk that uses the
coarse graining Si, and gˆ(i)L to denote the corresponding Green’s function. Note that
these quantities all depend on L and k0, but we suppress these from the notation.
Recall that ShL = ShellL (r (L)), c.f. (3.3).
Lemma 3.9
There exists a constant C (independent of k0!) such that:
a)
sup
x∈VL
gˆ
(1)
L (x, ShL) ≤ C.
b) If i = 1 and r (L) ≤ a ≤ 3s (L) or i = 2 and a ≤ 3s (L) then,
sup
x∈VL
gˆ
(i)
L (x, ShellL (a, 2a)) ≤ C.
c) For all x, y ∈ VL \ ShellL(s(L)), and i = 1, 2,
gˆ
(i)
L (x, y) ≤ C
{ 1
s(L)2[|x−y|∨s(L)]d−2 , y 6= x
1, y = x .
d) For i = 1, 2,
sup
x∈VL
gˆ
(i)
L (x, VL) ≤ C (logL)6 .
e) For i = 1, 2,
sup
x,x′∈VL:|x−x′|≤s(L)
∑
y∈VL
∣∣∣gˆ(i)L (x, y)− gˆ(i)L (x′, y)∣∣∣ ≤ C (logL)3
The proof is presented in Appendix B.
Lemma 3.9 plays a crucial role in our smoothing procedure. As a preparation,
for k ≥ 1, set
B1 (k)
def
= ShellL
(
(4/3)
k
r (L)
)
. (3.17)
B1 (k) ⊂ ShellL (s (L)) if k ≤ 20 log logL. By Lemma 3.9, there exists a constant
c¯ ≥ 1 (again, independent of k0!) such that
sup
x∈VL
gˆ
(1)
L (x,B1 (k)) ≤ c¯
{
k , if k ≤ 20 log logL
(logL)6 if k > 20 log logL
. (3.18)
and, for any ball Vrs(L)(z) ⊂ VL−s(L), r ≥ 1,
sup
x∈VL
gˆ
(1)
L
(
x, Vrs(L)(z)
) ≤ c¯rd . (3.19)
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With c¯ as in (3.18) and (3.19), we fix the constant k0 large enough such that:
k0 ≥ k¯0(1/200c¯),
sup
x∈ShL
PRWx
(
τVL < τVk0r(L)(x)
)
≥ 9/10, (3.20)
sup
x∈ShL
πVk0r(L)(x) (x, VL) ≤ 17/32.
That the two last estimates in (3.20) hold for k0 large is obvious, for example from
Donsker’s invariance principle.
4 Smoothed exits
In this section, we provide estimates on the quantity DL,Ψ(0). We use the pertur-
bation expansion in (3.2) repeatedly. The main application is in comparing exit
distributions, as follows. If V ⊂⊂ Zd, and S is any coarse graining scheme on V (as
in Definition 2.1), we compare the exit distribution of the RWRE ΠV with the exit
distribution πV of simple random walk through this perturbation expansion, using
however coarse grained transitions inside V : using (3.1) and (2.4) we get for x ∈ V
(ΠV − πV ) (x, ·) =
∞∑
k=0
(
gˆS,V [∆S,V gˆS,V ]
k∆S,V πV
)
(x, ·) ,
where
∆S,V
def
= 1V
(
ΠˆS,V − πˆS,V
)
, gˆS,V
def
= gV (πˆS,V ) .
Throughout this section, we consider only the coarse graining scheme S = S1 as in
Definition 3.2. We keep L and VL fixed, and drop throughout the S, V subscripts,
writing Πˆ, πˆ,∆ and gˆ for ΠˆS,V , πˆS,V ,∆S,V and gˆS,V . We use repeatedly the identity
gˆ (x, ·) = δx,· + πˆgˆ (x, ·) , x ∈ VL.
Setting, for k ≥ 1,
ζ(k) = ∆k−1 (∆πˆgˆ) , (4.1)
we get
ΠL − πL = gˆ
∞∑
m=1
∞∑
k1,...,km=1
ζ(k1) · . . . · ζ(km−1)∆kmπL def= RL . (4.2)
Remark that we can replace in ζ(k) the second part:
(∆πˆgˆ) (x, y) =
∑
z
(∆πˆ) (x, z) (gˆ (z, y)− gˆ (x, y)) ,
i.e., we gain a discrete derivative in the Green function.
We can now describe informally our basic strategy. When analyzing the term
DL,Ψ(0), boundary effect are not essential, and one can consider all steps to be
coarse-grained (some extra care is however needed near the boundary, which leads
to the specific form of the coarse graining scheme S1, but we gloss over these details
in the description that follows). Note that the steps of the coarse-grained random
walk are essentially in the scale L/(logL)3. In this scale, most x ∈ VL are good, that
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is the individual steps of the coarse-grained random walk are controlled by the good
event in the induction hypothesis. Consider the linear term in (4.2), that is the term
with m = 1, which turns out to be the dominant term in the expansion. Suppose
first all x ∈ VL are good, and consider the term with k1 = 0. In this case, each
term is smoothed at scale L from the right, and its variational norm is bounded by
o((logL)−3)O((logL)−9). A-priori estimates on the coarse-grained simple random
walk yield that the sum over the coarse grained Green function gˆ is O((logL)−6).
This would look alarming, as multiplying these gives rise to an error which is only
o((logL)−6), which could result in non-propagation of the induction hypothesis.
However, one can use the fact that the individual contributions from sites distance by
ρ1,L are independent, and of zero mean due to the isotropy assumption. Averaging
over this sum of essentially independent random variables improves the estimate
from the worst-case value of o((logL)−6) back to the desired value of o((logL)−9),
see the proof of Proposition 4.3. The terms with k1 ≥ 1 are handled similarly, using
now the part of the induction hypothesis involving DL,0(0) to control the extra
powers of ∆ and ensure the convergence of the series. A similar strategy is applied
to the “non-linear” terms with m > 1. Boundary terms are handled by using the
fact that the coarse grained random walk is unlikely to stay at distance less than
r(L) from the boundary for many steps.
A major complication in handling the perturbation expansion is the presence of
“bad regions”. The advantage of the coarse graining scheme S = S1 is that it is
unlikely to have more than one “bad region”, and that this single bad region can be
handled by an appropriate surgery, once appropriate Green function estimates for
the RWRE in a “good environment” are derived, see Section 4.3.
We now turn to the actual proof, and write B
(i)
L , i = 1, 2, 3, 4, for the collection
of points which are bad on level i, and in the right scale, with respect to the coarse
graining scheme S1. That is, for i = 1, 2, 3,
B
(i)
L ={x /∈ ShL : Dr,hL(x) (x) > (logL)−9+
9(i−1)
4 for some r ∈ [hL(x), 2hL(x)],
Dr,hL(x) (x) ≤ (logL)−9+
9i
4 for all r ∈ [hL(x), 2hL(x)] , Dr,0 (x) ≤ δ} , (4.3)
and
B
(4)
L ={x /∈ ShL : Dr,hL(x) (x) > (logL)−
9
4 or Dr,0 (x) > δ ,
for some r ∈ [hL(x), 2hL(x)]}
⋂
{x ∈ ShL : Dk0r(L),0 (x) ≥ δ} . (4.4)
We also write
BL
def
=
4⋃
i=1
B
(i)
L , GoodL
def
= {BL = ∅} . (4.5)
As mentioned in the beginning of this section, a major complication in handling
the perturbation expansion is the “bad regions”. The advantage of the coarse grain-
ing scheme S = S1 is that it is unlikely to have essentially more than one “bad
region”. To make this statement precise, note that if L1 ≤ L ≤ L1 (logL1)2 then
all the radii involved in the definition of badness are smaller than L1, if L1 is cho-
sen large enough. Remark also that if dL (x) > r (L) , then hL (x+ ·) ∈ Mr for
hL (x) ≤ r ≤ 2hL (x) , and therefore, if L1 is large enough, Cond (δ, L1) holds, and
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L1 ≤ L ≤ L1 (logL1)2 , then
P (x ∈ BL) ≤ 2γs (L) exp
−10
13
(
log
γL
(logL)
10
)2 ≤ exp [−0.7 (logL)2] . (4.6)
The points y whose random environment ωy can influence the badness of x are
evidently within radius ρL(x) = ρ1,L (x) from x, see (3.7). If |x− y| > ρL (x) +
ρL (y) , then {x ∈ BL} and {y ∈ BL} are independent. Therefore, if we define
TwoBadL
def
=
⋃
x,y∈VL:|x−y|>ρL(x)+ρL(y)
{x ∈ BL} ∩ {y ∈ BL} , (4.7)
then:
Lemma 4.1
Assume L1 large enough, (2.8) for L1, and L1 ≤ L ≤ L1 (logL1)2 . Then
P (TwoBadL) ≤ exp
[
−1.2 (logL)2
]
.
Next, we regard Πˆ as a field
(
Πˆ (x, ·)
)
x∈VL
of random transition probabilities.
We defined the “goodified” transition probabilities
gd
(
Πˆ
)
(x, ·) def=
{
Πˆ (x, ·) if x /∈ BL
πˆ (x, ·) if x ∈ BL . (4.8)
This field might no longer come from an i.i.d. RWRE, but nevertheless, we have the
property that gd
(
ΠˆL
)
(x, ·) and gd
(
ΠˆL
)
(y, ·) are independent provided |x− y| >
ρL (x)+ρL (y) . If X is a random variable depending on ω only trough ΠˆL we define
gd (X) by replacing ΠˆL by gd
(
ΠˆL
)
.
We next take Ψ ∈ML, and set φ def= φL,Ψ, as in (3.11). An easy consequence of
our definitions and Lemma 3.1 is the following.
Lemma 4.2
If δ ≤ (1/800c¯) then, for all x ∈ VL and k ≥ 2,
1{BL=∅}‖∆k(x, ·)‖1 ≤
1
c¯
(
1
8
)k
. (4.9)
Proof. Since maxx∈VL ‖∆(x, ·)‖1 ≤ 2 and c¯ ≥ 1, it is enough to prove that
1{BL=∅}
∑
z∈VL
|∆2(x, z)| ≤
(
1
64c¯
)
.
If x 6∈ ShL then, on the event {BL = ∅}, ‖∆(x, ·)‖1 ≤ δ and hence ‖∆2(x, ·)‖1 ≤
2δ ≤ 1/64c¯ due to our choice of δ. On the other hand, if x ∈ ShL then on the event
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{BL = ∅}, ∑
z∈VL
|∆2(x, z)| =
∑
z∈VL
∣∣∣∑
y∈VL
∆(x, y)∆(y, z)
∣∣∣ (4.10)
≤ 2
∣∣∣∣∣∣
∑
y∈ShL
∆(x, y)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
y∈VL\ShL
∆(x, y)
∣∣∣∣∣∣ maxy∈VL\ShL
∑
z∈VL
|∆(y, z)|
≤ 2(δ + 1
200c¯
) + 2δ = 4δ +
1
100c¯
<
1
64c¯
,
where Lemma 3.1 and k0 ≥ k¯0(1/200c¯) were used in the next to last inequality.
In what follows, we will always consider δ ≤ 1/800c¯.
4.1 The linear part
For x ∈ VL, B ⊂ VL, set
ξ(k)x (B, z) =
∑
y∈B
gˆ (x, y)
(
∆kπLπˆΨ
)
(y, z) (4.11)
=
∑
y∈B
∑
y′∈VL
gˆ (x, y)∆k (y, y′) (φ (y′, z)− φ (y, z)) ,
where the last equality is because the total mass of ∆(y, ·) vanishes.
We write ξ
(k)
x (z) for ξ
(k)
x (VL, z); in the notation of (4.2), ξ
(k)
x (z) = ζ(k)πˆΨ(x, z).
Define
GL
def
=
{
sup
x∈VL
∑
k≥1
∥∥∥ξ(k)x ∥∥∥
1
≤ (logL)−37/4
}
.
GL is precisely the event that the m = 1 term in the perturbation expansion (4.2),
smoothed by πˆΨ, is “small”.
Proposition 4.3
If L is large enough, then
P ((GL)
c ∩GoodL) ≤ exp
[
− (logL)17/8
]
.
Proof. It suffices to prove that
sup
x∈VL
P
(∑
k≥1
∥∥∥ξ(k)x ∥∥∥
1
≥ (logL)−37/4 , GoodL
)
≤ exp
[
− (logL)9/4
]
.
Note that
P
(∑
k≥1
∥∥∥ξ(k)x ∥∥∥
1
≥ (logL)−37/4 , GoodL
)
= P
(∑
k≥1
∥∥∥gd(ξ(k)x )∥∥∥
1
≥ (logL)−37/4 , GoodL
)
≤ P
(∑
k≥1
∥∥∥gd(ξ(k)x )∥∥∥
1
≥ (logL)−37/4
)
.
For notation convenience, we drop the notation gd (·) , and just use the fact that all
Πˆ involved satisfy the appropriate “goodness” properties. (Remark that after “good-
ifications”, the distribution of Πˆ (x, x+ ·) remains invariant under lattice isometries,
provided dL (x) > 2s (L) .)
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We split ξ
(k)
x into different parts. If y 6∈ ShL and ∆ (y, y′) > 0, we have, since
γ ≤ 1/8, that |y − y′| ≤ dL (y) /4, i.e. dL (y) ≤ (4/3)dL (y′) . Therefore, if y′ ∈ ShL
and ∆k (y, y′) > 0, then dL (y) ≤ (4/3)k r (L) . Recall the set B1(k), c.f. (3.17), and
the estimate (3.18). If y ∈ B1(k), and ∆k (y, y′) > 0, we have
|y − y′| ≤ kk0r (L) + 3kmax (r (L) , dL (y)) ≤
(
kk0 + 4
k
)
r (L) ,
and applying (3.13), we see that for y ∈ B1(k), and y′ such that ∆k (y, y′) > 0, we
have
|φ (y, z)− φ (y′, z)| ≤ C (kk0 + 4k)L−d (logL)−10 .
By Lemma 4.2, we have
∥∥∆k (y, ·)∥∥
1
≤ 8−k. Combining all these estimates with
parts b) and d) of Lemma 3.9, we have∥∥∥ξ(k)x (B1(k))∥∥∥
1
≤ C
{
8−k
(
kk0 + 4
k
)
(logL)−10 , if k ≤ 20 log logL,
8−k
(
kk0 + 4
k
)
(logL)−4 , if k > 20 log logL.
(4.12)
(We emphasize our convention regarding constants, and in particular the fact that
C does not depend on x.) Hence,
sup
x
∑
k≥1
∥∥∥ξ(k)x (B1(k))∥∥∥
1
≤ C (logL)−10 ≤ (logL)−37/4 /3. (4.13)
Next, let
B2(k)
def
= ShellL
(
(4/3)
k
r (L) , (5/4)
k
2s (L)
)
.
If y ∈ B2(k) and ∆k (y, y′) > 0, we have dL (y′) > r (L) , and we get, using the fact
that for x 6∈ ShL one can write πL (x, ·) = (πˆπL) (x, ·) ,
ξ(k)x (B2(k), z) =
∑
y∈B2(k)
∑
y′∈VL
gˆ (x, y)Dk (y, y
′) (φ (y, z)− φ (y′, z)) ,
where
Dk
def
= ∆kπˆ, (4.14)
and, on a “good” environment,
sup
y∈B2(k)
‖Dk (y, ·)‖1 ≤ sup
y∈B2(k)
∥∥∆k−1 (y, ·)∥∥
1
sup
x:dL(x)>r(L)
‖∆πˆ (x, ·)‖1 (4.15)
≤ C8−k (logL)−9 .
Using Lemma 3.9 b), we have supx gˆ (x, ShellL (3s (L))) ≤ C log logL. Put
Aj
def
= ShellL ((2 + (j − 1) /4) s (L) , (2 + j/4) s (L)) , j ≥ 1.
Starting from a point in Aj , j ≥ 3, the coarse grained simple random walk has
a probability ≥ 1/C to reach Aj−2 in one step. Starting from Aj−2, an ordinary
random walk has a probability ≥ 1/C to leave VL+k0r(L) before reaching Aj , and
therefore, the coarse grained simple random walk leaves VL before reaching Aj with
at least the same probability. Therefore supx gˆ (x,Aj) ≤ Cj, and thus,
sup
x
gˆ (x,B2(k)) ≤ C
((
5
4
)2k
+ log logL
)
≤ C (2k + log logL) .
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If y ∈ B2(k), and ∆k (y, y′) > 0, then |y − y′| ≤ 2ks (L) , and therefore,
|φ (y, z)− φ (y′, z)| ≤ CkL−d (logL)−3 ,
again by (3.13). Therefore, we get,∥∥∥ξ(k)x (B2(k), ·)∥∥∥
1
≤ Ck (logL)−12 [4−k + 8−k log logL] ,
sup
x
∑
k≥1
∥∥∥ξ(k)x (B2(k), ·)∥∥∥
1
≤ (logL)−37/4 /3. (4.16)
Let B3(k)
def
= VL\ (B1(k) ∪B2(k)) . Given j ∈ Z, let
Ij
def
= {jks (L) + 1, . . . , (j + 1) ks (L)} .
Then for j ∈ Zd, put Wj,k def= B3(k)∩Ij1 ×· · ·×Ijd , with diameter (Wj) ≤
√
dks (L) .
Let Jk be the set of j’s for which these sets are not empty. We subdivide Jk into
subsets J1,k, . . . , JK(d,k),k such that for any 1 ≤ ℓ ≤ K (d, k) ,
j, j′ ∈ Jℓ,k, j 6= j′ =⇒ d (Wj,k,Wj′,k) > ks (L) . (4.17)
We set, recalling (4.14),
ξ
(k)
x,j (z)
def
=
∑
y∈Wj,k
∑
y′∈VL
gˆ (x, y)Dk (y, y
′) (φ (y, z)− φ (y′, z)) . (4.18)
We fix for the moment k and x. If t > 0, and∑
j
Eξ
(k)
x,j (z) ≤ t/2, (4.19)
and we have
P
(∥∥∥ξ(k)x (B3(k), ·)∥∥∥
1
≥ t
)
≤ P
(∣∣∣∑
j
(
ξ
(k)
x,j (z)− Eξ(k)x,j (z)
)∣∣∣ ≥ t/2)
≤ K (d, k) max
1≤ℓ≤K(d,k)
P
(∣∣∣∣∑j∈Jℓ,k (ξ(k)x,j (z)− Eξ(k)x,j (z))
∣∣∣∣ ≥ t/ (2K (d, k))) .
The random variables ξ
(k)
x,j (z) − Eξ(k)x,j (z), j ∈ Jℓ,k, are independent and centered,
due to (4.17), and we are going to estimate their sup-norm. We have by (3.13) that
|φ (y, z)− φ (y′, z) | ≤ Ck (logL)−3 L−d for y, y′ for which Dk (y, y′) 6= 0. According
to Lemma 3.9 c), we have
gˆ (x,Wj,k) ≤ Ckd
(
1 +
d (x,Wj,k)
s (L)
)−d+2
.
Substituting that into (4.18), we get
∥∥∥ξ(k)x,j (z)∥∥∥
∞
≤ Ckd+18−k
(
1 +
d (x,Wj,k)
s (L)
)−d+2
L−d (logL)
−12
.
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By Hoeffding’s inequality (see e.g. [6, (1.23)] ), we have for 1 ≤ ℓ ≤ K (d, k)
P
(∣∣∣∣∑j∈Jℓ,k (ξ(k)x,j (z)− Eξ(k)x,j (z))
∣∣∣∣ ≥ 2−kL−d
2K (d, k) (logL)
37/4
)
≤ 2 exp
[
− 1
C
(logL)
−37/2
k2d+24−2k (logL)−24
∑C(logL)3
r=1 r
−d+3
]
≤ 2 exp
[
− 1
C
(logL)
5/2
k2d+24−2k
]
,
where we used d ≥ 3 in the last inequality. The upshot of this estimate is that
provided (4.19) holds true with t = t(k) = 2−kL−d (logL)
−37/4
, we have
sup
x
P
(∑
k≥1
∥∥∥ξ(k)x (B3)∥∥∥
1
≥ (logL)−37/4
)
≤ 2
∑
k≥1
K(d, k) exp
[
− 1
C
(logL)
5/2
k2d+24−2k
]
≤ exp
[
− (logL)17/8
]
,
It remains to prove (4.19) with this t. Write∑
j
Eξ
(k)
x,j (z) =
∑
y∈B3
∑
y′∈VL
gˆ (x, y)E (Dk (y, y
′)) (φ (y, z)− φ (y′, z)) .
For every y, y′ 7→ E (Dk (y, y′)) is a signed measure with total mass 0, which is
invariant under lattice isometries. Furthermore∑
y′
|E (Dk (y, y′))| ≤ C8−k (logL)−9 .
Applying (3.14), we get∣∣∣∑
y′
E (Dk (y, y
′)) (φ (y, z)− φ (y′, z))
∣∣∣
≤ C8−k (logL)−9
L−d−1/4 +(Lk (logL)−3
L
)3
L−d
 ≤ C4−k (logL)−18 L−d,
uniformly in y ∈ B3(k), and k. By Lemma 3.9 d), we have
sup
x
∑
y∈B3(k)
gˆ (x, y) ≤ C (logL)6 .
From this (4.19) follows.
4.2 The non-linear part, good environment
Proposition 4.4
If L is large enough and Ψ ∈ ML, then, with DL,Ψ (0) as in (2.6),
P
(
DL,Ψ (0) ≥ (logL)−9 ; GoodL
)
≤ exp
[
− (logL)17/8
]
.
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Proof. We recall the abbreviation ShL
def
= ShellL (r (L)) , c.f. (3.3). By Proposition
4.3, it suffices to estimate on GL∩GoodL the expression ‖RLπˆΨ‖1, c.f. (4.2), where
RLπˆΨ def=
∞∑
m=1
∞∑
k1,...,km=0
(
gˆ∆k1∆πˆ1VL
) · . . . · (gˆ∆kn∆πˆ1VL) ∞∑
k=1
(
gˆ∆kφ
)
, (4.20)
and φ = πLπˆΨ. The last factor in the right hand side of (4.20) is
∑∞
k=1 ξ
(k) of the
last section, and therefore, it suffices to show that on GoodL,
sup
x
∑
k≥0
∥∥(gˆ∆k∆πˆ1VL) (x, ·)∥∥1 ≤ 15/16. (4.21)
Using the definition of GoodL in the first inequality and Lemma 3.9 d) together
with Lemma 4.2 in the second, we get
sup
y/∈ShL
‖(∆πˆ) (y, ·)‖1 ≤ C (logL)−9 ,
∑
k≥0
sup
x
∥∥(gˆ∆k) (x, ·)∥∥
1
≤ C (logL)6 .
Therefore, we have∑
k≥0
sup
x
∥∥∥∑
y/∈ShL
(
gˆ∆k
)
(x, y) (∆πˆ) (y, ·)
∥∥∥
1
≤ 1/16,
if L is large enough, and in order to prove (4.21) it therefore suffices to prove∑
k≥0
sup
x
∥∥∥∑
y∈ShL
(
gˆ∆k
)
(x, y) (∆πˆ1VL) (y, ·)
∥∥∥
1
≤ 7/8.
As in the proof of proposition (4.3), if ∆k(z, y) > 0 for y ∈ ShL then z ∈ B1(k).
Hence, using (3.18) and Lemma 4.2,∑
k≥1
sup
x
∥∥∥∑
y∈ShL
(
gˆ∆k
)
(x, y) (∆πˆ) (y, ·)
∥∥∥
1
≤
∑
k≥1
sup
x
gˆ(x,B1(k)) sup
z∈B1(k)
∥∥∆k+1(z, ·)∥∥
1
≤
20 log logL+1∑
k=2
k
(
1
8
)k
+
∑
k≥20 log logL+2
(logL)6
(
1
8
)k
<
1
8
.
Therefore, it suffices to prove
sup
x
∥∥∥∑
y∈ShL
gˆ (x, y) (∆πˆ1VL) (y, ·)
∥∥∥
1
≤ 3/4. (4.22)
From the second part of (3.20) it follows that
sup
x∈VL
gˆ (x, ShL) ≤ 10/9 , sup
x∈ShL
πVk0r(L)(x) (x, VL) ≤ 1/10.
By the third part of (3.20), and the choice δ < 1/800 < 1/32, we get
sup
x∈ShL
ΠVk0r(L)(x) (x, VL) ≤ δ + 17/32 ≤ 9/16.
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Combining that, we get
sup
x
∥∥∥∑
y∈ShL
gˆ (x, y) (∆πˆ1VL) (y, ·)
∥∥∥
1
≤ sup
x
∑
y∈ShL
gˆ (x, y)ΠVk0r(L)(y) (y, VL) + supx
∑
y∈ShL
gˆ (x, y)πVk0r(L)(y) (y, VL)
≤10
9
· 9
16
+
10
9
· 1
10
<
3
4
,
proving (4.22). We conclude that supx∈VL ‖RLπˆΨ (x, ·)‖1 ≤ C (logL)−37/4 on GL ∩
GoodL .
4.3 Green function estimates in a goodified environment
Before proceeding to analyze environments where bad regions are present, we con-
sider first “goodified” transition kernels gd
(
Πˆ
)
, c.f. (4.8). We write G˜L for the
Green function corresponding to this transition kernel. The goal of this section
is to derive some estimates on G˜L, which will be useful in handling the event
(GoodL ∪TwoBadL)c.
Recall the range ρ = ρ1,L, c.f. (3.7), and consider the collection
DL =
{
V5ρ(x) (x) , x ∈ VL
}
. (4.23)
Lemma 4.5
There exists a constant c0 such that for all D ∈ DL, D ∩ ShellL(L/2) 6= ∅,
G˜L(0, D) ≤ c0
[
diam(D)d−2 (maxy∈D dL(y) ∨ s(L))
Ld−1
]
. (4.24)
Further, there exists a constant c1 ≥ 1 such that for all D ∈ DL,
sup
y∈VL
G˜L(y,D) ≤ c1 . (4.25)
Proof of Lemma 4.5. We begin by establishing some auxiliary estimates for the
unperturbed Green function gˆ = gˆL. We first show that there is a constant C such
that for any D ∈ DL,
sup
y∈VL
gˆ(y,D) = sup
y∈D
gˆ(y,D) ≤ C . (4.26)
For D such that D ∩ ShellL(2s(L)) 6= ∅, the estimate (4.26) is an immediate conse-
quence of parts a) and b) of Lemma 3.9. If D ∩ ShellL(2s(L)) = ∅, then
max
y,z∈D
gˆ(y, z) = max
y∈D
gˆ(y, y) ≤ 1 + max
z∈∂Vγs(L)(x)
gˆ(z, y) ≤ 1 + C
s(L)d
,
where C depends on γ and the second inequality follows from part c) of Lemma 3.9.
Summing over z ∈ D completes the proof of (4.26).
We next note that, for any z ∈ VL,
gˆ(z,D) ≤ PRWz (TD < τVL)max
w∈D
gˆ(w,D) .
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Applying (4.26) and Lemma 3.4, we deduce that for some constant C0,
gˆ(z,D) ≤ C0
[
diam(D)d−2dL(z)maxy∈D dL(y)
d(z,D)d
∧ 1
]
. (4.27)
We now turn to proving (4.25). Write the perturbation expansion
G˜L(z,D)− gˆ(z,D) =
∑
k≥1
∑
y,y′,w
gˆ(z, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D) + NL , (4.28)
where NL denotes the nonlinear term in the perturbation expansion, that is
NL =
∞∑
m=2
∞∑
k1,...,km=0
(
gˆL∆
k1∆πˆ
) · . . . · (gˆL∆km−1∆πˆ) (gˆL∆km∆gˆ(·, D)) . (4.29)
We first handle the linear term in (4.28). Using (4.26), part d) of Lemma 3.9,
and Lemma 4.2, we see that in a goodified environment,
|
∑
k≥1
∑
y,y′,w:dL(y′)≥k0r(L)
gˆ(z, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D)| ≤ C(logL)
6−9
8k
, (4.30)
and
|
∑
y,y′,w
gˆ(z, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D)| ≤ C(logL)
6
8k
. (4.31)
From (4.31) it follows that
|
∑
k≥20 log logL
∑
y,y′,w
gˆ(z, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D)| ≤ C(logL)−9 . (4.32)
On the other hand, if dL(y
′) ≤ k0r(L) and ∆k(y, y′) > 0 then, as in the proof of
Proposition 4.3, dL(y) ≤ (4/3)kk0r(L). Using parts a),b) of Lemma 3.9, we get that
for k ≤ 20 log logL,
|
∑
y,y′,w:dL(y′)≤k0r(L)
gˆ(z, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D)| ≤ Ck(1/8)k (4.33)
Combining (4.30), (4.32) and (4.33), we conclude that
sup
z∈VL
∑
k≥1
∑
y,y′,w
gˆ(z, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D) ≤ C .
The term involving NL is handled by recalling that
sup
x
∑
k≥0
∥∥(gˆL∆k∆πˆ) (x, ·)∥∥1 ≤ 15/16 ,
see (4.21). We then conclude, using (4.26), that (4.25) holds.
To prove (4.24), our starting point is the perturbation expansion (4.28). Again,
the main contribution is the linear term. From (4.31) one deduces that there exists
a constant cd such that for all L large,∑
k≥cd log logL
∑
y,y′,w
gˆ(0, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D) ≤
(
r(L)
L
)d−1
. (4.34)
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We divide the sum in the linear term according to the location of w with respect to
D, writing
∑
y,y′,w
gˆ(0, y)∆k(y, y′)πˆ(y′, w)gˆ(w,D) =
∑
y,y′
gˆ(0, y)∆k(y, y′)
2∑
j=1
∑
w∈Bj
πˆ(y′, w)gˆ(w,D) ,
(4.35)
where
B1 = {w ∈ VL : d(w,D) ≤ L/8} , B2 = {w ∈ VL : d(w,D) > L/8} .
Considering the term involving B1, for k < cd log logL the summation over
y extends over a subset of VL that is covered by at most Ck
d elements of DL, all
inside ShellL(3L/4). Thus, for such k, using (4.27) to bound gˆ(0, y), (4.26) to bound
gˆ(w,D), and Lemma 4.2, we get
∑
y,y′
gˆ(0, y)∆k(y, y′)
∑
w∈B1
πˆ(y′, w)gˆ(w,D) ≤ C
(
1 + γ
8
)k
kd
diam(D)d−2maxy∈D dL(y)
Ld−1
and hence∑
k≤cd log logL
∑
y,y′
gˆ(0, y)∆k(y, y′)
∑
w∈B1
πˆ(y′, w)gˆ(w,D) ≤ C diam(D)
d−2maxy∈D dL(y)
Ld−1
.
(4.36)
The term involving w ∈ B2 is simpler: indeed, one has in that case that gˆ(w,D)
satisfies, by (4.27), the required bound, whereas for k < cd log logL, using (4.26),∑
y:∃y′with∆k(y,y′)πˆ(y′,w)>0
gˆ(0, y) ≤ Ckd ,
yielding ∑
k≤cd log logL
∑
y,y′
gˆ(0, y)∆k(y, y′)
∑
w∈B2
πˆ(y′, w)gˆ(w,D)
≤ C
∑
k≤cd log logL
kd(1/8)k
diam(D)d−2maxy∈D dL(y)
Ld−1
. (4.37)
Combining (4.34), (4.36) and (4.37) results in the required control on the linear
term in (4.28). The nonlinear term is even simpler and similar to the handling of
the nonlinear term when estimating gˆ(z,D).
4.4 Presence of bad regions
On (GoodL ∪TwoBadL)c , it is clear that for some D ∈ DL, c.f. (4.23), we have
BL ⊂ D (4.38)
We write BadL (D) for the event that {BL ⊂ D} , and Bad(i)L (D) for the event that{
B
(i)
L ⊂ D
}
, i = 1, 2, 3, 4. The main aim of this section is to prove the following.
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Proposition 4.6
There exists a δ0 ≤ 1/800c¯ such that if δ < δ0, and if Cond (L1, δ) holds for a given
L1, and if L ≤ L1 (logL1)2 and Ψ ∈ML, then, for i = 1, 2, 3, 4,
sup
D∈DL
P
(
DL,Ψ(0) ≥ (logL)−9+
9(i−1)
4 , Bad
(i)
L (D)
)
≤
exp
[
− (logL)2
]
100
.
Proof of Proposition 4.6. We start with the case when D is “not near” the
boundary, meaning that D ⊂ VL/2. We write D = V5ρ(x0) (x0) = V5γs(L) (x0) . By
Lemma 3.9 c), we can find a constant K (not depending on L, x0), such that for any
point x /∈ D˜ def= V5Kγs(L) (x0) , and all L large, one has gˆ (x,D) ≤ 1/10. We modify
now the transition probabilities Πˆ, πˆ slightly, when starting in x ∈ D, by defining
Π˜ (x, ·) def=
{
exD˜
(
x, ·; Πˆ
)
for x ∈ D
Πˆ (x, ·) for x /∈ D
, (4.39)
and similarly we define π˜. (Remark that this destroys somewhat the symmetry, when
x 6= x0, but this is no problem below). Clearly, these transition probabilities have
the same exit distribution from VL as the one used before. If we write g˜ for the
Green’s function on VL of π˜, we have g˜ (x, y) = gˆ (x, y) for y /∈ D˜, and all x, whereas
g˜ (x, y) ≤ gˆ (x, y) for y ∈ D˜. In particular, we have
sup
x 6∈D˜
g˜ (x,D) ≤ 1/10. (4.40)
Writing down the perturbation expansion (4.2) using the kernels Π˜ and π˜, we have
([Π− π] πˆΨ) =
∞∑
m=1
∞∑
k1,...,km=0
(
g˜∆k1∆πˆ
) · . . . · (g˜∆km−1∆πˆ) (g˜∆km∆φ) ,
where ∆ now uses the modified transitions, that is ∆(x, y) = Π˜(x, y)− π˜(x, y), but
remark that for x /∈ D, ∆(x, ·) is the same as before, and that always ∆π˜ = ∆πˆ.
Also, φ is modified accordingly.
We first estimate the part with m = 1. In anticipation of what follows, we
consider an arbitrary starting point x ∈ VL. Put k = k1 + 1. The part of the sum∑
y
∑
x1,...,xk
g˜ (x, x1)∆ (x1, x2) · . . . ·∆(xk, y)φ (y, ·)
where all xj /∈ D, is estimated in Section 4.1, and the probability that it ex-
ceeds (logL)−9 /3 is bounded by exp
[
− (logL)2
]
/100. If an xj ∈ D, then the
sum over xj+1 extends only to points outside D˜, and therefore, the sum over
xj+1, xj+2, . . . , xj+K is running only over points outside D. Therefore
sup
xj∈D
∑
xj+1,...xj+K
|∆(xj , xj+1) · . . . ·∆(xj+K , xj+K+1)| ≤ 2δK . (4.41)
Further, let j denote the smallest index such that xj ∈ D. Let
Xj := {x1 : ∆(x1, x2) · · ·∆(xj−1, xj)} > 0 .
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Then maxx1∈Xj d(x1, D) ≤ 5jγs(L). For j < (logL)2 it follows that Xj ⊂ VL−s(L)
and therefore, by (3.19), maxx∈VL g˜(x,Xj) ≤ Cjd. Thus,∣∣∣∣∑x1,...,xj g˜ (x, x1)∆ (x1, x2) · · ·∆(xj−1, xj)
∣∣∣∣ ≤ Cδj−1jd . (4.42)
On the other hand, for j ≥ (logL)2 one has (recalling that xi 6∈ D for i < j, and
applying part d) of Lemma 3.9 together with Lemma 4.2),
|
∑
x1,...,xj
g˜ (x, x1)∆ (x1, x2) · · ·∆(xj−1, xj) | ≤ C(1/8)j(logL)6 .
Therefore, using (4.41),
∞∑
j=1
∣∣∣∣∣∣
∑
x1,...,xj−1 6∈D,xj∈D
g˜ (x, x1)∆ (x1, x2) · · ·∆(xj−1, xj)
∣∣∣∣∣∣ ≤ C .
If xk /∈ D, then on the event BL ⊂ D, using part a) of Proposition 3.8, it holds that∥∥∥∑y∆(xk, y)φ (y, ·)∥∥∥
1
≤ C (logL)−12 . On the other hand, if xk ∈ D, then∥∥∥∑
y
∆(xk, y)φ (y, ·)
∥∥∥
1
≤ CγK (logL)−12+2.25i . (4.43)
Combining all the above, we conclude that for some constant c2 it holds that
|
∑
y,z
∑
x1,...,xk
g˜ (x, x1)∆ (x1, x2) · . . . ·∆(xk, y)φ (y, z) | ≤ c2γK(logL)−12+2.25i .
It follows that∥∥∥∑′
x1,...,xk
g˜ (0, x1)∆ (x1, x2) · . . . · (∆φ) (xk, ·)
∥∥∥
1
≤ (logL)−11.5+2.25i , (4.44)
where
∑′
denotes summation where at least one xj is in D. (We note that for
i = 1, 2, 3, one does not need to use the K-enlargement and modification of the
transition probabilities, as a factor δ is caught for each ‖∆‖1.)
The case m ≥ 2 is handled with an evident modification of the above procedure,
using the estimate (4.40). Indeed, let D′ = {z ∈ VL : d(z, D˜) ≤ 2γs(L)}. A repeat
of the previous argument shows that
sup
x
∞∑
k=4
∑
xk
|
∑
x1,...,xk−1:
∃j≤k,xj∈D′
g˜ (x, x1)∆ (x1, x2) · . . . ·∆(xk−2, xk−1) πˆ (xk−1, xk) | ≤ Cδ
while
sup
x
∑
x3
|
∑
x1,x2:
∃j≤3,xj∈D′
g˜ (x, x1)∆ (x1, x2) πˆ (x2, x3) | ≤
{
2
10 , x 6∈ D′
C , x ∈ D′ ,
and, by the computation in Section 4.2, c.f. (4.21),
sup
x
∞∑
k=3
∑
xk 6∈D′
|
∑
x1,...,xk−1:
xj 6∈D′
g˜ (x, x1)∆ (x1, x2) · . . . ·∆(xk−2, xk−1) πˆ (xk−1, xk) | ≤ 15
16
.
23
Hence, we conclude that always,
sup
x
∑
k≥0
∥∥(gˆ∆k∆πˆ) (x, ·)∥∥
1
≤ C, (4.45)
and for all δ small,
sup
x
∑
k1,k2≥0
∥∥(gˆ∆k1∆πˆ) (gˆ∆k2∆πˆ) (x, ·)∥∥
1
≤ 16
17
. (4.46)
Together with the computation for m = 1, c.f. (4.44) when D′ is visited, and
Proposition 4.3 when it is not, this completes the proof of Proposition 4.6 in case
D ⊂ VL/2.
We next turn to D ∩ ShellL(L/2) 6= ∅. Recall the Green function G˜L of the
goodified environment, introduced above Lemma 4.5. Let ΠgL denote the exit dis-
tribution ΠL from VL with the environment replaced by the goodified environment.
Let ∆g = 1D(ΠL −ΠgL). The perturbation expansion (3.2) then gives
[ΠL −ΠgL](z) =
∑
G˜L(0, y)∆
g(y, y′)ΠL(y
′, z) ,
and thus, using part a) of Lemma 4.5 in the second inequality,
‖ΠL −ΠgL‖1 ≤ 2G˜L(0, D) ≤ C
s(L)d−2
Ld−2
≤ C(logL)3(2−d) , (4.47)
This completes the proof in case i = 4 (and also i = 1, 2, 3 if d ≥ 5, although we do
not use this fact).
Consider next the case i = 1, 2, 3 (and d = 3, 4). Rewrite the perturbation
expansion as
[ΠL −ΠgL](z) =
∑
k≥1
∑
y
G˜L (∆
g)
k
(0, y)
(
ΠˆG˜L∆
gΠgL
)
(y, z) (4.48)
In particular, using Lemma 4.2 and part b) of Lemma 4.5,
‖ΠL −ΠgL‖1 ≤ CG˜L(0, D)
∑
k≥1
(1/8)k(logL)−9+2.25i sup
y′∈VL
G˜L(y
′, D)
≤ C(logL)3(2−d)(logL)−9+2.25i ≤ (logL)−11.5+2.25i . (4.49)
5 The non-smoothed exit estimate
The aim of this section is to prove the following.
Proposition 5.1
There exists 0 < δ0 ≤ 1/2 such that for δ ≤ δ0, there exist L0 (δ) and ε0 (δ) such
that if L1 ≥ L0 and ε ≤ ε0, then Cond (L1, δ) , and L ≤ L1 (logL1)2 imply
P (‖ΠL (0, ·)− πL (0, ·)‖1 ≥ δ) ≤
1
10
exp
[
− (logL)2
]
.
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Before starting the proof, we provide a sketch of the main idea. As with the smoothed
estimates, the starting point is the perturbation expansion (4.2). In contrast to the
proof in Section 4, however, no smoothing is provided by the kernel πˆΨ, and hence
the lack of control of the exit measure in the last step of the coarse-graining scheme
S1 does not allow one to propagate the estimate on DL,0(0). This is why we need
to work with the scheme S2 introduced in Definition 2.1. Using S2 means that
we refine the coarse graining scale up to the boundary, and when carrying out the
perturbation expansion, less smoothing is gained from the coarse graining for steps
near the boundary. The drawback of S2 is that the presence of many bad regions
close to the boundary is unavoidable. We will however show that these regions
are rather sparse, so that with high enough probability, the RWRE avoids the bad
regions. As in Section 4.4, this will be achieved by an appropriate estimate on the
Green function in a “goodified” environment.
Proof of Proposition 5.1. We use the coarse graining scheme S2 from Definition
2.1, but we stick to the notations before, so πˆ = πˆS2,L, etc. Using S2 means that we
refine the coarsening scale up to the boundary. In particular, hL (x) = γdL (x) for
all x with dL (x) ≤ s (L) /2, and πˆ (x, ·) is obtained by averaging exit distributions
from balls with radii between γdL (x) and 2γdL (x) (γ from (3.4)). If dL (x) < 1/2γ,
then there is no coarsening at all, and πˆ (x, ·) = pRW (x, ·) .
To handle the presence of many bad regions near the boundary, we introduce
the layers
Λj
def
= ShellL
(
2j−1, 2j
)
, (5.1)
for j = 1, . . . , J1 (L)
def
=
[
log r(L)
log 2
]
+ 1, so that
ShellL (r (L)) ⊂
⋃
j≤J1(L)
Λj ⊂ ShellL (2r (L)) . (5.2)
We subdivide each Λj into subsets D
(j)
1 , D
(j)
2 , . . . , D
(j)
Nj
of diameter ≤ √d2j, where
C−1
(
L2−j
)d−1 ≤ Nj ≤ C (L2−j)d−1 . (5.3)
The collection of these subsets is denoted by Lj . Lj is split into disjoint L(1)j , . . . ,L(R)j ,
such that for any m one has
d (D,D′) > 5γ2j, ∀D,D′ ∈ L(m)j , (5.4)
N
(m)
j
def
=
∣∣∣L(m)j ∣∣∣ ≥ Nj/2R. (5.5)
We can do that in such a way that R ∈ N depends only on the dimension d (recall
that γ is fixed by (3.4) once the dimension is fixed).
For x ∈ ∪J1(L)j=1 Λj , we modify the definition of GoodL in order to adapt it to
the smoothing scheme S2. Thus, we set Bˆ(4)L to consist of the union (over j =
1, . . . , J1(L)) of points x ∈ Λj which have the property that DγdL(x),0 (x) ≥ δ. We
also write ĜoodL = VL \ Bˆ(4)L .
If B ∈ Lj , we write Bad (B) for the event
{
B 6⊂ ĜoodL
}
. Remark that
P (Bad (B)) ≤ C2(d+1)j exp
[
−10
13
log2
(
γ2j−1
)] ≤ exp [−j5/3] def= pj . (5.6)
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Figure 2: The layers Λj. Bad regions (excluding B1 6= ∅) are shaded.
for j ≥ J0, J0 appropriately chosen (depending on d).
We set
X
(m)
j
def
=
∑
D∈L
(m)
j
1Bad(D), Xj
def
=
R∑
m=1
X
(m)
j .
Due to (5.4), the events Bad (D) , D ∈ L(m)j , are independent. Remark that pj <
j−3/2 ≤ 1/2 for all j ≥ 2. From a standard coin tossing estimate via Chebycheff’s
inequality, we get
P
(
X
(m)
j ≥ j−3/2N (m)j
)
≤ exp
[
−N (m)j I
(
j−3/2 | pj
)]
with I (x | p) def= x log (x/p) + (1− x) log ((1− x) / (1− p)), and
I
(
j−3/2 | pj
)
≥ −3
2
j−3/2 log j + j−3/2j5/3 − log 2 ≥ 2Rj1/7
for j ≥ J0, if J0 is large enough. Therefore
P
(
Xj ≥ j−3/2Nj
)
≤ R max
1≤m≤R
P
(
X
(m)
j ≥ j−3/2N (m)j
)
≤ R exp
[
− (L2−j)d−1 j1/7] ≤ R exp [− 1
C
(logL)
20
j1/7
]
for J0 ≤ j ≤ J1 (L) , L large enough (implied by L0 large enough). Using this, we
get for L ≥ L0, ∑
J0≤j≤J1(L)
P
(
Xj ≥ j−3/2Nj
)
≤ 1
20
exp
[
− (logL)2
]
,
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increasing further J0 and L0 if necessary. Setting
ManyBadL
def
=
⋃
J0≤j≤J1(L)
{
Xj ≥ j−3/2Nj
}
∪ TwoBadL,
we get
P (ManyBadL) ≤
1
20
exp
[
− (logL)2
]
+ exp
[
−1.2 (logL)2
]
(5.7)
≤ 1
10
exp
[
− (logL)2
]
,
for all L large enough (note that the choice of J0 and L0 made above depended on
the dimension only). We now choose ε0 > 0 small enough such that for ε ≤ ε0, one
has Xj = 0, deterministically, for j < J0.
We will show now that if ω /∈ManyBadL, then ‖ΠL − πL‖1 ≤ δ, which together
with (5.7), will prove Proposition 5.1. Toward this end, distinguish between two
(disjoint) bad regions B1, B2 ⊂ VL. We set B˜L def= BL\ ShL, ( BL is as in (4.5)). Set
B′2
def
=
⋃{
D
(j)
i : ω ∈ Bad
(
D
(j)
i
)
, j = 1, . . . , J1(L); i ≤ Nj
}
. (5.8)
On the complement of TwoBadL there exists x0 with dL(x0) > r (L) , such that
B˜L ⊂ V5ρ(x0) (x0). (See (4.38). There is some ambiguity in choosing x0, but this of
no importance. In particular, x0 is arbitrary if B˜L = ∅.) If |x0| ≤ L/2, we define
B1
def
= V5ρ(x0) (x0) = V5γs(L) (x0) , and B2
def
= B′2. If |x0| > L/2, we put B1 def= ∅, and
B2
def
= B′2 ∪V5ρ(x0) (x0) . Of course, if B˜L = ∅, then B1 def= ∅, and B2 def= B′2. Remark
that B1 and B2 are disjoint. We put B
def
= B1 ∪B2, and G def= VL\B.
In case B1 = V5γs(L) (x0) , |x0| ≤ L/2, we use the same (slight) modification of
Πˆ (y, ·) , πˆ (y, ·) for y ∈ V5γs(L) (x0) as used in Section 4.4, i.e. we replace πˆ, Πˆ by
π˜, Π˜ as defined in (4.39), but we retain the ˆ-notation for convenience.
We use a slight modification of the perturbation expansion (3.2). Again with
∆
def
= Πˆ− πˆ, we have
ΠL = πL + gˆ1B∆ΠL + gˆ1G∆ΠL.
Set γk
def
= gˆ (1G∆)
k
. Then
γkΠL = gˆ (1G∆)
k
ΠL
= gˆ (1G∆)
k πL + gˆ (1G∆)
k gˆ∆ΠL
= gˆ (1G∆)
k
πL + gˆ (1G∆)
k
1B∆ΠL + gˆ (1G∆)
k
πˆgˆ∆ΠL + γk+1ΠL
Therefore, iterating, we get
ΠL = πL + gˆ
∞∑
k=0
(1G∆)
k
1B∆ΠL + gˆ
∞∑
k=1
(1G∆)
k
πˆgˆ∆ΠL + gˆ
∞∑
k=1
(1G∆)
k
πL
= πL + gˆΓ1B∆ΠL + gˆΓπˆΠL.
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where Γ
def
=
∑∞
k=1 (1G∆)
k
, Γ
def
= I + Γ. With the partition B = B1 ∪ B2, we get,
setting Ξ1
def
= gˆΓ1B1∆, Ξ2
def
= gˆΓ1B2∆,
ΠL = πL + Ξ1ΠL + Ξ2ΠL + gˆΓπˆΠL,
and by induction on m ∈ N, replacing successively ΠL in the second summand
ΠL − πL =
(
m∑
r=1
Ξr1
)
πL +
(
m∑
r=0
Ξr1
)
Ξ2ΠL +
(
m∑
r=0
Ξr1
)
gˆΓπˆΠL + Ξ
m+1
1 ΠL
i.e. with m→∞
ΠL − πL =
∞∑
r=1
Ξr1πL +
(
∞∑
r=0
Ξr1
)
Ξ2ΠL +
(
∞∑
r=0
Ξr1
)
gˆΓπˆΠL (5.9)
:= A1 +A2 +A3 .
For D ⊂ VL, we write
Uk (D)
def
=
{
y ∈ VL : ∃x ∈ D with ∆k (y, x) > 0
}
.
We now prove that each of the three parts A1, A2, A3 is bounded by δ/3.
First summand A1 : This does not involve the bad regions near the boundary, and
we can apply the estimates from Section 4.4. There is nothing to prove if B1 = ∅,
so we assume B1 = V5γs(L) (x0) , |x0| ≤ L/2. We have
sup
x∈VL
∣∣∣gˆ (1G∆)k (x,B1)∣∣∣ ≤ sup
x∈VL
δkgˆ (x, Uk (B1)) ≤ Cδkkd, (5.10)
where the second inequality is due to part c) of Lemma 3.9, and therefore,
∞∑
k=0
∥∥∥gˆ (1G∆)k 1B1∥∥∥
1
≤ C. (5.11)
In the same way, we obtain, with K from Section 4.4,
∞∑
k=0
sup
x/∈V5Kγs(L)
∥∥∥gˆ (1G∆)k 1B1 (x, ·)∥∥∥
1
≤ 1
2
, (5.12)
by using (5.10) for k ≥ 1, and (4.40) for k = 0. Furthermore ,
‖Ξ1πL‖1 ≤
∞∑
k=0
∥∥∥gˆ (1G∆)k 1B1∆πL∥∥∥
1
≤ C
∞∑
k=0
‖gˆ (·, Uk (B1))‖∞ 2−k sup
x∈B1
‖∆πL (x, ·)‖1
(5.13)
≤ C
∞∑
k=0
kd2−k sup
x∈B1
‖∆πL (x, ·)‖1 ≤ C (logL)−3 .
Using these inequalities, we get ‖A1‖1 ≤ C (logL)−3 ≤ C (logL0)−3 ≤ δ/3 by
choosing L0 (δ) large enough: When estimating ‖Ξr1πL‖1 for r ≥ 2, we use (5.11)
for the first factor Ξ1, (5.13) for the last Ξ1πL, and (5.12) for the middle Ξ
r−2
1 . The
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point is that (1B1∆) (x, y) is 6= 0 only if y /∈ V5Kγs(L) (x0) , and so we can use (5.12)
for this part.
Second summand A2: We drop here the ΠL-factor, using the trivial estimate
‖ΠL (x, ·)‖1 ≤ 2. If r = 0, one has to estimate ‖Ξ2 (0, ·)‖1 where B2 consists of the
bad regions in the layers Lj , and the possible one bad ball from B˜L which is outside
VL/3. In case r ≥ 1, when B1 6= ∅, we have B2 = B′2, which is at distance ≥ L/3
from B1. Therefore, in case r = 0, we have to estimate∥∥∥gˆ (1G∆)k 1B2 (0, ·)∥∥∥
1
(5.14)
(the last ∆ is of no help, and we drop it), and in case r ≥ 1, using (5.11) and (5.12)
C2−r sup
|x|≤2L/3
∥∥∥gˆ (1G∆)k 1B2 (x, ·)∥∥∥
1
,
but in this case, we have B2 ⊂ ShellL (2r (L)) . The estimate of the second case is
entirely similar to the estimate of (5.14), and we therefore provide the details only
of the proof of the latter.
We split the parts coming from the different bad regions. For a bad region D
(j)
i
in layer Lj , we have∥∥∥gˆ (1G∆)k 1D(j)i (0, ·)∥∥∥1 ≤ C2−kgˆ (0, Uk (D(j)i )) .
It suffices to estimate gˆ
(
0, Uk
(
D
(j)
i
))
very crudely. Points in Uk
(
D
(j)
i
)
are at
distance of at most rj,k = 2
j (1− 2γ)−k from D(j)i . We first consider k’s only such
that VL \ ShellL (s (L)) is not touched, which is the case if k ≤ 20 log logL (L large
enough). Then, for some y with 0.5rj,k ≤ dL(y) ≤ 2.5rj,k, Uk
(
D
(j)
i
)
⊂ B(y, rj,k) =:
Bj,k. Applying Lemma 3.4, we see that the probability that simple random walk
started at the origin hits Bj,k before τL is bounded above by
C2(d−1)j(1− 2γ)−(d−1)kL−d+1 ≤ C2(d−1)j
(
3
2
)k
L−d+1 ,
where in the last inequality, we have used the definition of γ, c.f. (3.4). Combined
with Lemma 3.9 b), we conclude that for any r such that Λr ∩ Uk
(
D
(j)
i
)
6= ∅, it
holds that
gˆ
(
0, Uk
(
D
(j)
i
)
∩ Λr
)
≤ C2(d−1)j
(
3
2
)k
L−d+1.
The number of layers r touched is bounded by 2(1 + k), and thus we conclude that
gˆ
(
0, Uk
(
D
(j)
i
))
≤ C (1 + k) 2(d−1)j
(
3
2
)k
L−d+1.
Therefore, using ω /∈ ⋃J0≤j≤J1(L) {Xj ≥ j−3/2Nj} , we have the estimates∑
k≤10 log logL
∥∥∥gˆ (1G∆)k 1B′2∩Λj (0, ·)∥∥∥1 ≤ Cj−3/2,∑
k≤10 log logL
∥∥∥gˆ (1G∆)k 1B′2 (0, ·)∥∥∥1 ≤ CJ−1/20 .
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For the sum over k > 20 log logL, we simply estimate gˆ (0, Uk (B
′
2)) ≤ gˆ (0, VL) ≤
C (logL)6 and we therefore get∑
k
∥∥∥gˆ (1G∆)k 1B2∩ShellL(r(L)) (0, ·)∥∥∥
1
≤ C
(
J
−1/2
0 + (logL)
6 2−20 log logL
)
(5.15)
≤ C
(
J
−1/2
0 + (logL)
−7
)
≤ δ/6
for all L ≥ L0, by choosing J0 = J0(δ) and L0 = L0(δ) large enough (again,
depending only on d and δ).
It remains to add the part of B2 outside B
′
2. This is (contained in) a ball
V5γρ(x0) (x0) with |x0| > L/2.
gˆ
(
0, Uk
(
V5γρ(x0) (x0)
)) ≤ gˆ (0, Uk (V5γs(L) (x0))) ≤ gˆ (0, V(5+2k)γs(L) (x0)) .
As |x0| ≥ L/2, we have V(5+2k)γs(L) (x0) ∩ VL/3 = ∅ provided k ≤ (logL)3 /C, and
V(5+2k)γs(L) (x0) can be covered by ≤ Ckd balls Vs(L) (y) , |y| ≥ L/3. By Lemma 3.4,
one has gˆ
(
0, Vs(L) (y)
) ≤ C (logL)−3 . (This remains true also if Vs(L) (y) intersects
ShellL (s (L)) , as is easily checked). Therefore, for k ≤ (logL)3 /C, we have
gˆ
(
0, Uk
(
V5γρ(x0) (x0)
)) ≤ Ckd (logL)−3 ,
and therefore,∑
k
∥∥∥gˆ (1G∆)k 1V5γρ(x0)(x0) (0, ·)∥∥∥1
≤C
∑
k≤(logL)3/C
2−kkd (logL)
−3
+ C
∑
k>(logL)3/C
2−k (logL)
6 ≤ δ/6,
provided L0 is large enough. Combining this with (5.15) proves ‖A2‖1 ≤ δ/3.
Third summand A3. By the same argument as in the discussion of A2, it suffices
to consider r = 0, and we drop ΠL. Then,∑
k≥1
∥∥∥∥∥∥
∑
x/∈ShellL(r(L))
gˆ (1G∆)
k−1 (0, x) (1G∆πˆ) (x, ·)
∥∥∥∥∥∥
1
≤
∞∑
k≥1
2−k+1gˆ (0, VL) sup
x/∈ShellL(r(L))
‖1G∆πˆ (x, ·)‖1 (5.16)
≤ C (logL)−3 ≤ δ/9
if L0 is large enough. For J0 ≤ j ≤ J1 (L),∥∥∥∥∥∥
∑
x∈Λj
gˆ (1G∆)
k−1 (0, x) (1G∆πˆ) (x, ·)
∥∥∥∥∥∥
1
≤ 2−k+1gˆ (0, Uk (Λj)) sup
x∈Λj
‖1G∆πˆ (x, ·)‖1
≤ Cj−92−k+1gˆ (0, Uk (Λj)) ,
and it is evident from part b) of Lemma 3.9 that
∑
k≥1 2
−k+1gˆ (0, Uk (Λj)) ≤ C.
Therefore,
∑
k≥1
∥∥∥∥∥∥
∑
J0≤j≤J1(L)
∑
x∈Λj
gˆ (1G∆)
k−1
(0, x) (1G∆πˆ) (x, ·)
∥∥∥∥∥∥
1
≤ C (J0)−8 ≤ δ/9, (5.17)
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if J0 is chosen large enough (again, independently of ε0!). On the other hand, putting
Λˆ
def
=
⋃
j≤J0
Λj,∑
k≥1
∥∥∥∑
x∈Λˆ
gˆ (1G∆)
k−1
(0, x) (1G∆πˆ) (x, ·)
∥∥∥
1
≤ C
∑
k≥1
2−k+1gˆ
(
0, Uk
(
Λˆ
))
sup
x∈Λˆ
‖∆(x, ·)‖1 ≤ C (J0) sup
x∈Λˆ
‖∆(x, ·)‖1 ≤ δ/9
if ε ≤ ε0 (δ) and ε0(δ) is taken small enough. Combining this with (5.16) and (5.17)
proves ‖A3‖1 ≤ δ/3. Substituting the estimate on ‖Ai‖1, i = 1, 2, 3, into (5.9) and
using (5.7) completes the proof of Proposition 5.1.
6 Proof of Proposition 2.3
We just have to collect the estimates we have obtained so far. We take δ0 small
enough as in the conclusion of Propositions 4.6 and 5.1, and for δ ≤ δ0, we choose
L0 large enough, also according to these propositions.
For L1 ≥ L0 we assume Cond (δ, L1) , and take and L ≤ L1 (logL1)2 . For i =
1, 2, 3, and Ψ ∈ML, we have according to Lemma 4.1 and Proposition 4.4
bi (L,Ψ, δ) ≤ P
(
DL,Ψ (0) > (logL)
−11.25−2.25i
)
≤ P
(
DL,Ψ (0) > (logL)
−11.25−2.25i
, (TwoBadL)
c ∩ (GoodL)c
)
+ P
(
DL,Ψ (0) > (logL)
−9 ,TwoBadL ∩GoodL
)
+ P (TwoBadL)
≤ P
(
DL,Ψ (0) > (logL)
−11.25−2.25i
, (TwoBadL)
c ∩ (GoodL)c
)
+ exp
[
−1.2 (logL)2
]
+ exp
[
− (logL)17/8
]
.
We therefore only have to estimate the first summand. Using the notation of Sections
4.3 and 4.4,
P
(
DL,Ψ (0) > (logL)
−11.25−2.25i
, (TwoBadL)
c ∩ (GoodL)c
)
≤
∑
D∈DL
∑
j
P
(
‖([ΠVL − πVL ] πˆΨ) (0, ·)‖1 ≥ (logL)−11.25+2.25i , Bad(j)L (D)
)
≤
∑
D∈DL
∑
j≤i
P
(
‖([ΠVL − πVL ] πˆΨ) (0, ·)‖1 ≥ (logL)−11.25+2.25j , Bad(j)L (D)
)
+
∑
D∈DL
∑
j>i
P
(
Bad
(j)
L (D)
)
≤ 4 |DL|
100
exp
[
− (logL)2
]
+ |DL| exp
− [1− (4− i− 1) /13](log L
(logL)10
)2
≤ 1
8
exp
[
− [1− (4− i) /13] (logL)2
]
.
Combining these estimates, we get for i = 1, 2, 3 and L large enough,
bi (L,Ψ, δ) ≤ 1
4
exp
[
− [1− (4− i) /13] (logL)2
]
.
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For i = 4, we have
b4 (L,Ψ, δ) ≤ P
(
DL,Ψ (0) > (logL)
−2.25
)
+ P (‖ΠL (0, ·)− πL (0, ·)‖1 ≥ δ) .
The second summand is estimated by Proposition 5.1, and the first in the same way
as the bi, i ≤ 3. This completes the proof of Proposition 2.3.
7 Proof of Theorem 2.5
The proof is based on a modification of the computations in Section 5. We begin
by an auxiliary definition. In what follows, cd is a constant large enough so as to
satisfy
log cd > 4d . (7.1)
For any x ∈ VL and random walk {Xn} with X0 = x, set η(x) = min{n > 0 :
|Xn − x| > dL(x)}. We fix δ small enough such that δ < δ0 and
c¯d
def
= max
y∈VL
pRW,y(τL > η(y)) + δ < 1 (7.2)
for all L large enough (this is possible by the invariance principle for simple random
walk). We then chose ε0 so as the conclusion of Theorem 2.4 is satisfied with this
value of δ. For x ∈ Λj , set U1(x) = ∂VγdL(x)(x), and inductively, for k ≥ 2, set
Uk(x) = ∪y∈Uk−1(x)∂Vckd2j (y).
Definition 7.1
A point x ∈ Λj is K-good if DγdL(x),0(x) ≤ δ and, for any k = 1, . . . ,K, for all
y ∈ Uk(x), Dck+1d 2j ,0(y) ≤ δ.
We note that there exists some constant C depending only on d such that for all
x ∈ Λj ,
P(x is not K-good) ≤ exp
(
−10
13
(log(γ2j−1))2
)
+
K∑
k=1
C(ckd2
j)d exp
(
−10
13
(log(ckd2
j))2
)
.
(7.3)
For J > J0, set
B˜
(4)
L,J,K
def
=
(
∪J1(L)j=J+1{x ∈ Λj : DγdL(x),0(x) ≥ δ}
)⋃
({x ∈ ΛJ : x is not K-good}) ,
and G˜oodL,J,K
def
= VL \ B˜(4)L,J,K .
If B ∈ Lj , j ≥ J , we write B˜adL,J,K (B) for the event
{
B 6⊂ G˜oodL,J,K
}
. Re-
mark that for J > J1(L), B˜adL,J,K (B) = Bad (B). By combining the computation
in (5.6) with (7.3), and using our choice for the value of cd, we get that there exists
a J2 ≥ J0 such that for all J > J2, all K, and all L large enough,
P
(
B˜adL,J,K (B)
)
≤ pJ . (7.4)
We set next
X˜j
def
=
∑
D∈Lj
1
B˜adL,J,K(D)
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and
˜ManyBadL,J,K
def
=
⋃
J0(γ)≤j≤J(L)
{
X˜j ≥ j−3/2Nj
}
∪ TwoBadL .
Arguing as in the computation leading to (5.7) (except that LJ is divided into
more sets to achieve independence, and the number of such sets depends on K), we
conclude that for each J,K there is an L2 = L2(J,K) such that for all L > L2(J,K),
P
(
˜ManyBadL,J,K
)
≤ 1
10
exp
[
− (logL)2
]
. (7.5)
Next, replace B′2 in (5.8) by considering in the union there only j ∈ [J, J1(L)], and
replacing Bad
(
D
(j)
i
)
by B˜adJ,K,L
(
D
(j)
i
)
(note that this influences only the layers
Λj with j ≤ J). We rewrite the expansion (5.9)
ΠL − πL =
∞∑
r=1
Ξr1πL +
(
∞∑
r=0
Ξr1
)
Ξ2ΠL +
(
∞∑
r=0
Ξr1
)
gˆΓπˆΠL (7.6)
:= A1 +A2 +A3 .
except that now B˜′2 is used instead of B
′
2 in the definition of Ξ2. By repeating the
computation leading to (5.13) and (5.15) (using (7.5) instead of (5.7) in the latter),
we conclude that
‖A1‖+ ‖A2‖ ≤ CJ−1/2 , (7.7)
for L large. To analyze A3, we write, with obvious notation, A3 =
∑∞
r=0A
(r)
3 , and
argue as in Section 5 that it is enough to consider A
(0)
3 . We then write
A
(0)
3 (·) =
∑
k≥1
∑
x/∈ShellL(2J )
gˆ (1G∆)
k−1
(0, x) (1G∆πˆ) (x, z)ΠL(z, ·) (7.8)
+
∑
k≥1
∑
x∈ShellL(2J )
gˆ (1G∆)
k−1
(0, x) (1G∆πˆ) (x, z)ΠL(z, ·) = A(0),13 +A(0),23 .
We already have from Section 5 that on the event
(
˜ManyBadL,J,K
)c
, it holds that
‖A(0),13 ‖1 ≤ CJ−1/2. Note that all the estimates so far held for any large fixed J,K,
as long as L is large enough (large enough depending on the choice of J,K). It
remains only to analyze ‖A(0,1)3 πˆs‖1 for s independent of L, and when doing that,
we can choose K in any way that does not depend on L. As a preliminary step in
the choice of K, we have the following lemma (recall the constant c¯d, c.f. (7.2)):
Lemma 7.2
For all J,K, and any K-good x ∈ ΛJ , it holds that for all L large enough,∑
y:|x−y|>cK+2d 2
J
|∆πˆΠL(x, y)| ≤ (c¯d)K (7.9)
Proof of Lemma 7.2. The proof is similar to the argument in Lemma 3.1. Con-
sider a RWRE Xn started at y ∈ U1(x). Let η1 = min{n : Xn ∈ ∂Vcd2J (y)}, and, for
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k = 2, . . . ,K, define successively ηk(y) = min{n > ηk−1(y) : Xn ∈ ∂Vck
d
2J (Xηk−1))}.
The sum in (7.9) is then bounded above by
max
y∈U1(x)
pyω(τL > ηK(y)) ≤
K∏
k=1
max
y∈Uk(x)
pyω(τL > η(y)) . (7.10)
Since x is K-good, we have that for y ∈ Uk(x), pyω(τL > ηk(y)) ≤ δ + pRW,y(τL >
η(y)) ≤ c¯d. Substituting in (7.10), the lemma follows.
We next recall, c.f. Lemma A.4, that
sup
x1,x2:|x1−x2|≤D
‖πˆs(x1, ·)− πˆs(x2, ·)‖ ≤ CD log s
s
.
In particular, for any fixed K, J with J > J2, using (7.9), and the fact that∑
z A
(0),1
3 πˆs(z) = 0, we get
‖A(0),13 πˆs‖1 ≤ δ(c¯d)K + C
cK+1d log s
s
.
and thus
‖A3πˆs‖ ≤ δ(c¯d)K + C (cd)
K+12J log s
s
+ CJ−1/2 . (7.11)
Combining (7.11) and (7.7), we conclude that on the event
(
˜ManyBadL,J,K
)c
,
DL,Ψs(0) ≤ δ(c¯d)K + C
2(cd)
K+12J log s
s
+ CJ−1/2 .
Choosing J large such that CJ−1/2 < δ/3 and K large enough such that (c¯d)
K <
δ/3, and s large enough such that 2C(cd)
K+12J log s/s < δ/3, and using (7.5), it
follows that
lim supL→∞L
rb(L,Ψs, δ) = 0 . This completes the proof of the theorem.
A Proofs of the random walk results
We begin by stating and proving some auxiliary estimates. If A ⊂⊂ Zd, x ∈ A, y ∈
∂A, then by time reversibility of simple random walk and transience, one gets
Px (XτA = y) ≤ C
∑
y′∈A, |y−y′|=1
Py′ (Tx < τA) .
Throughout this appendix, we write τ
def
= τVL . Since we do not deal with the RWRE
in this appendix, we consistently write Px for P
RW
x .
Lemma A.1
Let x ∈ VL, y ∈ ∂VL. Then, for some c¯1 ≥ 1,
Px (Xτ = y) ≤ c¯1dL (x)−d+1 .
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Proof. Let r
def
= dL (x) . We may assume that r ≥ 4. Put r′ def= [r/2] − 1. Then
Vr′ (x) ⊂ VL−r′ . If y′ is any neighbor of y in VL then, by part c) of Lemma 3.3,
Py′
(
T∂Vr′ (x) < τ
) ≤ Py′ (TVL−r′ < τ) ≤ Cr .
Furthermore uniformly in z ∈ ∂Vr′ (x) ,
Pz (Tx < τ) ≤ Pz (Tx <∞) ≤ C(r′)−d+2 ≤ Cr−d+2.
Using the Markov property and (A.1) proves the claim.
Lemma A.2
Let x ∈ VL, y ∈ ∂VL and set t def= |x− y| . Then for some c¯2 ≥ 1,
Px (Xτ = y) ≤ c¯2 dL (x)
t
sup
x′∈∂Vt/3(y)∩VL
Px′ (Xτ = y) .
Proof. The bound is evident if r
def
= dL (x) ≥ t/10. Therefore, we assume r < t/10.
We choose a point x′ /∈ VL such that Vt/8 (x′) ∩ VL = ∅, and |x− x′| ≤ t/8 + 2r.
Then x ∈ Vt/4 (x′) and |x′ − y| ≥ 3t/4. Therefore
∂Vt/4 (x
′) ∩ Vt/3 (y) = ∅. (A.1)
A walk starting in x has to reach ∂Vt/4 (x
′) before it can reach y, and therefore, if
it reaches Vt/8 (x
′) before reaching ∂Vt/4 (x
′) it exits VL before it reaches y. After it
has reached ∂Vt/4 (x
′) ∩ VL it still has to reach Vt/3 (y) ∩ VL before it can reach y,
moving inside VL. So we get
Px (Xτ = y) ≤ CPx
(
τVt/4(x′) < TVt/8(x′)
)
sup
z∈∂Vt/4(x′)∩VL
Pz (Xτ = y)
≤ Cr
t
sup
z∈∂Vt/4(x′)∩VL
Pz (Xτ = y) ≤ Cr
t
sup
z∈∂Vt/3(y)∩VL
Pz (Xτ = y) ,
the second inequality using Lemma 3.3 c).
Lemma A.3
With x, y, t as above, and c¯1, c¯2 from the previous lemmas,
Px (Xτ = y) ≤ c¯1c¯d23(d−1)
2+(d−1) dL (x)
td
.
Proof. Put η
def
= 3−d+1c¯−12 , and set K¯
def
= c¯1η
−d+1 = c¯1c¯
d−1
2 3
(d−1)2 . Using Lemma
A.2, it suffices to prove
sup
x∈∂Vr(y)∩VL
Px (Xτ = y) ≤ K¯r−d+1. (A.2)
As K¯ ≥ 9(d−1), there is nothing to prove if r ≤ 9. Assume that we have proved (A.2)
for all r ≤ r0, and assume r0 < r ≤ 2r0. Then for dL (x) > ηr, we have by Lemma
A.1 that
Px (Xτ = y) ≤ c¯1η−d+1r−d+1 = K¯r−d+1,
35
and for dL (x) ≤ ηr, by Lemma A.2 and the fact that r/3 ≤ r0,
Px (Xτ = y) ≤ c¯2ηK¯
(r
3
)−d+1
= K¯r−d+1.
Therefore, the lemma is proved by induction.
Proof of Lemma 3.4. If |x− y| ≤ dL (y) /2, then dL (x) ≥ dL (y) /2, and in this
case, we can simply use part c) of Lemma 3.3 to conclude that
Px
(
TVa(y) < τ
) ≤ Px (TVa(y) <∞) ≤ C ( a|x− y|
)d−2
≤ C a
d−2dL (y) dL (x)
|x− y|d
.
Therefore, we may assume |x− y| > dL (y) /2. Furthermore, it suffices to consider
the case 1 ≤ a ≤ dL (y) /5, simply because for dL (y) /5 < a ≤ 5dL (y), we get an
upper bound with replacing a by dL (y) /5. Assume that we have proved the bound
for a = dL (y) /5. Then we get for a < dL (y) /5
Px
(
TVa(y) < τ
) ≤ C dL (y)d−1 dL (x)
|x− y|d
(
a
dL (y)
)d−2
≤ C a
d−2dL (y) dL (x)
|x− y|d
.
We therefore see that it suffices to prove the bound for a = dL (y) /5.
Let y′ ∈ ∂VL be a point closest to y. There exists δ > 0, such that
inf
x′∈Va(y)
Px′ (Xτ ∈ Va (y′)) ≥ δ.
Evidently, infz∈Va(y′)∩∂VL |x− z| ≥ |x− y| /2, and therefore, by Lemma A.3,
sup
z∈Va(y′)∩∂VL
Px (Xτ = z) ≤ C dL (x)|x− y|d
.
Consequently
dL (x) a
d−1
|x− y|d
≥ 1
C
Px (Xτ ∈ Va (y′)) ≥ 1
C
Px
(
Xτ ∈ Va (y′) , TVa(y) < τ
)
=
1
C
∑
x′∈Va(y)
Px
(
TVa(y) < τ, XTVa(y) = x
′
)
Px′ (Xτ ∈ Va (y′))
≥ δ
C
Px
(
TVa(y) < τ
)
.
This proves the claim. Before presenting the proofs of Lemmas 3.6 and 3.7,
we state and prove some additional auxiliary estimates. We define the Brownian
analogue πˆBMΨ of πˆΨ, c.f. (3.12), by
πˆBMΨ (x, dz)
def
=
∫
1
mx
ϕ (t/mx)π
BM
Ct (x, dz)dt.
πˆBMΨ (x, dz) has a density with respect to Lebesgue measure which, by an abuse of
notation, we write as πˆBMΨ (x, z).
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Lemma A.4
There is a constant C such that for any L large enough, any Ψ ∈ ML, any
x, x′, z, z′ ∈ Zd, it holds that
πˆΨ (x, z) ≤ CL−d , πˆBMΨ (x, z) ≤ CL−d . (A.3)
|πˆΨ (x, z)− πˆΨ (x′, z) | ≤ C|x− x′|L−(d+1) logL , (A.4)
|πˆBMΨ (x, z)− πˆBMΨ (x′, z)| ≤ C|x− x′|L−(d+1) logL , (A.5)
|πˆΨ (x, z)− πˆΨ (x, z′) | ≤ C|z − z′|L−(d+1) logL , (A.6)
|πˆBMΨ (x, z)− πˆBMΨ (x, z′)| ≤ C|x− x′|L−(d+1) logL . (A.7)
Further, for 1 < a < b < 2, and aL ≤ |x− z| ≤ bL,
πˆΨ (x, z) ≥ C (a, b)−1 L−d. (A.8)
Proof of Lemma A.4. The estimates (A.4) and (A.8) are immediate from Lemmas
3.3 and 3.5, and the definition of πˆΨ.
We turn to the proof of (A.3) and (A.6). It clearly suffices to consider only the
cases |x− x′| = 1 or |z − z′| = 1. Note first that
|πˆΨ (x, z)− πˆΨ (x′, z) | =
[
1− mx
mx′
]
πˆΨ (x, z)
+
1
mx′
∫
R+
[
ϕ
(
t
mx
)
− ϕ
(
t
mx′
)]
πVt(x)(x, z)dt
+
1
mx′
∫
R+
ϕ
(
t
mx′
)
[πVt(x)(x, z)− πVt(x′)(x′, z)] dt def= I1 + I2 + I3 .
Since Ψ ∈ ML, it holds that
[
1− mxmx′
]
≤ CL−1|x − x′|, and hence, using (A.4), it
holds that
I1 ≤ CL−d |x− x
′|
L
. (A.9)
Similarly, using the smoothness of ϕ and the estimates mx′ ≥ L/2 and πVt(x)(x, z) ≤
CL1−d, see Lemma 3.3 a), one gets
I2 ≤ CL−d |x− x
′|
L
. (A.10)
By translation invariance of simple randomwalk, we have that πVr(x)(x, z) = πVr (0, z−
x). Thus, both (A.3) and (A.6) will follow if we can show, for |x−x′| = 1 and y = x
or x′, the estimate∣∣∣∣∫
R+
ϕ
(
t
my
)
[πVt(0, z − x)− πVt(0, z − x′)] dt
∣∣∣∣ ≤ CL−d . (A.11)
Of course, we may assume that |x − z| is of order L. Note that the integration in
(A.11) is over the union of two intervals, each of length at most
√
d. Hence, due to
the smoothness of ϕ, (A.11) will follow if we can show that∣∣∣∣∫
R+
[πVt(0, z − x)− πVt(0, z − x′)] dt
∣∣∣∣ ≤ CL−d . (A.12)
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Let J
def
= {t > 0 : x− z ∈ ∂Vt} . J is an interval of length at most
√
d. For t ∈ J, we
set
t′ = t′ (t)
def
=
∣∣∣∣x′ − t z − x|z − x|
∣∣∣∣ .
Evidently, dt′/dt = 1+O
(
L−1
)
, and if we set J ′
def
= {t > 0 : x′ − z ∈ ∂Vt′} , then J ′
is an interval of the same length as J, up to O
(
L−1
)
, and further |J∆J ′| = O (L−1).
Therefore, if we prove∣∣∣∣∫
J∩J′
[πVt(x)(x, z)− πVt′ (x′)(x′, z)]dt
∣∣∣∣ ≤ CL−d logL, (A.13)
the estimate (A.11) will follow. To abbreviate notation, we write V for Vt (x) , and
V ′ for Vt′ (x
′) . A first exit decomposition yields
πV (x, z) ≤ πV ′(x, z) +
∑
y∈V \V ′
PRWx (Ty < τV )πV (y, z) . (A.14)
We have two simple geometric facts:
• ⋃
t∈J∩J′
(V \V ′) ⊂ x+ ShellL (C) .
• For any y ∈ x+ ShellL (C)∫
J∩J′
1{y∈V \V ′}dt ≤ C
|y − z|
L
.
Using this together with πV ′(x, z) = πV ′(x
′, z)+O
(
L−d
)
, see [5, Theorem 1.7.1],
we deduce from (A.14) that∫
J∩J′
πVt(x)(x, z)dt ≤
∫
J∩J′
πV
t′ (x
′)(x
′, z)dt+O
(
L−d
)
+ CL−d
∑
y∈x+ShellL(C)
|y − z|−d |y − z|
L
≤
∫
J∩J′
πV
t′ (x
′)(x
′, z)dt+O
(
L−d logL
)
The inequality in the opposite direction is proved in the same way. This proves
(A.12) and completes the proof of (A.3) and (A.6).
The estimates (A.5) and (A.7) can be obtained either by repeating the argument
above, replacing the random walk by Brownian motion, or by applying the Poisson
formula [5, (1.43)]. We omit further details.
In order to prove Lemma 3.6 we need also the following technical result:
Lemma A.5
There exists a constant C = C(β, ǫ) such that for any A ∈ ∂VL, β > 6ǫ > 0, y ∈ VL
with d(y, ∂VL) > L
β and L > L0,∑
y′∈A
πL (y, y
′) ≤
∫
d(y′,A)≤Lβ
πBM
L
(y, dy′)
(
1 +
C(β, ǫ))
Lβ−5ǫ
)
+
C(β, ǫ)
Ld+1
. (A.15)
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and for any A′ ∈ ∂CL and z ∈ VL with d(z, ∂CL) > Lβ,∫
A′
πBM
L
(z, dy′) ≤
∑
y′:d(y′,A)≤Lβ
πL (z, y
′)
(
1 +
C(β, ǫ)
Lβ−5ǫ
)
+
C(β, ǫ)
Ld+1
. (A.16)
Finally, for any x, z ∈ Zd and Ψ ∈ML,∣∣πˆΨ (x, z)− πˆBMΨ (x, z)∣∣ ≤ CLd+1/4 . (A.17)
Proof of Lemma A.5. We first prove (A.15). Set Aβ = {y′ ∈ ∂CL : d(y′, A) ≤
Lβ}. Pick ǫ ∈ (0, β) and set L′ = L + Lǫ and L′′ = L + L2ǫ. Let A′β be the image
of Aβ in ∂CL′ under the map x 7→ (L′/L)x. Then, one has (with yˆ = L′y/L),∫
Aβ
πBM
L
(y, dy′) =
∫
A′β
πBM
L′ (yˆ, dy
′) . (A.18)
Note further, using the Poisson formula [5, (1.43)], that∫
A′
β
πBML′ (yˆ, dy
′) =
∫
A′
β
dπBM
L′ (yˆ, ·)
dπBM
L′ (y, ·)
πBML′ (y, dy
′) (A.19)
=
∫
A′
β
(
(L′)2 − |yˆ|2) |y′ − y|d
((L′)2 − |y|2) |y′ − yˆ|d π
BM
L′ (y, dy
′)
An explicit computation, using that |y| ≤ L − Lβ and that 1 > β > ǫ > 0, reveals
that ∣∣∣∣∣log
(
(L′)2 − |yˆ|2) |y′ − y|d
((L′)2 − |y|2) |y′ − yˆ|d
∣∣∣∣∣ ≤ CLǫ−β .
Substituting in (A.19) one finds that∫
Aβ
πBM
L
(y, dy′) ≥
∫
A′β
πBM
L′ (y, dy
′)
(
1− C(β, ǫ)L−β+2ǫ) . (A.20)
Recall that πBML is unchanged if one replaces the Brownian motion by a Brownian
motion of covariance Id/
√
d. Let W yt be such a Brownian motion started at y, and
recall that by [11, Corollary 1], there exists a constant C0 such that for every integer
n, one may construct {W xt } in the same space as {Xn} such that
Px( max
0≤m≤n
|Xm −W xm| > C0 logn) ≤
C0
nd+1
. (A.21)
Standard estimates involving the maximum of the increments of the Brownian mo-
tion, imply that one may construct the Brownian motion W yt and the random walk
Xn on the same space such that, with
D
def
= { sup
0≤t≤L2+ǫ/100
∣∣X[t] −W yt ∣∣ ≤ 4C0 logL} ,
one has
Py(D
c) ≤ 2C0
nd+1
. (A.22)
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Set τ
def
= min{n : Xn ∈ ∂VL}, τ ′ def= inf{t :W yt ∈ ∂CL′}, τ ′′ def= min{n : Xn ∈ ∂VL′′},
and B
def
=
{
(τ ′ ∨ τ ′′) ≤ L2+ǫ/100}. Standard estimates imply that if X0 = y then
P (Bc) decays like a stretched exponential, and in particular P (Bc) ≤ L−d−1 for
large L. Note that on D ∩ B, one has that τ < τ ′ < τ ′′. Now, defining G′β = {z ∈
Zd : d(z, (A′β)
c ∩ ∂CL) < 4C0 logL}, and setting TG′
β
= inf{n : Xn ∈ G′β},
P
(
W yτ ′ ∈ A′β
) ≥ Py(Xτ ∈ A,Wτ ′ ∈ A′β) (A.23)
≥ Py(Xτ ∈ A,Wτ ′ ∈ A′β , B ∩D)−
1
Ld+1
≥ Py(Xτ ∈ A)− Py(Xτ ∈ A,Wτ ′ 6∈ A′β , B ∩D)−
2
Ld+1
≥ PRWy (Xτ ∈ A)− PRWy (Xτ ∈ A, TG′β < τ ′′)−
2
Ld+1
Using the Markov property, one has
PRWy (Xτ ∈ A, TG′β < τ ′′) ≤ PRWy (Xτ ∈ A) sup
z∈A
PRWz (TG′β < τ
′′)
≤ sup
z∈A
∑
z′∈G′β
PRWz (Tz′ < τ
′′) ≤ sup
z∈A
C
∑
z′∈G′β
L3ǫ logd+2L
|z′ − z|d ≤ CL
5ǫ−β ,
where the next to last inequality is due to Lemma 3.4. Substituting in (A.23), one
completes the proof of (A.15). The reverse inequality (A.16) is proved similarly.
It remains to prove (A.17). Fix α = 2/3, β = 1/3, and ǫ = 1/60. Note that with
D = CLα(z), using (A.6),
πˆΨ (x, z) ≤ 1|D|
∑
z′∈D
πˆΨ (x, z
′) + CL−d−1+α logL . (A.24)
Next, note that∑
z′∈D
πˆΨ (x, z
′) =
∫
dtϕmx(t)
∑
z′∈D
πVt(x) (x, z
′)
≤
∫
dtϕmx(t)
∫
C
Lα+Lβ
(z)
πBMt (x, dz
′)
(
1 +
C
Lβ−5ǫ
)
+
C|D|
Ld+1
≤ πˆBMΨ (x,D)
(
1 +
C
Lβ−5ǫ
)
+ CL−d|CLα+Lβ (z) \ CLα(z)|+
C|D|
Ld+1
≤ |D|πˆBMΨ (x, z)
(
1 +
C
Lβ−5ǫ
)
+
C|D| logL
Ld+1−α
+
C|D|
Lα−β−d
.
Substituting in (A.24), one gets
πˆΨ (x, z) ≤ πˆBMΨ (x, z) + CL−d−1/4 .
The reverse equality is proved similarly. This completes the proof of (A.17) and of
the lemma
Proof of Lemma 3.6. Fix α = 2/3, β = 1/3. Set η
def
= d(y, ∂VL), and let y1 ∈ ∂VL
be such that η = |y − y1|. Consider first η ≤ Lβ+1/15. Then, using (3.9) and (A.4)
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in the first inequality and (A.3) in the second,
φL,Ψ (y, z) ≤
∑
y′∈∂VL:|y′−y1|<Lα
πVL (y, y
′) πˆΨ (y
′, z) +
C logL
Ld+α−β
≤ πˆΨ (y1, z)
∑
y′∈∂VL:|y′−y1|<Lα
πVL (y, y
′) +
C
Ld+1/5
.
Consequently,
φL,Ψ (y, z) ≤ πˆΨ (y1, z) + C
Ld+1/5
.
Applying now (3.10) in the first inequality and (A.3) in the second, we conclude
that
φL,Ψ (y, z) ≤ πˆΨ (y1, z)
∫
y′∈∂VL:|y′−y1|<Lα
πBM
L
(y, dy′) +
C
Ld+1/5
≤
∫
y′∈∂VL:|y′−y1|<Lα
πˆΨ (y
′, z)πBML (y, dy
′) +
C
Ld+1/5
.
An application of (A.17) then implies that for η ≤ Lβ+1/15,
φL,Ψ (y, z) ≤ φBML,Ψ (y, z) + CL−d−1/5
where, as in our convention, the constant C is uniform in the choice of y, z. The
reverse inequality is obtained using the same steps.
Consider next η > Lβ+1/15. Fix strictly positive constants cj , j = 1, . . . , 4,
depending on d, α only, and a sequence of disjoint sets Ai ⊂ ∂VL, i = 1, . . . , kL with
∪kLi=1Ai = ∂VL, c1Lα(d−1) ≤ |Ai| ≤ c2Lα(d−1), diam(Ai) ≤ c3Lα, d(y1, ∂A1∩∂VL) ≥
diam(A1)/4, and |∂Ai| ∩ ∂VL ≤ c4Lα(d−2) (such a collection of “cube-like” Ai can
clearly be found). We also set Aβi = {y ∈ Rd : d(y,Ai) ≤ Lβ} and for i ≥ 2, fix an
arbitrary yi ∈ Ai. We then have
φL,Ψ (y, z) =
kL∑
i=1
∑
y′∈Ai
πVL (y, y
′) πˆΨ (y
′, z)
≤
kL∑
i=1
πˆΨ (yi, z)
∑
y′∈Ai
πVL (y, y
′) +
C logL
Ld+1−α
,
where (A.3) was used in the last inequality. Consequently, using (A.15),
φL,Ψ (y, z) ≤
kL∑
i=1
πˆΨ (yi, z)
∫
Aβi
πBM
L
(y, dy′)
(
1 +
C
L1/4
)
+
C
Ld+1/5
. (A.25)
Let {A˜i ⊂ ∂CL}kLi=1 be a collection of measurable disjoint sets with ∪A˜i = ∂CL,
A˜1 = A
β
1 ∩ ∂CL, and A˜i ⊂ Aβi . Using (3.10) and d(y, ∂CL) ≥ Lβ+1/15/2, one gets∫
Aβi
πBML (y, dy
′) ≤
∫
A˜i
πBML (y, dy
′)
(
1 + C
|(Aβi ∩ ∂CL) \ A˜i|
|Aβi ∩ ∂CL|
)
.
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Substituting in (A.25) we get
φL,Ψ (y, z) ≤
kL∑
i=1
πˆΨ (yi, z)
∫
A˜i
πBM
L
(y, dy′)
(
1 + CL−1/5
)
+
C
Ld+1/5
.
Hence, recalling (A.4), (A.3), and (A.17), we get
φL,Ψ (y, z) ≤
kL∑
i=1
∫
A˜i
πˆΨ (y
′, z)πBM
L
(y, dy′) +
C
Ld+1/5
≤
kL∑
i=1
∫
A˜i
πˆBMΨ (y
′, z)πBML (y, dy
′) +
C
Ld+1/5
= φBML,Ψ(y, z) +
C
Ld+1/5
.
The reverse inequality is obtained by a similar argument.
Proof of Lemma 3.7. We write πBMt (w, z) as the density on ∂Ct(w) of the measure
πBMCt(w) (w, dz). Set g(w, z) =
∫
πBMt (w, z)ϕmw (t) dt . Then,
φBML,Ψ (y, z) =
∫
∂CL(0)
πBMCL(0) (y, dw) g(w, z) .
For z¯ ∈ ∂C1(0), set {
1
2∆y¯u(y¯, z¯) = 0, y¯ ∈ C1(0) ,
u(y¯, z¯) = g(Ly¯, Lz¯), y¯ ∈ ∂C1(0) .
Then, φBML,Ψ (y, z) = u(y/L, z¯) with z¯ = z/L and hence∣∣∣∣∣∂iφBML,Ψ(y, z)∂yi
∣∣∣∣∣ = 1Li
∣∣∣∣∂iu(y¯, z¯)∂y¯i
∣∣∣∣ . (A.26)
Write
‖u(y¯, z¯)‖k =
k∑
j=0
sup
y¯,z¯
∣∣∣∣∂ju(y¯, z¯)∂y¯j
∣∣∣∣ .
By [4, Theorem 6.3.2],
‖u (y¯, z¯) ‖3 ≤ C‖g(w¯, z¯)‖4 . (A.27)
By the smoothness of ϕ and the translation invariance and scaling properties of the
Brownian motion, and applying [3, Theorem 2.10], one gets that
‖g(w¯, z¯)‖4 ≤ L−d .
Substituting in (A.27) and using (A.26), the lemma follows.
B A local CLT and proof of Lemma 3.9
We need a number of properties for simple random walk, and coarse-grained random
walks, which can readily be obtained from known results. We keep L and VL fixed
through this section, and don’t emphasize them in the notation. π is πVL , the
exit distribution of simple random walk from VL. Since the proofs are very similar,
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and for concreteness, we prove all results for the smoothing scheme S1 and only
sketch the necessary changes for the scheme S2. Remark that the coarse graining
scale at x, hL (x), equals γs(L) for dL (x) ≥ 2s(L), and hL (x) ≤ (γ/2) s(L) for
x ∈ ShellL (r, 2s(L)) . By a slight abuse of notation, we write πˆm for the transition
probabilities on Zd with the constant in x coarse-graining scheme Ψm. We also
write πˆm (x) for πˆm (0, x) . For x ∈ VL−2s(L), πˆ (x, ·) = πˆγs(L) (x, ·) under either Si,
i = 1, 2.
Let m ∈ R+. πˆm is centered, and the covariances satisfy∑
x
xixj πˆm (x) = α (m) δij ,
where for some 0 < α1 < α2
α1m
2 ≤ α (m) ≤ α2m2.
(It is evident that σ2m
def
= α (m) /m2 converges as m → ∞.) Using Lemma 3.3 a),
one sees that for 1 < a < b < 2, one has for some δ (which may depend on a, b)
inf
am≤|x|≤bm
πˆm (x) ≥ δm−d. (B.1)
Furthermore, by definition, we have πˆm (x) = 0 for |x| ≥ 2m.
We will also use the following fact, proved in Lemma A.4:
|πˆm (x)− πˆm (y)| ≤ Cm−d
∣∣∣∣x− ym
∣∣∣∣1/15 . (B.2)
In what follows, we write πˆ∗nm for the n-fold convolution of πˆm.
Proposition B.1
πˆ∗nm (x) =
1
(2πm2σ2mn)
d/2
exp
[
− |x|
2
2m2σ2mn
]
+O
(
m−dn−(d+2)/2 (logn)4
)
Proof of Proposition B.1. The proof is standard, but we need to keep track of
the m-dependence, and we are not aware of a reference for that in the literature.
Let
χm (z)
def
=
∑
x
eiz·x/mπˆm (x) , z ∈ Bm def= [−mπ,mπ]d
By Fourier inversion, we have
πˆ∗nm (x) = (2π)
−d
m−d
∫
Bm
e−iz·x/mχm (z)
n
dz.
We will choose 0 < a < A, b > 0, and α ∈ (0, 1) (not depending on n,m) and split∫
Bm
e−iz·x/mχm (z)
n
dz =
∫
|z|≤ b logn√
n
+
∫
b logn√
n
<|z|≤a
+
∫
a<|z|≤A
+
∫
A<|z|≤mα
+
∫
mα<|z|, z∈Bm
def
= A1 +A2 +A3 +A4 +A5.
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From Taylor’s formula, we get
χm (z) = 1− |z|
2
σ2m
2
+O
(
|z|4
)
,
and therefore, for |z| ≤ 1/C,
logχm (z) = −|z|
2
σ2m
2
+O
(
|z|4
)
.
From that we get for b sufficiently large and n ≥ C (b),
A1 =
(
1 +O
(
(logn)
4
n
)) ∫
|z|≤ b logn√
n
exp
[
−i z · x
m
− n |z|
2
σ2m
2
]
dz
=
(
1 +O
(
(logn)
4
n
))∫
exp
[
−i z · x
m
− n |z|
2
σ2m
2
]
dz +O
(
n−d/2−1
)
(B.3)
=
(2π)d/2
nd/2σdm
exp
[
− |x|
2
2m2σ2mn
]
+O
(
n−d/2−1 (logn)
4
)
.
In order to prove the proposition, it therefore suffices to prove that A2, . . . , A5 are
of order O
(
n−d/2−1
)
, uniformly in L.
To handle A2, we choose a such that logχm (z) ≤ − |z|2 σ2m/3 for |z| ≤ a. Then
|A2| ≤
∫
b logn√
n
<|z|
exp
[
− |z|2 nσ2m/3
]
dz = O
(
n−d/2−1
)
.
if we choose b sufficiently large.
For A3, we use the following fact, which is an easy consequence of (B.1): for any
a < A, one has
sup
m,a≤|z|≤A
|χm (z)| < 1 . (B.4)
Using this, we immediately get
|A3| ≤ CAd (1− 1/C)n . (B.5)
We come now to A4 which is more difficult. First remark that since the coarse
graining scheme is isotropic, we only have to consider z-values with all compo-
nents positive. Put |z|∞
def
= max (z1, . . . , zd) . For simplicity, we assume that z1 is
the biggest component of z, so that |z|∞ = z1. Let M
def
= [2πm/z1] , and K
def
=
[(2m+ 1) /M ] . We may assume that M < m by choosing A large enough. We write
χm (z) =
∑
(x2,...,xd)
exp
[
i
m
∑d
s=2
xszs
]
×

K∑
j=1
−m+jM−1∑
x1=−m+(j−1)M
eix1z1/mπˆm (x) +
m∑
x1=−m+KM
eix1z1/mπˆm (x)
 .
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In the first summand, inside the x1-summation, we write for each j separately,
πˆm (x) = πˆm (x) − πˆm (x′) + πˆm (x′) , where x′ = (−m+ (j − 1)M,x2, . . . , xd) .
Then, by (B.2),
|πˆm (x)− πˆm (x′)| ≤ Cm−d
(
x1 +m− (j − 1)M
m
)1/15
.
Therefore,∣∣∣∣∑−m+jM−1x1=−m+(j−1)M eix1z1/m (πˆm (x)− πˆm (x′))
∣∣∣∣ ≤ Cm−d+1 1
z
16/15
1
,
and therefore,∣∣∣∣∣∣
K∑
j=1
−m+jM−1∑
x1=−m+(j−1)M
eix1z1/m (πˆm (x)− πˆm (x′))
∣∣∣∣∣∣ ≤ Cm−d+1 |z|−1/15 .
Also,∣∣∣∣∣∣
K∑
j=1
−m+jM−1∑
x1=−m+(j−1)M
eix1z1/mπˆm (x
′)
∣∣∣∣∣∣ ≤ Kπˆm (x′)
∣∣∣∣1− exp [iz1M/m]1− exp [iz1/m]
∣∣∣∣ ≤ C |z|m−d,
∣∣∣∣∣
m∑
x1=−m+KM
eix1z1/mπˆm (x)
∣∣∣∣∣ ≤ m−d+1 |z|−1 .
Therefore, we get the estimate
|χm (z)| ≤ C1
(
|z|−1/15 + |z|
m
)
.
From this, we get
|A4| ≤ Cn1
∫
A≤|z|≤mα
(
|z|−1/15 + |z|
m
)n
dz ≤ 2−n (B.6)
for large enough A and m.
For A5, we need a slight modification. Let again z1 > 0 be the largest of the
z-components. Then we write
πˆm (x) =
x1∑
y=−m
(πˆm (y, x2, . . . , xd)− πˆm (y − 1, x2, . . . , xd)) ,
χm (z) = 2i
∑
x2,...,xd
exp
[
i
m
∑d
s=2
xszs
]
×
m∑
y=−m
(πˆm (y, x2, . . . , xd)− πˆm (y − 1, x2, . . . , xd))
× e
i(z1/m)(y−1/2) − ei(z1/m)(m+1/2)
sin (z1/2m)
.
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Therefore
|χm (z)| ≤ Cmd−1m
z1
m∑
y=−m
|πˆm (y, x2, . . . , xd)− πˆm (y − 1, x2, . . . , xd)| ≤ Cm
14/15
|z| ,
and if α > 1− γ
|A5| ≤ m−d
∫
mα≤|z|
|χm (z)|n dz ≤ Cnm−dm14n/15
∫ ∞
mα
rd−1r−ndz (B.7)
≤ Cnm−dm14n/15mα(d−n) ≤ 2−n,
if m and n are large enough. Combining (B.3)-(B.7), Proposition B.1 follows.
We next need a simple large deviation estimate
Lemma B.2
There exists C > 0, such that for |x| ≥ 2m,
πˆ∗nm (x) ≤ Cm−d exp
[
− |x|
2
Cnm2
]
.
Proof of Lemma B.2. If |x| ≥ r, then one of the d components of x satisfies
|xi| ≥ r/
√
d. By rotational symmetry, we get∑
x:|x|≥r
πˆ∗nm (x) = dP
(∣∣∣∑n
j=1
ξj
∣∣∣ ≥ r/√d) ,
where the ξj are i.i.d. with the one-dimensional marginal of πˆ as its distribution.
Then,
P
(∣∣∣∑n
j=1
ξj
∣∣∣ ≥ r/√d) ≤ 2 exp[−nI ( r√
dn
)]
,
where
I (t) = sup
{
λt− logE (eλt)} .
By symmetry I ′ (0) = 0, and from our assumptions, we have I ′′ (0) ≥ 1/Cm2.
Furthermore, I (t) = ∞ if |t| > 2. By convexity of I, we therefore have I (t) ≥
t2/Cm2. Combining these estimates gives∑
x:|x|≥r
πˆ∗nm (x) ≤ C exp
[
r2
Cnm2
]
.
From this, we get
πˆ∗n (x) =
∑
y
πˆ∗(n−1)m (y) πˆm (x− y)
≤ Cm−d
∑
y:|y|≥|x|−2m
πˆ∗(n−1)m (y) ≤ Cm−d exp
[
− (|x| − 2m)
2
C (n− 1)m2
]
≤ Cm−d exp
[
− |x|
2
Cnm2
]
.
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Let
Gm (x)
def
=
∞∑
n=0
πˆ∗nm (x) . (B.8)
Corollary B.3
For |x| ≥ m, we have for some constant c (d)
Gm (x) = c (d)
1
α (m)
|x|−d+2 +O
(
|x|−d
(
log
|x|
m
)5d)
.
For |x| ≤ m, we have
Gm (x) = δ0,x +O
(
m−d
)
.
Proof of Corollary B.3. Assume |x| ≥ m and set
N (x,m)
def
=
|x|2
α (m)
(
log
|x|2
α (m)
)−10
.
Then
∞∑
n=N
πˆ∗n (x) =
∞∑
n=N
1
(2πdα (m)n)
d/2
exp
[
− |x|
2
2α (m)n
]
+
∞∑
n=N
O
(
α (m)
−d/2
n−(d+2)/2
)
.
and we note that
∞∑
n=N
O
(
α (m)
−d/2
n−(d+2)/2
)
= O
|x|−d(log |x|2
α (m)
)5d .
Puttingtn
def
= 2α (m)n/|x|2, we get
∞∑
n=N
1
(2πdα (m)n)
d/2
exp
[
− |x|
2
2α (m)n
]
=
|x|−d+2
2 (πd)
d/2
α (m)
∞∑
n=N
1
(tn)
d/2
exp
[
− 1
tn
]
(tn − tn−1)
=
|x|−d+2
2 (πd)
d/2
α (m)
∫ ∞
0
t−d/2 exp
[−t−1] dt+O (|x|−d) .
This proves the corollary for |x| ≥ m with
c (d) =
1
2 (πd)
d/2
∫ ∞
0
t−d/2 exp
[−t−1] dt.
For |x| ≤ m, the estimate is evident from Proposition B.1.
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Proof of Lemma 3.9 a). There exists a θ, such that for any y ∈ ShellL(r(L)),
there exists a unit vector x ∈ Rd such that (y + Cθ (x))∩∂V3r(L) (y)∩VL = ∅. Using
this, we see from (3.8), that our coarse grained Markov chain has after every visit of
ShellL (r(L)) a probability of at least δ (θ) to leave VL in the next step. Therefore,
the expected number of visits in this shell is finite, uniformly in the starting point.
Proof of Lemma 3.9 b). If x ∈ ShellL (r, 2s) , then πˆ (x, ·) is an averaging over
exit distributions from (discrete) balls Vu (x) , the averaging taken over u’s with u ≥
(γ/2)dL (x) . Therefore, there exists a δ > 0, such that πˆ (x, ShellL (dL (x) (1− γ/4))) ≥
δ. Therefore, if x ∈ ShellL (a, a+ γ/8) , r(L) ≤ a ≤ 2s(L), we have
πˆ (x, ShellL (a (1− γ/8))) ≥ δ. Therefore, a Markov chain with transition probabil-
ities πˆ which starts in ShellL (a, a+ γs(L)/8) has probability at least δ to reach in
one step ShellL (a (1− γ/8)) . By Lemma 3.3 c), an nearest neighbor chain starting
in ShellL (a (1− γ/8)) has a probability at least ε (γ) > 0 of exiting VL before reen-
tering into ShellL (a, a+ γ/8) . This evidently then applies also to our coarse grained
random walk.
We conclude that for the coarse grained chain starting in x ∈ ShellL (a, a+ γs/8),
there is a positive probability ε > 0, not depending on x, a, that the chain exits from
VL before reentering this shell. It therefore follows that the expected number of visits
in ShellL (a, a+ γs/8) is bounded, uniformly in the starting point of the chain, and
a. From this the conclusion follows by summing over a finite number of such shells.
As a preparation for the proof of parts c) and d) of Lemma 3.9, we prove a
preliminary result about our coarse grained random walk.
Lemma B.4
sup
x∈ShellL(2s(L))
∑
y∈VL−2s(L)
gˆL (x, y) ≤ C (logL)3 .
Proof of Lemma B.4. The expression
∑
y∈VL−2s(L)
gˆL (x, y) is the expected total
time that the random walk spends in VL−2s ⊂ VL. When starting in ShellL (2s(L)) ,
the walk has a probability bounded from below, say by ε1 > 0, of never entering
VL−2s(L) before exiting VL, uniformly in the starting point. If the walk enters
VL−2s(L), it has to enter through ShellL (2s, 4s) . Therefore
sup
x∈ShellL(2s(L))
∑
y∈VL−2s
gˆL (x, y) ≤ ε−11
(
1 + sup
x∈ShellL(2s(L),4s(L))
Ex
(
TCGShellL(2s(L))
))
,
where TCGA stands for the first entrance time into A by the coarse grained random
walk with transition kernel πˆs from VL−2s(L). It therefore suffices to prove
sup
x∈ShellL(2s(L),4s(L))
Ex
(
TCGShellL(2s(L))
)
≤ C (logL)3 ,
Consider the shells Rj
def
= ShellL (js(L), (j + 1) s(L)) , j ≥ 2, and let Tj be the
first entrance time of our (coarse grained) random walk into Rj .One then has
Px
(
TCGRj < T
CG
ShellL(2s(L))
)
≤ CPx
(
TRWRj < T
RW
ShellL(2s(L))
)
,
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and the right hand side we can estimate by Lemma 3.3 c), giving
Px
(
TRWRj < T
RW
ShellL(2s(L))
)
≤ C
j
,
and therefore we get
Px
(
TCGRj < T
CG
ShellL(2s(L))
)
≤ C
j
.
If x ∈ Rj , we estimate the expected number of visits in Rj by Corollary B.3, which
gives
sup
x∈Rj
∑
y∈Rj
Gγs(L) (x, y) ≤ C (logL)3 .
Combining these estimates completes the proof of Lemma B.4
Let σ be the first entrance time of {Xn} into ShellL(2s(L)). Before time σ, the
Markov process {Xn} proceeds as a random walk on Zd with jump distribution πˆm,
where m = γs (L) .
Proof of Lemma 3.9 c), d), e). From Corollary B.3, we get
sup
x∈VL
∑
y∈VL−2s(L)
Gγs(L) (x, y) ≤ C (logL)6 .
Evidently, from Lemma B.4, we get
sup
x∈VL
∑
y∈VL−2s(L)
∣∣Gγs(L) (x, y)− gˆL (x, y)∣∣ ≤ C (logL)3 ,
which implies the statement d).
e) follows by the same approximation and
sup
x,x′∈V :|x−x′|≤s
∑
y∈BulkL
∣∣Gγs(L) (x, y)−Gγs(L) (x′, y)∣∣ ≤ C (logL)3 ,
which follows again from Corollary B.3.
We turn to the proof of part c). For x = y, the result is obvious from the
transience of simple random walk. In the sequel, we thus always take x 6= y. Write
Ay
def
= {z : |z − y| ≤ s(L)}. We first prove the result for x ∈ Ay and dL(y) ≥ 5s(L).
In that case,
sup
x∈Ay :x 6=y
gˆL(x, y) ≤ Gγs(L)(x, y)+ max
z∈ShellL(2s(L))
PRWz (TAy < TVL) sup
x∈Ay:x 6=y
gˆL(x, y) .
Since
max
z∈ShellL(2s(L))
PRWz (TAy < TVL) < 1
uniformly in L by Donsker’s invariance principle, we conclude that
sup
x∈Ay:x 6=y
gˆL(x, y) ≤ CGγs(L)(x, y) .
Corollary B.3 then completes the proof in this case.
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Consider next x ∈ Ay but s(L) ≤ dL(y) ≤ 5s(L), and set By def= {z : |z − y| ≤
s(L)/2} and Cy def= {z : |z − y| ≤ 5s(L)}. We note that
sup
x∈Ay :x 6=y
gˆL(x, y) ≤ C
s(L)d
+ sup
x 6∈Ay
gˆL(x, y) ≤ C
s(L)d
+ sup
z 6∈Ay
PRWz (TBy < TVL) sup
x∈Ay:x 6=y
gˆL(x, y) .
Since supz 6∈Ay P
RW
z (TBy < TVL) < 1 uniformly in L, again by Donsker’s invariance
principle, we conclude that
sup
x∈Ay:x 6=y
gˆL(x, y) ≤ C
s(L)d
,
which proves the claim in this case.
We next consider x 6∈ Ay. Let σ′ denote the first entrance time of the simple
random walk into ShellL(2s(L)). Clearly, σ
′ ≤ σ. We then have
gˆL(x, y) ≤ Gγs(L)(x, y) + C
∑
z∈ShellL(2s(L))
PRWx (Xσ′ = z)P
RW
x (TAy < TVL) sup
w∈Ay:w 6=y
gˆL(w, y)
≤ C
s(L)2|x− y|d−2 +
CdL(x)dL(y)
s(L)2
∑
z∈ShellL(2s(L))
1
(|x− z| ∨ 1)d(|y − z| ∨ 1)d
(B.9)
≤ C
s(L)2|x− y|d−2 +
C
s(L)2
∑
z∈ShellL(2s(L))
1
(|x− z| ∨ 1)d−1(|y − z| ∨ 1)d−1
≤ C
s(L)2|x− y|d−2 ,
where the second inequality uses Corollary B.3, the estimate on gˆL(x, y) for x ∈ Ay
that was already proved, and Lemma 3.4. This completes the proof.
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