Abstract. In this article, We investigate an inverse problem of determining the time-dependent source factor in parabolic integro-differential equations from boundary data. We establish the uniqueness and the conditional stability estimate of Hölder type for the inverse source problem in a cylindrical shaped domain. Our methodology is based on the Bukhgeim-Klibanov method by means of the Carleman estimate. Here we also derive the "time-like" Carleman estimate for parabolic integro-differential equations.
Introduction
Let T > 0, n ∈ N, Ω ⊂ R n be a bounded domain with sufficiently smooth boundary ∂Ω, We set Q = (0, T ) × Ω and Σ = (0, T ) × ∂Ω. We denote by ν = ν(x).
the outwards unit normal vector to ∂Ω at x ∈ ∂Ω
We consider the following parabolic integro-differential equations:
(1.1) ∂ t u(t, x) − Lu(t, x) − t 0 K(t, τ )u(τ, x) dτ = g(t, x), (t,
where L is the uniformly elliptic operator:
∂ i (a ij (t, x)∂ j ) + n j=1 b j (t, x)∂ j + c(t, x), (t, x) ∈ Q, and K(t, τ ) is the following memory kernel operator:
b j (t, τ, x)∂ j + c(t, τ, x), (t, τ, x) ∈ (0, T ) 2 × Ω,
i, j = 1, . . . , n. We assume that a ij = a ji for i, j = 1, . . . , n and that there exists a constant µ > 0 such that
a ij (t, x)ξ i ξ j ≤ µ|ξ| 2 , (t, x) ∈ Q, ξ ∈ R n .
In this article, we use the parabolic integro-differential operator P defined by P u(t, x) = ∂ t u(t, x) − Lu(t, x) − t 0 K(t, τ )u(τ, x) dτ.
We define the co-normal derivative for L by ∂u ∂νL = n i,j=1 a ij (∂ i u)ν j . The parabolic integro-differential equations (1.1) arise from various studies such as the anomalous diffusion/transport in the heterogeneous media [8, 9] , the thermal conduction in materials with memory [34, 36] and so on. As an example, if we investigate the non-Fickian diffusion with memory effects, we may derive integrodifferential equations of parabolic type (1.1) as the hybrid model for the classical and anomalous diffusion. (see [9] ). On the well-posedness in the direct problems for parabolic integro-differential equations under appropriate assumptions for L, K, g and initial and boundary value conditions, we may find a lot of previous results (see e.g., [1, 3, 17, 32, 38] and the references therein).
In this article, we firstly derive a time-like Carleman estimate for (1.1). A Carleman estimate is a weighted L 2 inequality and a priori estimate for partial differential equations. A Carleman estimate has various applications such as inverse problems, unique continuations, the control theory (see e.g., [10, 12, 21, 23] ). Here the "timelike" means that the weight function of the Carleman estimate is depending on only the time variable t and independent of the space variables x. In [22, 23, 24] , we may find this kind of the time-like estimates which are used to prove the unique continuation for partial differential equations. As a remark, we may refer to the weight energy method in [2, 35] in which we may see the idea similar to time-like Carleman estimates. Related to the applications to inverse problems, Yamamoto [37] introduced the time-like Carleman estimate with the x-independent weight function e −λt where λ is a large parameter and he applied it to an inverse source problem and a backward problem for parabolic equations. As for the time-like Carleman estimate, we also refer to [18] in which the estimate for the degenerate parabolic equations was derived.
In relation to the Carleman estimates for the parabolic integro-differential equations, we refer to works by A. Lorenzi et al. [25, 26, 27, 28, 29, 30] . In their article, they treat the case of that the integrands of the Volterra type integral in the equations are the first or zero-th order in space, that is, the case of a ij = 0 for i, j = 1, . . . , n in (1.1).
Our strategy to prove the time-like Carleman estimate is mainly relies on the result for the parabolic case. In our case, however, the difficulty arises from an integral term containing second order partial derivative in space. Secondly we discuss an inverse source problem for the parabolic integro-differential equations (1.1). We assume that Ω is a cylindrical shaped domain and the coefficients of L is independent of the one component of space variables. And we establish the uniqueness and the conditional stability estimate of Hölder type in the determination of the time dependent source factor from boundary data.
There are a lot of previous researches on inverse problems for parabolic integrodifferential equations. In particular, a number of articles are intensively devoted to the identifications of memory kernels (see e.g., [5, 6, 14, 15, 16, 32, 33] and the references therein). Related to inverse source problems, we may refer to [13, 17, 31] .
In [17] , they consider the inverse problem of determining the source term from spatial data at the final time.
However, there are not many works on the uniqueness and the stability results using boundary data as observations. Moreover, stability estimates in inverse source problems are not studied well for parabolic integro-differential equations.
To prove the uniqueness and the stability in our inverse problem, we adopt the to prove the uniqueness in the inverse source problem for parabolic equations in a cylindrical shaped domains. Here we may also refer to a related work [7] . 
Carleman Estimate
In this section, we state and show the time-like Carleman estimate for the parabolic integro-differential equation.
We consider the following weight function:
Firstly we prove the following key integral inequality.
Proof. We note that
By the Cauchy-Schwarz inequality and the integration by parts, we have
Thus we conclude this lemma. 
Using Lemma 2.1 and Lemma 2.2, we may prove the following Carleman estimate for the parabolic integro-differential equation (1.1).
Theorem 2.3.
There exists λ 0 > 1 such that for any λ > λ 0 , we may choose
Proof. Note that
By Lemma 2.2, we have
We estimate the third term on the right-hand side of (2.3) by Lemma 2.1.
for λ > λ 0 and s > 1. Together this with (2.3), we may obtain
for λ > λ 0 and s > 1. Taking sufficiently large λ > λ 0 , and then, choosing sufficiently large s > 1, we may absorb the third and forth terms on the right-hand side of (2.4) into the left-hand side. Thus, we conclude the (2.2).
Inverse Source Problem
Let ℓ > 0, n ∈ N, n ≥ 2, D ⊂ R n−1 be a bounded domain with sufficiently smooth boundary ∂D. We set a cylindrical shaped domain and its boundaries:
Let R(t, x), (t, x) ∈ Q be a given function. We consider
and L ′ and K(t, τ ) are the following operators:
for i, j = 1, . . . , n and that there exists a constant µ > 0 such that
Here we note that f and a ′ ij , i, j = 1, . . . , n are independent of x 1 . We assume that
Let t 0 ∈ (0, T ). We investigate the following inverse problem.
Inverse Source Problem: Can we determine the time dependent source factor
Theorem 3.1 (Uniqueness). Let R satisfy (3.2). We assume that u,
and u satisfies (3.1). Moreover we suppose that there exists a constant
Theorem 3.2 (Stability estimate). Under the assumptions of Theorem 3.1, there
exist constants κ ∈ (0, 1) and C > 0 such that
where 
Proofs of Theorems
Setting u = Rv in Q, by (3.1), we obtain
and
Differentiate the parabolic integro-differential equation of (4.1) with respect to x 1 and set w = ∂ 1 v. Then we get
and w(0, x) = 0, x ∈ Ω, w(t, x) = 0, (t, x) ∈ Σ 0 .
Here we remark the representation of v by w. By w(t, 0,
we have
and then
for i, j = 2, . . . , n.
Choose t 1 , t 2 ∈ (0, T ) such that 0 < t 0 < t 1 < t 2 < T . Set δ k = e −λ(t k −T ) for k = 0, 1. Let χ ∈ C ∞ (R) be a cut off function such that
Setting y = χw, we obtain 
for λ > λ 0 and s > 1, where
2sϕ dtdx,
Henceforth we estimate from I 1 to I 5 on the right-hand side of (4.6) by using the technique in the proof of Lemma 2.1.
for λ > λ 0 and s > 1. Here we note that ∂ t χ ≤ 0 in R. Noting that (4.2) -(4.4), we get
(4.9)
By an argument similar to that used to derive (4.7), we have
for λ > λ 0 and s > 1. Noting that (4.2)-(4.4), we may estimate the right-hand side of the above inequality as similar as (4.9), that is, for λ > λ 0 and s > 1, we have
Summing up the above two inequalities, for λ > λ 0 and s > 1, we obtain 
Combining this with (4.9), we get (4.11)
Hence, by (4.6) and (4.7)-(4.11), we have
for λ > λ 0 and s > 1.
Taking sufficiently large λ > λ 0 , and then, choosing sufficiently large s > 1, we may absorb the second term to the forth term on the right-hand side of the above inequality into the left-hand side. Hence there exists λ 1 > λ 0 such that for any λ > λ 1 , we may take s 0 > 1 satisfying: there exists
for all s > s 0 . Let us estimate the first term on the right-hand side of (4.12).
Next we estimate the boundary terms B 1 . Note that y = χw, w = ∂ 1 v, v = u/R.
By (4.12)-(4.14), we obtain
Henceforth we fix the sufficiently large parameter λ > λ 1 . By (4.15), we see that there exist s 1 > s 0 (λ) and C = C(s 1 , λ) > 0 such that
for all s > s 1 . In the last inequality, we used (4.2) -(4.4) and w = y in (0, t 0 ) × Ω. Proof of Theorem 3.1. Since u(t, x) = 0, (t, x) ∈ Σ 1 , we have ∂ t ∂ 1 u(t, x) = ∂ t u(t, x) = ∂ 1 u(t, x) = u(t, x) = 0, (t, x) ∈ Σ 1 .
Hence, the boundary term vanishes, that is, B 2 = 0. Thus we obtain the following estimate by (4.18).
for all σ > 0. As σ goes to ∞, the right-hand side of the above inequality tends to 0. Therefore f L 2 ((0,t0)×D) = 0, that is, f (t, x ′ ) = 0, (t, x ′ ) ∈ (0, t 0 ) × D. In the case of B ≥ M , we may obtain the conditional stability estimate by the a priori boundedness f L 2 ((0,t0)×D) ≤ M .
If B = 0, by an argument similar to the the proof of the uniqueness (Theorem 3.1), we have f (t, x ′ ) = 0, (t, x ′ ) ∈ (0, T ) × D.
Thus it is sufficient to suppose that 0 < B < M . Choose
This σ minimizes the right-hand side of (4.19 
