Abstract. Quantum Monte Carlo simulations for dynamic quantities involve the solution of a severely ill-conditioned inverse problem. Although Maximum-Entropy techniques have been successfully applied, we find that the conventional evidence approximation tends to overfitting. We describe an alternative approximation of the evidence integral and a method based on adaptive basis functions and compare the results for several test cases.
INTRODUCTION
Numerical simulations have become an indispensable tool in the field of solid state physics for the treatment of many-particle systems with strongly correlated electrons. In spite of large increase of computational power in recent years, numerically exact methods such as exact diagonalization schemes are still applicable to simplified model systems of very limited size only.
Quantum Monte Carlo (QMC) simulations present an alternative that allows the treatment of bigger systems and is, in principle, numerically exact. However, most quantities of interest, such as dynamic correlation and response functions or the spectral density of a system cannot be directly obtained and are related to the QMC results via an integral operator similar to the Laplace Transform. Its inverse operator is severely illconditioned: a solution obtained by direct inversion will be dominated by noise inherent in QMC results and may even differ in many orders of magnitude from the correct solution.
Maximum-Entropy techniques [1] have been successfully applied to the regularization of inverse problems of this kind, however, the conventional evidence procedure tends to overfit the data due to the rather crude approximations.
In this contribution we will compare several MaxEnt approaches and show results for various test spectra. We will exclusively focus on the inversion problem and refer the interested reader to ref. [2] for an introduction to QMC algorithms.
THE ANALYTIC CONTINUATION PROBLEM
A typical problem for systems of strongly correlated electrons is the determination of the spectral function A kσ´ω µ from the so-called imaginary time Green's function g kσ´ι τ l µ which is known as analytic continuation problem.
The latter quantity can be calculated by QMC simulations and is related to the spectral function via:
The spectral function may be regarded as the probability that an electron with momentum k, spin σ and energyhω can be added to or removed from a system with N el electrons at inverse temperature β . This observable can therefore be compared with photo emission spectroscopy (PES) or inverse photo emission spectroscopy (IPES) experiments. The Green's function g kσ´ι τ j µ g j is calculated for N g times τ j jβ N g . Discretizing A kσ´ω µ by its values A l at frequencies ω l and approximating the integral in (1) accordingly, we obtain a linear equation g KA.
QMC computations yield estimates for g j and its covariances C j j ¼ , which are used as input data for the probabilistic inference of A l using the likelihood:
THE ENTROPIC PRIOR AND THE EVIDENCE APPROXIMATION
The entropy prior for a non-negative spectral density A is:
where α determines the strength of the regularization and S designates the generalized entropy:
The default model m l corresponds to the MaxEnt solution if no data are present; in case of insufficient prior knowledge we suggest setting it to a constant and recommend to check its influence on the inversion process.
The classic evidence approximation
In order to obtain the maximum posterior solution A MAP for data g and fixed α, we Legendre transform αS 1 2 χ 2 with respect to the data vector g which allows to calculate A MAP by Newton's method.
Assuming that the probability
is sharply peaked at α MP , the marginalized posterior p´A g Á µ may be approximated by p´A g α MP Á µ. The integrand is replaced by a Gaussian at its modeÂ, which allows for analytic evaluation 1 after the volume of integration has been extended to R N .
An alternative evidence approximation
The extension of the volume of integration in the classic evidence procedure overestimates the probability p´α g Á µ especially for small α as the approximate Gaussian posterior gets broader for decreasing α. Consequently, the solutions obtained for α MP are likely to be overfitted. One of us (WvdL) [3] suggested applying the substitution A l e y l yielding
prior to evaluating the usual Gaussian approximation, eliminating any further modifications to the region of integration.
Adaptive basis functions
The MaxEnt prior assumes that different image values A l are uncorrelated. In order to take prior knowledge about spatial correlations into account, one can represent the image A as linear combination of appropriate local basis functions, e.g. Gaussians:
In this approach, the entropy is calculated for the coefficients h k (the 'hidden' image), while we still have to choose a prior for the widths b k .
Following [4] we allow for different widths b k of the Gaussians centered atω k , but require that the extent of neighboring basis functions varies only slowly by specifying the prior: 1 The substitution u l ´A l Â l µ ÕˆA l allows to get rid of divergent factor´A 1 ¡¡¡A N µ 1 2 again assuming that the exponential is sharply peaked.
While smaller widths allow for greater reduction of misfit, Occam's razor favors simpler models with fewer degrees of freedom corresponding to larger widths. More details and further applications of this method can be found in [5] and the references therein.
INVERSION OF TEST DATA
In order to scrutinize the attainable resolution applying the different approaches, we analyzed two test cases where we varied the signal-to-noise ratio (SNR) as well as the seed for the random number generator. In both cases we subjected the transformed test spectrum to uncorrelated Gaussian noise, assuming the same relative error for each data point.
Adaptive basis fun.
Standard MaxEnt Log. rep. In Fig. 1 we show the reconstruction of two Laplace transformed Lorentzian peaks using 100 data points g j for 0 τ j 5; for the inversion we used 50 basis functions and 200 image points for the form-free reconstruction for frequencies up to ω 7.
The standard MaxEnt procedure yields results similar to the adaptive basis function approach, although the former introduces small spurious peaks at low frequencies. Due to the exponential decay of the Laplace kernel, the low frequency regime should be Adaptive basis fun.
Standard MaxEnt
Log. rep. better determined by the data than the high frequency regime. Therefore, it is tempting to attribute some significance to these tiny 'ghost' peaks, especially if the error estimates for the peak areas (obtained from a Gaussian approximation at the posterior mode) are lower than for the two large peaks. Since peaks at the boundaries of the reconstruction interval may be caused by outside structures, we recommend enlarging the frequency domain; here they are artifacts from overfitting.
The alternative evidence approximation based on the logarithmic representation results in much stronger regularization (the optimal α is up to two orders of magnitude larger) and notably less dependent on the actual noise realization for fixed signal-tonoise ratio. However, a rather low noise level of 0.1 % is necessary for resolving the two peaks, and errors below 0.01 % are necessary if the distance of the two peaks is halved (not shown).
In order to present another realistic example, we fitted four Gaussian peaks to a spectral function obtained from a QMC simulation for the spinless Holstein model; for analytic continuation we used the alternative evidence approximation. Taking this spectrum as exact result, we transformed it according to (1) for 0 τ j β 8, j 1 200 and added uncorrelated Gaussian noise with relative errors of 10 1 , 10 2 and 10 4 , respectively. Fig. 2 shows that the standard evidence approximation tends to overfit the broad structures and yields additional peaks not present in our test spectrum. Moreover, the position of the peaks reconstructed does strongly depend on the structure of the noise and there is no significant improvement for data with smaller error bars! The adaptive basis function approach yields much stronger regularization, especially for very noisy input data and better agreement with the exact spectrum in the low frequency regime. The overfitting of the broad peak at high frequencies is due to numerical difficulties of the gradient based optimization routine used to get the maximum posterior solution: particularly small error bars worsen the condition of the optimization problem and the optimizer often gets stuck.
The alternative evidence approximation using the logarithmic representation performs surprisingly well for spectra with such broad features. Again we want to stress that the results for data with varied noise are consistent and agree very well.
CONCLUSION
We reviewed several Maximum-Entropy approaches to the analytic continuation problem in connection with Quantum Monte Carlo simulations: The conventional evidence approximation, an alternate approximation based on a logarithmic variable substitution and the adaptive basis function approach.
We presented two test cases subjecting the transformed mock spectra to Gaussian noise generated with different random seeds and varying signal-to-noise ratio. We found that the conventional evidence formula yields strongly differing results for samples of the same relative error and even for 'high quality' data there is a strong tendency towards overfitting. We attribute that mainly to the extension of the volume of integration of the evidence integral for the hyperparameter α.
By changing variables to a logarithmic representation prior to the Gaussian approximation of the evidence integral, no modification of the region of integration is necessary. This approach leads to much stronger regularization and much more consistent reconstruction when subjecting the data to different random noise. On the one hand, one has to expect that nearby peaks will be reconstructed as one broad, blurred peak unless data with exceedingly small error bars is available, on the other hand is it preferable to obtain the broad features of the spectrum reliably than highly structured solutions with huge uncertainty.
The adaptive basis function method provides for additional regularization where the classic evidence procedure suffers from overfitting, while allowing for higher resolution than the alternative evidence approximation. Due to numerical difficulties of the optimization routine, especially for small input errors, the convergence conditions can sometimes not be fulfilled and the intermediate solution may also be overfitted.
