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LENS RIGIDITY FOR A PARTICLE IN A YANG-MILLS FIELD
GABRIEL P. PATERNAIN, GUNTHER UHLMANN, HANMING ZHOU
Abstract. We consider the motion of a classical colored spinless particle under the in-
fluence of an external Yang-Mills potential A on a compact manifold with boundary of
dimension ≥ 3. We show that under suitable convexity assumptions, we can recover the po-
tential A, up to gauge transformations, from the lens data of the system, namely, scattering
data plus travel times between boundary points.
1. Introduction
This paper considers a nonlinear geometric inverse problem associated with the motion of
a classical colored spinless particle under the influence of an external Yang-Mills potential
A. We shall show that under suitable conditions, it is possible to recover the potential A, up
to gauge transformations, from the lens data of the system (i.e. scattering data plus travel
times).
In order to set up the inverse problem, let us give first a brief description of the system
in question and the physical background. Let (M, g) be a compact connected Riemannian
manifold with boundary and G a compact Lie group of matrices with Lie algebra g. We
think of M as the configuration space where our classical colored particle travels and we
think of the dual g∗ as the space of “color charges” or internal degrees of freedom. Since
G is compact we can fix once and for all a bi-invariant metric on G, or equivalently, we
endow g with an Ad-invariant metric 〈·, ·〉; with this metric we identify g∗ with g. In its
most general form the motion takes place in the adjoint bundle of a principal bundle P with
structure group G. For reasons of exposition we shall assume that the bundles are trivial;
this is actually no serious restriction once we impose our global conditions on M , which
reduces our global problem to a local one. Thus we consider P = M × G and the adjoint
bundle given M × g. In this case, a connection A (the external Yang-Mills potential) is just
an element A ∈ C∞(M,T ∗M ⊗ g) = Λ1(M, g). Since g is a Lie algebra of matrices, we can
think of A as a matrix of 1-forms in that Lie algebra. More generally, we can consider forms
of any degree with values in g; the set of such forms with degree k is denoted Λk(M, g).
Given an external potential A ∈ Λ1(M, g), we can associate to it a fundamental quantity:
its curvature or field strentgh. It is defined as
F := FA = dA+ A ∧ A ∈ Λ2(M, g)
where (A∧A)x(v, w) := [Ax(v), Ax(w)] for x ∈M and v, w ∈ TxM , and [·, ·] is the commuta-
tor of matrices. Using the metric g, given ξ ∈ g, we can define a (1, 1)-tensor Fξ : TM → TM
uniquely by
gx(Fξx(v), w) = 〈Fx(v, w), ξ〉
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for all x ∈M and v, w ∈ TxM . The field F will play the role of a generalized Lorentz force.
The connection A induces a covariant derivative in the adjoint bundle which we denote by
D.
We are now ready to write down the equations of motion. The system lives in TM × g
and the ODEs determining the trajectories t 7→ (γ(t), γ˙(t), ξ(t)) ∈ TM × g are given by
(1.1)
{
∇γ˙ γ˙ = Fξγ(γ˙),
Dγ˙ξ = 0,
where∇ is the Levi-Civita connection of g. These coupled equations are referred to as Wong’s
equations. Wong introduced them as a model for the motion for a classical colored spinless
particle under the influence of an external Yang-Mills potential A [29]. The first equation
in (1.1) describes a particle under the influence of a generalized Lorentz force parameterized
by the color charge ξ while the second asserts that the color charge is parallel translated
along this trajectory in configuration space. The equations reduce to the Lorentz equations
in the abelian case G = U(1). The Kaluza-Klein framework gives an alternative description
in which the particle travels in a geodesic relative to a certain metric on the principal
bundle P . Kerner [7] generalized Kaluza-Klein’s idea from the abelian to the non-abelian
case. The Wong and the Kaluza-Klein formulations were put into a symplectic framework
by Sternberg [22] and Weinstein [28] respectively. See [15, 10] for a further discussion of
symplectic aspects; the books [4, 12] contain extensive background on these equations. It
is worth noting that while Wong’s equations might not have effective physical consequences
to high energy physics (there is no such a thing as a “classical quark”), the equations do
appear in many different contexts. For instance they appear naturally when considering the
so-called isoholonomic problem: fix x0, x1 ∈M ; among all curves joining x0 to x1 with fixed
parallel transport operator between x0 and x1 (with respect to A), find the one with smallest
length. Montgomery proved in [11] that γ is extremal for the isoholonomic problem iff there
exists ξ(t) such that (γ(t), ξ(t)) solves Wong’s equations. For other fascinating connections
(like the Cat’s problem and non-abelian Berry’s phase), we refer to [11, 12]. Equations (1.1)
also appear as suitable semi-classical limits of connection Laplacians [5, 14].
A quick analysis of (1.1) reveals two kinematic constraints: γ must travel at constant
speed and ξ must remain in the adjoint orbit it started on (the latter constraint implies in
particular that the norm ‖ξ‖ of the color charge is always a constant of the motion). For
this reason, it makes sense from now on to restrict our motion to the compact phase space
SM × O, where SM is the unit sphere bundle of M and O is a fixed adjoint orbit in g.
This defines a flow Φt : SM × O → SM × O and we shall use φ = (x, v, ξ) ∈ SM × O
to denote points in the phase space. We shall refer to the curve γ as a Yang-Mills geodesic
(YM-geodesic).
For any φ = (x, v, ξ) ∈ SM ×O, we define the travel time
τ : SM ×O → [0,+∞]
to be the first non-negative time when the YM-geodesic γ determined by φ ∈ SM ×O exits
M . If τ is finite for any φ ∈ SM × O, then we say that the pair (g, A) (or the flow Φt) is
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non-trapping. Define
∂±SM = {(x, v) ∈ SM ; x ∈ ∂M,±〈v, ν〉 ≤ 0}
where ν is the outer unit normal vector to ∂M . We denote the restriction of τ onto ∂+SM×O
by `, i.e. ` := τ |∂+SM×O. The scattering relation is the map
S : ∂+SM ×O → ∂−SM ×O
given by S(φ) := Φ`(φ)(φ). The data (S, `) constitute the lens data for the system and our
inverse problem is to recover the external potential A from the lens data (S, `). As it is
common with problems involving connections, the problem has a natural ambiguity. Given
a smooth map u : M → G (a gauge), it is well known that
A˜ := u−1du+ u−1Au
is a connection with curvature
FA˜ = u
−1FAu.
This implies Fξ
A˜
= Fuξu
−1
A since the inner product in the Lie algebra is invariant under the
adjoint action. Using this, one may easily check that if (γ(t), ξ(t)) satisfies (1.1) for A, then
(γ(t), u−1(γ(t))ξ(t)u(γ(t))) satisfies (1.1) for A˜. If in addition we have u|∂M = e (identity
element in G), then A and A˜ have the same lens data. Thus the inverse problem is:
Suppose (SA, `A) = (SA˜, `A˜). Does there exist a smooth map u : M → G such that u|∂M = e
and A˜ = u−1du+ u−1Au?
We will solve this inverse problem under some assumptions, the most important of which
is a convexity condition related to the flow Φt. To describe this condition let us denote by
X the vector field on SM ×O associated with Φt. The flow is non-trapping iff there exists
a smooth function in phase space h : SM × O → R such that X2h > 0 [3, Theorem 6.4.1].
The global convexity condition is a considerable enhancement of non-trapping in which h
only depends on x ∈ M . If h(x, v, ξ) = f(x), then straightforward calculations using (1.1)
show that Xh(x, v, ξ) = dfx(v) and
X2h = X(df)(x, v, ξ) = Hessx(f)(v, v) + 〈Fx(v,∇f(x)), ξ〉.
Motivated by this, we give the following definition.
Definition 1.1. A smooth function f : M → R is said to be strictly YM-convex if
Hessx(f)(v, v) + 〈Fx(v,∇f(x)), ξ〉 > 0
for all (x, v, ξ) ∈ SM ×O. Similarly, we shall say that x ∈ ∂M is strictly YM-convex if
Λx(v, v) + 〈Fx(v, ν(x)), ξ〉 > 0
for any v ∈ Sx∂M and ξ ∈ O, where Λ is the second fundamental form of ∂M . If this holds
for all x ∈ ∂M , then we say that ∂M is strictly YM-convex.
We note that if f is strictly YM-convex, then it is strictly convex in the usual sense in
Riemannian geometry. Indeed, replacing v by −v in Definition 1.1 gives Hessx(f)(v, v) > 0
for all (x, v) ∈ SM . This forces M to be contractible (cf. [13, Lemma 2.1]) and thus all
bundles over M are trivial; this explains why we considered trivial bundles from the start.
4 G. P. PATERNAIN, G. UHLMANN, H. ZHOU
Observe also that the notion of strict YM-convexity depends on the adjoint orbit O that we
have fixed. We are now ready to state our main global result.
Theorem 1.2. Let (M, g) be a compact Riemannian manifold with boundary and dimension
≥ 3 and let O be an adjoint orbit that contains a basis of g. Let A and A˜ be two Yang-Mills
potentials such that
(1) ∂M is strictly YM-convex with respect to both (g, A) and (g, A˜);
(2) i∗A = i∗A˜ where i : ∂M →M is the canonical inclusion.
If (g, A) admits a strictly YM-convex function and (SA, `A) = (SA˜, `A˜), then there exists
a smooth function u : M → G such that A˜ = u−1du+ u−1Au and u|∂M = e.
Let us comment first on the condition on the adjoint orbit O. Clearly some assumption
is needed as the following trivial example shows: if O = {0} is the trivial adjoint orbit,
then F0 = 0 and equations (1.1) just become the equations of geodesics and ξ(t) ≡ 0. In
this situation it is impossible to recover A from lens data, since the latter does not take
into account the external field A at all. The condition that O contains a basis of g ensures
a proper coupling between g and A and it is actually easy to satisfy. For instance in the
abelian case G = U(1) one simply needs a non-zero charge: O = {ξ} with 0 6= ξ ∈ iR. In
the case of G = SU(2), the adjoint orbits are concentric spheres and we just need the sphere
not to reduce to the origin. In fact for any simple Lie algebra g the condition will hold as
long as O is not trivial; this follows right away from the observation that the vector space
spanned by O is an ideal in g. Similarly if g semi-simple, the adjoint orbit of ξ spans g iff
the projection of ξ onto each simple factor of g is non-zero. In our proof of Theorem 1.2
the condition on O will naturally arise when proving ellipticity of certain pseudo-differential
operators and when establishing a determination result for the boundary jet of the external
field A.
To illustrate why i∗A = i∗A˜ is required in Theorem 1.2, let us consider again the abelian
case G = U(1). Since the adjoint orbits are just points, ξ(t) is constant, so only the curvature
of the external field is participating in Wong’s equations (1.1) and hence we cannot expect
to recover more than the curvature of the external field. Theorem 1.2 shows that with
additional boundary information like i∗A = i∗A˜, we can recover the external field up to
gauge equivalence.
The main assumptions in Theorem 1.2 are of course the convexity ones. We shall explain
their relevance while we give a synopsis of the main ideas in the proof of the theorem. The
proof follows the template laid out by Stefanov, Uhlmann and Vasy in their recent proof of
boundary and lens rigidity for Riemannian metrics [25, 19, 20, 21]. We refer to [2, 16, 24, 27]
for surveys, additional relevant references, and context for the lens and boundary rigidity
problem in the Riemannian case.
The template when applied to our setting works as follows. (We emphasize that in our
setting the metric g is fixed and known and we are only interested in recovery of the external
field A.)
(1) The main result underlying the proof is a local result near a convexity point of the
boundary (see Theorem 4.1 below) and the passage from local to global is achieved
using the strictly YM-convex function by marching from the boundary into the inside
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in a layer stripping argument. Since our problem has a gauge this requires some care
since some gluing and extensions of the local gauges are necessary. For this we use
repeteadly the PDE satisfied by the gauges: du = uA˜− Au.
(2) The local result is proved via a pseudo-linearization that reduces the nonlinear prob-
lem to a local linear one near a convexity point at the boundary.
(3) The local linear problem involves of a new type of X-ray transform Iw with weights.
This transforms acts on pairs [f, β], where f is a g-valued 2-form and β is a matrix
valued 1-form. The component f is essentially the difference of the curvatures FA −
FA˜. We note that to be able to work with smooth weights we do need a boundary
determination result for the jet of the connection in a suitable gauge. Proving local
injectivity of this transform will complete the proof.
(4) To prove local injectivity we use the groundbreaking techniques from [25]. We in-
troduce a localized operator that plays the role of the normal operator I∗wIw and we
make sure it fits Melrose’s scattering calculus [9]. To obtain the Fredholm property
in this calculus, one needs to prove that the boundary symbol is elliptic. We achieve
this when we restrict the operator to (scattering) g-valued 2-forms. Once the Fred-
holm property is derived, we prove injectivity when our connections are expressed in
the normal gauge.
Theorem 1.2 illustrates how flexible and powerful the approach laid out by Stefanov,
Uhlmann and Vasy is. In the non-abelian case, the system given by Wong’s equations (1.1)
is unlike anything considered before since the motion has a component running in O affecting
the curves in M . Implementing the scheme brings additional novel features, like the new
X-ray transform mentioned in item (3) above. Unlike the boundary rigidity case [21] we will
not need to make additional modifications to the operator to prove ellipticity thanks to the
structure of (1.1) that involve directly the curvature of the external field.
A predecessor to Theorem 1.2 appears in [30] for the abelian case G = U(1). Another
application of the scheme above are the results in [13] in which the problem of recovering
a connection from parallel transport along geodesics is considered, but in this case, the
underlying dynamical system (the geodesic flow) is unaffected by the external field.
Let us give now a large class of examples to which Theorem 1.2 applies. From the discussion
above we know that we have to start with a Riemannian manifold (M, g) with strictly
convex boundary and admitting a strictly convex function f . Examples of such manifolds
are discussed in detail in [13] and include manifolds of non-negative sectional curvature
(these could contain conjugate points). Consider now two connections A and A˜ which are
compactly supported inside M ; thus the boundary is strictly YM-convex with respect to
both connections and i∗A = i∗A˜. Select now an adjoint orbit O containing a basis of g (we
have already mentioned that if G is simple, all non-trivial orbits will have that property).
Given any positive number λ, the set λO is obviously also an adjoint orbit containing a basis
of g. If λ is sufficiently small, we see from Definition 1.1 that a strictly convex function
f remains YM-convex and the theorem will apply. On the other hand if λ becomes too
large, the effect of the Lorentz force increases and one may expect the dynamics to develop
localized trapping (as in the abelian case), thus blocking YM-convexity.
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This paper is organized as follows. Section 2 contains preliminaries and sets up the scene
for the pseudo-linearization argument using the key integral identity from [17]. Section 3
proves that after performing a suitable gauge transformation, the lens data determines the
jet of the external field A at the boundary. For this we need to assume that we know i∗A and
that O contains a basis of g. The argument is somewhat involved and uses the key identity
(2.6) below. The result on the jet is needed to ensure that later on we can modify the weights
in the linear problem to make them smooth. Section 4 states the local non-linear problem
and explains how the pseudo-linearization is applied to reduce the non-linear problem to the
injectivity of a linear X-ray transform with matrix weights. As already pointed out, this
X-ray transform has not appeared in this form before in the literature and has some unique
features produced by the specific form of the Wong equations (1.1). In Section 5 we prove
injectivity for the local X-ray transform and Section 6 completes the proof of the global
Theorem 1.2.
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2. Preliminaries
In this section we collect various facts that will be needed later on. The first is the
expression in local coordinates of Wong’s equations (1.1). We take coordinates (zi, vi) in
TM and pick a basis {e1, · · · , ed} of g so that ξα are the coordinates of ξ ∈ g (later on we
will assume that the basis is contained in a given adjoint orbit O). In these coordinates (1.1)
has the form
(2.1)

dzi
dt
= vi,
dvi
dt
= −Γijkvjvk + gijFαjkvkξα,
dξα
dt
= −ξβcβαµAµi vi.
Here Γijk’s are the Christoffel symbols with respect to the metric g, A
α
i are the components of
the external field A (connection), Fαjk’s are the components of the Yang-Mills field strength
F (curvature) and cβαµ’s are the structure constants of the Lie algebra in the chosen basis.
In particular, the generating vector field of the flow Φt on SM ×O is
(2.2) X = vi
∂
∂zi
+ (−Γijkvjvk + gijξαFαjkvk)
∂
∂vi
− ξβcβαµAµi vi
∂
∂ξα
.
We can of course also consider the flow Φt in TM × g with associated vector field X also
given by (2.2).
LENS RIGIDITY FOR A PARTICLE IN A YANG-MILLS FIELD 7
2.1. Pseudo-linearization. As we mentioned in the introduction the non-linear problem
will be reduced to a linear one via a process we call pseudo-linearization. The idea behind
it is quite simple and it is based on the following consideration first utilized in [17]. Let Z
be a manifold with two vectors fields Xi, i = 1, 2 and let Φ
i
t denote their flows. Fix x ∈ Z
and t > 0. Consider the curve
[0, t] 3 s 7→ Γ(s) := Φ2t−s ◦ Φ1s(x).
Obviously it connects the point Φ2t (x) to Φ
1
t (x). Computing the tangent vector to Γ is
straightforward using the chain rule:
Γ˙(s) = dΦ1s(x)Φ
2
t−s(X1(Φ
1
s(x))−X2(Φ1s(x))).
Thus ∫ t
0
Γ˙(s) ds = Γ(t)− Γ(0) = Φ1t (x)− Φ2t (x).
Of course in a manifold this does not make sense but it is certainly fine in Euclidean space.
Suppose now that Z has boundary and given x ∈ Z, let τi(x) be the exit time for s 7→ Φis(x),
i = 1, 2. Thus if we set t = τ1(x) we see that t − s = τ1(Φ1s(x)). Hence if we introduce the
weight
W(x) := dxΦ2τ1(x)
the integral above becomes
(2.3)
∫ τ1(x)
0
W(X1 −X2)(Φ1t (x)) dt = Φ1τ1(x)(x)− Φ2τ1(x)(x).
Having the same lens data means that τ1(x) = τ2(x) and Φ
1
τ1(x)
(x) = Φ2τ2(x)(x) whenever
x ∈ ∂Z (assuming these times are finite) and hence the right hand side in (2.3) vanishes.
The idea is to apply this to Z = TM × g and the flows Φt and Φ˜t corresponding to two
different external fields A and A˜. Hence we take coordinates in M that naturally give us
coordinates in TM . We also pick a basis of the Lie algebra g as before and we work as if we
were in Euclidean space. Since we will apply (2.3) locally this is no restriction at all.
Let Φ(t, φ) := Φt(φ), dimM = n, dimG = d and write in local coordinates Φ := (X,Θ,Ξ).
Hence if we fix t,
(2.4)
∂Φ
∂φ
(t, φ) =

∂X
∂z
∂X
∂v
∂X
∂ξ
∂Θ
∂z
∂Θ
∂v
∂Θ
∂ξ
∂Ξ
∂z
∂Ξ
∂v
∂Ξ
∂ξ

is a (2n + d) × (2n + d) matrix function on TM × g. Since Φ(0, φ) = φ, it is clear that for
all φ = (z, v, ξ) ∈ TM × g
(2.5)
∂Φ
∂φ
(0, φ) = Id(2n+d)×(2n+d).
The weight W is just
W(φ) = ∂Φ˜
∂φ
(τ(φ), φ).
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and hence (2.3) becomes the following very useful identity which we note here and will be
used repeatedly later on:
(2.6)
∫ τ(φ)
0
∂Φ˜
∂φ
(τ(φ)− s,Φ(s, φ))(X− X˜)(Φ(s, φ)) ds = Φ(τ(φ), φ)− Φ˜(τ(φ), φ).
In particular, we will restrict φ to the compact phase space SM ×O.
3. Determination of the boundary jet
As a first step towards the proof of Theorem 1.2, we will make use of (2.6) to show that
the lens data determines the boundary jet of A, therefore F , up to a gauge transformation
(note that in this paper the metric g is given).
We consider boundary normal coordinates z = (z′, zn), z′ = (z1, · · · , zn−1), with respect
to g on some neighborhood U near p, so z(p) = 0, g = gijdz
idzj + (dzn)2, i, j < n. Then we
write A = Aidz
i with Ai, i = 1, · · · , n, (locally) Lie algebra valued functions. The curves
(geodesics) γ(t) = {(z′, t) : z′ fixed} are normal to the boundary zn = 0 with γ˙ = ∂n, and
γ depends on z′ smoothly. Let u : [0, ε) → G solve the following transport equation along
each γ
u˙+ Aγ(γ˙)u = 0, u(0) = e.
Then u induces a smooth map u : U → G and
∂nu(z) + An(z)u(z) = 0, u|zn=0 = e.
The advantage of the boundary normal coordinates in the construction of the map u is that
it easily induces a global gauge transformation, such that in some collar neighborhood of
∂M , u is defined by the above construction. If we set A′ = u−1du+u−1Au (notice that (g, A)
and (g, A′) have the same lens data), by a simple calculation one can show that A′n = 0 in
U near p ∈ ∂M . In addition, ι∗A = ι∗A′ where ι : ∂M → M is the inclusion map. To
determine the boundary jet of A′ near p, we only need to determine ∂knA
′
j|zn=0 for all k ≥ 0
and j < n. Observe that F ′ = u−1Fu, u|∂M = e, thus p ∈ ∂M is strictly YM-convex with
respect to (g, A) if and only if it is strictly YM-convex with respect to (g, A′).
Proposition 3.1. Assume that ∂M is strictly YM-convex at p ∈ ∂M with respect to (g, A)
and that O contains a basis of g. There exists u : M → G with u = e on ∂M such that if we
define A′ = u−1du+ u−1Au, then the lens data (S, `) on (z, v, ξ) for (z, v) ∈ ∂+SM close to
Sp∂M and any ξ ∈ O, together with ι∗A near p, determine ∂knA′j(p) for any k ≥ 0, j < n.
The result of Proposition 3.1 is local; indeed to determine the boundary jet of A′ at p, we
only require u to be defined near p in M .
Proof. As discussed above, after some gauge transformation, we may assume that the con-
nection A has normal component An = 0. To use the integral identity (2.6), let A0 just
be the zero connection, so F0 = 0 too. Let X0 be the corresponding generating vector for
(g, A0) = (g, 0), φ ∈ ∂+SM ×O, then
(3.1)
∫ `(φ)
0
∂Φ0
∂φ
(`(φ)− s,Φ(s, φ))(X− X0)(Φ(s, φ)) ds = Φ(`(φ), φ)− Φ0(`(φ), φ).
The right-hand side of (3.1) is totally determined by the lens data and the metric g.
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Now given w ∈ Sp∂M , we define a smooth map v : [0, δ)→ SpM for 0 < δ  1 such that
in the boundary normal coordinates
v(t) = v′(t)
∂
∂z′
+ vn(t)
∂
∂zn
= a(t)w + bt
∂
∂zn
,
where b is a positive constant. Since v(t) ∈ SpM , a(t) =
√
1− (bt)2 and v(0) = w. Since
∂M is strictly YM-convex at p, given ξ ∈ O and t ∈ (0, δ), there is a unique YM-geodesic
γ(p,v(t),ξ)(s) with γ(p,v(t),ξ)(0) = p, γ˙(p,v(t),ξ)(0) = v(t), which exits M at γ(p,v(t),ξ)(`(p, v(t), ξ)) ∈
∂M close to p. For fixed ξ, denote (p, v(t), ξ) := φ(t), `(p, v(t), ξ) := `(t). Since p ∈ ∂M is
strictly YM-convex, using the implicit function theorem, one can check that `(t) is smooth
on [0, δ). Moreover, `(t) is monotonically decreasing as t→ 0. We claim that `′(0) 6= 0.
To prove the claim, we write `(t) asymptotically
`(t) = `(0) + `′(0)t+O(t2) = `′(0)t+O(t2).
If `′(0) = 0, then the decay rate of `(t), as t→ 0, is at least quadratic. On the other hand,
in the boundary normal coordinates if we write γφ(t)(s) = (z
′
t(s), z
n
t (s)), then
znt (s) = z
n
t (0) + z˙
n
t (0)s+O(s
2) = vn(t)s+O(s2) = bts+O(s2).
By assumption, znt (`(t)) = 0, then
(3.2) 0 = bt `(t) +O(`2(t))
for any t ∈ [0, δ). Since b > 0 and `(t) decays faster than any linear expression as t → 0,
the first term on the right hand side of (3.2) decays strictly slower than the second term
as t → 0. This implies that (for sufficiently small δ > 0) (3.2) cannot hold on the whole
interval [0, δ), which produces a contradiction, therefore `′(0) 6= 0. Moreover, since `(0) = 0
and `(t) > 0 for t > 0, we must have `′(0) > 0. By rescaling the parameter b of v(t), we may
assume that `′(0) = 1. Note also that ∂tvn(0) = b > 0.
Now, by (3.1)∫ `(t)
0
∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t))) ds = R(t).(3.3)
Note that we have full knowledge of R(t). Denote Φ(t) := Φ(`(t), φ(t)). Taking the derivative
of both sides of (3.3) with respect to t, it follows that
∂Φ0
∂φ
(0,Φ(t))(X− X0)(Φ(t)) `′(t)
+
∫ `(t)
0
∂t
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)
ds = R′(t).
(3.4)
Let t→ 0, so `(t)→ 0, `′(t)→ 1 and φ(t)→ (0, w, ξ), then (2.2), (2.5) and (3.4) imply that
Id(2n+d)×(2n+d)
 0ξαgij(0)Fαjk(0)wk
−ξβcβαµAµk(0)wk
 = R′(0).
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In particular, we get the values of ξαg
ij(0)Fαjk(0)w
k from the equality above for any ξ ∈ O
and w ∈ Sp∂M . Since O contains a basis of g, one obtains the values of Fij(0), 1 ≤ i ≤
n, 1 ≤ j ≤ n− 1. By definition F = dA+A∧A, since A|∂M is given by our assumption (so
the tangential derivatives ∂jA, j < n are automatically recovered from the boundary data),
we get the values of (dA)ij(0), 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1, from Fij(0). On the other hand,
∂nAj = (dA)nj for j < n (recall that An = 0). Thus we uniquely determine ∂nAj(0) for
j < n. Similarly we recover ∂nAj(z) for any z ∈ ∂M close enough to p.
Next we want to recover ∂2nAj(0). Notice that the first term on the left hand side of (3.4)
is known now for t sufficiently small, and hence we may rewrite the equality as
(3.5)
∫ `(t)
0
∂t
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)
ds = R(t)
where R(t) is a known quantity. From now on we always use R(t) to denote quantities that
are known for t small. We use ∂Φ0
∂φ
(s, t) as the short notation for ∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t))) and
differentiate both sides of (3.5) with respect to t to derive
∂t
∂Φ0
∂φ
(s, t)
∣∣∣
s=`(t)
(X− X0)(Φ(t))`′(t) + ∂(X− X0)
∂Φ
(Φ(t))
∂Φ(t)
∂φ
φ′(t)`′(t)
+
∫ `(t)
0
∂2t
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)
ds = R′(t),
(3.6)
with
φ′(t) =
d
dt
(0, v(t), ξ) = (0, v′(t), 0).
Notice that the first term on the left hand side of (3.6) is known for t ≥ 0 small. Let
t→ 0; using (2.5) we recover the value of
∂(X− X0)
∂Φ
(Φ(0))
∂Φ(0)
∂φ
φ′(0) =
∂(X− X0)
∂v
(0, w, ξ)v′(0).
However, the term on the right hand side above does not contain higher order derivatives of
A, which means that taking the limit of (3.6) as t→ 0 does not provide any new information.
To address the issue, we keep on taking derivatives with respect to t. As discussed above,
we can rewrite (3.6) as
∂(X− X0)
∂Φ
(Φ(t))
∂Φ(t)
∂φ
φ′(t)`′(t)
+
∫ `(t)
0
∂2t
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)
ds = R(t).
(3.7)
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Now we differentiate both sides of (3.7) with respect to t to derive
d
dt
(∂(X− X0)
∂Φ
(Φ(t))
∂Φ(t)
∂φ
φ′(t)`′(t)
)
+ ∂2t
∂Φ0
∂φ
(s, t)
∣∣∣
s=`(t)
(X− X0)(Φ(t))`′(t)
+ 2∂t
∂Φ0
∂φ
(s, t)∂t(X− X0)(Φ(s, φ(t)))
∣∣∣
s=`(t)
`′(t) + ∂2t (X− X0)(Φ(s, φ(t)))
∣∣∣
s=`(t)
`′(t)
+
∫ `(t)
0
∂3t
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)
ds = R′(t).
(3.8)
Let t→ 0; similar to the analysis after (3.6), the values of the second and third terms on the
left hand side of (3.8) are known at t = 0. Thus we recover the value of the following limit
(3.9) lim
t→0
d
dt
(∂(X− X0)
∂Φ
(Φ(t))
∂Φ(t)
∂φ
φ′(t)`′(t)
)
+ ∂2t (X− X0)(Φ(s, φ(t)))
∣∣∣
s=`(t)
`′(t).
Notice that asymptotically
Φ(s, φ(t)) = φ(t) + sX(φ(t)) +O(s2),
thus
∂tΦ(s, φ(t)) = φ
′(t) +O(s), ∂2t Φ(s, φ(t)) = φ
′′(t) +O(s),
and we get that
lim
t→0
∂2t (X− X0)(Φ(s, φ(t)))
∣∣∣
s=`(t)
=
∂2(X− X0)
∂Φ2
(φ(0))(φ′(0))2 +
∂(X− X0)
∂Φ
(φ(0))φ′′(0).
Using that φ(t) = (0, v(t), ξ), a simple calculation shows that the second term in (3.9) does
not contain the normal derivatives of F (the curvature), i.e. it is known already. On the
other hand, for Φ(t) = Φ(`(t), φ(t)) we have
d
dt
Φ(t) = φ′(t) + `′(t)X(φ(t)) +O(`(t));
∂Φ(t)
∂φ
= Id+ `(t)
∂X
∂Φ
(φ(t)) +O(`2(t)),
d
dt
∂Φ(t)
∂φ
= `′(t)
∂X
∂Φ
(φ(t)) +O(`(t)).
Thus
lim
t→0
d
dt
(∂(X− X0)
∂Φ
(Φ(t))
∂Φ(t)
∂φ
φ′(t)`′(t)
)
=
∂2(X− X0)
∂Φ2
(φ(0))
(
φ′(0) + X(φ(0))
)
φ′(0) +
∂(X− X0)
∂Φ
(φ(0))
∂X
∂Φ
(φ(0))φ′(0)
+
∂(X− X0)
∂Φ
(φ(0))
(
φ′′(0) + φ′(0)`′′(0)
)
.
Based on (2.2), the first component of X(φ(0)) is w which is tangential, then one can easily
check that the first and third terms above are known, i.e. they do not contain the normal
derivatives of F .
The analysis above implies that we can recover the value of
(3.10)
∂(X− X0)
∂Φ
(φ(0))
∂X
∂Φ
(φ(0))φ′(0) =
∂(X− X0)
∂Φ
(0, w, ξ)
∂X
∂v
(0, w, ξ)v′(0).
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By (2.2), in matrix form,
∂X
∂v
(0, w, ξ) =
Idn×nUv
Uξ
 ,
where the matrices Uv and Uξ are known. Therefore the term containing the derivatives of
F in (3.10) has the form
ξαg
ij(0)∂mF
α
jk(0)w
k∂tv
m(0),
which is the new information we obtain from (3.10). As before, since O contains a basis of g
(recall that we have recovered F and we also know the tangential derivatives ∂mFjk, m < n)
we can determine the values of
∂nFnk(0)∂tv
n(0), k < n.
Since ∂tv
n(0) 6= 0, we get the values of ∂nFnk(0) for k < n. By the definition of F , and the
fact that An = 0, we obtain the values of ∂n(dA)nk(0) = ∂
2
nAk(0) for k < n. We also recover
∂2nAk(z) for z close to p in a similar way.
Then we determine ∂knA(0) for any k > 2 by induction. Assume that we have recovered
∂knA(0) for k ≤ K with some K ≥ 2, and hence ∂inF (0) for i ≤ K − 1. We differentiate (3.5)
2K times with respect to t to get
2K∑
j=1
d2K−j
dt2K−j
(
∂jt
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)∣∣∣
s=`(t)
`′(t)
)
+
∫ `(t)
0
∂2K+1t
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)
ds =
d2K
dt2K
R(t).
(3.11)
As can be seen from the calculations for the case of K = 2, the key information is encoded
in the derivatives of X − X0. Since we have recovered ∂knF for k ≤ K − 1, we also know
∂k(X−X0)
∂Φk
(Φ(t)) for any k ≤ K − 1. On the other hand, for any k ≥ 0
∂t
∂k(X− X0)
∂Φk
(Φ(s, φ(t))) =
∂k+1(X− X0)
∂Φk+1
(Φ(s, φ(t)))
(
φ′(t) +O(s)
)
,
d
dt
∂k(X− X0)
∂Φk
(Φ(t)) =
∂k+1(X− X0)
∂Φk+1
(Φ(t))
(
φ′(t) + `′(t)X(φ(t)) +O(`(t))
)
.
Recall that either φ′(0) or φ′(0)+X(φ(0)) will eliminate the normal derivative of ∂
k(X−X0)
∂Φk
(φ(0)),
i.e. ∂n
∂k(X−X0)
∂Φk
(φ(0)). Then it is not difficult to check that the first part on the left hand side
of (3.11) only contains ∂knF , k ≤ K. Moreover ∂Kn F only appears in the terms containing
∂K(X−X0)
∂ΦK
(Φ(t)).
Recall again the argument of the case when K = 2, to determine the value of ∂nF (0) or
equivalently ∂(X−X0)
∂Φ
(φ(0)), we need the appearance of the term ∂X
∂Φ
(φ(t))φ′(t). Asymptotically
d
dt
(
∂tΦ(s, φ(t))
∣∣∣
s=`(t)
)
=
d
dt
(
φ′(t) + `(t)
∂X
∂Φ
(φ(t))φ′(t) +O(`2(t))
)
= φ′′(t) + `′(t)
∂X
∂Φ
(φ(t))φ′(t) +O(`(t)).
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For ∂Kn F (0), we need
∂X
∂Φ
(φ(t))φ′(t) to appear K times.
Based on the above analysis, one can show that (3.11) has the following form, with some
non-zero constant C0,
C0
∂Φ0
∂φ
(0,Φ(t))
∂K(X− X0)
∂ΦK
(Φ(t))
[ d
dt
(
∂tΦ(s, φ(t))
∣∣∣
s=`(t)
)]K
`′(t) +G(t)
+
∫ `(t)
0
∂2K+1t
(∂Φ0
∂φ
(`(t)− s,Φ(s, φ(t)))(X− X0)(Φ(s, φ(t)))
)
ds = R(t),
where G(t) is known at t = 0. Now let t→ 0, we recover the value of
∂K(X− X0)
∂ΦK
(Φ(0))
(∂X
∂Φ
(φ(0))φ′(0)
)K
.
In local coordinates, by the assumption that O contains a basis of g we get the values of
∂Kn Fnk(0)
(
∂tv
n(0)
)K
, k < n.
Since ∂tv
n(0) 6= 0, we recover ∂Kn Fnk(0), and consequently ∂K+1n Ak(0) for k < n.
This completes the proof. 
Remark 3.2. As already noted, in this paper we have assumed that the metric g is given.
However, we can recover the boundary jets of both the metric g and Yang-Mills potential A
from the lens data by the same method as in the proof of Proposition 3.1. For instance, we
can take the auxiliary system to be (g0, 0), where g0 is a constant metric in the boundary
normal coordinates. Notice that in (2.2), the Christoffel symbols {Γijk} produce a quadratic
dependence in v, while the terms involving F are linear in v, so we can separate the informa-
tion regarding g and A respectively. The determination of the boundary jet of a Riemannian
metric g from its lens data (or boundary distance function) has been considered before in
[8, 26, 18]. The reference [26] employs the integral identity (2.6), while [18] considers the case
where the boundary is not necessarily convex. A boundary determination problem related
to polarization tomography is studied in [6], where the metric g is known and the underlying
dynamical system is the usual geodesic flow.
Notice that the proof of Proposition 3.1 is constructive. In particular, when G = U(1) our
method gives a construction of the boundary jet of a magnetic field from its corresponding
lens data.
Proposition 3.1 easily implies the following uniqueness result.
Lemma 3.3. Suppose that O contains a basis of g. Consider two Yang-Mills potentials A
and A˜ such that ∂M is strictly YM-convex with respect to both (g, A) and (g, A˜), they have
the same lens data, and ι∗A = ι∗A˜. There exists u : M → G, u|∂M = e, such that if we
define A′ = u−1du+ u−1Au, then A′ and A˜ have the same boundary jet.
Remark 3.4. Without loss of generality, from now on we only need to consider the lens
rigidity problem for potentials A, A˜ with the same boundary jet.
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4. The local problem and pseudo-linearization
In this section we set up the local problem. Assume that ∂M is strictly YM-convex at
p ∈ ∂M . For (z, v) ∈ ∂+SM close to Sp∂M and any ξ ∈ O, the YM-geodesic γφ, φ = (z, v, ξ),
will stay in some small neighborhood of p in M and exits the neighborhood from ∂M again
by the convexity assumption. The main local result is the following theorem which is of
independent interest.
Theorem 4.1. Let (M, g) be a compact Riemannian manifold with boundary and dimension
≥ 3 and let O be an adjoint orbit that contains a basis of g. Let A and A˜ be two Yang-Mills
potentials such that
(1) ∂M is strictly YM-convex at p ∈ ∂M with respect to both (g, A) and (g, A˜);
(2) i∗A = i∗A˜ on ∂M near p.
If (S, `) = (S˜, ˜`) for (z, v, ξ) ∈ ∂+SM×O with (z, v) near Sp∂M , then there exists a smooth
function u : M → G with u(z) = e for z ∈ ∂M close to p, such that A˜ = u−1du+ u−1Au in
M near p.
We will now use (2.6) and the result on the boundary jet given by Lemma 3.3 to reduce
the local non-linear problem to a linear integral geometry problem, i.e. a suitable X-ray
transform with weights. The key identity (2.6) gives us right away:
Lemma 4.2. Assume that S(φ) = S˜(φ) and `(φ) = ˜`(φ) for some φ ∈ ∂+SM ×O, then
(4.1)
∫ `(φ)
0
∂Φ˜
∂φ
(`(φ)− s,Φ(s, φ))(X− X˜)(Φ(s, φ)) ds = 0.
By (2.2)
X− X˜ = ξαgij(Fαjk − F˜αjk)vk
∂
∂vi
− ξαcαβµ(Aµk − A˜µk)vk
∂
∂ξβ
.
Thus from (4.1), if we denote for short the structure constants by cˆ
(4.2)
∫ `(φ)
0
∂Φ˜
∂φ
(`(φ)− s,Φ(s, φ))
 0g−1F(v) · ξ
−cˆA(v) · ξ
 (Φ(s, φ)) ds = 0,
where F = F − F˜ , A = A − A˜ and · denotes the inner product in the Lie algebra. Note
that generally F is not the curvature of the new Yang-Mills potential A. We only take the
second row of (2.4), namely
(4.3)
∫ `(φ)
0
(
∂Θ˜
∂v
g−1F(v) · ξ − ∂Θ˜
∂ξ
cˆA(v) · ξ
)
(`(φ)− s,Φ(s, φ)) ds = 0.
Let Φ(s, φ) = (γ(s), γ˙(s), ξ(s)) and τ(z, v, ξ) be the exit time for (z, v, ξ) ∈ SM × O, as
`(φ)− s = τ(Φ(s, φ)), then (4.3) can be rewritten as
(4.4)∫ {
W (γ(s), γ˙(s), ξ(s))Fγ(s)(γ˙(s)) · ξ(s) +Q(γ(s), γ˙(s), ξ(s))(cˆA)γ(s)(γ˙(s)) · ξ(s)
}
ds = 0.
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Here we treat F = (Fαjkdxk)n×d and cˆA = (cαβµAµkdxk)d×d locally as matrix valued 1-forms
whose action on elements ξ of the Lie algebra (as a column vector) is represented by vector
inner product, and
W (γ(s), γ˙(s), ξ(s)) :=
∂Θ˜
∂v
(
τ
(
γ(s), γ˙(s), ξ(s)
)
,
(
γ(s), γ˙(s), ξ(s)
))
g−1
(
γ(s)
)
,
Q(γ(s), γ˙(s), ξ(s)) := −∂Θ˜
∂ξ
(
τ
(
γ(s), γ˙(s), ξ(s)
)
,
(
γ(s), γ˙(s), ξ(s)
))
.
Notice that ∂Θ˜/∂v = Idn×n at Sp∂M × O, thus W is invertible near Sp∂M × O. The left
hand side of (4.4) is a weighted X-ray transform of [F , cˆA] along a YM-geodesic γ of (g, A).
We denote the left hand side of (4.4) by Iw[F , cˆA]. The linear inverse problem now is the
local invertibility (up to natural gauge transformations) of Iw near a strictly YM-convex
point p ∈ ∂M .
In the next section, we will use microlocal analysis to study this local invertibility question.
To make the argument work, one necessary assumption is that the weights W and Q as
functions on SM × O are smooth near Sp∂M × O. However, generally this is not the case
due to the lack of smoothness of the exit time τ(z, v, ξ) at S(∂M) × O. To remedy this
inconvenience, we extend M to a larger manifold M˜ , and the metric g smoothly to M˜ .
Moreover, by Lemma 3.3 and Remark 3.4, we may extend A and A˜ smoothly to M˜ with
A = A˜ in M˜ \M , therefore supp[F , cˆA] ⊂M .
Let H be a (local) hypersurface near p in M˜ such that H is tangent to ∂M at p and
H ∩M = {p}. We can find local coordinates (x, y1, · · · yn−1) near p in M˜ with x the level
set function and y = (y1, · · · , yn−1) local coordinates on H (e.g. by considering normal
coordinates relative to H). In particular, we may assume that H = {x = 0} and M ⊂ {x ≤
0}. On the other hand, notice that A and A˜ are extended identically into M˜ . Since ∂M is
strictly YM-convex at p with respect to both A and A˜, we may assume that H is strictly
YM-convex with respect to A from {x ≤ 0}. Then there exists 0 < c0  1 so that {x = δ}
is strictly YM-convex with respect to A from {x ≤ δ} for any |δ| ≤ c0.
Given any (z, v) ∈ ∂+SM close to Sp∂M and ξ ∈ O, we can extend the YM-geodesics
γz,v,ξ (with respect to A) and γ˜z,v,ξ (with respect to A˜) into M˜ . Since (g, A) and (g, A˜) share
the same lens data, by the convexity of the level sets of x, the two extended YM-geodesics
are identical outside M and exit {x ≤ c0} in finite time. In other words, we can define the
lens data (locally) on {x = c0}. If A and A˜ have the same lens data on ∂M , they have the
same lens data on {x = c0}. Moreover, since {x = c0} and ∂M are disjoint, the new exit
time function τ as defined on S{x ≤ c0} × O is smooth in S{x < c0} × O, which includes
SM×O. Now we apply Lemma 4.2 to (z, v, ξ) ∈ ∂+S{x ≤ c0}×O and the resulting integral
also equals zero due to equality of the lens data, and the corresponding new weights W and
Q in (4.4), as defined on S{x ≤ c0} × O, are smooth near Sp∂M × O as τ . Notice that
[F , cˆA] is supported in M , which means that we can modify the weights W and Q outside
M to make them smooth on the whole domain, without affecting the value of the integral.
From now on, we only need to consider weighted ray transforms as (4.4) with smooth weights
W and Q.
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5. Injectivity of the linear problem
5.1. Preliminaries and strategy. Let us first describe the setting that we will use and
the strategy of the proof. The latter is substantially based on the recent developments in
[25, 20] and we will refer frequently to these references.
The problem is local, so the first step is to chose a convenient set of coordinates. We start
with the coordinates (x, y1, · · · , yn) near p ∈ ∂M from the previous section. To define the
neighborhood near p for our local problem, we pick some constant c with 0 < c < c0, and
we may let c be sufficiently close to 0 later if necessary. Vectors which are close to Sp∂M
can be parameterized by λ∂x + ω∂y with ω ∈ Sn−2 and λ  1. The convexity assumption
of ∂M near p implies that for any (x, y) ∈ O := {x > −c} ∩M and λ sufficiently small (the
upper bound depends on (x, y)), ω ∈ Sn−2, and any ξ ∈ O, the curve γx,y,λ,ω,ξ will stay in
the neighborhood O before exiting from ∂M .
It is worth mentioning at this stage that the constant c can be taken locally uniform, i.e.
for c sufficiently small, there exist 0 <   1, such that for − ≤ δ ≤ , we may replace
the set O by {−c + δ < x < δ} ∩M assuming that c +  < c0 (so the level sets are strictly
YM-convex) and carry out similar arguments in this translated neighborhood. This uniform
property will be used in the proof of the global lens rigidity result later on.
For the sake of simplicity, we shift the level set function x by c, so that H = {x = c},
thus the interior (or artificial) boundary of O becomes {x = 0}. Moreover, we denote
Ω := {x > 0} ⊂ M˜ . See Figure 1 below.
Figure 1. The region below ∂M is the interior of M , while the region above
{x = 0} is Ω. The neighborhood O = M ∩ Ω is the shadowed area. The
hypersurface H = {x = c} is tangent to ∂M at the point p.
Using the coordinates above, let
Φ(t) = (x(t), y(t), λ(t), ω(t), ξ(t)), Φ(0) = (x, y, λ, ω, ξ).
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Given a (n× d)-matrix valued 1-form f and (d× d)-matrix valued 1-form β, and motivated
by the analysis in the previous section, we introduce a ray transform Iw of the form
Iw[f, β](x, y,λ, ω, ξ) :=∫ (
W (Φ(t))f(x(t), y(t), λ(t), ω(t)) +Q(Φ(t))β(x(t), y(t), λ(t), ω(t))
)
· ξ(t) dt.
To be consistent with the non-linear problem, we assume that the pair [f, β] is supported
in M , so the integral can be taken over R. Recall that we are allowed to pick a basis of
the Lie algebra g, denoted by {e1, · · · , ed}, contained in the adjoint orbit O. Without loss
of generality, we may assume that under proper local coordinates ej is the column vector
whose entries are zeros except the j-th entry, which is 1. It is convenient for the time being
to think of f and β as unrelated; later on they will be coupled as [F , cˆA] in the previous
section.
Our goal is to understand the injectivity properties of Iw near p. The main idea in [25] is
to consider a localized version of the normal operator I∗wIw so that after careful adjustments
it belongs to Melrose’s scattering calculus with the objective of proving ellipticity in this
calculus. This requires a careful analysis of the operator near the artificial boundary {x = 0},
but provided that ellipticity is achieved, then the Fredholm property follows and one is in
good shape to prove local injectivity. While this idea is simple to grasp, implementing it
requires some technology and this has to be designed and tailored to the problem at hand.
Let us describe the “technology” that works for our problem.
Given an arbitrary real number z > 0, we define the following localized operator (in the
basis {e1, · · · , ed}):
Nz[f, β](x, y) = (Nz1 [f, β](x, y), · · · , Nzd [f, β](x, y)),
where
Nzj [f, β](x, y)
:=e−z/x
∫
gsc(λ∂x + ω∂y)W
∗(x, y, λ, ω, ej)χj
(
λ
x
)(
Iwe
z/x[f, β]
)
(x, y, λ, ω, ej) dλdω.
Let us explain what each item is trying to achieve in this definition.
(1) gsc denotes the scattering metric. In our local coordinates, we can consider them as
gsc := x
−4dx2 + x−2h,
where h is the metric on the level sets of x. The scattering metric gsc is not assumed
to have any relation with the underlying metric g. Using gsc we can convert vectors
into co-vectors and hence we can make Nz[f, β] into a 1-form, so Nz[f, β] is a (n×d)-
matrix valued 1-form (as f).
(2) The functions χj ∈ C∞c (R), j = 1, · · · , d are even cut-off functions, so that for
0 < x 1 only those Iwez/x[f, β](x, y, λ, ω, ξ) with λ sufficiently small will contribute
to Nz[f, β]. We further allow χj to depend smoothly on y and ω, and we can consider
χj(x, y, λ, ω) = χj
(
λ
x
, y, ω
)
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as a smooth function on SΩ. Essentially the cut-off functions ensure that only
geodesics belonging to a small cone around each point are being considered.
(3) The adjoint W ∗ of the weight W is the correct object if Nz is going to mimick
the normal operator associated to Iw at least if we only pay attention to the first
component of the pair [f, β].
(4) Conjugation by the exponential weights e−z/x will ensure that our operator will
eventually belong to the scattering algebra. This will produce exponentially weak
estimates as we approach the artificial boundary but it will be of no concern.
An important feature of the construction is its dependence on the parameter c as we will
be able to attain injectivity only for small c. In this respect our situation will be no different
to that in [25, Section 2.5]. We now proceed to study the operator Nz in detail.
5.2. Scattering calculus and Schwartz kernels. In this subsection we introduce the ele-
ments needed from the scattering calculus and we compute various Schwartz kernels to show
that Nz fits into this calculus. This subsection is not selfcontained and relies considerably
on [25, 20]. Section 2 in [25] contains very relevant background on the scattering calculus
and the original reference is [9].
For each fixed ej, the maps
Γ+ : SM˜ × [0,∞)→ [M˜ × M˜ ; diag], Γ+(z, v, t) = (z, |z′ − z|, z
′ − z
|z′ − z|)
and
Γ− : SM˜ × (−∞, 0]→ [M˜ × M˜ ; diag], ,Γ−(z, v, t) = (z,−|z′ − z|,− z
′ − z
|z′ − z|)
are two diffeomorphisms near SM˜ × {0}. Here z′ = (x′, y′) = γz,v,ej(t), [M˜ × M˜ ; diag] is
the blow-up of M˜ at the diagonal z = z′. At first glance, the definition of z′ = γz,v,ej(t)
depends on ej, we might need to denote it by z
′
j. However, one can introduce an additional
(local) diffeomorphism φj near z such that, if z
′ = γz,v(t) stands for the usual geodesic,
φj(z) = z and φj(z
′) = z′j for |t| small. Notice that since the Jacobian of φj is the identity at
z, we can use this uniform parameter z′ from now on for any ξj. Similar to [25], we can use
(x, y, |y′ − y|, x′−x|y′−y| , y
′−y
|y′−y|) as the local coordinates on Γ+(suppχj × [0, δ)), and analogously
for Γ−(suppχj × (−δ, 0]) the coordinates are (x, y,−|y′− y|,− x′−x|y′−y| ,− y
′−y
|y′−y|), when x is close
to 0, for δ > 0 sufficiently small.
As we want to study the microlocal properties of Nz up to the so-called scattering front
face x = 0, we apply the scattering coordinates (x, y,X, Y ) from [25], where
X =
x′ − x
x2
, Y =
y′ − y
x
.
Under the scattering coordinates
dt dλ dω = x2|Y |1−nJ(x, y,X, Y ) dXdY
with J |x=0 = 1. Notice that |z′ − z| ∼ |y′ − y| and we have an asymptotic expansion of t as
t = |z′ − z|+O(|z′ − z|2) = |y′ − y|+O(|y′ − y|2) = x|Y |+O(x2).
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Let
αj(z, v, t) =
d2x
dt2
(γz,v,ej(t)),
in particular αj(0, y, 0, ω, 0) > 0 for any ω ∈ Sn−2 by the convexity assumption. Let scT ∗Ω
be the scattering cotangent bundle over Ω whose basis is {dx
x2
, dy
x
} with dy
x
a short notation
for (dy1
x
, · · · , dyn−1
x
), while the dual space (scattering tangent bundle) is scTΩ with the basis
{x2∂x, x∂y}. Let (x′, y′, λ′, ω′, ξ′) be the short notation for (x(t), y(t), λ(t), ω(t), ξ(t)). It was
shown in [25, 20] that the following asymptotic expansions in the scattering tangent and
cotangent bases hold (for fixed ej):
gsc
(
(λ ◦ Γ−1± )∂x + (ω ◦ Γ−1± )∂y
)
=x−1
((
±
X − αj(x, y, ,±xX|Y | ,±Yˆ ,±x|Y |)|Y |2
|Y | + xΛ˜±(x, y,
xX
|Y | , Yˆ , x|Y |)
) dx
x2
+
(
± Yˆ + x|Y |Ω˜±(x, y, xX|Y | , Yˆ , x|Y |)
) h(∂y)
x
)(5.1)
and
(λ′ ◦ Γ−1± )∂x + (ω′ ◦ Γ−1± )∂y
=x−1
((
±
X + αj(x, y,±xX|Y | ,±Yˆ ,±x|Y |)|Y |2
|Y | + x|Y |
2Λ˜′±(x, y,
xX
|Y | , Yˆ , x|Y |)
)
x2∂x
+
(
± Yˆ + x|Y |Ω˜′±(x, y,
xX
|Y | , Yˆ , x|Y |)
)
x∂y
)
.
(5.2)
Here Λ˜±, λ˜′±, Ω˜± and Ω˜
′
± are smooth functions and
xX
|Y | =
x′ − x
|y′ − y| , Yˆ =
y′ − y
|y′ − y| , x|Y | = |y
′ − y|.
From now on we denote αj(0, y, 0,±Yˆ , 0) by α±j and
X−α±j |Y |2
|Y | by S
±
j , so
X+α±j |Y |2
|Y | = S
±
j +
2α±j |Y |. On the other hand,
(5.3) ξ′ = ξ + tξ˙ +O(t2) = ξ + x|Y |ξ˙ +O(x2).
Notice that in the scattering coordinates, χj, j = 1, · · · , d, are smooth down to x = 0.
Combining the definition of Nz, (5.1), (5.2) and (5.3), one can easily calculate the Schwartz
kernel of Nz. In particular, we are interested in the behavior of the kernel at the scattering
front face x = 0.
Lemma 5.1. The Schwartz kernel of Nzj , denoted by K
z
j , at the scattering front face x = 0
has the following expression (in the scattering bases)
Kzj (y,X, Y ) =
e−zX |Y |−n+1
∑
=+,−
χj(S

j )
(
Sj
Yˆ
)(
W ∗W W ∗Q
)
(0, y, 0, Yˆ , ej)
(
Sj + 2α

j |Y | Yˆ
)
ej.
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For the sake of simplicity, we have used matrix block notations in the lemma, see also [20]
for the case of unweighted ray transforms. In particular,(
S + 2α|Y | Yˆ ) stands for (S + 2α|Y |)(x2∂x) + Yˆ · (x∂y),(
S
Yˆ
)
stands for S
dx
x2
+ Yˆ · dy
x
,
both terms are applied to the entries of f and β (they are indeed scalar). This says that the
Schwartz kernel of Nz is a matrix valued distribution, whose entries are 1-1 tensors.
We decompose the operator Nz into two parts, so that
Nz[f, β] = N1f +N2β.
Using Lemma 5.1 it is easy to check that column vectors for the Schwartz kernels of N1 and
N2 at the scattering front face x = 0 are
(5.4) e−zX |Y |−n+1
∑
=+,−
χj(S

j )
(
Sj
Yˆ
)
W ∗W (0, y, 0, Yˆ , ej)
(
Sj + 2α

j |Y | Yˆ
)
ej
and
(5.5) e−zX |Y |−n+1
∑
=+,−
χj(S

j )
(
Sj
Yˆ
)
W ∗Q(0, y, 0, Yˆ , ej)
(
Sj + 2α

j |Y | Yˆ
)
ej
respectively. In particular, N1 and N2, therefore Nz, are scattering pseudodifferential op-
erators of order (−1, 0) in Ω in the sense of Melrose’s scattering calculus [9]; the set of such
operators is denoted by Ψ−1,0sc (Ω) or simply Ψ
−1,0
sc (see [25, Section2] for more background).
Generally the Schwartz kernel of a scattering pseudodifferential operator has the form x`K
with non-zero K smooth in (x, y) down to x = 0. For our case, the zero in the superscript
of Ψ−1,0sc means exactly that ` = 0, while the number −1, related to K, is simply the order
as in the case of standard pseudodifferential operators.
5.3. Ellipticity. In this subsection we focus on the ellipticity properties of the operator
N1. In order to obtain ellipticity we need to narrow a bit the domain of N1. The previous
analysis was done assuming that f was a (n× d)-matrix valued 1-form; explicitly
f = (fαijdz
j)n×d.
However, for our concrete problem we have additional structure, namely fij = −fji, so that
f really arises from a g-valued 2-form. On the other hand there is no reason for N1f to
originate from a g-valued 2-form, so to obtain an operator mapping between sections of the
same vector bundle, we just antisymmetrize N1f . This additional algebraic operation is
harmless for our purposes as it amounts to composing with a pseudodifferential operator of
order zero and hence it will be implicitly assumed in the sequel, but see Remark 5.3 below.
Let scΛ2(Ω¯, g) denote the bundle of scattering 2-forms in Ω with values in g.
Proposition 5.2. There exist χj ∈ C∞c (R) with χj(0) > 0, χj ≥ 0, j = 1, · · · , d, such that
N1 ∈ Ψ−1,0sc (Ω,sc Λ2(Ω, g),sc Λ2(Ω, g)) is elliptic acting on Lie algebra valued 2-forms.
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Proof. We are interested in the asymptotic behaviour, which is uniform in c, of the principal
symbol of N1 on (z, ρ) ∈ scT ∗Ω for z = (x, y), x ≥ 0 small and ρ = (ζ, η). Note that Ω is
a manifold with boundary, hence there are two types of behaviours, i.e. at finite points and
fibre infinity of scT ∗Ω. Since the Schwartz kernel of N1 is smooth in (x, y) up to the front
face x = 0 and the Lie algebra valued 2-form is supported in x < c for c sufficiently close to
0, it is enough to consider the symbol at x = 0.
We start with the case of fibre infinity of the scattering cotangent bundle. Let χj ∈ C∞c (R)
satisfy χj ≥ 0 and χj > 0 near 0. One may ignore the extra decay factor |Y | in the Schwartz
kernel. So let S˜ = X/|Y |, |ρ| sufficiently large; by (5.4) each column vector of the principal
symbol σp(N
1) at ρ = (ζ, η) has the form (up to some positive constant)
|ρ|−1
(∫
ρ⊥∩(R×Sn−2)
χj(S˜)
(
S˜
Yˆ
)
(W ∗W )(0, y, 0, Yˆ , ej)
(
S˜ Yˆ
)
dS˜dYˆ
)
ej.
Here ρ⊥ is the orthogonal complement of ρ. Then(
σp(N
1)(ρ)$,$
)
=
|ρ|−1
d∑
j=1
∫
ρ⊥∩(R×Sn−2)
χj(S˜)
∣∣∣W (0, y, 0, Yˆ , ej)($xS˜ +$y · Yˆ ) · ej∣∣∣2 dS˜dYˆ .
Now if
(
σp(N
1)(ρ)$,$
)
= 0, we get that
(5.6) W (0, y, 0, Yˆ , ej)($xS˜ +$y · Yˆ ) · ej = 0, j = 1, · · · d,
for S˜ small and S˜ζ + Yˆ · η = 0. Note that $ is a Lie algebra valued 2-form that can be
written as a matrix valued 1-form:
$ = ($x, $y) with $x = ($
α
ix)n×d, $y = ($
α
iy)n×d.
Since W (0, y, 0, Yˆ , ej) is invertible for any j = 1, · · · , d, and {e1, · · · , ed} form a basis, (5.6)
implies that
$xS˜ +$y · Yˆ = 0
for any (S˜, Yˆ ) ∈ ρ⊥∩(R×Sn−2) with S˜ close to zero. Notice that in dimension ≥ 3, the set of
such (S˜, Yˆ ) (i.e. small |S˜|) always spans ρ⊥, which means that ($αix, $αiy) is parallel to ρ for
any α and i = x, y1, · · · , yn−1, i.e. there exist uα = (uα1 , · · · , uαn) such that ($αix, $αiy) = uαi ρ
(this is where the dimension assumption takes effect; when dim M = 2, the set of (S˜, Yˆ )
satisfying the requirements could be empty if |ζ| is relatively small comparing to |η|, for
ρ = (ζ, η)).
As a Lie algebra valued 2-form, $(v, v) = 0 for any vector v. Thus (ρ · v)(uα · v) = 0,
∀v, α. Let v = ρ, as ρ 6= 0, we get that uα · ρ = 0, i.e. uα ∈ ρ⊥. On the other hand, if
v = ρ + uα, then |uα|2 = 0, i.e. uα = 0. This shows that $ = 0, so N1 is elliptic at fibre
infinity.
To analyze the (scattering) principal symbol of N1 at finite points, in particular for ρ
close to 0, of scT ∗Ω, we take the (X, Y )-Fourier transform of (5.4). Following the strategy
in [25], we first calculate the case when χj, j = 1 · · · , d are of Gaussian type, so let χj(s) =
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e−s
2/(2z−1αj). A simple calculation gives that each column vector of the scattering principal
symbol σsc(N
1) at ρ = (ζ, η) has the form
C√
ζ2 +z2
×
∫
Sn−2
(−κYˆ · η
Yˆ
)
(W ∗W )(0, y, 0, Yˆ , ej)
(−κYˆ · η 〈Yˆ , ·〉) e− |Yˆ ·η|22z−1(ζ2+z2)αj dYˆ ej,
where κ = ζ−iz
ζ2+z2 .
Consider(
σsc(N
1)(ζ, η)$,$
)
=
C√
ζ2 +z2
d∑
j=1
∫
Sn−2
∣∣∣∣W (0, y, 0, Yˆ , ej)($y · Yˆ −$x ζ − izζ2 +z2 Yˆ · η) · ej
∣∣∣∣2 e− |Yˆ ·η|22z−1(ζ2+z2)αj dYˆ .
If
(
σsc(N
1)(ζ, η)$,$
)
= 0, then similar to the case at fibre infinity we have that
$y · Yˆ −$x ζ − iz
ζ2 +z2
Yˆ · η = 0, ∀ Yˆ ∈ Sn−2.
This implies that ($αix, $
α
iy) is parallel to µ = (ζ + iz, η), ∀i, α. Now use the same idea
as in the fibre infinity case ($ is a 2-form) to get that there exists a vector uα such that
(uα · v)(µ · v) = 0, ∀v, α. Let v = µ, notice that z > 0, we have uα · µ = 0. Next, take
v = µ+ uα, we achieve that |uα|2 = 0, i.e. uα = 0. Therefore $ = 0 and N1 is elliptic at
finite points for Gaussian type χj.
Notice that a Gaussian type χj is not compactly supported. Nevertheless one can take
χkj (s) = φ(s/k)χj(s) for some φ ∈ C∞c (R) with φ ≥ 0 and φ(0) > 0. For each j, the Schwartz
kernel of N1j (χ
k
j ) converges to the one of N
1
j (χj) in the space of distributions as k → ∞,
hence we also have convergence for the principal symbols. Since the dimension d of the Lie
algebra is finite, for large enough k, N1 = (N11 (χ
k
1), · · · , N1d (χkd)) is elliptic too.
Combining the two cases, we establish the ellipticity of N1 acting on 2-forms for properly
chosen χj, j = 1, · · · , d. 
Remark 5.3. As we pointed out just before stating Proposition 5.2, we need to antisymmetrize
N1 in order to make it map the set of antisymmetric matrix-valued 1-forms to itself. Strictly
speaking, if A denotes the antisymmetrization operator, we are required to prove that (σ(A◦
N1)$,$) 6= 0 in order to establish ellipticity. However, since the inner product that we are
working with pairs symmetric and antisymmetric matrices to zero, it is enough to show that
(σ(N1)$,$) 6= 0 as done above.
Now we move back to the operator Nz. We denote Hs,rsc the scattering Sobolev spaces,
which are locally equivalent to the standard weighted Sobolev spacesHs,r(Rn) = 〈z〉−rHs(Rn),
see [25, Section 2] for details. By Proposition 5.2 and the local nature of the problem (the
error term in the elliptic estimate, which is proportional to c, can be absorbed), as in [25],
we have the following corollary.
Corollary 5.4. For c > 0 sufficiently small and properly chosen χj ∈ C∞c (R), j = 1, · · · d,
given any pair of matrix valued 1-forms [f, β], where the dimensions of f and β are n × d
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and d× d respectively, with f induced by a Lie algebra valued 2-form, then
‖f‖Hs,rsc (Ω) ≤ C
(‖Nz[f, β]‖Hs+1,rsc (Ω) + ‖β‖Hs,rsc (Ω)).
(Note that the definition of the neighborhood Ω depends on the small parameter c > 0.)
In Corollary 5.4 and up to now, f and β are independent of each other. However, to
achieve the main result of this section, the injectivity of Iw, we need to use the relation
between the connection A and its curvature F . This will be the subject of the next (and
final) subsection and we shall exploit this relationship in the normal gauge.
5.4. The normal gauge and the proof of local injectivity. Before continuing the ar-
gument, we do gauge transforms of A and A˜ in the (x, y) coordinates. Observing that
A = Axdx+Aydy as a 1-form, let Ω
′ be some open set (still in the (x, y) coordinate system)
with Ω ⊂ Ω′, we construct u : Ω′ → G such that
∂xu+ Axu = 0, u|Ω′∩∂M = e,
and define A′ = u−1du+u−1Au. Then it is easy to see that A′x = 0. Similarly, one constructs
u˜ : Ω′ → G for A˜ and A˜′ = u˜−1du˜+ u˜−1A˜u˜ with A˜′x = 0. Since A = A˜ in Ω′ \M o (we denote
the interior of M by M o), we get that u = u˜ in the same set, thus A′ = A˜′ and F ′ = F˜ ′ in
Ω′ \M o accordingly. After doing the gauge transforms, we only need to consider A and A˜
satisfying the normal gauge condition (i.e. Ax = A˜x = 0), and the resulting [F , cˆA] is still
(locally near p) supported in M .
Let us do a bit more analysis on the pair [F , cˆA] under the normal gauge. Since Ax =
A˜x = 0, Ax = 0 too. On the other hand, F = dA + A ∧ A as a 2-form has the following
expression in local coordinates
Fxx = 0, Fxy = ∂xAy, Fyx = −∂xAy, Fyy = p(Ay, ∂yAy),
for some function p. Thus for F = F − F˜ ,
Fxx = 0, Fxy = ∂xAy, Fyx = −∂xAy, Fyy = p(Ay, ∂yAy)− p(A˜y, ∂yA˜y).
We need the following estimate in the scattering Sobolev spaces.
Lemma 5.5. Given any δ > 0, there exists ε > 0 such that for 0 < c < ε, if A is supported
in Ω ∩M , then
‖e−z/xA‖Hs,rsc (Ω) ≤ δ‖e−z/xF‖Hs,rsc (Ω).
Proof. By a simple calculation,
−ix2e−z/x∂xAy = Dzx e−z/xAy,
where Dzx = e
−z/x(−x2i∂x)ez/x with principal symbol ζ + iz. In particular, one obtains the
Fredholm property in the scattering Sobolev norms,
‖e−z/xAy‖Hs,rsc (Ω) ≤ C(‖x2e−z/x∂xAy‖Hs,rsc (Ω) + ‖e−z/xAy‖H−K,−Lsc (Ω))
for any s, r,K, L. Moreover, since Dzx has trivial kernel acting on distributions supported
in Ω ∩M , the second term on the right hand side of the inequality can be dropped by a
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standard functional analysis argument, see e.g. [23, Proposition V.3.1]. Notice that A is
supported in {0 ≤ x ≤ c}; we have
‖e−z/xAy‖Hs,rsc (Ω) ≤ Cε2‖e−z/x∂xAy‖Hs,rsc (Ω),
thus
‖e−z/xA‖Hs,rsc (Ω) ≤ Cε2‖e−z/xF‖Hs,rsc (Ω).
Taking ε sufficiently small, this proves the lemma. 
Taking into account the exponential weights in the definition of Nz, Corollary 5.4 and
Lemma 5.5, we have that for [F , cˆA] supported in {x ≤ c}, c > 0 sufficiently small
‖e−z/xF‖Hs,rsc (Ω) ≤
C
1− C ′δ‖N
ze−z/x[F , cˆA]‖Hs+1,rsc (Ω).
In particular, this proves the local invertibility of Iw.
Theorem 5.6. Given potentials A and A˜ in the normal gauge, if Iw[F , cˆA](z, v, ξ) = 0 for
any (z, v) close to Sp∂M and ξ ∈ O, then F and therefore A, vanish near p in M .
Now we are ready to prove the local injectivity of the lens rigidity problem.
Proof of Theorem 4.1. Given Yang-Mills potentials A and A˜, by the assumptions and the
analysis from Sections 4 and 5, there exist maps u, u˜ : U → G, where U is an open
neighborhood of p in M , and u|U∩∂M = u˜|U∩∂M = e, such that if A′ := u−1du + u−1Au,
A˜′ := u˜−1du˜ + u˜−1A˜u˜, then A′ and A˜′ are in the normal gauge under the local coordinates
(x, y) with respect to the hypersurface H defined in Section 4. Moreover A′ and A˜′ have the
same boundary jet near p, thus they can be extended identically near p into M˜ . Since A and
A˜ induce the same lens data near Sp∂M , so do A
′ and A˜′. Applying the integral identity
(4.1), by Theorem 5.6, we get that A′ and A˜′ are indeed identical near p in M . This implies
that if we denote w = uu˜−1, then A˜ = w−1dw + w−1Aw in M near p with w = e on ∂M
close to p, which proves the local lens rigidity. 
6. Global lens rigidity: proof of Theorem 1.2
In this final section we show how to use the local Theorem 4.1 together with the strictly
YM-convex function f and the boundary ∂M to prove the global result from the introduction.
As we already remarked in the introduction f is also strictly convex as a function on the
compact connected Riemannian manifold (M, g), hence it has some properties that we now
summarize; for proofs we refer for instance to [13, Section 2]. The function f has a unique
local minimum point z0 in M and f attains its global minimum there. Moreover, the set
of critical points of f is either z0 or the empty set. Hence, without loss of generality we
assume that there exist τ < 0 and z0 ∈ M such that infz∈M f(z) = τ , f−1(τ) = {z0}, and
M = f−1([τ, 0]). We denote Uτ = {f > τ} = M \ {z0}.
Observe that the level set function x introduced in Section 4 is locally defined, and depends
on the convex point p. To prove the global lens rigidity, we apply a layer stripping argument
similar to the one in [13, 21]. In particular, the level sets of f will take the role of the
boundary ∂M when we move the argument into the interior of M .
LENS RIGIDITY FOR A PARTICLE IN A YANG-MILLS FIELD 25
Proof of Theorem 1.2. The proof has two parts. First we will construct a gauge on the set
Uτ taking A to A˜. For this we will need to glue the local gauges coming from Theorem 4.1
and we will follow the strategy in [13, Proposition 6.2] where a similar gluing was carried
out for a related a linear problem. The second part of the proof consists in showing that
the gauge constructed on Uτ extends to M . For this we will exploit the fact that our gauges
take values in the compact Lie group G. Hence we start with:
Claim: There exists a smooth u : Uτ → G with u|∂M∩Uτ = e, such that A˜ = u−1du+u−1Au
in Uτ .
Given any τ < t ≤ 0, f−1(t) is a compact set (hypersurface), which is strictly YM-convex
with respect to A by assumption. Clearly f−1(0) ⊂ ∂M since f cannot attain a maximum
at an interior point. Hence for any p ∈ f−1(0), by Theorem 4.1 there exist a neighborhood
Op of p in M and up : Op → G with up|∂M∩Op = e such that A˜ = u−1p dup + u−1p Aup in Op.
On the other hand, for any p, q ∈ f−1(0), if Op ∩Oq 6= ∅, we have that
u−1p dup + u
−1
p Aup = u
−1
q duq + u
−1
q Auq in Op ∩Oq, up|∂M∩Op∩Oq = uq|∂M∩Op∩Oq = e.
Equivalently
(6.1) d(upu
−1
q ) + A(upu
−1
q )− (upu−1q )A = 0, upu−1q |∂M∩Op∩Oq = e.
Notice that for any point z ∈ Op∩Oq, we can find a curve γ connecting z with ∂M ∩Op∩Oq,
then (6.1) reduces to an ODE along γ with initial condition e. This implies that u−1q up ≡ e,
i.e. up = uq, in Op ∩ Oq. By the compactness of f−1(0), there exist  > 0 and u : {f ≥
−} → G, u|{f≥−}∩∂M = e such that A˜ = u−1du+ u−1Au in {f ≥ −}.
Assume now that A˜ = u−1du + u−1Au in {f ≥ s} for some s > τ , u|{f≥s}∩∂M = e. We
extend u smoothly to M such that u|∂M = e and still denote it by u. Since A and A˜ have
the same lens data, and the level set f−1(t) is strictly YM-convex with respect to both A
and A˜ for any t ≥ s, it is not difficult to check that A˜ and u−1du + u−1Au have the same
lens data near f−1(s) in {f ≤ s}. We apply Theorem 4.1 again to the compact set f−1(s)
to obtain: there exists  > 0 and v : {s−  ≤ f ≤ s} → G, v|(∂M∩{s−≤f≤s})∪f−1(s) = e, such
that
(6.2) A˜ = v−1dv + v−1(u−1du+ u−1Au)v
in {s −  ≤ f ≤ s}. (To make the construction work, we indeed need the fact that ∂M
is strictly YM-convex and that f−1(s) ∩ ∂M is compact, this is similar to the proof of
[13, Proposition 6.2].) Using (6.2) we can check that if we extend v by e to {f ≥ s − },
v is smooth. If we define w = uv, so w|{f≥s−}∩∂M = e, then (6.2) implies that A˜ =
w−1dw + w−1Aw in {f ≥ s− }.
Notice that in above extension argument, the small constant  = (s) can be taken uniform
for s′ close to s (see also the discussion at the beginning of Section 5). We complete the
proof of the Claim arguing by contradiction. Suppose
s0 := inf{t : A and A˜ are gauge equivalent in f ≥ t} > τ.
Then (s′) = (s0) for s′ close enough to s0 by uniformity. The argument in the previous
paragraph applied to s′ implies that A and A˜ are gauge equivalent in {f ≥ s′ − }, while
s′ −  < s, this is a contradiction.
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So far we have shown that A and A˜ are gauge equivalent in Uτ with some smooth u :
Uτ → G, u|Uτ∩∂M = e. The only thing left is to show that u can be extended smoothly to
M . By the gauge equivalence, we have that on Uτ ,
(6.3) du = uA˜− Au.
Since A and A˜ are smooth in M and G is a compact Lie group, (6.3) implies that the norm
of du is uniformly bounded in Uτ and hence u is uniformly continuous. Since M \Uτ = {z0}
is a single point, this implies that u can be extended continuously to M . We claim that u is
indeed smooth on M . Equation (6.3) shows that du can be continuously extended to M too.
Moreover, by differentiating both sides of (6.3) repeatedly, we can extend any higher order
derivative of u continuously from Uτ to M . Now by essentially applying the fundamental
theorem of calculus, one can show that the continuous extension u is smooth on M , see e.g.
[1, Lemma 6.2]. In particular, (6.3) holds on M now, which shows the gauge equivalence of
A and A˜ on M .
This completes the proof of the global lens rigidity theorem. 
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