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Abst ract - -A  fast geometrical pproach is proposed to determine the camera extrinsic parameters 
using a trihedral normal angle (TNA). No intrinsic camera parameters are known in advance, so 
alignment error can be avoided. The formula derived by this approach can be computed analytically. 
The line and point features required in deriving the extrinsic parameters can be extracted by simple 
well-developed image processing techniques. Thus, the method is more accurate and faster than other 
methods, in which complicated procedures axe essential in finding curve or surface features. From the 
experimental results, the time for calculating the camera parameters i 0.8 sec and the measurement 
error is less than 3% on average. 
Keywords - -Camera  parameters, Image processing, Vector analysis. 
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the world coordinate system 
the camera coordinate system 
the image coordinate system 
the coordinates of the camera lens center in world coordinate system 
a rotation matrix 
the focal length 
the pan angle 
the tilt angle 
the swing angle 
line i in the camera coordinate system 
a ratio factor defined as y/ f  
the projection plane of the line Li 
the normal vector of plane Si 
1. INTRODUCTION 
The determinat ion  of the  six ext r ins ic  parameters ,  th ree  camera  or ientat ion  parameters ,  and  
three  t rans la t ion  parameters  is an  essent ia l  s tep  in the  app l i ca t ion  of robot  v is ion  and  ob jec t  
recogn i t ion  [1,2]. Th is  so-ca l led camera  ca l ib ra t ion  prob lem is impor tant  because  that  smal l  
dev ia t ion  of these  camera  parameters  can  resu l t  in g reat  er rors  in the  ca lcu la t ion  of  3D pos i t ion  
f rom pass ive  s tereo  images.  For  ins tance ,  for a we l l - ca l ib ra ted  camera ,  it  is poss ib le  to  measure  
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the position and shape of an object arbitrarily located in 3D world coordinate system without real 
touching the object. The measurement technique like this can then be widely used to 3D shape 
measurement of industrial parts in automatic parts assembly and robot position calibration, as 
well as the tracking of a moving object. Moreover, if a robot arm equip with a well-calibrated 
camera (that is the camera position and the orientation with respect o the arm in the world 
system has been calculated in advance), the 3D position of the moving arm can be estimated in 
the real world coordinate. This manner is helpful to the navigation of a camera-mounted land 
vehicle. Obvious, from above applications, the accuracy of the extrinsic parameters i  inevitable. 
In the literature, there are two kinds of conventional pproaches [3] to camera calibration. One 
is the iterative approximation method, which has been studied in the field of photogrammetry, 
and which is most widely used as a standard optimization technique. It uses the difference 
between the ideal points and the corresponding real camera image points as the error function [4]. 
The procedures consist of the iterative optimization of camera parameters to minimize the error 
function. The major drawback of this approach is that an optimized solution is sometimes affected 
by the initial guess of the solution. In addition, it usually takes a long time to derive the solution. 
The other approach is the noniterative method, in which the matrix equations relating the world 
coordinates to their observed image coordinates of calibration marks are solved noninteratively 
to evaluate camera parameters directly [5]. This method can shorten the computer computation 
times. These approaches concentrated on using model points [6], model ines [7], or curves [8,9] to 
determine the object location. Most of these methods estimate the camera extrinsic parameters 
under the condition of fixed focal length. However, it is proved [2] that the focal length tends to 
change depending on the mark setting conditions; in spite of that, it should not change when the 
position and orientation of the camera change. In other words, the camera extrinsic parameters 
values cannot be calculated under the condition of fixed intrinsic parameters. 
This paper describes a simple and rapid method by which the camera extrinsic parameters are 
calculated without using the conventional iterative method. Moreover, one of the most important 
intrinsic parameters, the focal length f ,  can be derived in the proposed algorithm. The proposed 
method has the following advantages: 
(1) only a single view of an object with at least one TNA structure (irrespective whether the 
angle is convex or concave) is required, 
(2) the formulae derived are analytic, 
(3) no prerequisite intrinsic camera parameters are imposed, and 
(4) the desired features can be easily extracted from the grabbed image by simple image 
processing techniques. 
Many man-made objects found in indoor and outdoor environments satisfy the above assump- 
tion (i.e., they have at least one TNA structure). An example object with two TNA structures 
is shown in Figure 1, i.e., {El, E2, E3} and {E4, Es, E6}. In our previous method [10], a gener- 
alized cylindrical object was used to calculate the camera location using two planar curves and 
two normal lines of the object. However, it is difficult to extract the curve features by simple 
image processing algorithms under somewhat large viewing angle. That is, the evaluation results 
are sometime sensitive to the camera viewing angle due to the deviation of the extracted curve 
features. This new approach can improve the drawback of the above approach, because a more 
simple structure like TNA can be used to derive the camera extrinsic parameters. In this method, 
a monocular image of an object with at least one TNA structure is taken first. A set of projection 
properties concerning the extracted TNA structure are then obtained from this input image by 
image preprocessing procedures. These properties are finally substituted into a set of formulae 
to calculate the camera extrinsic parameters. 
The remainder of the paper is organized as follows: Section 2 illustrates the proposed algo- 
rithm to derive the extrinsic amera parameters using an object with at least one TNA. Section 3 
describes the image preprocessing procedures for extracting a TNA structure, shows the experi- 
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Figure 1. An example object with two TNA structures.  
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Figure 2. Coordinate systems. 
mental results with a testing set of different objects with various TNA structures, and presents 
the error analysis by adding normally distributed noise to each pixel on the object boundary, 
respectively. The conclusion is included in the final section. 
2. THE ALGORITHM OF DETERMIN ING 
THE EXTRINS IC  PARAMETERS 
The three coordinate frames needed to relate world points to image points are depicted graph- 
ically in Figure 1. The world coordinate system is defined on a triangular prism which has one 
TNA with origin at the angular vertex P1. The camera coordinates has its origin at the camera 
center Oq The y-axis coincides with the camera optical axis and x-z  plane is parallel to the X-Z  
plane of the image plane in the image coordinate system. The image plane is located at y = f ,  
where f is the focal length. Without loss of generality, the camera extrinsic parameters will be 
represented by three position parameters Tx, Ty, and Tz, and three orientation parameters 0,¢, 
and 6, where 0, ¢, and 6 are called the pan, the tilt, and the swing angles, respectively, of the 
camera with respect o the world coordinate system. A point Pw = (xw,yw,  zw) t in the world 
coordinate system is mapped into P = (x, y, z) t in the camera coordinate system by the following 
equation [2] 
Pw=R.P+T,  (1) 
where R is a rotation matrix and T is the translation vector. That is T = (Tz,  Ty, Tz) t and 
R r4 r5 = r6 , 
r7 rs  r9 
where 
r l  =c6c0  - s6sOs¢, 
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r2 = --80c¢, 
r 3 = c6sOsdp + s6cO, 
r4 : C6SO + S6COS¢, 
r5 = c0c¢, 
r6 = s6sO - e6cOs¢, 
r7 = -s6c¢ ,  
r 8 : S~, 
r 9 = C~C¢, 
where s and c are the sine and cosine function. The image coordinates P ' (X ,  Z)  t of a point are 
related to the camera coordinates of the same point P = (x, y, z) t by perspective projection: 
(x, y, z) t = K(X ,  f ,  Z)  t, (2) 
where K = y / f .  For a 3D line Li in the camera coordinate system, its projection on the image 
line can be written as 
Li : a iX  +13iZ + 'h  = O. 
Substituting equation (1) into equation (3), we have 
Si : a Jx  + ~/iY + 13Jz = 0 
Ni = (o~,f , ~i, j3if), 
and 
(3) 
(4) 
(5) 
where Si is the projection plane of the line Li and/Vi is normal vector of plane Si. See Figure 1, 
according to the geometrical property of a TNA, we have 
(1) P iPs .  P1P3 = o, 
(2) P iPs  " P1P4 = O, 
(3) P1P3" P1P4 = 0, and 
(4) IlPiPsiI = 
From property (1), we have/VI"/Vs = 0. Substituting it to equation (5), we get 
(Cg l f , " /1 ,~ l f ) "  (O~2f,~S,/~Sf) : 0. (6) 
Rearranging equation (6), f can then be expressed as 
f = 4"/1"/s(OllC~2 --~ ~1~2) -1  . (7) 
Next, substituting properties (1)-(4) into equation (2), we obtain four equations F I (K1 ,K2 ,  
/(3, f ) ,  Fs (g l ,  K2, K4, f ) ,  F3(K1, K3, K4, f ) ,  and Fa(K1, K2, f )  as below: 
F I (K1 ,K2 ,K3 ,  f )  = (K2X2 - K IX1) (K3X3 - KIX1) + f2(K2 - K1)(K3 - K1) 
+ (K2Z2 - KIZ1)(K3Z3 - KIZ1) = O, (8) 
Fs(K1, /£2,  K4, f )  = (KsXs - K1X, ) tKaX4 - K1X1)  + fS(K2 - K1)(K4 - K1) 
+ (gsZ2 - K1Z1)(K4Z4 - g lZ l )  = 0, (9) 
F3(K1, K3, K4, f )  : (KaX3 - K1X1) (K4X4 - KIX I )  + f2(K3 - K1)(K4 - K1) 
+ (KaZ3 - K1Z1)(K4Z4 - K1Z1) = 0, (10) 
F4(K1, Ks, f )  = {(K2Xs - K1X1) s + f2(Ks - K1) 2 + (KsZ2 - K1Z1)2} 1/2 
= dl. (11) 
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From equations (8)-(11), it is clear that Ki, i = 1,. . .  ,4 can be derived easily because we have 
four equations with four unknowns (i.e., K1, K2, K3, and/<4). After Ki, i = 1 , . . . ,  4 are obtained, 
the camera coordinates of Pi, i = 1, . . . ,  4 can be derived by equation (2). Thus, the length P1P3 
(denoted as IIP1P311) can be written as 
liP---~N = ~(K3X3 - -  KIX1) 2 + f2(K3 -- K1) 2 + (K3Z3 - -  K1Z1) 2. (12) 
Denote Di to be the distance between points Pi and the camera lens center O', respectively. 
From the camera and the world coordinate systems, we have 
D~ = T~ + T~ + T 2 = KIX~ + K , f  2 + K1Z~, 
D~ -- (Tz - -  dl) 2 + 7 2 + Tz 2 = K2X~ + K2f 2 + K2Z~, 
D 2 = T: + (Ty - IlP-- ll) = + = K3X~ + K3f + K3Z 2 . 
(13) 
(14) 
(15) 
By Cramer's rule, the translation parameters (Tx, Ty, Tz) t can be derived from the above equa- 
tions. To calculate the orientation parameters, we substitute the camera coordinates and the 
world coordinates of point Pi, i = 1, 2, 3 into equation (1), and it yields that 
G = R .  Q, (16) 
where 
G = 
Q = 
--:Ix dl - Tx -Tx ] 
-Tz -Tz -Tz 
- K1X1 K2X: K3X3 ] 
! 
Kl f  K2f K3f ] . 
! 
K1Z1 K2Z2 K3Z3J 
Rewriting equation (16), the rotation matrix R can be calculated by R = G - Q-1. Refer 
to equation (1), we have the following equations for the orientation parameters 0, ¢, and 6, 
respectively, 
0 - - tan - l ( - r~5 ) , (17) 
¢ = sin-l(rs), (18) 
6 - - - - tan - l ( - r~) .  (19) 
This completes the derivation of the camera extrinsic parameters. 
3. EXPERIMENTAL  RESULTS AND ERROR ANALYS IS  
The previous derivation clearly indicates that the method for determining the camera extrinsic 
parameters i  based on the knowledge of a TNA structure formed by three straight lines and four 
points on these lines. To achieve this, the image and numerical analysis techniques are used to 
extract hese features. First of all, each grabbed image (i.e., the source image) are corrected by 
the geometrical correction method [11]. Next, three lines of a TNA structure are found by edge 
detection, smoothing, and thinning [12]. The Hough transform [13] is applied to find these line 
equations. Since the parameters of the equations computed from the detected lines are usually 
not accurate nough for the parameter estimation, improvement axe made by fitting the point 
set of each detected line to a line equation by least-error technique [14]. Once each line of the 
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detected TNA structure are derived, it is easy to compute the camera extrinsic parameters using 
the formulae described in Section 2. 
For the purpose of estimating the extrinsic parameters, the camera was placed on a well- 
controlled accurate two-axis rotary stage. The aim of the experiments described here is to access 
the effectiveness of the proposed technique for camera extrinsic parameters. Experiments have 
been performed on a system consisting of CORECO F64 image processing board, a CCD camera 
for taking pictures with a resolution of 512 • 480 • 8 bits, and an IBM PC486/66MHZ for image 
preprocessing and extrinsic parameters computation. Three objects consist of triangular prism, 
rectangular prism, and hexagonal prism, which have at least one TNA, are used for testing, 
and each one is placed at ten different positions. A picture is then taken from each object at 
each position. The real camera extrinsic parameters are manually measured as references for 
checking. For each object, the camera extrinsic parameters are compared with the real reference 
data to compute the accuracy. The deviation of each computed extrinsic parameters value from 
the reference one is computed, and the ratio of the deviation to reference values is defined as 
error percentage. Average time for calculating the parameters i  0.8 sec. Part of the experimental 
results are shown in Table 1, Table 2, and Table 3. More experimental results can be found in 
reference [15]. From the tables, all the error percentages can be seen to be less than 3%, which 
shows that the approach is feasible for practical applications. 
Table 1. Results of computed camera extrinsic parameters and real camera extrinsic 
parameters for object 1 ("*" means that the measure need not be computed). 
Test 1 Test 2 Test 3 
Extrinsic 
Computed Computed Computed 
parameters Real data Real data Real data 
data (error) data (error) data (error) 
dl (cm) 
f (pixel) 
Tx (cm) 
Ty (cm) 
T~ (cm) 
(deg) 
¢ (deg) 
~f (deg) 
950 
--38.8(3.0%) 
56.2(2.2%) 
24.5(2.1%) 
39.3(1.8%) 
51.2(2.4%) 
-20.6(3.0%) 
3.0 
940 
-40 
55 
24 
40 
50 
-20 
932 
-61.7(2.8%) 
51.1(2.2%) 
27.4(2.1%) 
20.2(1.0%) 
55.8(1.6%) 
--15.2(1.3%) 
3.0 
940 
-60 
50 
28 
20 
55 
--15 
947 
71.6(2.2%) 
66.4(1.0%) 
34.3(2.0%) 
--19.7(1.5%) 
40.6(1.5%) 
-24.6(1.6%) 
3.0 
940 
70 
66 
35 
-20 
40 
-25 
Table 2. Results of computed camera extrinsic parameters and real camera extrinsic 
parameters for object 2 ("*" means that the measure need not be computed). 
Test 1 Test 2 Test 3 
Extrinsic 
Computed Computed Computed 
parameters Real data Real data Real data 
data (error) data (error) data (error) 
dl (cm) 
/ (pixel) 
Tz (cm) 
Ty (cm) 
Tz (cm) 
(deg) 
(deg) 
6 (deg) 
931 
49.2(1.6%) 
43.9(2.1%) 
30.2(2.7%) 
25.6(2.4%) 
20.5(2.5%) 
-30.8(2.7%) 
4.0 
940 
50 
43 
31 
25 
20 
--30 
948 
61.7(2.8%) 
-33.1(2.6%) 
41.1(2.1%) 
20.2(i.0%) 
30.9(3.0%) 
-20.3(1.5%) 
4.0 
940 
60 
-34 
42 
20 
30 
--20 
952 
-65.7(1.0%) 
51.4(2.8%) 
47.1(2.4%) 
-30.7(2.3%) 
43.8(2.7%) 
44.1(2.0%) 
4.0 
940 
-65 
50 
46 
--30 
45 
45 
Since no prerequisite condition needs to be fitted in the proposed procedures, it is obvious that 
the measurement error caused by alignment can be avoided. Sometimes, in real applications, 
errors of location are introduced in the computation due to the small deviation of the image 
centroid, incorrect focusing of the image, and the limitation of sensor resolution. Kumar and 
Tsai [16,17] showed that for "small" field of view image system, the error caused by the small 
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Table 3. Results of computed camera extrinsic parametem and real camera extrinsic 
parameters for object 3 ("*" means that the measure need not be computed). 
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Test 1 Test 2 Test 3 
Extrinsic 
Computed Computed Computed 
parameters Real data Real data Real data 
data (error) data (error) data (error) 
dl (cm) 
f (pixel) 
"Ix (cm) 
Ty (cm) 
Tz (cm) 
0 (deg) 
(deg) 
5 (deg) 
961 
66.2(1.8%) 
-53.9(2.0%) 
41.3(3.2%) 
25.7(2.8%) 
20.5(2.5%) 
-29.4(2.0%) 
5.0 
970 
65 
-55 
40 
25 
20 
-30 
959 
73.5(2.0%) 
47.1(1.9%) 
48.7(2.6%) 
20.5(2.5%) 
30.7(2.4%) 
--19.5(2.5%) 
5.0 
970 
75 
48 
50 
20 
30 
-20 
982 
-78.4(2.0%) 
61.5(2.5%) 
54.1(1.7%) 
-30.5(1.7%) 
44.1(2.0%) 
-43.9(2.5%) 
5.0 
970 
-80 
60 
55 
-30 
45 
45 
deviat ion of the image centroid is negligible. Correct focusing of the image is impor tant  since 
an out-focus pat tern  will result in blurred edges that  introduce errors in the lines and points 
detect ion.  This  problem can be solved by using autofocusing cameras. Besides, even if all other  
sources of errors can be avoided completely, the l imitat ion of resolution (digit izat ion error) sti l l  
generates an uncerta inty  of one pixel in the computat ion  [18]. To reduce the measurement  error 
caused by digit izat ion errors, accuracy of the subpixel  evel should be considered, therefore, we 
use the line coefficients derived by the least square-error method to calculate the coordinates of 
the corner points. From the exper imental  results, we know that  the best  relative distance from 
the camera  to the desired object  is dependent  on the size of the object.  From the tables, in most 
case, for the same relative distance, the image of the object  with dl = 50 mm can provide more 
accurate results than the one with dl -- 30 mm because an object  with bigger TNA structure 
supplies more boundary  points for the least-sq.uare error line f itt ing a lgor i thm than a smaller one. 
Addit ional ly ,  to analyze the relative errors in the presence of noises (i.e., d ig i t izat ion error),  
computer  s imulat ion have also been performed by camera with a focal of 900 pixels, located 
at a proper  distance from the test object.  The lens center of the camera is assumed to be at 
(45cm, 50cm, 45cm) and the pan, ti lt,  and swing angle of the camera are assumed to be 20 °, 
20 °, 35 °, respectively. The perspect ive project ion of the test  object  in the image was per turbed 
by adding normal ly  d ist r ibuted noise to each pixel on the object  boundary.  Then, the least- 
square-error  method was appl ied to derive the desired TNA structure. For each noise deviat ion, 
30 s imulat ion results are generated and averaged. The simulat ion results are l isted in Table 4, 
where the s imulated noises has zero mean and varying s tandard  deviat ions in the unit of pixel. 
From Table 4, it can be found that  the results are tolerable when noise deviat ions are small. 
Table 4. Simulated results after adding normally distributed noise to each pixel on 
the object boundary. 
Noise 
deviation 
(pixel) 
0.25 
0.5 
1.0 
1.5 
2.0 
3.0 
Focal Tx Ty Tz 0 ¢ 5 
length error error error error error error 
error (%) (%) (%) (%) (%) (%) 
(pixel) 
2.05 0.55 0.63 1.55 0.72 0.57 0.77 
3.72 0.61 1.12 1.96 1.21 1.35 1.03 
6.85 1.52 1.45 2.44 2.71 2.84 3.12 
11.32 3.13 2.76 3.76 3.69 4.75 5.41 
14.12 5.92 6.67 7.48 5.97 6.23 5.68 
21.64 10.21 9.50 11 .90  10.32 8.76 9.32 
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4. CONCLUSIONS 
In this paper, a fast geometrical approach is proposed to determine the camera extrinsic pa- 
rameters using a TNA structure. No intrinsic camera parameters are known in advance, so 
al ignment error can be avoided. Since only 3D vector analysis and simple algebraic omputa- 
t ion are employed, the system can achieve high speed requirement in calculating the extrinsic 
parameters. In addition, the used features are the three lines of a TNA structure which can be 
extracted by simple well-developed image processing techniques. This merit makes the proposed 
method more practical and accurate than other approaches which requires complex features using 
sophisticated image processing procedures. Good results are obtained experimental ly and some 
discussion from the error analysis are also presented. The error percentages are all below 3% on 
the average. 
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