Abstract. We study the set of generic points of continuous flows on compact metric spaces. We define an entropy for noncompact sets for flows and establish in this setting the celebrated result by Bowen in
Introduction
A central role in ergodic theory is played by Birkhoff averages, a local property which indicates the asymptotic mean of observations along trajectories. Given a discrete dynamical system (X, f ), a point x ∈ X is generic respect to an invariant measure µ if for all observable ϕ : X → R. This last relation implies that the orbit {f n (x) : x ∈ N (or Z)} of a generic point x is uniformly distributed on X. Analogously, a point x ∈ X is generic respect to an invariant measure µ for a continuous dynamical system (X, Φ = {φ t } t∈R ) if
for all observable ϕ : X → R. Generic points give relevant information about the observable properties of the dynamics, and generic points with respect to different measures allows to obtain complementary data. It turns out that, from Birkhoff Ergodic Theorem, the set of generic points with respect to an ergodic measure µ, denoted G µ (f ) when f is a discrete dynamic system (and G µ (Φ) for a continuous flow), has full measure, and thus reflect the global behavior of the system. In contrast, if µ is non-ergodic then generic points form a set of zero measure (can be even empty). However, in several cases this set can be large from other points of view (for instance, it consists of a G δ set in the support of µ when the system has the asymptotic average shadowing property). The results in [4, 5] , which relate Hausdorff dimension of generic points of an invariant measure and its metric entropy, evidence the importance of to M.J.P. were partially supported by CNPq, FAPERJ. D.S. were partially supported by CNPq.
1 size the sets G µ (f ) and G µ (Φ) from the entropy point of view. At [3] Bowen defined the entropy, h(f, Z), of a discrete dynamical system (X, f ) along any subset Z of the compact metric space X. This notion, which resembles the definition of Hausdorff dimension, is today known as Bowen Topological Entropy. He proved a remarkable result which says that the metric entropy respect to an invariant measure µ is an upper bounded for the entropy of G µ (f ); that is, h(f, G µ (f )) ≤ h µ (f ) for any µ ∈ M(f ), and the equality is always true if µ is ergodic. In general, the above inequality is strict if the measure is non-ergodic. In fact, we give examples of systems with positive metric entropy h µ (f ) and G µ (f ) = ∅. But, surprisingly, in several systems in the theory of dynamical systems the equality is always true. For instance, dynamical systems presenting specification, g−almost product property (which include all the β−shifts) or almost specification property have this property. Systems for which the equality holds for all invariant measure are called saturated.
Topological entropy for non compact sets has been the focus of much study since the pioneering work of Bowen, and plays a key role in many aspects of the ergodic theory and dynamical systems, especially in connection with the dimension theory and multifractal analysis (see [1] and references therein).
Given a dynamical system f : X → X, it is also interesting to understand the behavior of the
does not converge and, in this case, we say that x is irregular (or "no-typical") respect to ϕ : X → R. Similar definitions are given for flows. Again, by Birkhoff's Ergodic Theorem the set I ϕ (f ) is not detectable by invariant measures. Nevertheless, it can be large from the entropy point of view. In [2] , the authors proved that, for certain dynamical systems (e.g. subshifts of finite type), I ϕ (f ) carries full topological entropy; that is, h(f, I ϕ (f )) = h(f ). Similar results were obtained in [6, 15, 16] .
In this paper, we extend the Bowen definition of topological entropy for flows on compact metric spaces and prove an Abramov-type equality:
Then, we use the above result to prove our main result which is an analogous to Bowen's inequality for flows:
Theorem B. Let Φ = {φ t } t∈R be a continuous flow on a compact metric space X. Then
for all Φ−invariant measure µ and the equality is always true if µ is ergodic.
This result is a generalization of the main result of [19] . As an application, we obtain that geodesic flows on closed manifolds with negative curvature are saturated. And many results known for continuous maps are easily derived from our approach to the context of flows. For instance, for systems (X, f ) satisfying the almost specification property, the results of Pfister and Sullivan [13] proving that these systems are saturated, and Thompson [16] , who obtains a dichotomy for ϕ−irregular points: I ϕ (f ) = ∅ or carries full Bowen entropy, are also true for flows.
The idea of the proof of Theorem B can be summarized as follows: By Riesz representation theorem,
, and using [3,
Theorem 2] we conclude the proof.
This paper is organized as follows: In Section 2, we summarize basic properties of the set of generic points for continuous maps and flows. In Section 3, we recall the definition of topological and metric entropy, give a definition of entropy of flows on noncompact sets and prove Theorem A. In Section 4, we
give the proof of Theorem B. Finally, in Section 5 we derive Theorem C and extend the results in [13] and in [16] for flows.
Generic points
Generic points are a useful tool in ergodic theory. When they exist allow to obtain a quantitative difference between invariant measures. In this section we collect some relevant properties of the set of generic points respect to an invariant measure, and we establish a relationship between generic points for a flow and that of the time-1 map. The results in this section are probably folklore, but to the best of our knowledge neither a proof nor a statement have never appeared in the literature, and we include their proofs for completeness.
Throughout this paper (X, d) is a compact metric space, f : X → X a continuous map and Φ : R × X → X a continuous flow on X. By M(f ) and M(Φ) we denote the set of all the f and Φ−invariant Borel probability measures, respectively, endowed with the weak star topology. Recall that a measure µ is ergodic if µ(A) ∈ {0, 1} whenever A is invariant.
The set of generic points respect to µ is denoted by G µ (f ) and a point in Q(f ) :
(c) The set G µ (f ) can be empty (for instance, this is the case for f = id X and µ is any invariant measure but not a Dirac measure).
Let Φ a continuous flow and µ ∈ M(Φ). We recall that µ is invariant by the flow Φ if µ is invariant by φ t for all t ∈ R.
Definition 2.2. A point x ∈ X is a generic point to Φ respect to µ if
We denote by G µ (Φ) the set of generic points of Φ respect to µ. Properties (a), (b), (c), and (d) above are still valid for G µ (Φ).
Example. Let T 1 = R/Z be the unit circle and Φ : R × T 1 → T 1 be given by
where R t (x) is the rotation in the angle t : [t] + x. This flow is uniquely ergodic with unique invariant measure the Lebesgue measure λ. Then, the set G λ (Φ) = T 1 , but, for t ∈ Q, G λ (φ t ) = ∅ and for
This shows that generic points to the flow are not necessarily generic points for φ t . But the theorem below gives a relation between these sets.
Proof. It is enough verify to t = 1. Let x ∈ G µ (φ 1 ) and ϕ ∈ C(X). Then it holds
This ends the proof.
Invariant measures for the time-t map are not necessarily invariant for the flow. But, whenever 
Proof. We prove first that Q(Φ) ⊆ Q(φ t ). To this end, it is enough to prove to t = 1. Let x ∈ Q(Φ) and fix a continuous map ϕ : X → R. Consider the sequence (2) 1 n
where f = φ 1 . Since X is compact, we can choose two increase sequences of positive integer numbers
As C(X) is a separable space, we can find subsequences denoted by {n 1 k (x)} k≥1 and {n 2 k (x)} k≥1 respectively, such that the limits
do exist for all ϕ ∈ C(X).
, are continuous, positive defined and satisfy C 1 (1 X ) = C 2 (1 X ) = 1 X and by Theorem of Riesz define two invariant measures µ i by the time-one map such that C 1 (ϕ) = ϕdµ 1 and C 2 (ϕ) = ϕdµ 2 for all continuous map ϕ.
Since x is a quasi-regular point we have
Since C 1 and C 2 are continuous, there is
This proves that the sequence (2) converges and this implies that the limit
exists for all continuous map ϕ : X → R and thus we conclude that x ∈ Q(φ 1 ).
Next, we prove Q(φ t ) ⊆ Q(Φ). Again, it is enough to verify for t = 1. Let x ∈ Q(φ 1 ), then x is a generic point to φ 1 respect to some φ 1 -invariant measure µ x . Consider the Φ−invariant measure
This shows that x ∈ G µ x (Φ) ⊆ Q(Φ) and finishes the proof.
An useful characterization of generic points is obtained from empirical measures. Let f : X → X be continuous and x ∈ X. To each n ∈ N, ξ n (x) =
is a Borel probability called empirical measure concentrated in the orbit of x. We denote by V f (x) the set of all limit points of the sequence {ξ n (x)} n≥1 ; that is,
where the convergence is with the weak* topology in M(X). The set V f (x) is non empty, compact, connected, and V f (x) ⊂ M(f ).
Entropy for non compact sets
We start reviewing the concept of metric and topological entropy for a dynamical system. In the sequel we introduce the notion of entropy to noncompact sets of discrete as well of continuous dynamical systems. We finish proving Theorem A.
In this section f : M → M will be a continuous map and K a subset of X not necessarily invariant.
For ε > 0 and n ≥ 1, we consider the dynamical ball of radius ε > 0 and length n around x ∈ X:
In other words, the dynamical balls B n (y, ε), y ∈ E cover K. Let r n (K, ε) denote the smallest cardinality of any (n, ε)-spanning set, and
The topological entropy of f on K is then defined as
and the topological entropy of f is defined as h(f ) = h top (f, X).
Next we consider the metric entropy of an invariant measure. Let µ be an invariant measure and P a finite measurable partition. The metric entropy of µ corresponding to the partition P is defined as
where P n−1 is the (n − 1)th joint of P:
The metric entropy of f respect to µ is defined as h µ (f ) = sup{h µ (P) : P is a finite partition of X}. [4] (see also [5] ) that if G µ (f ) is the set of generic points of f
The variational principle establishes that h(f
Motivated by these results, given a continuous map f : X → X, where X is a compact metric space, Bowen introduced in [3] the notion of entropy for subsets of X, not necessarily compact neither invariant for the map, and proved that
and moreover, the equality holds when µ is ergodic.
Recall that two systems (X 1 , B 1 , µ 1 , f 1 ) and (X 1 , B 1 , µ 1 , f 2 ) are called isomorphic if there are 
Proof. Let P = {P 1 , P 2 , ..., P m } be a finite partition of X, where P ′ i s are Borel sets. For each P ∈ P n the function f P : [0, 1] → [0, 1] defined by f P (t) = µ t (P ) is continuous. Since the map x → −x log x is concave, we have, by the Jensen's inequality,
Dividing by n and letting n →, we obtain
By taken the supremum over all measurable finite partition of X, and applying the lemma above we get
In the sequel we provide an analogous definition of Bowen entropy for continuous flows and then we prove Theeorem A establishing that the entropy of a flow over any subset Y coincides with the Bowen entropy of the time one map of the flow over Y . To do so we proceed as follows.
Let Φ be a continuous flow on a compact metric space X and U be a finite open cover of X. If B ⊆ X, we set B ≺ U if B is contained in some subset of U. Analogously, for any collection {B i } i∈I , B i ⊂ X we set {B i } i∈I ≺ U if each B i is contained in some element of U.
Define the quantities:
is the biggest non negative number such that φ t (B) ≺ U for all 0 ≤ t < N (B).
We put N (B) = 0 if B ⊀ U and 
. For this we proceed as follows.
and, by definition, we have
Thus, taking the infimum over α, we get h U (Φ, Y ) ≥ 
Shrinking ε if necessary, we can assume that each C i is contained in some ball with radius δ/2.
for some x ′ ∈ X, some U m ∈ U, and all 0 ≤ t ≤ τ . This implies that
and hence
Taking the supremum over all finite open covers U of X we get
finishing the proof of Theorem A.
The above theorem shows that our definition of entropy for flows over a subset Y ⊆ X using the approach given by Bowen, coincides with the one given by the authors in [14] following the approach of Pesin and Pitskel [12] . Moreover, if Y is the whole space X, we have that h(Φ, X) coincides with the topological entropy of the flow h(Φ).
Proof of Theorem B
In this section we prove the Theorem B, that establishes h(Φ, G µ (Φ)) ≤ h µ (Φ) for any Φ-invariant measure. We start defining the set QR(h µ (Φ)) as
By (4) and Teorema A, we obtain
Note that by [3, Theorem 2] , it is enough to prove that G µ (Φ) ⊆ QR(h µ (Φ)). By Teorema 2.4, each x ∈ G µ (Φ) induces a Borel probability µ x invariant by the time one map of the flow and such that
Claim. µ = µ x . Indeed, for each ϕ ∈ C(X) we have that
This proves the Claim. with G µ (Φ) = ∅, and h(Φ, G µ (Φ)) = 0 < h µ (Φ). Follows that for the homeomorphism φ 1 also holds
Saturated systems and irregular points
There are several well-known results about the entropy of certain noncompact sets for discrete dynamical systems. By Theorem A and Theorem B, we obtain analogous results for continuous dynamical systems.
We recall that a dynamical system (X, S) is saturated if
All dynamical systems with null entropy or uniquely ergodic are saturated. On the other hand, the time-1 map of an anomalous Anosov flow is never saturated. Below we present some non trivial examples of saturated systems.
To this end, we start proving Theorem C that establishes that if the time one map of a continuous flow is saturated then so is the flow.
Proof of Theorem C Let µ ∈ M(Φ). By Theorems 2.3 and B we get
This finishes the proof. 
The following result (Corollary 5.4) was proved for systems with specification by Fan, Liao, and
Peyriere in [7] , for systems satisfying the g−almost product property by Pfister and Sullivan in [13] , then Mesón and Vericat [11] proved it for systems with the almost specification property defined by D.
Thompson [16] . We refer the reader to [10] for precise definitions and their relations to one another. The corresponding definition of specification for flows can be find in [9] and we recall the definition of almost specification property for flows here. 
If g is a mistake function, we define 
where t 0 = 0 e T j = t 0 + t 1 + t 2 + ... + t j−1 .
Corolary 5.4. If the flow Φ has the almost specification property, then it is saturated.
Proof. Φ has the almost specification property if and only if φ 1 has this property. The statement is now an immediate consequence of Theorem C and the result of Meson and Vericat.
As an application, we have the following Proof. The time-1 map satisfies the specification property ([9, Theorem 18.3.13]), now apply Theorem C and the result in [7] to conclude the proof.
Definition 5.6. Let ϕ ∈ C(X).
A point x ∈ X is ϕ−irregular to f : X → X if its Birkhoff averages does not converge.
Denote I ϕ (f ) the set of all ϕ−irregular to f . Note that Birkhoff's Ergodic Theorem implies µ(I ϕ (f )) = 0 for all invariant measure µ. Although this apparent disadvantage, it can be topologically big (see for instance [6] ). The corresponding notion for a flow is completely analogous.
The proof of the next corollary is contained in the proof of Theorem 2.4 and we include for completeness.
Corolary 5.7. Let Φ be a continuous flow defined on a compact metric space X. Then I ϕ (φ t ) ⊆ I ϕ (Φ) for all t ∈ R * and all ϕ ∈ C(X).
Proof. Let ϕ ∈ C(X) and x ∈ I ϕ (φ 1 ). Choose (n 1 k (x)) k≥1 and (n 2 k (x)) k≥1 such that C 1 (ϕ) = C 2 (ϕ). Assuming that x ∈ I ϕ (Φ), we obtain x ∈ R ϕ (Φ) and equation (3) Proof. Observe that I ϕ (φ t ) is not empty, for some t = 0. By above propostition, I ϕ (φ t ) ⊆ I ϕ (Φ). Since φ t satisfies the almost specification property, follows from Theorem A and Thompson's result that
