The Southern Ocean seasonal cycle of N 2 O, an atmospheric modelling study. by Byrne, Louis
                          
This electronic thesis or dissertation has been





The Southern Ocean seasonal cycle of N 2 O, an atmospheric modelling study.
General rights
Access to the thesis is subject to the Creative Commons Attribution - NonCommercial-No Derivatives 4.0 International Public License.   A
copy of this may be found at https://creativecommons.org/licenses/by-nc-nd/4.0/legalcode  This license sets out your rights and the
restrictions that apply to your access to the thesis so it is important you read this before proceeding.
Take down policy
Some pages of this thesis may have been removed for copyright restrictions prior to having it been deposited in Explore Bristol Research.
However, if you have discovered material within the thesis that you consider to be unlawful e.g. breaches of copyright (either yours or that of
a third party) or any other law, including but not limited to those relating to patent, trademark, confidentiality, data protection, obscenity,
defamation, libel, then please contact collections-metadata@bristol.ac.uk and include the following information in your message:
•	Your contact details
•	Bibliographic details for the item, including a URL
•	An outline nature of the complaint
Your claim will be investigated and, where appropriate, the item in question will be removed from public view as soon as possible.




















A dissertation submitted to the University of Bristol in accordance with the requirements for 
award of the degree of Masters of Research in the Faculty of Chemistry 
 
 ​pg. 1 
Abstract 
The seasonal cycle of N​2​O in the Southern Ocean is produced by the thermal in and out-gassing of 
N​2​O driven by changes in temperature and the wind driven ventilation of surface waters due to 
vertical mixing processes. Previous studies have used atmospheric data from an AGAGE (Advanced 
Global Atmospheric Gases Experiment) site in Cape Grim, Tasmania, to investigate how these 
processes affect the seasonal N​2​O source in the Southern Ocean, however, the impact of land fluxes 
on the N​2​O signal at Cape Grim remains unaccounted for.  
This study utilises a global biogeochemical model of the marine N​2​O source as well as the NAME 
(Numerical Atmospheric Modelling Enivronment) atmospheric particle dispersion model to evaluate 
the ocean model’s prediction of atmospheric concentration changes due to oceanic fluxes of N​2​O 
near Cape Grim. Data are filtered to remove periods of high land influence using the NAME model 
output. Scaling factors are calculated for each month of data between 2008 and 2013 ​via​ an 
orthogonal distance regression analysis. Additionally, the biogeochemical model has been run using 
two gas exchange parameterisations, to investigate how varying parameterisations of gas exchange 
affects the results of the analysis.  
On average, this analysis found a good agreement between the predicted marine N​2​O source and 
measured atmospheric mole-fractions during periods of high marine influence, although there were 
large inter-annual variations that remain unexplained. Neither the Wanninkhov 92 or Krakaur gas 
exchange parameterisations produced a significant difference in the results, although the 
uncertainty was slightly lower using the Krakaur parameterisation. These results support the view of 
Nevison et al. (2005), that Southern Ocean ventilation is largely responsible for the seasonal cycle in 
the marine N​2​O source in the Southern Ocean, and that this process is one component of the 
seasonal N​2​O cycle at Cape Grim, however, significant discrepancies in the inter-annual variations 
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Chapter 1 – Introduction 
1.1 Nitrous oxide in the atmosphere 
Scientific interest in the biological pathways and industrial processes which affect the atmospheric 
concentration of nitrous oxide (N​2​O) has increased in recent years, due to increasing awareness of 
the impact N​2​O has on stratospheric ozone concentrations and climate change. Owing to the success 
of the Montreal protocol in reducing the use of CFCs and other ozone depleting substances, N​2​O is 
now recognised as the leading ozone-depleting substance emitted by humans and is predicted to 
remain so throughout the 21​st​ century (Ravishankara et al., 2009). N​2​O present in the lower 
atmosphere is also very effective at absorbing solar radiation and thus it plays an important role in 
modulating the Earth’s climate. The importance of N​2​O as a greenhouse gas has made it necessary 











                                Figure 1A: The relative contribution of different greenhouse gases to climate change (IPCC, 2014) 
N​2​O is the third most important greenhouse gas (GHG) behind carbon dioxide (CO​2​) and methane 
(CH​4​), and anthropogenic N​2​O emissions are believed to be responsible for approximately 6% of the 
total GHG emissions due to anthropogenic activities. Although the impact of anthropogenic 
emissions of N​2​O are not as significant as with CO​2​ or CH​4​, improving our understanding of the 
processes that impact atmospheric concentrations of N​2​O is important for several reasons. Firstly, 
because current global estimates of N​2​O emissions are more uncertain than with any other 
greenhouse gas, with N​2​O often being the most large source of uncertainty in regional GHG 
estimates (IPCC, 2013). Additionally, as N​2​O has a long lifetime in the atmosphere, increases in the 
atmospheric concentration of N​2​O today will have long-lasting impacts on global temperatures for 
generations. 
An estimated 23% of the annual N​2​O source is comprised of fluxes from the marine environment. 
However, as with anthropogenic emissions the exact figure is subject to significant uncertainty. As 
marine fluxes comprise a significant percentage of the global N​2​O budget, a good understanding of 
this source is important, both because it will enable us to better understand how anthropogenic 
activities are increasing atmospheric N​2​O concentrations, and also so that we are better able to 
predict how this important source of N​2​O to the atmosphere will change into the future. 











Figure 1B: Estimated sources of N​2​O into the atmosphere (IPCC, 2014). 
Aside from its importance in understanding the natural nitrogen cycle, an understanding of the 
mechanisms behind the production of N​2​O in the water column, and how these processes are 
regulated by the environment, also has important implications for assessing the suitability of iron 
fertilization as a method of sequestering CO​2​ from the atmosphere (Fuhrman and Capone, 1991; Jin 
and Grueber, 2003). Jin and Grueber’s 2003 study found fertilizing the oceans with Iron in order to 
stimulate CO​2​ uptake could also result in large N​2​O emissions, which could in some areas offset the 
benefit of CO​2​ uptake due to the global warming potential of N​2​O as a greenhouse gas. The extent to 
which iron fertilization increases N​2​O production was shown to be highly location and duration 
dependent, and the study concluded that it was essential to consider the mechanisms behind the 
marine N​2​O with regards to the net benefit of iron fertilization programs. 
The relative contribution of nitrous oxide to climate change and the ozone layer 
The extent of the influence of N​2​O on global temperatures is in-part due to its relative strength as a 
global warming agent. IPCC (2013) uses two emissions metrics to quantify the relative strength of 
different greenhouse gases as global warming agents, called the global warming potential (GWP) and 
global temperature potential (GTP), both of which measure the contribution of various greenhouse 
gases to global warming over time in relation to a reference gas, CO​2 ​(Smith, 2010). The difference 
between the two is outside the scope of this thesis, and all discussion henceforth will refer to the 
GWP. The global warming potentials of the three most significant greenhouse gases, CO​2​, CH​4​ and 
N​2​O are provided in Table 1A. 
Table 1A: Global warming potentials for three most significant greenhouse gases, CO​2​, CH​4​, N​2​O (IPCC Chapter 8,2014). 
Greenhous
e gas 










GWP for each time horizon 
(per unit mass) 
20 years 100 years 
CO​2 N/A  
1
1.37 e​-5 1.82 ± 0.19 1 1 
CH​4 12.4 3.64 e​
-4 0.48 ± 0.05 84 28 
N​2​O 121 3.00 e​
-3 0.17 ± 0.03 268 298 
 
1 For CO​2​ no single lifetime can be given. In their calculations, IPCC (2014) used the impulse response function 
calculated by Joos et al., 2013. 
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One gram of N​2​O is almost 300 times stronger as a global warming agent when compared against 
CO​2​ over a 100-year life-span. There are essentially two elements which affect the GWPs of different 
greenhouse gases; how much solar radiation the absorb (their radiative efficiency) and how long 
they stay in the atmosphere (their lifetime). N​2​O has a high GWP because per unit mass, N​2​O has a 
radiative efficiency approximately 200 times greater than CO​2​, and it also has a high lifetime in the 
atmosphere as N​2​O is chemically unreactive in the troposphere. N​2​O is only effectively removed from 
the atmosphere once it reaches the stratosphere, where it is broken down through photolysis and 
oxidation reactions.  
The estimated perturbation lifetime of N​2​O is 121 ± 10 years (Prather et al., 2012). The perturbation 
lifetime describes the time taken for a one-off pulse emission of N​2​O to be removed from the 
atmosphere. The perturbation lifetime of a greenhouse gas differs from the global lifetime of a gas 
as it takes into account how the loss rate of that gas from the atmosphere is affected by its 
atmospheric concentration. Studies have shown that the lifetime of N​2​O in the troposphere 
decreases as its concentration increases (Prather, 1998), and current best estimates suggest a 
decline in the lifetime of 0.5% for every 10% increase in the atmospheric concentration of N​2​O.  
Once in the stratosphere, N​2​O is broken down both ​via​ direct photolysis (reaction one) and by 
reacting with the excited oxygen atoms produced by ozone photolysis (reactions two and three). 
Approximately 90% of the N​2​O that reaches the stratosphere is broken down ​via​ direct photolysis 
(Garcia and Solomon, 1994), 4% is broken down ​via​ reaction two, and 6% is broken down ​via 
equation three.  
O v  yields→  N ( D) (1)N 2 + h 2 + O
1  
O O( D) yields→ N  (2)N 2 +  
1
2 + O2  
O O( D) yields→ 2NO       (3)N 2 +  
1  
The production of NO ​via​ equation 3 is a cause for further environmental concern, as NO​x​ (NO and 
NO​2​) is known to destroy ozone in the stratosphere ​via​ reactions four and five. As the Montreal 
protocol has resulted in the gradual decline in anthropogenic emissions of ozone-depleting 
substances, the importance of N​2​O, emissions of which are not regulated by the Montreal protocol, 
in removing stratospheric ozone is of renewed importance. N​2​O is the main source of NO​x​ into the 
stratosphere, and NO​x​ is predicted to be the leading ozone-depleting substance throughout the 21​
st 
century (Ravishankara et al., 2009; Portmann et al., 2012).  
 
 
O O  yields→ NO O  (4)N +  3 2 +  2  
O  yields→  NO O    (5)O + N 2 +  2  
Historical changes in N​2​O emissions 
The natural atmospheric mixing ratio of nitrous oxide (the concentration of N​2​O in dry air) prior to 
the industrial revolution was approximately 270 ppb, a value at which it had been more or less stable 
at for the previous four millennia (Smith, 2010). Ice core data from the Law Dome Ice Sheet in 
Antarctica (MacFarling Meure et al., 2006; Wolf and Spahni, 2007) shows that since 1850 AD there 
has been an increase of approximately 20% in the N​2​O mixing ratio, with atmospheric N​2​O 
 ​pg. 10 
concentrations now exceeding 320 ppb. The rate of change in the N​2​O mixing ratio has increased 
from a value of about 0.15 ppb yr​-1​ between 1900 and 1955 to its current linear rate of 
approximately 0.7 ppb yr​-1​. Atmospheric N​2​O concentrations are now greater than at any point over 








Figure 1C: Atmospheric N​2​O concentrations over the last 2000 years (a) and 200 years (b) taken from Wolff and Spahni (2007), using firn air 
and ice core data from Law Dome, Antarctica and annual averages of flasks from Cape Grim, Tasmania. 
Current N​2​O budget estimates 
Table 1B provides the estimated anthropogenic and natural sources and sinks for N​2​O as provided in 
the most recent IPCC report. The total natural sources of N​2​O are estimated at 11 TgN yr ​
-1​, with 
marine emissions making up 3.8 TgN yr ​-1​ of that total. Both of these estimates are subject to large 
uncertainties, with the uncertainty in marine emissions being approximately 200% of the best guess 
estimate.  
Table 1B Global N​2​O budget (IPCC Chapter 6, 2014). 
 2005 to 2011 (TgN yr​-1​) mid-1990s (TgN yr​-1​) 
Anthropogenic sources 
Fossil fuel combustion and industry 0.7 (0.2 to 1.8) 0.7 (0.2 - 1.8) 
Agriculture 4.1 (1.7 - 4.8) 3.7 (1.7 - 4.8) 
Biomass and biofuel burning 0.7 (0.2 - 1.0) 0.7 (0.2 - 1.0) 
Human excreta 0.2 (0.1 - 0.3) 0.2 (0.1 - 0.3) 
Rivers, estuaries, coastal zones 0.6 (0.1 - 2.9) 0.6 (0.1 - 2.9) 
Atmospheric deposition on land 0.4 (0.3 - 0.9) 0.6 (0.3 - 0.9) 
Atmospheric deposition on ocean 0.2 (0.1 - 0.4) 0.2 (0.1 - 0.4) 
Surface sink -0.01 (0 to -1) -0.01 (0 to -1) 
Total anthropogenic sources 6.9 (2.7 - 11.1) 6.5 (2.7 - 11.1) 
Natural sources 
Soils under natural vegetation 6.6 (3.3 - 9.0) 6.6 (3.3 - 9.0) 
Oceans 3.8 (1.8 - 9.4) 3.8 (1.8 - 9.4) 
Lightning - - 
Atmospheric chemistry 0.6 (0.3 - 1.2) 0.6 (0.3 - 1.2) 
Total natural sources 11.0 (5.4 - 19.6) 11.0 (5.4 - 19.6) 
Total natural + anthropogenic sources 17.9 (8.1 - 30.7) 17.5 (8.1 - 30.7) 
Stratospheric sink 14.3 (4.3 - 27.2) - 
Net source 3.61 (3.5 - 3.8) - 
Global top-down (year 2011) 
Burden (Tg N) 1553 - 
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Atmospheric loss 11.9 ± 0.9 - 
Atmospheric increase 4.0 ± 0.5 - 
Total source 15.8 ± 1.0 - 
Natural source 9.1 ± 1.0 - 
Anthropogenic source 6.7 ± 1.3 - 
 
The current best estimate of the anthropogenic source is 6.9 TgN yr ​-1​, with the most significant 
anthropogenic source of N​2​O being agriculture, which, when you include the leeching of fertiliser 
into aquatic environments, is responsible for almost 70% of the anthropogenic N​2​O budget. This is 
supported by N​2​O isotope studies (Röckmann and Levin, 2005; Ishijima et al., 2007) which have 
concluded that the majority of the increase in the N​2​O mixing ratio post industrialisation has been 
through soil emissions. Added together the natural and anthropogenic sources make 17.9 TgN yr ​-1​, 
which when subtracted from an estimated stratospheric sink of 14.3 TgN yr ​-1​ gives the observed 
annual growth rate of 3.61 TgN yr ​-1​. When looking at the uncertainties for the individual N​2​O 
sources, total N​2​O source and the stratospheric sink, it is clear that there is still much work to be 
done in understanding the contributions of each process to the atmospheric N​2​O cycle. 
Uncertainties in marine N​2​O emissions 
Estimates of the marine source of N​2​O range from 23% to 38% of the total N​2​O budget (Thompson et 
al., 2014). There are various reasons for the high uncertainty in the marine N​2​O budget including 
methodological differences (e.g. extrapolating flux estimates using the existing data or by using 
biogeochemical models), the application of different gas exchange parameterisations, spatial and 
seasonal biases in datasets and because there is no consistent approach to the classification of 
coastal areas (Nevison et al., 1995; Bange, 2008).  
The average marine N​2​O source in all studies conducted between 1978 and 2006 is 6.6 ± 3.6 TgN​
-1 
yr​-1 ​(Bange, 2006a). Studies using biogeochemical models have predicted a total marine source of 3.8 
TgN yr​-1​ (Suntharalingam and Sarmiento, 2000) and 4.5 TgN yr​-1​ (Manizza et al., 2012), compared to 
estimates of 4 ± 2.8 Tg N yr​-1​ (Nevison et al., 1995) and 5 ± 2 TgN yr​-1​ (Nevison et al., 2003) in studies 
using marine observations. Global inversion modelling studies  have calculated the marine source of 
2
N​2​O to be 3.68 TgN yr​
-1​ (Huang et al., 2008) and 5.5 TgN yr​-1​ (Thompson et al., 2014).  
In her 1995 study, Nevison identified uncertainties in the air-sea gas exchange coefficients and in the 
seasonal bias of the available data on N​2​O surface concentrations as the primary causes of 
uncertainty in estimates derived from marine observations. This paucity of data in the marine 
environment is a problem when estimating global or regional N​2​O fluxes, as they show large spatial 
and seasonal variability. Until a more comprehensive dataset of marine N​2​O concentrations becomes 
available, global modelling studies using atmospheric data are the most reliable methods of 
determining the marine N​2​O source, due to the long timeseries that these methods are able utilise. 
1.2 Marine N​2​0 emissions  
Whether the oceans are a source of N​2​O to the atmosphere depends on how saturated a body of 
surface water is with N​2​O. N​2​O saturation (units of percent) itself describes the ratio of the N​2​O 
concentration in water when compared with a theoretical equilibrium concentration, which depends 
on the temperature, salinity, ambient air temperature and atmospheric N​2​O dry air mole fraction. 
Water that has a saturation of 100% is in perfect equilibrium with the overlying atmosphere. 
2 These use atmospheric data and atmospheric transport models to scale emissions estimates using the 
available data. 
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Under-saturated water (saturation values less than 100%) is a net sink of N​2​O to the atmosphere, 
while supersaturation (saturation values over 100%) indicates that a body of water is a net source of 
N​2​O to the atmosphere. 
A study conducted by Nevison et al. (1995) calculated a global mean N​2​O saturation of 103.5%, thus 
demonstrating that, at the global scale, the oceans are supersaturated with N​2​O and act as a source 
of N​2​O to the atmosphere. The N​2​O anomaly ( N​2​O) describes the difference between the N​2​O∆  
concentration of a water body and its theoretical equilibrium concentration (at 100% saturation). 
Despite the problems associated with estimating the global flux of N​2​O to the atmosphere, global 
maps of the N​2​O anomaly have been calculated using the available data (Nevison et al., 1995) as well 
as in modelling studies (Sunatharalingam and Sarmiento, 2000; Manizza et al., 2012). These generally 
show N​2​O saturation is greatest in coastal regions, especially in locations which experience 
significant coastal upwelling, and lowest in large areas of the Atlantic, Pacific and Indian oceans 
where N​2​O is close to equilibrium with the overlying atmosphere. 
N​2​O production in the marine environment 
The biogeochemical pathways for the production of N​2​O in the marine environment are believed to 
be dominated by nitrification and denitrification. Nitrification is an important biological process 
whereby ammonia is oxidised first to nitrite and then to nitrate, replenishing the amount of 
biologically available nitrogen compounds available to other organisms. Denitrification is almost the 
opposite process to nitrification, whereby certain types of bacteria reduce nitrates to nitrogen, 
under anaerobic conditions where NO​3​
-​ is used as an alternative to oxygen during respiration.  
During nitrification, ammonia is converted to nitrate, producing nitrous oxide as a by-product. This is 
a two-step process with each step carried out by different bacteria. In the first step ammonia is first 
converted to nitrite by ammonia-oxidising bacteria (AOB) and archaea (AOA) with hydroxylamine as 
an intermediate (Colliver and Stephenson, 2000). Nitrite oxidisers then oxidise the nitrite producing 









Figure 1E: Nitrification pathway and the enzymes involved (Wrage et al., 2001). 
Denitrification is a process whereby ionic nitrogen oxides (NO​2​
- ​and NO​3​
-​) are reduced to gaseous 
nitrogen oxides (NO and N​2​O), which may then be reduced further to N​2​. Denitrification is primarily 
an anaerobic process, occurring when bacteria choose to use the nitrogen oxides as an electron 
receptor during respiration instead of oxygen, under low oxygen conditions (Knowles, 1982). 
Denitrification differs from nitrification in that a single bacterium is responsible for the entire 
process.  






Figure 1F: Denitrification pathway and the enzymes involved (Wrage et al., 2001). 
Both nitrification and denitrification are inhibited by light, and thus there is little production of N​2​O 
in surface waters (Horrigan et al, 1981). Aside from surface waters, N​2​O is believed to be produced in 
most other marine environments. Although there is some debate about the relative contribution of 
nitrification and denitrification to N​2​O production in the water column, nitrification is believed to be 
the dominant process.  
Bange and Andreae (1999) have also found relatively small levels of nitrification in the deep ocean, 
with the majority of nitrification believed to take place in the subsurface regions of the worlds 
oceans between the surface layer and the deep ocean. N​2​O production is highest in coastal seas, and 
especially in areas with high nutrient loading such as in coastal upwelling regions (Lueker et al., 2003, 
Nevison et al., 2004) and estuaries (Bange et al., 2006b). Estuaries are important sources of N​2​O 
production due to their high concentrations of biologically available nitrogen, while coastal 
upwelling regions are important because they are also highly productive and bring large quantities of 
nutrient rich water (with high N​2​O saturation) from depth and into contact with the atmosphere. 
Denitrification is believed to be spatially limited to a few oxygen poor areas in the eastern tropical 
Pacific and the Arabian Sea (Schropp and Schwarz 1983; Naqvi et al., 1998), and in the sediments of 
estuaries (Laws et al., 1991; Middleburg et al., 1995) and continental regions (Seitzinger, 1988), 
where both denitrification and nitrification occur. Whether nitrification or denitrification is the 
dominant process producing N​2​O depends largely on the oxygen saturation of the water. In water 
that is significantly depleted in oxygen, denitrification is the dominant process producing N​2​O, as it is 
fundamentally a biological mechanism for bacteria and archaea to cope with low O​2​ conditions. As 
the oxygen concentration in a body of water increases, nitrification becomes the dominant process.  
Aside from the relationship between denitrification and O​2​ concentration, oxygen also affects the 
amount of N​2​O produced ​via​ nitrification. Laboratory studies (Goreau et al., 1980; Joergensen et al., 
1984) have shown that the amount of N​2​O produced by nitrification increases with decreasing O​2 

























Figure 1G: The approximate regimes of nitrification and denitrification in the water column. The right arrows indicate the dominant 
process, there is no clear boundary between the two processes and both are often taking place simultaneously in the water column. Left 
of the turquoise line indicates biological processes in the water column are a net N​2​O sink. Right indicates net N​2​O source. Adapted from 
Smith (2010), which was based on Copdispoti et al. (1992). 
Apparent Oxygen Utilisation 
Apparent Oxygen Utilisation (AOU) is a measure of the amount of O​2​ consumed by remineralization 
of organic matter  in a water body since its last contact with the surface. The majority of vertical 
3
water profiles show a clear correlation between AOU and water column production of N​2​O (ΔN​2​O). 
As nitrification is part of this process, the link between AOU and ΔN​2​O is often used as evidence of 
the dominance of nitrification as the primary process producing N​2​O in the water column, which is 
supported by the linear relationship between N​2​O and NO​3​
-​, which is the final product of the 
nitrification process (Smith, 2010). However, some debate remains. Yamagashi et al. (2005) 
concluded that it was possible to have N​2​O production ​via​ denitrification to produce an AOU/ΔN​2​O 
relationship similar to those observed, while Nevison et al. (2003) showed that isopycnal (density 
driven) mixing of different water masses could also produce a similar relationship. As concentrations 
of O​2​ in the water column are quite high, the mechanisms by which denitrification could take place 
are unclear, although Yoshida et al. (1989) argued that localised denitrification in low oxygen pockets 
around suspended particles could be responsible.  
The relationship between AOU and ΔN​2​O is often used in modelling studies (Sunatharalingam and 
Sarmiento, 2000; Manizza et al., 2012) as a method to estimate the production N​2​O as a function of 
O​2​ consumption. When the data from these studies is presented together (Sunatharalingam and 
3 The breakdown of organic matter into more simple inorganic forms by microorganisms 
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Sarmiento, 2000; Nevison et al., 2003), it is apparent that significant regional differences in the 
ΔN​2​O/AOU ratio exist. Values for ΔN​2​O/AOU ratio calculated by using the regression slopes of the 
different studies range from 0.076-0.31 nmol N​2​O / mmol O​2​ (figure 1H). Both Sunatharalingam and 
Sarmiento (2000) and Manizza et al., (2012) use a linear relationship of 0.1211 nmol N​2​O / mmol O​2 
in their parameterisation of ΔN​2​O, which was estimated as a low average of the observed values.  In 
both modelling studies, an extra term was added to account for N​2​O production due to 
denitrification in low oxygen environments. The spatial differences in the ΔN​2​O/AOU ratio is likely 
to be a major source of uncertainty in these studies. The situation is further complicated as the 
models both assume a linear relationship between ΔN​2​O and AOU, however there is a nonlinearity 
to the relationship between ΔN​2​O and AOU in some regions (Nevison et al., 2003). As mentioned 
previously N​2​O yields from nitrification increase with decreasing O​2​ concentrations, and this is 
believed to be the main cause of the nonlinearity in the ΔN​2​O/AOU ratio. 
 
Figure 1H: a) Compilation of the data from various studies showing N​2​O concentration at approx. 400-500m. b) ΔN2O/AOU ratio 
calculated from the same data at the same depth as (a). Figure taken from Nevison et al., 2003. 
In the largest global review of the AOU-ΔN​2​O relationship to date, Nevison et al, (2003) came up 
with a better parameterisation of the relationship between N​2​O and O​2 ​for use in biogeochemical 
modelling studies. This parameterisation is provided in equation 6??, and now estimates the 
concentration of N​2​O produced per mole of O​2​ consumed (ΔN​2​O/-ΔO​2​), as a function of O​2​ and 
depth. Instead of using a fixed value for the ΔN​2​O/AOU ratio, it now takes into account the 
nonlinearity in the relationship between N​2​O produced ​via​ nitrification and AOU.  
xp  where O  and Z Z  (6)  −∆O2
∆N O2 = R(N :O2) ( a0O +a2 1) × exp e ( −ZZscale )  2 > O2,crit >  euph
Here, R​(N:O2) ​is the Redfield ratio (see below) for N:O​2​, a​0​ and a​1​ are the intercept and slope of the 
ratio of N​2​O produced (in moles) per mole of NO​3​
-​ produced (see below), Z is the water depth, Z​scale​ = 
3000 m ± 1000 m, O​2,crit ​is a threshold for low oxygen zones dominated by denitrification and Z​euph​ is a 
threshold for the euphotic zone of the water column, where no nitrification occurs. The values for 
the constants were estimated to be: 
● R​(N:O2)​ = 16:170  
● a​o​= 0.26 ± 0.06 (mol N​2​O / mol N) x (µmol O​2​/L)  
● a​1​= -0.0004 ± 0.0001 (mol N​2​O / mol N) x (µmol O​2​/L)  
● O​2, crit​ = 4 ± 3 µmol/L 
● Z​euph​ was not specified in Nevison et al. (2003), but is likely to be ~100 m. It is possible this 
parameter is location dependent. 
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This parameterisation makes use of the fact that the ΔN​2​O/AOU ratio can be considered as the 
product of two terms, the nitrifier N​2​O yield (ΔN​2​O/ΔNO​3​
-​) which describes the amount of N​2​O 
produced per mole of NO​3​
-​ during nitrification and the Redfield ratio ΔNO​3​
-​/AOU. Redfield ratios 
describe the ratios that different elements are found within phytoplankton throughout the world’s 
oceans, and are generally regarded as constants, and the ΔNO​3​
-​/AOU Redfield ratio describes the 
concentration (in moles) of NO​3​
-​ released into the water column per mole of O​2​ consumed (Anderson 
and Sarmiento, 1994). 
During nitrification, N​2​O is produced as NH​3​ is oxidised to form NO​2​
-​, which is then oxidised again to 
form NO​3​
-​. Currently there is no evidence of N​2​O production during the second reaction in this 
process, so the ΔN​2​O/ΔNO​2​
-​ ratio can be seen as equivalent to the ΔN​2​O/ΔNO​3​
-​ ratio. To estimate 
the ΔN​2​O/-ΔO​2​, the concentration of N​2​O produced per mole of NO​3​
-​ produced via nitrification is 
first calculated following Goreau (1980), and this is then converted to ΔN​2​O/-ΔO​2 ​using the 
ΔNO​3​
-​/AOU Redfield ratio.  
While this parameterisation should improve current methods of estimating ΔN​2​O as a function of 
AOU and depth, this study concluded that the biological production of N​2​O cannot be estimated with 
great confidence using the available data, due to the spatial variability in the abundances of 
nitrifying bacteria and the availability and composition of oxidizable organic matter, isopycnal mixing 
of water masses and N​2​O transport from regions of high production into the wider ocean. All of 
these processes are partially responsible for the varying ΔN​2​O/AOU ratios observed in different 
studies. 
N​2​O solubility in seawater 
Aside from the biological factors which affect the production of N​2​O in the marine environment, 
changes in surface temperature and salinity affect the solubility of N​2​O in seawater, and thus cause 
outgassing or ingassing of N​2​O. Changes in solubility due to temperature are more significant, and 
these are taken into account by modelling studies such as Manizza et al. (2012) by adding an extra 
term to the model called thermal N​2​O. The net annual flux due to thermal effects is 0, however it can 
have quite a large impact on the seasonal N​2​O emissions cycle so it is important that it is taken into 












 ​pg. 17 
1.3 Physical factors affecting the distribution of N​2​O fluxes in the marine 
environment 
The scientific literature produced to date suggests that there is little N​2​O produced in the surface 
layers of the water column, due to the processes responsible for N​2​O production being light 
inhibited. Therefore, to understand the spatial distribution of global N​2​O fluxes, it is important to 
understand the physical processes which drive ocean circulation, and especially those that promote 
the vertical mixing of deeper water, supersaturated with N​2​O, into surface waters. Secondly, it is 
important to understand the physical mechanisms that drive air-sea gas exchange. This section will 
discuss the core physical marine processes responsible for ocean circulation, vertical mixing and 
air-sea gas exchange. 
Ocean circulation 
One important feature of the marine environment is that the ocean is not a homogenous body of 
water, but is composed of many distinct water masses, with little mixing occurring between them. 
These bodies of water can be clearly identified by their individual density fingerprints, with each 
having characteristic temperature, salinity and pressure values that can be clearly observed in 
horizontal transects and vertical profiles in the marine environment. The density profile of each 
water mass is a consequence of the formation and subsequent history of that body of water. It is the 
density driven transport of water masses across the world’s oceans, and their interaction with wind 
driven surface currents, that produces the major global ocean circulation patterns, in a process 
known as Meridional Overturning Circulation (MOC) (Open University, 2001). 
Water columns where the density increases with depth are stable, as the lighter, more-buoyant 
water is sitting above the heavy, less-buoyant water. If there is a situation whereby dense water 
overlies less-dense, more-buoyant water, then this denser water will sink in a process known as 
downwelling. The major downwelling regions occur at both poles, where cold salty water is formed 
due to polar temperatures and sea ice formation. As it sinks, the water also spreads out along the 
ocean floor, and is replaced with water from surface currents flowing poleward. This sinking polar 
water forms the deep and intermediate  water masses found in the Atlantic and Pacific Oceans, and 
4
once it has sunk, it may not come into contact with the atmosphere for tens or even hundreds of 
years. This allows for a steady build-up of N​2​O in the subsurface waters, as it is produced through the 








Figure 1I: Thermohaline Circulation (density driven component of Meridional Overturning Circulation). Taken from www.nasa.gov 
(https://www.nasa.gov/topics/earth/features/atlantic20100325.html) 
4 Water masses which lie above deep water masses, typically with a depth of 500 to 1500 m. 
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The deep and intermediate waters will eventually be cycled back into contact with the atmosphere, 
where the N​2​O which has accumulated in them can outgas into the atmosphere. There are several 
specific locations around the world that experience significant upwelling, where deep water 
supersaturated with N​2​O is brought up into the surface layers of the water column. Strong upwelling 
regions exist in the Pacific Ocean off the coasts of South America and North America, as well as in 
the Southern Ocean. To understand why this occurs, it is necessary to understand the vertical 
structure of the upper few hundred metres of the water column, and the factors that affect vertical 
mixing within this region. 
The upper layer of the water column in many locations forms an individual body of water known as 
the surface mixed layer (SML). The surface mixed layer is characterised by very small vertical density 
gradients, as wind blowing across the surface inputs kinetic energy into the layer, mixing the water 
within so that the temperature and salinity of the layer are remarkably uniform. At the bottom of 
the surface mixed layer exists the pycnocline , a shallow area with sharp density gradients which 
5
marks the barrier between the surface mixed layer and the layer below. The SML depth ranges from 
a few metres to over 500 metres, depending on the localised environmental conditions. Although 
buoyancy driven mixing does have a role in the surface layer, the processes which can affect the 
depth of the SML and bring water from below the pycnocline into the surface layer are primarily 















Figure 1J: Vertical structure of the water column in the open ocean alongside a typical vertical profile showing temperature, salinity and 
density. 
5 The term pycnocline refers to a sharp vertical density gradient, indicating the barrier between two vertically 
separated water masses. A halocline refers to a sharp density gradient, whereas a thermocline refers to a 
sharp temperature gradient. Often the term thermocline is used in preference to pycnocline as it is more often 
the case that vertical density gradients are primarily driven by temperature in the marine environment. 
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There are various physical mechanisms by which wind energy can propagate through the water 
column to mix deeper high-N​2​O waters into the surface layers. Wind energy can be transferred into 
the water column both through generating wind-driven currents, which can then affect vertical 
mixing through mechanisms such as vertical shear instability, Langmuir circulation and Ekman 
transport, and through injecting turbulence into the water column ​via​ surface waves.  
Vertical shear instability 
Wind forcing is a major factor determining the depth of the SML. Variations in the depth of the SML 
result in mixing between the water lying above and below the pycnocline, with important 
consequences for a variety of marine processes including carbon sequestering, nutrient transport 
and outgassing of N​2​O into the atmosphere. Wind can affect mixing processes in the SML through 
the generation of wind driven surface currents, wave induced turbulence and Langmuir circulation 
which is caused by the interaction between the two. 
Surface currents produced by wind blowing across the surface of the ocean eventually propagate 
down the water column where they can erode the thermocline, by producing shear stress at the 
base of the thermocline. The shear stress generates Kelvin-Helmholtz instabilities  which gradually 
6










Figure 1K: Kelvin-Helmholtz instability diagram showing the generation of turbulent shear induced flows over time. Model 
Kelvin-Helmholtz instabilities produced using python code provided by Mocz (2016). 
The structure of a vertically stratified water column in the absence of wind is stable, with cold dense 
water underlying warmer less dense water. Studies have shown (Miles 1961; 1963; Mack and 
Schoeberlein, 2004) that the vertical shear produced by wind driven currents can eventually become 
enough to overcome the stable buoyancy structure of stratification, once the gradient Richardson 
number  is less than the critical Richardson (R​cr​) number . As the R​cr​ is passed the fluid enters a 
7 8
turbulent flow regime and the stability of the water column is overcome, resulting in water from 
below the thermocline entraining into the SML, causing the thermocline to deepen.  
6 Turbulent flows generated when there is a velocity difference at the interface of two different fluids. 
7 The gradient Richardson number (N​2​/S​2​) is a ratio of the buoyancy production or consumption of turbulence 
(N​2​) over the vertical shear production of turbulence (S​2​).  
8 Often given as 0.25 (Miles 1961; 1963), although other studies (Mack and Schoeberlein, 2004) have found the 
exact number to vary. 
 ​pg. 20 
Popular parameterisations of vertical mixing such as the KPP parameterisation (Large et al., 1994) 
used in ocean modelling use vertical shear instability computed from the gradient Richardson 
number to estimate vertical mixing in the water column. Although the KPP parametrisation’s 
popularity is due to its ability to reproduce a variety of observed marine phenomena (Large and 
Crawford, 1995; Large et al., 1997; Gent et al., 1998; Large and Gent; 1999), studies such as Chang et 
al. (2005) and Zaron and Moum (2009) have argued against modelling vertical mixing as a function of 
the Richardson number alone, while reviews of turbulent mixing processes in the upper ocean 
(D’Asaro, 2014) have emphasised processes such as Langmuir circulation and wave induced 
turbulence may produce additional mixing missing from many current parameterisations. 
Breaking wave and none-breaking wave induced turbulence 
Aside from the generation of the surface currents involved in vertical shear instability, the action of 
wind on the ocean surface also imparts energy into the water column by forming waves. The 
turbulence introduced by breaking waves declines quickly with depth, with its effect on vertical 
mixing only significant to a depth comparable to the significant wave height (10-20 m) (Terray et al., 
1996), thus it is believed to have dissipated long before it has had the chance to impact mixing of the 
SML (Huang et al., 2011) in many regions.  
Turbulence introduced by none-breaking waves has been suggested as an additional source of 
mixing that may penetrate much deeper than conventional breaking wave induced turbulence by 
recent laboratory experiments (Babanin and Haus, 2009; Dai et al., 2010) and field studies 
(Pleskachevsky et al., 2011; Toffoli et al., 2012). One modelling study by Qiao et al. (2004) suggested 
surface-wave-driven turbulent mixing may contribute to vertical mixing within the SML in some 
locations including in the Southern Ocean. Unlike wave-breaking, which has a very slow vertical 
diffusion rate, turbulence introduced by none breaking waves propagates rapidly into the lower 
water column, and thus may provide and immediate source of turbulence and additional mixing at 
the base of the SML.  
However, the results and conclusions of these studies have been called into doubt by several studies. 
Beya et al. (2012) was not able to reproduce the results of Babnin and Haus (2009), although 
Ghantous and Babanin (2014) argues that the results of Beya et al., (2012) are consistent with the 
earlier experiments. Other studies have argued (Gerbi et al., 2008; D’Asaro; 2014) that the results of 
field experiments can be satisfactorily explained by measurement error and other vertical mixing 
theories. However, studies have shown that including none-breaking wave induced turbulence in the 
KPP vertical mixing parameterisations (Wang et al., 2010; Shu et al., 2011) can improve their 
performance in calculating the depth of the SML. 
Langmuir circulation 
The actions of wind-driven shear currents and wave turbulence interact to produce a series of 
wind-aligned rotating vortices, in a process called Langmuir circulation. Langmuir circulation is a 
process first described by Irving Langmuir in 1938 (Langmuir, 1938), who noticed lines of seaweed 
spaced at regular intervals of approximately 100 m during a cruise in the North Atlantic. The 
phenomenon is produced by counter-rotating cells of water, which are rotating in a direction 
perpendicular to the wind direction. Because adjacent cells are rotating in opposite directions, they 
interact to produce convergence and divergence zones parallel to the direction of wind travels. 
Water downwells in convergence zones and upwells in the divergence zones. 
 










Figure 1L: Plot showing Langmuir circulation with two pairs of counter-rotating water cells driving upwelling and downwelling zones in a 
direction parallel to that of the wind direction. Figure taken from Tejada-Martínez et al. (2012). 
 
A physical model describing the process was proposed by Craik and Leibovich (1976), which 
proposed that the cells were produced by the interaction of wind induced shear and wave 
turbulence processes, through the processes of Stokes drift and the orbital wave motions of particles 
in the surface layers of the water column. 
An individual particle of water at the surface of the ocean will move up and down in a circular 
manner in the presence of the wave, as it moves up the crest of the wave and down the trough. 
These orbits are not just occurring at the surface, but down through the water column particles are 
moving in orbital motions, although these orbital motions decrease with depth. There is a shear 
stress at the base of these rotations, and small fluctuations in the wind forcing produces a variable 
shear stress, which creates rotating cells of water. Additionally, because the wave-induced particle 
velocity is slightly higher at the peak of the wave, than at the trough, the particle will gradually move 
in the direction of wave propagation, in a phenomenon known as Stokes drift. Stokes drift therefore 
begins to gradually rotate the cells so that they are perpendicular to the wind direction, due to the 
processes outlined in the Ekman transport section earlier. 
Due to observational constraints, direct scientific measurements of Langmuir circulation are rare. 
Faller (1978) first demonstrated the phenomenon can be created in a laboratory, and since then field 
studies such as Smith (1992) and D’Asaro and Dairiki (1997) have observed the circulation in field 
studies. Although it is believed that Langmuir circulation contributes to mixing within the SML, it is 
not known whether it causes mixing between the SML and overlying waters. Modelling studies such 
as Li et al. (2016) have found that including Langmuir turbulence in KPP parameterisations of vertical 
mixing can improve their estimation of mixed layer depth in some regions, including the Southern 
Ocean, however there are currently not enough data to assert how significant the effects of 
Langmuir circulation are on vertical mixing at the base of the SML. 
Coastal upwelling in the Southern Ocean 
Due to the absence of any significant continental landmass in the region, the Southern Ocean is an 
area which experiences significant wind speeds. Indeed, annually averaged the wind speeds over the 
Southern Ocean are the strongest on Earth (Young, 1999). There is a strong seasonal cycle in the 
wind strength, with the lowest yearly averaged wind speeds occurring in the Southern Hemisphere 
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summer between December and February, at which point wind strength steadily increases to its 
peak in May, where it remains at a similar strength through the Southern Hemisphere winter until 
October, when spring takes over and the annually averaged wind speeds begin to decrease back 
towards their summer lull (Yuan, 2004). This seasonal pattern in wind speeds is what drives the 
seasonal oceanic N​2​O flux signal, and the following pages are dedicated to explaining how changes in 










Figure 1M: Monthly wind speeds averaged over the Southern Ocean using data ollected by four different instruments between September 
1999 and December 2002. Graph taken from Yuan (2004). 
 
N​2​O fluxes in the Southern Ocean largely occur in the Subantarctic Zone, a body of water that lies off 
the south coast of Australia between the Subtropical Front and the Subpolar Front (Rintoul and Trull, 
2001). The vertical structure of the water column in this region is under a regime of constant 
stratification, whereby a layer of well mixed, less dense water, separated by a pycnocline. During the 
Australian summer between December and April, the SML is very shallow, with a depth of around 
75m (Weeding and Trull, 2014).  
As wind-speeds pick up, there is a significant deepening of the SML, which can reach depths greater 
than 500 m in mid-winter. This deepening of the surface mixed layer results in convective mixing of 
the water layers above and below the pycnocline, forming a body of water known as Subantarctic 
Mode Water (Shadwick et al., 2015). This system is of global importance, as coastal upwelling in the 
Southern Ocean has been shown to be a key process driving upwelling in the Atlantic Meridional 
Overturning Circulation (AMOC) (Marshall and Speer, 2012), and thereby it has an important role in 
modulating the oceanic uptake of heat (Kostov et al., 2014) and carbon (Frolicher et al., 2015) into 
the world’s oceans. 
It is also this upwelling system which produces the seasonal cycle of N​2​O fluxes from the Southern 
Ocean. N​2​O concentrations in the SML are close to equilibrium with the atmosphere, as there is little 
surface N​2​O production due to the inhibition of nitrification by light in the photic zone. In contrast, 
water below the pycnocline is supersaturated with N​2​O. This is because N​2​O is primarily produced by 
microbial respiration in the subsurface waters below the SML, and this water may not have been in 
contact with the atmosphere for some time, allowing for an accumulation of N​2​O. This provides the 
SML with water supersaturated with N​2​O, which then fluxes into the atmosphere (Nevison et al., 
2004). Current best estimates of the total marine N​2​O signal emitted from the Southern Ocean are 
that this region is responsible for approximately 10% of the global marine N​2​O source (Nevison et al., 
2003; Nevison et al. ,2005). 
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Seasonal variations in the depth of the surface mixed layer are primarily caused by variations in the 
Southern Annular Mode (SAM) index, which describes the pressure difference between 40°S and 
65°S. This pressure difference affects the strength of the westerly winds blowing over the Southern 
Ocean, with a positive SAM index value (characterised by high pressure anomalies in the low 
latitudes over Antarctica) being associated with higher westerly winds between 50-70°S, and a 
negative SAM index (indicating high pressure anomalies in the mid latitudes), resulting in stronger 
westerlies between 30-50°S (Swart et al., 2015). Recently the SAM index values have experienced a 
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1.4 Air-sea gas exchange of N​2​O 
The two-layer boundary model 
The exchange of gases between the atmosphere and the ocean is a key process in the regulation of 
the global climate system, because of its role in the cycling and modulation of several 
environmentally important gases, including CO​2​ and N​2​O. The oceans are a net source of several 
important gases to the atmosphere apart from N​2​O, including DMS, CH​4​ and other none-methane 
hydrocarbons, which have important roles in atmospheric chemistry and climate regulation (Frost 
and Upstill-Goddard, 1999). The oceans also absorb approximately one third of the CO​2​ emitted by 
anthropogenic activities, which aside from tempering the warming effects of human CO​2​ emissions 
also has knock on effects for marine ecosystems ​via​ ocean acidification.  
Gas exchange across the air-sea boundary is generally presented using a simplified two-layer 
boundary model, with the transfer of gases across the boundary layer being controlled by molecular 
diffusion (Witman 1923; Liss and Slater, 1974).  Away from the boundary layer, turbulent mixing 
dominates the transport of gases on both sides. As you approach the air-sea boundary, at distances 
within a few 10s of µm, the viscous properties of the air-sea interface cause the turbulent mixing 
processes to weaken, so that molecular diffusion becomes the primary transport mechanism. This 
produces a stagnant film on both sides of the interface, a few 10s of µm across, over which the 
exchange of gases occurs (figure 1O). A sharp concentration gradient across the surface film 
develops on both sides, as you move towards the film towards the boundary the gas concentration 












Figure 1O: Diagram of the air-sea water interface. Zone 1 indicates air, zones 2-4 are the surface film, and zone 5 is the ocean. Ca​ ​and Cw 
stand for concentration of a gas in air and water respectively, Cas and Cws indicate the concentrations in the air-sea boundary layer (Frost 
and Upstill-Goddard, 1999). 
As the primary mechanism responsible for air-sea gas exchange is believed to be molecular diffusion, 
the transport of gases across the boundary layer is generally assumed to be proportional to the 
difference in concentrations of a gas in the atmosphere and ocean. Fick’s law of diffusion (equation 
7) can be used to calculate the transport of gases across a boundary layer, however, the equation 
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requires knowledge of the direct concentration gradients across the boundary layer (d​c​) and the size 
of the boundary layer (d​z​).  
                            (7)F =  − D dz
dc  
Due to the very small size of the boundary layer, practical measurements of either of these 
parameters is impossible in the ocean. Therefore, equation 7 is restated as equations 8 and 9, where 
F is the rate of flux across the air-sea interface (mol​-2​ s​-1​), k is the gas transfer velocity (m s​-1​), C​w​ is 
the gas concentration in the water mass (mol m​-3​), C​a ​is the concentration of the gas in air (mol m​
-3​) 
and α is the Otswald solubility coefficient of the individual gas (Wanninkhov et al., 2009). The 
addition of α is necessary because different gases have different solubilities in water, and the 
solubility of a gas in water will affect the transfer of that gas across the air-sea boundary. The k 
parameter incorporates both the molecular diffusivity coefficient (D) and the depth of the surface 
boundary layer (Z). 
              (8)F = k (C α C )w −  a   
                                     (9)k =  Z
D  
Estimating the gas transfer velocity (​k​), is therefore the focus of researchers attempting to better 
understand the process of air-sea gas exchange. The k parameter can itself be separated into ​k​w​ (gas 
transfer velocity in water) and ​k​a​ (gas transfer velocity in air. Liss and Slater (1974) conceptualise this 
in terms of resistance, with the total resistance to gas exchange being provided by the sum of the 
air-side and water-side resistance to exchange. N​2​O is a chemically unreactive gas, and because of 
this the majority of the resistance to exchange is due to water-side resistance. Therefore, k​a​ can be 
ignored and k​w​ can be substituted for k into equation 8. 
The initial two-layer boundary model was developed by Whitman (1923), however this was a simple 
model with significant limitations, most significant of which was that the depth of the boundary layer 
(Z) was assumed to be spatially and temporally invariant. This assumption is true only under very low 
wind conditions, with low associated turbulence values. As wind speeds increase wave turbulence 
influences exchange processes in the boundary layer, and laboratory and field experiments (see 
Frost and Upstil-Goddard, 1999, Table 1, for a synopsis) have generally found that D is proportional 
to between D​1/2​ and D​1/3​ rather than the D​1​ proposed by equation 7, when turbulence is influencing 
gas exchange processes. This has resulted in the development of various other models, including the 
boundary layer model (Deacon, 1977) and the surface renewal model, first proposed by Higbie 
(1935), which model the boundary layer as a dynamic environment, producing results closer to those 
observed in field and laboratory studies. 
Although there are some conceptual differences between the models, what all parameterisations of 
the boundary layer have in common is that they express k using a molecular diffusivity term (D), and 
a function incorporating a velocity component (Q), a length component (Z) and the kinematic 
viscosity of water (​v​)  (Wanninkhov et al., 2009). D describes the rate of diffusion of a gas through 
9
water, Q describing physical mixing processes driven by the input of kinetic energy into the surface 
layer through wind stress and Z represents the distance over which the mixing processes are 
occurring.  
D  f                   (10)kw = a n (Q, , )Z v   
9 The resistance to flow of a fluid. 
 ​pg. 26 
For practical purposes equation 10 is rewritten as equation 11, with the Schmidt number (Sc) 
replacing the molecular diffusivity term. The reason for this is that equations 8 and 9 show that if k​w 
is known for one gas, then it can be inferred for any unreactive gas providing the molecular 
diffusivity coefficients for both gases are known. In practice, converting between gases does not 
work when Z is variable, due to limitations in the accuracy of measurements. The Schmidt number 
provides a mechanism to convert the k​w​ calculated for one gas into any other unreactive gas, 
provided that the molecular diffusivity coefficient is known for both gases, through equation 13. 
Sc  f                   (11)kw = a −n (Q, , )Z v   
c                                                (12)S =  vD  
                                   (13)kw2





Towards a parameterisation of air-sea gas exchange 
The endeavour to create a global parameterisation for air-sea gas exchange was provided with 
unlikely assistance through the Nuclear Bomb tests conducted by USA during the 1950s and 1960s. 
These tests produced a very large rise in the atmospheric concentration of ​14​C, known as “bomb ​14​C”, 
by the academic community (Krakaur et al., 2006). By 1964, atmospheric concentrations of ​14​C had 
increased by 800% above pre-test levels, and then declined to +65% by 2004, due to the uptake of 
14​C​ ​by the marine and terrestrial biospheres.  
The natural cycle of ​14​C begins in the upper atmosphere, where it is produced at an approximately 
stable rate through reactions involving cosmic rays and solar protons (Lingenfelter, 1963). It is 
transported into the lower atmosphere as ​14​CO​2​, where it is then taken up by the marine and 
terrestrial biospheres. The isotopic abundance of ​14​C is generally stated as its abundance relative to 
the more common carbon isotope of ​12​C, using the notation Δ​14​C. 
Uptake of ​14​C by the oceans is a very slow process, it can take a mixed layer with a depth of 50 m 
approximately 10 years to reach equilibrium with the atmosphere following a change in the isotope 
composition of atmospheric CO​2​. This is much longer than the typical residence time of water in the 
surface mixed layer, so large Δ​14​C gradients persist between the abundance of ​14​C in the 
atmosphere and the surface of the oceans. The very long equilibrium timescale across the air-sea 
interface, means that gas exchange processes are the primary factor limiting the marine uptake of 
the bomb ​14​C.  
The first comprehensive dataset of Δ​14​C was compiled during the Geochemical Ocean Sections 
(GEOSECS), which took place between 1972 and 1978. The studies of Broeker et al. (1985, 1986) and 
Broeker and Peng (1982) used the Δ​14​C data inventory to calculate a global estimate for the gas 
transfer velocity. Broeker (1986), estimated the gas transfer velocity by calculating the uptake rate of 
bomb Δ​14​C, while Broeker and Peng (1982) used the difference between the estimated bomb Δ​14​C 
from the observed Δ​14​C to estimate pre-industrial Δ​14​C in the marine environment, and thus the 
difference between natural Δ​14​C atmosphere and natural Δ​14​C ocean, from which the gas exchange 
transfer velocity was calculated.  
Both methods produced similar results, and the mean gas exchange velocities calculated by these 
experiments have been used to set the constant ​a​ in equations 10 and 11 (e.g. Wanninkhov, 1992; 
Wanninkhov and McGillis, 1999). Perhaps the most widely used gas exchange parameterisation is 
Wanninkhov (1992). To parameterise air-sea gas exchange, Wanninkhov (1992) used the results of 
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several field experiments to investigate the relationship between the surface forcing provided by 
wind speed and gas exchange, and concluded that gas exchange scales to the wind speed squared. 
He then scaled the results so that they matched the analysis of the Δ​14​C data. 
This parameterisation, is provided in equation 14, where k​0 ​is the constant calculated from the bomb 
14​C, u​2​ is the wind speed squared, (Sc/660) uses the Schmidt number calculated for CO​2​ to convert 
between different gases (see equation 13) and -0.5 is the exponent deemed to be most realistic for 
the gas diffusivity coefficient by laboratory and field experiments (please refer to the two-layer 
boundary model discussion for more details). The value of k​0​ was chosen so that the global mean gas 
transfer velocity was consistent with the results of the GEOSECS analysis of natural and bomb Δ​14​C.  

















Figure 1P: Δ​14​C in the atmosphere (top) and oceans (bottom) between 1950 and 2000 (Krakaur, 2006). The Δ​14​C starts as negative in the 
ocean graph, because Δ​14​C is defined relative to the pre-industrial atmospheric ​14​CO​2​, and due to the disequilibria which exists between 
the atmosphere and oceans, even under natural conditions, the pre-industrial Δ​14​C in the oceans was approximately -50%. 
 
Wanninkov parameterised gas exchange with gas exchange scaling to the square of the wind speed, 
however linear (Broeker et al., 1995), piecewise linear (Liss and Merlivat, 1986) and cubic 
(Wanninkhov and McGillis, 1999) relationships have also been suggested (also see Knightingale et al. 
(2000)). While the published literature contains a wide range of proposed parameterisations for 
air-sea gas exchange, what all parameterisations have in common is that they assume that the input 
of kinetic energy into the water surface layer from the wind stress is the fundamental process driving 
air-water exchange.  
The empirical relationship between wind speed and gas exchange developed by Liss and Merlivat 
(1986) suggests a three-stage relationship between wind speed and gas exchange. Under low wind 
conditions, the surface of the ocean is smooth and there is low turbulence in the water column. As 
the wind speed increases, friction between the air and the surface of the water generates 
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turbulence, which increases the rate at which gas is transported across the thin boundary layer at 
the sea surface. As wind speeds increase still further, surface waves begin to break. Breaking waves 
can introduce large amounts of turbulence into the surface layer of the water column promoting gas 
exchange, and various studies (e.g. Wallace and Wrick, 1992; Farmer et al., 1993; McNeill and 
D’Asaro, 2007) have also shown large increases in air-sea gas exchange due to the injection of 
bubbles into the surface layer through breaking waves. Exchange driven by this last process is 
believed to be significant, however, it is an extremely difficult process to solve, and as of yet no 
reliable parameterisation exists (Wanninkhov et al., 2009). 
In addition to the above processes, the exchange of gases across the boundary layer can also be 
affected by other environmental variables including rainfall, buoyancy fluxes, surfactants and surface 
films. Rainfall increases air-sea gas exchange, with the majority of the increase being due to 
increased turbulence in the surface layer, and some contribution (0-20%) due to rain-generated 
bubbles (Ho et al., 2000). Changes in sea-surface temperature can generate buoyancy-generated 
turbulent mixing processes which can enhance air-sea gas exchange, which can be the dominant 
mixing process affecting exchange in low-wind environments (McGillis et al., 2004).  The presence of 
both surfactants (Wei and Wu, 1992) and surface films (Schmidt and Schneider, 2011) can reduce 
transport of gases across the boundary layer by reducing turbulence, and surface films can further 
reduce gas exchange by providing an impermeable layer over the ocean surface that hiders the 
transport of molecules across the boundary layer. 
Although the problem of air-gas exchange is quite complex, common parameterisations such as 
Wanninkhov (1992) use simple linear, cubic or quadratic functions of the wind speed, with 
coefficients calibrated using the available data. These methods ignore many of the additional 
environmental influences on upper ocean turbulence and gas exchange mentioned above, although 
in his review of the field, Wanninkhov (2009) stated that “there has been little evidence that 
incorporation of comprehensive surface forcing provides a better flux field than simple wind speed 
algorithms”. 
The large variety of different conflicting formulas for air-sea gas exchange in the published literature 
has resulted in several re-analyses of the bomb ​14​C data (Krakaur et al., 2006; Sweeney et al., 2007). 
As well as the GEOSECS data, the Krakaur et al. analysis used data from World Ocean Circulation 
Experiment (WOCE), mainly collected in the 1990s, as well as an ocean circulation model, to 
re-evaluate the relationship between wind speed and the ​14​C bomb uptake.  
This re-analysis found that the latitudinal gradients in the mean gas exchange velocity were not large 
enough to support a quadratic or cubic dependence of wind on gas exchange, instead concluding 
that the relationship was approximately linear, with an exponent of 0.5 ± 0.4. Wind speeds are 
highest in the higher latitudes around the northern and southern poles, and thus weaker latitudinal 
gradients support a weaker influence of wind speed on air-sea gas exchange.  
This global ocean modelling approach holds some advantages over the Wanninkhov (1992) method 
of scaling up the results of a few field studies to a global estimate, as this approach can introduce 
significant uncertainty due to the complicated nature of air-sea gas exchange discussed above. 
However, a much weaker relationship between air-sea gas exchange, as implied by the Krakaur 
(2006) analysis, does question the conceptual model of how wind speed affects air-sea gas exchange 
introduced in Liss and Merlivat (1986), which has been widely believed to be the correct functional 
relationship between the two ever since. 
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1.5 Modelling the atmospheric transport of trace gases in the atmosphere 
Atmospheric observations in conjunction with atmospheric transport models have long been used as 
a method to estimate the net sources and sinks of N​2​O and other trace gases from both the marine 
and terrestrial biospheres. The atmospheric datasets utilised by these studies have a much greater 
temporal coverage than marine datasets which are more sporadic, and by combining these with  
atmospheric transport models it is possible to calculate top down estimates of the total N​2​O source 
that are not possible through the more experimental process driven studies, due to the increased 
temporal and spatial coverage that long-term atmospheric trace gas datasets provide. Inversion 
modelling studies utilising these data are often used to calculate global, regional and country specific 
emissions inventories for various greenhouse gasses (e.g. Huang, 2008; Manning et al, 2011; 
Thompson et al., 2014). 
The NAME (Numerical Atmospheric Modelling Enivronment) particle dispersion model is one 
atmospheric transport model utilised by studies such as Manning et al, 2011 to estimate sources and 
sinks of greenhouse gasses. This model was developed by the UK Met Office following the Chernobyl 
nuclear disaster in order to predict the dispersion of particulates in the atmosphere for use in 
emergency response to similar disasters in the future. Trace gas modelling studies run this model in 
reverse mode, so that instead of predicting where particles will be dispersed to from a point 
emissions source, the model generates an air history map showing the recent history of the air being 
measured at an observation site. The air history map is a 30-day integrated estimate of the 
contribution of potential fluxes from each grid cell to the observed concentration at a particular site 
and time. 
The air being released from the observation site are driven by meteorology from the Met Office 
Unified Model (UM), with a random walk technique being used to simulate turbulence (Morrison 
and Webster, 2005). Air parcels are able to move from the surface to altitudes above 10 km and back 
again, however only air parcels which are within 100 m of the ground are recorded in the air history 
maps. The dosage of each grid box (g s​-1​ m​-3​) is divided by the total mass of particles emitted and 
multiplied by the area of the grid box to calculate a continuous emissions value (measured in s m​-1​), 
to calculate a dilution matrix. Each grid cell of the dilution matrix represents the contribution of 
surface fluxes over the previous 30 days to the total air concentration at an observation site for a 
three-hour period (i.e. for each three-hour period, this model will create a gridded dataset 
estimating the proportion of the total air concentration at an observation site which has originated 
from emissions in each grid cell, by modelling particle movements over the previous 30 days). 
An estimate for the predicted concentration of a trace gas at an observation site can be calculated 
from the product of a gridded dataset of predicted gas fluxes and the dilution matrix (also known as 
a footprint). It is then possible to analyse the temporal and spatial distribution of greenhouse gas 
fluxes by comparing the predicted N​2​O concentrations with the observed concentrations using 
various statistical methods. Before analysing the result, it is necessary to calculate the baseline 
concentration for the gas in question as well as the boundary conditions for the grid which is being 
modelled. 
Estimating the background N​2​O mole fraction 
The modelling techniques mentioned above can be used to account for changes to the atmospheric 
mole fractions of N​2​O due to physical processes within the model domain, however, they do not 
account for the background atmospheric concentration of N​2​O. To include the remainder of the 
atmospheric N​2​O concentration, this study has used the Eulerian Model for OZone and Related 
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Tracers (MOZART) (van der Werf et al., 2010; Lunt et al., 2016). The model is run for a period of years 
before to generate a realistic 3-D dataset for the atmospheric distribution of global N​2​O 
concentrations, using a global anthropological emissions dataset obtained from the Emissions 
Database for Global Atmospheric Research (EDGAR). 
The results from the MOZART model runs were used to create a box around the model domain, 
varying by height and longitude along the east and west boundaries and by height and latitude along 
the north and west boundaries. This dataset is then used to estimate the time-varying contribution 
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1.6 Measuring N​2​O in the atmosphere 
Following scientific concerns regarding the environmental impacts of several anthropogenically 
generated gases on the ozone layer and on the global climate, a global network of atmospheric 
observation stations was developed first through the Atmospheric Lifetime Experiment (ALE) in 
1978. The ALE comprised four globally distributed sites measuring chloroflurocarbons, 
chlorocarbons, hydrochloroflurocarbons and N​2​O. The ALE was followed by the Global Atmospheric 
Gases experiment (GAGE)  which lasted between 1981 and 1985; culminating in the Advanced Global 
Atmospheric Gases experiment (AGAGE), which has run since 1985 to the present day. 
The global AGAGE network comprises 13 active observation sites, including the four original ones at 
Mace Head, Ireland (the original Adrigole site was replaced by Mace Head in 1987); Ragged Point, 
Barbados; Cape Matatula, American Samoa; and Cape Grim, Tasmania; from the ALE experiment. 
Each iteration of the global network responsible for measuring trace atmospheric gasses, the time 
resolution, instrumentation and number of atmospheric compounds observed were improved, with 
the result being a comprehensive long-term global dataset of unparralled importance in 
understanding the long term trends in the concentration of anthropologically produced greenhouse 
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2. Methodology 
2.1. Research questions 
Currently there are no published global modelling studies of the N​2​O source which have integrated 
Nevison et al.’s (2003) new parameterisation of N​2​O production into their model equations, as both 
Sunatharalingam and Sarmiento (2000) and Manizza et al. (2012) use the old parameterisation which 
estimates N​2​O production using AOU directly. Therefore, a new global dataset of N​2​O production has 
been produced by Manizza (unpublished), which estimates N​2​O production using the Nevison et al. 
(2003) parameterisation.  
Research hypothesis 
The hypothesis of this study is that ​the biogeochemical model used in this study, when used in 
conjunction with the NAME partical dispersion model, is able to accurately predict changes in the 
atmospheric concentration of N​2​O at our measurement site in Cape Grim.  
Research objectives 
In order to test my hypothesis, I have formulated a series of research objectives 
1. An orthogonal distance regression analysis will be performed of predicted atmospheric N​2​O 
against observed atmospheric N​2​O in order to analyse the performance of the model 
predicted N​2​O in predicting the marine N​2​O source. 
2. Scaling factors will be calculated for each month of data, to scale up or down the predicted 
N​2​O source taking into account atmospheric observations. 
3. Two different gas exchange parameterisations will be used, to assess how much uncertainty 
in our understanding of ocean-atmosphere gas exchange may be contributing to the overall 
uncertainty in the analysis. 
4. Mixed layer depths generated by the Argo ocean observation program will be compared 
with mixed layer depths generated by the biogeochemical model to investigate how well the 
biogeochemical model is estimating vertical mixing within the Southern Ocean. 
 
The rationale for including objectives three and four in this analysis, is that while N​2​O production in 
the marine environment is a biological process, some of the most important factors affecting the 
rate of exchange of N​2​O between atmosphere and sea in the Southern Ocean are physical in nature 
(see sections 1.3 and 1.4, and especially the subsection entitled ​Coastal Upwelling in the Southern 
Ocean​, at the end of section 1.3). The importance of vertical mixing in the seasonal pattern of the 
Southern Ocean N​2​O source, and the high wind speeds experienced over the Southern Ocean, 
especially during the winter months, mean that it is important to understand how uncertainties in 
these processes may be affecting the overall estimate of the N​2​O source, and also means the 
Southern Ocean is a good region to investigate how these processes affect air-sea gas exchange and 
the N​2​O marine source. 
Gaps in our knowledge  
 
This study will take advantage of the long continuous timeseries of N​2​O measurements made by the 
AGAGE tall tower at Cape Grim. This site is an ideal location to test the capabilities of the model, 
because approximately 40% of the air-mass sampled at this station has passed over the Southern 
Ocean, which is responsible for significant marine fluxes of N​2​O into the atmosphere.  
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In addition to investigating the performance of the biogeochemical model, this study will build on 
the work of Nevison et al. (2003), and attempt to use a biogeochemical flux model in combination 
with an atmospheric transport model to investigate Southern Ocean fluxes of N​2​O. The study will 
utilise the atmospheric transport model to filter the data so that periods where terrestrial emissions 
of N​2​O are predicted to make up a significant component of the measured variations in N​2​O are 
excluded from the analysis. In this way, we will attempt to exclude terrestrial emissions from the 
analysis, a key uncertainty in Nevison et al. (2003). 
 
This study will utilise the third incarnation of an atmospheric transport model produced by the 
Met-Office known as the Numerical Atmospheric Modelling Enivronment (NAME (III)) in conjunction 
with the output of Manizza’s (unpublished) new biogeochemical model and the EDGAR inventory of 
terrestrial N​2​O fluxes to generate timeseries of terrestrial and marine fluxes at Cape Grim, Tasmania. 
These timeseries will be used to filter the atmospheric observations to include only periods where 
the air history at Cape Grim indicates the marine source predominates. 
 
An orthogonal distance regression analysis will then be carried out between the filtered observations 
and the concurrent predicted N​2​O concentration derived from the biogeochemical ocean flux model, 
in order to determine whether the biogeochemical model and atmospheric transport model can 
accurately predict variations in N​2​O observations at Cape Grim.  
 
Finally, this study will perform the analysis using an N​2​O marine source estimated using two different 
gas exchange parameterisations, the one devised by Wanninkhov (1992) and the re-analysis 
conducted by Krakauer et al. (2006). 
The significance of this research is that currently N​2​O is the largest contributor to uncertainty in 
regional and global greenhouse gas estimates. The marine source is a significant component of the 
total uncertainty in N​2​O emissions estimates. Additionally, by comparing the results of two different 
gas exchange parameterisations, the study will seek to investigate whether this method may be able 
to say something about the underlying physical processes which are responsible for the fluxes of 
important greenhouse gasses into the atmosphere. As mentioned earlier in the introduction section, 
there are significant gaps in our knowledge and understanding of key marine processes responsible 
for the vertical mixing and gas exchange processes which are key to predicting air-sea fluxes of N​2​O, 
and an understanding of these processes is important because it affects how the ocean will respond 
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2.2 Models and datasets  
Air-Sea flux model 
The work presented on both air-sea flux in the Southern Ocean and the UK N​2​O budget make use of 
an ocean model generated air-sea flux predictions developed by the Scripps Institution of 
Oceanography (Manizza et al. unpublished, based on Mainzza et al. 2012 but using the 
ECCO2-Darwin model and updated parameterisations). To model N​2​O production in the global 
oceans the model used the ECCO2-Darwin model, which is a new ocean biogeochemistry general 
circulation model. The ECCO2-Darwin model combines an ocean biogeochemical general circulation 
model (MITgcm) with a state estimate of ocean circulation from the Estimating the Circulation and 
Climate of the Ocean Phase II (ECCO2) project and the MIT Darwin ecosystem model (Brix et al., 
2015). To generate the N​2​O fluxes the model was modified to include add N​2​O tracers, and to add 
terms for total N​2​O and thermal N​2​O to separate N​2​O fluxes due to ventilation and thermal 
components. Vertical mixing has been parameterised using the KPP vertical mixing scheme. Two 
separate gridded outputs were provided, one computed using the Wanninkhov (1992) gas exchange 
parameterisation and one using the Krakaur (2006) parameterisation. 
The data was provided on a 1° by 1° grid as monthly mean values between 2006 and 2013, and was 
regridded to the target domain and resolution. 
Advanced Global Atmospheric Gases Experiment (AGAGE) dataset 
Atmospheric observations of N​2​O concentration were obtained from the AGAGE monitoring site at 
Cape Grim, Tasmania (40.683 S, 144.689 E). Air was collected from a tall tower at a height of 70m 
(164m above sea level) and sampled for N​2​O every 40 minutes using a  GC-ECD electron capture 








Figure 2A: Left: Cape Grim site. Image taken from the AGAGE website. Right: map of Australia with Cape Grim location marked with red 
dot. 
Numerical Atmospheric Dispersion Modelling Environment (NAME) model output 
For the purpose of this study the model was run in ‘reverse’ mode, where atmospheric particles are 
tracked backwards in time from our observation site, with the model calculating every interaction 
with surface regions, where air may pick up N​2​O, over a period of 30 days before the measurement 
(Manning et al., 2011). 
The stored output is a two-dimensional grid-map called a footprint (e.g. Figure 2B) demonstrating 
the sensitivity of the mole fractions measured at the observation site, to fluxes of N​2​O into the 
atmosphere, from each grid-cell within the domain. One map is produced every two hours, enabling 
a time-evolving picture of how the atmospheric data being measured at Cape Grim is being affected 
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by emissions from different sources, to be produced. Since particles are only tracked for 30 days, 
assumptions must also be made about mole fractions that exist at the boundary to the NAME 
domain. In this work, we used mole fraction estimates generated using the global Model for Ozone 










Figure 2B: Example footprint generated by the NAME model (average footprint for July 2008). 
 
Argo dataset of marine vertical profiles 
The Argo project is a large international project which has been deploying and running autonomous 
drifting profiling floats since 2000, collecting vertical profiles of the world’s oceans. The current Argo 
fleet numbers approximately 4,000 floats measuring temperature, conductivity (from which it is 
possible to calculate salinity) and more recently sensors for other parameters such as oxygen have 
been added to floats. The floats are designed to conduct one vertical profile of the ocean every 10 
days.  
An Argo mixed layer climatology has been acquired from Holte et al. (2017). The algorithm used to 
compute the mixed layer depths was the density algorithm (Holte and Talley, 2009), which is 
currently the best automated mixed layer detection algorithm. The average mixed layer depths 
calculated using the density algorithm method were mapped onto a 1° x 1° grid, and then the mean 
MLD of each grid, for each month, was used to calculate the Argo climatology for this period. The 
biogeochemical model climatology was calculated by averaging the model estimated MLD of each 
grid cell, for each month. 
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2.3. Methodology 
N​2​O fluxes generated by the biogeochemical model were regridded onto 0.234 (latitude) x 0.352 
(longitude) grid centred on Australia. This dataset was then combined with an EDGAR emissions 
inventory for land fluxes of N​2​O to enable a between-site comparison of how possible it would be to 
isolate the marine components of atmospheric N​2​O measurements made at the three sites. 
Site selection 
After comparing the sensitivity of various AGAGE sites, the study site at Cape Grim, Tasmania, was 
selected for the analysis. This site was selected because it was the only location with close proximity 
to a significant N​2​O marine source, whereby it was also possible to filter the data for periods where 
land influence on measured N​2​O was low, due to its location and the prevailing wind conditions.  
Calculating predicted N​2​O concentrations 
The predicted atmospheric mole fractions of N​2​O due to atmospheric fluxes at an observation site 
are derived by using equation (15), where fp is a two-dimensional array of footprint values derived 
from the NAME model and flux is either the land-based (EDGAR) or ocean model flux estimates. If 
this is done for every footprint then a timeseries of predicted atmospheric mole-fractions due to 
surface fluxes of N​2​O can be generated. If the land and ocean model fluxes perfectly represented 
fluxes of N​2​O into the atmosphere and the NAME model perfectly represented the atmospheric 
transport of N​2​O once in the atmosphere, then you would expect the predicted atmospheric 
mole-fractions to perfectly match measured N​2​O once the baseline N​2​O concentration was 
subtracted from atmospheric measurements. An example timeseries of measured N​2​O and predicted 













Figure 2C: Timeseries showing observed atmospheric N​2​O (red line, left axis), predicted atmospheric N​2​O concentrations derived from 
marine (blue line, right axis) and land (green line, right axis) sources. 
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O · f lux               (15)N 2 atmos = ∑
n
i=1,  j=1
fp(i,j) (i,j)  
To isolate the mole fractions that were most strongly influenced by the ocean the data was first 
filtered, so that only periods when >95% of the footprint was over ocean were retained. For 
example, in figure 6A, data from four periods centred on the 2​nd​, 10​th​, 19​th​ and 22​nd​ of July would 
have been included in the analysis. A second filter was then applied, excluding data recorded during 
periods of high local influence. This was performed because footprints with high local influence is a 
sign of low wind conditions. The uncertainty of the footprint is thought to be much higher under low 
winds, and land-based sources close to the monitoring site may have an significant influence on the 
observation under stagnant conditions (e.g. Manning et al., 2011). 
After filtering, the north, south, east and west boundary N​2​O concentrations calculated by the NAME 
model were subtracted from the measured N​2​O concentrations to remove the baseline N​2​O 
concentration variability. The predicted atmospheric N​2​O concentration due to surface fluxes at each 
filtered time point was calculated using equation 15. 
For each month of the ocean model simulation, an orthogonal distance regression analysis was then 
used to evaluate the predicted atmospheric mole-fractions of N​2​O against the atmospheric 
observations (see following section). An orthogonal distance regression was chosen for the analysis 
because it is able to consider errors in both the predictor and response variable (Mandansky, 1959). 
As both the predicted atmospheric mole-fractions and the measured N​2​O concentration are subject 
to error, this is a necessary requirement for this analysis. 
Orthogonal distance regression 
In a standard linear regression analysis, the relationship between a predictor variable (X) and the 
value of the response variable (Y) for a given value of X, is given by equation 16.  Here, the 
relationship between a predictor variable and its response variable are calculated by minimising the 
sum of the square vertical distances (termed residuals) between data points and a line of best fit 
(equation 17).  In this situation, the measured value of Y is assumed to be equal to the true value of 
Y plus an error term (ԑ), which has a mean of 0 and a variance of σ​2​. The assumption is that if the 
measurement error in Y was reduced sufficiently then the relationship between X and Y would fall on 
a straight line (equation 18). Equation 19 displays the equation calculating the sum of the squared 
differences. It is this equation which is minimised by the linear regression. 
|X α X                                                                        Y =  + β (16)  
X ε                                                                 (17)Y i = α + β i +  i  
Y ε                                                       (18)Y measured =  true +   
(Y βX )                                                      (19)J =  ∑
n
i=1
i − α −  i
2  
Equation 16 is only designed to minimise the vertical distance between values of the response 
variable and the regression line. It makes no attempt to account for errors which may exist in the X 
variable. When errors in both variables occur, this method is not appropriate and it is necessary to 
use the orthogonal distance regression method, which takes into account errors in both the X and Y 
variables. In addition to equation 4, a second error term is required for errors in X (equation 20), 
which is incorporated into the least-squares model in equation 21 (Carroll and Rupert, 1995). U is 
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another error term with a mean of 0 and a variance of σ​2​, and η represents the error variance ratio 
(equation 22).  
The error variance ratio describes the ratio between the errors in the X and Y variables, and thus it is 
necessary to provide the regression with error terms for the X and Y variables. The green lines in 
figure 2C display the vertical errors which are minimised in a typical linear regression. The dashed 
turquoise lines represent the perpendicular distance from the regression line which the orthogonal 
distance regression also attempts to minimise in addition to the green lines. The relative weighting 
between the vertical and perpendicular distances which are minimised by the regression are 
calculated using the ratio between the error terms in the two variables. 
U                                                         (20)W = Xmeasured +   
{(Y βX ) / η W X ) }              (21)J =  ∑
n
i=1
i − α −  i
2 + ( i −  i
2  





The error used in this regression analysis for the N​2​O observations (the Y variable) was taken as the 
measurement precision (Prinn et al., 2018), which is typically between ~0.15. The error for each 
value of predicted atmospheric N​2​O (X value) was estimated by calculating the standard deviation of 
the value (X​i​) and the two values before and two values after X​i​. Standard deviation was chosen as 
the error term for the predictor variable, as it provided a measure of how much variation there was 
in the footprint and flux estimate at the time of the measurement. Periods with high variation signify 
variable or changing wind conditions, which could increase the uncertainty of the predictor variable. 













Figure 2D: An example orthogonal distance regression displaying the vertical distances (green) and perpendicular distances (dashed 
turquoise) which the orthogonal distance regression solves for. 
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Scaling the N​2​O source 
One regression was performed for each month of data, resulting in 72 regressions. The 
regression slope was used to scale up or down the model predicted N​2​O fluxes using the 
atmospheric observations. Assuming no errors in either the method, observations, 
biogeochemical model or atmospheric transport model, the slope of each regression would 
be one. Slopes smaller than one indicate that the biogeochemical model is overestimating 
the N​2​O source, whereas slopes greater one indicates that it is underestimating the N​2​O 
source. By scaling the N​2​O source we are modifying the predicted values to account for 
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3. Results 
This section discusses the comparison of N​2​O flux estimates generated by the new biogeochemical 
model and atmospheric observations at Cape Grim. Two different gas exchange parameterisations 
were used, with the primary objective being to calculate scaling factors for each month of data and 
use these to scale the predicted fluxes up or down, in order to calculate new flux estimates for each  
region which are consistent with the atmospheric observations. Figure 3A shows the predicted N​2​O 
source, as well as how this is split between thermal and ventilation components, by the 
biogeochemical model, with the inset showing the geographical area used in this analysis (on top of 
a representative footprint displaying where the air measured at our observation site will have picked 
up surface fluxes of N​2​O calculated by our atmospheric transport model), which was within the black 
box. 
Although the biogeochemical model dataset ran from 2006 to 2013, the years 2006 and 2007 were 
excluded from the analysis after a problem with the model was identified for these years. Some data 
was excluded from the analysis due to errors with the model output which were not resolved before 
completion of the analysis. These periods were between 2012-06-15 23:38:35 and 2012-06-16 


























Figure 3A: Ventilation, thermal and total​ ​N​2​O flux (mean fluxes from 2008-2013) from the marine environment in the sampled area (black 
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3.1 The seasonal cycle of the nitrous oxide source in the Southern 
Ocean 
A summary of the scaling factors calculated by this analysis for both the Wanninkhov 92 and Krakaur 
gas exchange parameterisations has been presented as a box and whisker plot in figures 3B and 3C. 
The orange lines indicate the median scaling factors, with the  box indicating the upper and lower 























Figure 3C: Box and whisker plot of the gradient of the regression lines (2008-2013 inclusive) for each month (Krakaur). 
The scaling factors have then been applied to the model predicted fluxes, with a summary of the 
results presented in table 3A, as well a figures 3D and 3E.  
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Table 3A: Median adjusted (predicted total flux in the sampled area with the scaling factor applied) marine source in sampled area 
alongside associated uncertainties. 
Average adjusted N​2​O marine source (flux units in Tg N​2​O month​
-1​) 



















January -0.032 0.0014 0.035 148 0.005 0.013 0.025 152 
February 0.012 0.021 0.034 102 0.015 0.025 0.037 87 
March -0.003 0.013 0.023 198 -0.001 0.014 0.025 182 
April -0.003 0.004 0.009 342 -0.005 0.004 0.012 377 
May -0.001 0.006 0.011 209 -0.003 0.006 0.013 282 
June -0.004 0.011 0.021 226 -0.001 0.013 0.027 220 
July 0.014 0.023 0.036 96 0.015 0.027 0.041 96 
August 0.015 0.038 0.052 97 0.017 0.039 0.050 84 
Septembe
r 0.000 0.020 0.043 215 0.010 0.023 0.047 157 
October 0.008 0.024 0.038 124 0.008 0.020 0.030 110 
November -0.008 0.005 0.018 501 -0.006 0.0010 0.025 318 
December -0.003 0.007 0.017 271 -0.003 0.008 0.017 256 












Figure 3D: Box and whisker plot of new flux values after scaling factors have been applied (sum of fluxes calculated in box region shown in 
















Figure 3E: Box and whisker plot of new flux values after scaling factors have been applied (sum of fluxes calculated in box region shown in 
figure 3A), with the mean total flux from all years provided as blue dots (Wanninkhov 92 gas exchange parameterisation). 
 
When applied to the model predicted fluxes, the seasonal cycle inferred from the regression analysis 
is broadly similar to that predicted by the biogeochemical model with two exceptions. Taking the 
mean of the two gas exchange parameterisations produces a total marine N​2​O source of 0.1935 Tg 
N​2​O, with a difference of around 10% between the total fluxes calculated by the two gas exchange 
parameterisations. The Krakaur gas exchange parameterisation had a lower total uncertainty of 
approximately 17%. 
Uncertainties are high in all months, with the lowest uncertainties in both gas exchange 
parameterisations seen in the winter months of peak Southern Ocean N​2​O flux. The total uncertainty 
is slightly smaller with the Krakaur gas exchange parameterisation than with the Wanninkhov 92 
parameterision. The analysis performed on both gas exchange parameterisations suggests emissions 
peak in August, rather than in September as predicted by the model, and the analysis predicts 
almost zero net flux in November and January. However, apart from this there is a good match 
between the seasonal cycle of the biogeochemical model predicted and median adjusted fluxes as 
calculated by this analysis.  
For each month, the upper and lower 95% confidence intervals have been calculated using the 
standard errors calculated during the regression analysis. These have then been applied to the sum 
of the flux estimated by the biogeochemical model in the sampled area (box in insert of figure 3A) 
for each individual month, and provided the plots in figures 3F to 3K. The adjusted fluxes (dots) have 
been presented alongside the original values (bars). The results have been split so that they are 
presented as three groups of four. The first graphs cover the period from June to September, where 
the marine N​2​O source is at its peak. The second four graphs cover the October to January period, 
where the N​2​O source is decreasing as the climate moves into the Australian summer, whereas the 
final four graphs cover the February to June period where the N​2​O source begins to increase due to 
the strengthening of the westerly winds from February. 















Figure 3F: Scaling factors, upper and lower confidence intervals for each year between July and October. Blue dots are Wanninkov 92 and 
















Figure 3G: Applied scaling factors with 95% confidence intervals are provided as the blue (Wanninkhov 92) and green (Krakaur) dots. The 
biogeochemical model predicted total fluxes for the sampled area are provided as the dark red (Wanninkhov 92) and orange (Krakaur) 
bars. Plots show the June to September period. 















Figure 3H: Scaling factors, upper and lower confidence intervals for each year between October and January. Blue dots are Wanninkov 92 















Figure 3I: Applied scaling factors with 95% confidence intervals are provided as the blue (Wanninkhov 92) and green (Krakaur) dots. The 
biogeochemical model predicted total fluxes for the sampled area are provided as the dark red (Wanninkhov 92) and orange (Krakaur) 
bars. Plots show the October to January period. 
 
















Figure 3J: Scaling factors, upper and lower confidence intervals for each year between February and May. Blue dots are Wanninkov 92 and 














Figure 3K: Applied scaling factors with 95% confidence intervals are provided as the blue (Wanninkhov 92) and green (Krakaur) dots. The 
biogeochemical model predicted total fluxes for the sampled area are provided as the dark red (Wanninkhov 92) and orange (Krakaur) 
bars. Plots show the February to May period. 
 ​pg. 47 
Looking at the results between June and September, there appears to be a similar annual pattern in 
the four months, with the total marine N​2​O source after applying the scaling factors being lowest in 
2010 and 2011 (excluding the September 2009 result), and very high uncertainty values in 2012 in all 
months. Outside of this period there is a lot of variability in the scaling factors calculated between 
different months. The annual variability in the adjusted N​2​O source appears to bear little relationship 
with the annual variations in the N​2​O source as predicted by the biogeochemical model.  
3.2. Interannual variations 
Tables 3B-3C and figures 3L-3M display the adjusted marine source against the original N​2​O source in 
the sampled area as predicted by the biogeochemical model, by each individual month. The results 
of the analysis suggest that the biogeochemical model using both gas exchange parameterisations is 
slightly overestimating the N​2​O source from the Southern Ocean. If the results are extrapolated over 
the all the southern oceans (south of -20°) then the results would be a Southern Ocean marine N​2​O 
source 1.187 Tg N​2​O yr​
-1​ (instead of 1.429 Tg N​2​O yr​
-1​ as originally predicted) using the Wanninkhov 
92 gas exchange parameterisation, or 1.329 Tg N​2​O yr​
-1 ​(instead of 1.397 Tg N​2​O yr​
-1​ as originally 
predicted) using the Krakaur parameterisation.  
When looking at the results by year (figures 7M-N), there is a close match in the total yearly N​2​O 
source in 2008, 2009 and 2010, but a significant divergence between 2009 and 2011, with the data 
showing a decrease of approximately 0.1 Tg year​-1​ ​compared with the average flux outside this 
period, whereas the model predicts a smaller increase in the total flux of approximately 0.05 Tg 
year​-1​.​ year​
-1​. 
Table 3B: Median adjusted marine source alongside original N​2​O source in sampled area for Wanninkhov 92 gas exchange 
parameterisation. 































































Table 3C: Median adjusted marine source alongside original N​2​O source in sampled area for Krakaur gas exchange parameterisation. 

















































































Figure 3L: Median original N​2​O as predicted by the biogeochemical model (sum of total flux in sampled area) (red dashed line) alongside 
the median N​2​O adjusted (sum of total flux in sampled area with scaling factor applied to each month) (blue line, green shading shows 95% 
















Figure 3M: Median original N​2​O as predicted by the biogeochemical model (sum of total flux in sampled area) (red dashed line) alongside 
the median N​2​O adjusted (sum of total flux in sampled area with scaling factor applied to each month) (blue line, green shading shows 95% 


















Figure 3N: Sum of original N​2​O as predicted by the biogeochemical model (sum of total flux in sampled area) (red dashed line) alongside 
the sum of the N​2​O adjusted (sum of total flux in sampled area with scaling factor applied to each month) (blue line, green shading shows 














Figure 3O: Sum of original N​2​O as predicted by the biogeochemical model (sum of total flux in sampled area) (red dashed line) alongside 
the sum of the N​2​O adjusted (sum of total flux in sampled area with scaling factor applied to each month) (blue line, green shading shows 
95% confidence intervals) for the Krakaur gas exchange parameterisation 
A comparison of the mixed layer depths calculated by the biogeochemical model and from Argo 
profiling floats has been provided in the appendix. An example plot for August has been provided 
below (figure 3P). A climatology was calculated for the mixed layer depths estimated by the 
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biogeochemical model and then compared to the MLD climatology generated from Argo profiling 
floats. There is a plan to integrate Argo profiling data into the ECCO2-Darwin model although this has 
not been done in the dataset used in the analysis, so it is a useful comparison to see how well the 
model is estimating changes to the mixed layer depths which are responsible for the ventilation 
component of the mixing. 
The colour axes in the Argo and model mixed layer depth plots vary from one month to the next, in 
order to better demonstrate the spatial patterns in the MLD in each month. The colour axes in plots 
which show the Argo – biogeochemical model MLD difference and the N​2​O source are fixed in all 
months, in order to better display how the difference in MLD and the N​2​O source varies between 
each month. 
Comparing the Argo climatology with the biogeochemical model climatology reveals two interesting 
features. The biogeochemical model appears to be overestimating the mixed layer depths in higher 
latitudes north of -50°S and underestimating mixed layer depths in the lower latitudes south of 
-50°S. The MLD estimated by the biogeochemical model using the KPP vertical mixing 
parameterisation results in significant overestimations of the winter MLD, with the majority of cells 
south of the Australian coast having a mixed layer depth overestimated by over 200 m, when 
















Figure 3P: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
right), biogeochemical model estimated N​2​O source (bottom right), for August 
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4. Discussion  
4.1 Main conclusions 
An atmospheric transport model was used to estimate how marine N​2​O fluxes generated by an 
ocean-circulation model linked to a biogeochemical model would be observed up by an atmospheric 
monitoring site located at Cape Grim, Australia. A regression analysis of predicted atmospheric N​2​O 
concentrations against observed concentrations was performed in order to assess the ability of the 
biogeochemical model to predict variations of atmospheric N​2​O at Cape Grim using two different gas 
exchange parameterisations.  The purpose of this study was to evaluate the ability to predict the 
marine N​2​O source, to calculate scaling factors to upscale or downscale the N​2​O fluxes predicted by 
the biogeochemical model and to assess whether there was a clear difference in the performance of 
two different gas exchange parameterisations. 
On the whole the biogeochemical model performed reasonably, with the model estimated N​2​O flux 
being within the 95% confidence intervals in all months but January, in both gas exchange 
parameterisations. However, the results have a high level of uncertainty in all months, with the 
biogeochemical model predicted N​2​O source being within the range of uncertainty in all months 
except December of the Krakaur gas exchange parameterisation and February of the Wanninkhov 92 
parameterisation.  
The comparison between the two different gas exchange parameterisations yielded some interesting 
results, with the differences in the total flux calculated between the two methods being 
approximately 10% of the total flux, and the Krakaur gas exchange parameterisation producing a 
total uncertainty which was 17% less than the Wanninkhov 92 gas exchange parameterisation. The 
analysis performed using the Krakaur parameterisation produced uncertainties which were 
consistently equal to or smaller than the Wanninkhov 92 parameterisation in all months except April 
and May, where the uncertainties in Wanninkhov 92 were smaller. Due to the complicated nature of 
gas exchange dynamics, with the processes outlined in the introduction, it is possible that the 
performance of each gas exchange parameterisation may perform differently under certain wind 
regimes, and this could be worth further investigation. 
However, not enough data was collected to perform a comprehensive analysis of the uncertainties in 
the various marine processes that contribute to the N​2​O source, and it is difficult to draw strong 
conclusions with the available data. What is needed, is a more comprehensive examination of the 
uncertainties within the range of physical and biological factors that contribute to the marine N​2​O 
source within the Southern Ocean, especially with regards to ocean circulation processes but 
possibly also taking into account biogeochemical production and uncertainties in the atmospheric 
transport model, in order to draw strong conclusions regarding the relative contribution of 
uncertainties in the different processes that are being examined by this analysis. 
This study builds on the work of Nevison et al. (2005), who used the mean N​2​O signal measured at 
Cape Grim, in combination with the O​2​/N​2​ ratio, to infer the seasonal cycle and total N​2​O source for 
the Southern Ocean. One significant limitation of their analysis was that the effect of land 
observations were not accounted for. Our use the NAME atmospheric transport model shows that 
land emissions have a significant effect on the atmospheric N​2​O mole fractions measured at Cape 
Grim, and thus the mean atmospheric N​2​O at Cape Grim may not be a reliable signal of the marine 
N​2​O source. Nevertheless, the results of this study are in broad agreement with the main conclusions 
of Nevison et al. (2005), in demonstrating that the Southern Ocean ventilation N​2​O source is one 
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component of the atmospheric observations site, and in finding a similar seasonal cycle and total net 
Southern Ocean N​2​O source to the 2005 study.  
The N​2​O source estimated for the all southern oceans south of 20° (1.187 Tg N​2​O yr​
-1​ WK92, 1.329 Tg 
N​2​O yr​
-1 ​Kraur) was slightly smaller than the estimate provided in the global inversion study 
conducted by Thompson et al. (2014), which estimated the marine N​2​O source in southern oceans 
south of 20° S to be 1.58 Tg N​2​O yr​
-1​, however it was comfortably in the range of this estimate and 
other estimates of the Southern Ocean marine source, especially considering the large uncertainties 
present in the analysis. This study also found significant inter-annual variation in the Southern Ocean 
N​2​O source in concurrence with the Thompson et al. (2014) study, as well as a stronger seasonal 
cycle than that predicted by the model, another feature of the global inversion study.  
One surprising feature of the analysis was the divergence between the observed and predicted 
marine N​2​O source between 2009 and 2011. This was especially surprising, because these were the 
months where the model predicted higher than average N​2​O fluxes, whereas the regression analysis 
suggests that, especially in 2010 and 2011, the N​2​O source is significantly lower than predicted by 
the model. This change is mainly driven by lower than expected adjusted fluxes in the winter 
months, between June and September, where N​2​O fluxes are highest. A second unexpected result is 
the many negative scaling factors calculated in certain months, especially during periods where N​2​O 
fluxes are low. These are unrealistic, and are probably due to the various errors and uncertainties 
which were unaccounted for in the analysis. The following section explores the errors and 
uncertainties in the analysis, before going on to discuss the key processes which may explain some 
of the these uncertainties. 
4.2 Sources of error and uncertainty  
Atmospheric transport modelling errors 
Although several papers have conducted validation experiments on the NAME III model (Jones et al., 
2007) and its predecessor, the NAME II model (Ryall and Meryon, 2006; 2008), and found it does 
well at predicting the spatial/temporal spread of the footprint and observed atmospheric 
concentrations of dispersion events, the model is not perfect and will introduce some error into the 
analysis.  
These will affect both the predicted concentration of N​2​O at Cape Grim, and also the estimated 
percentage of the N​2​O fluxes measured at Cape Grim which originated from land sources. Regarding 
the second point, as Cape Grim is a coastal site close to terrestrial areas which are large sources of 
N​2​O into the atmosphere, any errors in the spatial spread of the NAME generated footprint, which 
result in including data which has a significant terrestrial source could potentially add large amounts 
of error to the results. This analysis attempted to account for this by filtering the data so that periods 
where significant proportion of the total footprint was close to Cape Grim were excluded from the 
analysis. Footprints with high local influence are more often than not caused by low wind conditions, 
which increases the uncertainty of the footprint, so excluding data where the local influence is high 
has the double benefit of removing potentially inaccurate data from the analysis and excluding data 
which is more likely to have influence from localised terrestrial N​2​O sources. Nevertheless, even after 
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The measurement precision of the observations (Prinn et al., 2018) are approximately ~0.15 ppb 
(0.05%). While these are low compared to the baseline N​2​O concentration of approximately 325 ppb, 
they are a significant proportion of the predicted atmospheric N​2​O concentration measured at Cape 
Grim at any one-time due to marine sources. Even in peak months, predicted N​2​O at Cape Grim due 
to air-sea flux rarely exceeded 0.5 ppb and thus the measurement error is a significant contributor to 
overall error. In most months, the largest predicted atmospheric N​2​O concentrations were around 
0.25 ppb, which would mean measurement error is approximately 50% of the observed maximum. 
The problem is even more significant in summer months where predicted N​2​O rarely exceeded 0.15 
ppb. This is a problem for lots of top-down estimates of N​2​O from both marine and terrestrial 
sources, where the signals are small in comparison to the errors in the models and observations. 
Errors introduced by the analysis 
The orthogonal distance regression analysis depends primarily on the ratio between the errors in the 
data and the errors in the model. As no accurate assessment of the errors in the NAME and 
biogeochemical models exists, the standard deviation of the model-predicted N​2​O concentrations 
was used to estimate model error. However, this is a relatively subjective measure of the 
uncertainty. The quality of the analysis could be improved if a better estimate of the errors related 
to the model predicted N​2​O was available. 
A second error introduced by the analysis is that the biogeochemical model dataset used to estimate 
the N​2​O source was provided in a monthly resolution. As the underlying physical processes which are 
responsible for the Southern Ocean N​2​O source are driven primarily by wind strength, which varies 
quite significantly over the course of a month, the loss of temporal resolution will undoubtedly have 
some impact on the results. Additionally, as wind speed and direction is also a key component in the 
atmospheric transport model, it is possible that the filtering, both by local influence and by 
percentage of footprint over land, may add some bias to the results by discriminating against certain 
wind regimes over others. 
For this study higher resolution data was not available, however it would be a useful follow up study 
to perform this analysis with higher resolution model predicted fluxes, and see how that effects the 
total uncertainty and N​2​O source estimated by this analysis. 
4.3 Implications for our understanding of biological and physical processes 
leading to N2O emissions from the ocean  
Gas exchange 
This study found that the total uncertainty calculated using the Krakaur gas exchange 
parameterisation was lower than that calculated by the Wanninkhov 92 parameterisation, perhaps 
suggesting that the Krakaur model produces a better estimate of air-sea gas exchange. However, 
there were some interesting features within the results, such as the Wanninkhov 92 
parameterisation having a smaller uncertainty in the months of April and May, perhaps suggesting 
that the performance of Krakaur is not better than the Wanninkhov 92 parametrisation under all 
wind regimes.  
The two gas exchange parameterisations used in this study were calculated via completely different 
methods, and came up with two quite different relationships between wind speed and gas 
exchange, however the differences in the uncertainties of the two methods were only a small 
percentage of the total uncertainty, suggesting that a better understanding of air-sea gas exchange is 
not a priority when attempting to reduce the overall uncertainty of top down estimates of the 
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marine N​2​O source. As the Southern Ocean experiences the fastest wind speeds on earth, as well as 
a great range of wind speeds with the large difference between winter and summer wind regimes, 
there is not a better place on the planet to investigate the effect that uncertainties in wind driven 
gas exchange has on the uncertainty of N​2​O flux estimates, so I am confident that if this is true here, 
then it is also true elsewhere. 
As mentioned earlier in this discussion, an extended analysis looking into the uncertainties of other 
processes, especially ocean mixing processes, is necessary to have a complete understanding of the 
relative importance uncertainties in air-sea gas exchange are to the total estimate of the marine N​2​O 
source. Also, because of the important uncertainties and errors not taken into account by this 
analysis, especially the coarse resolution used to estimate a very temporarily variable process, more 
insight into the contribution of uncertainties with air-sea gas exchange could be gained by a follow 
up study which estimated the N​2​O source at a finer resolution than was used in this analysis. 
However, this thesis represents an important first step, in demonstrating how a future analysis of 
this nature may be carried out. 
Vertical mixing 
Comparisons between a climatology of the modelled mixed layer depth and one created for Argo 
floats produced two interesting features. The first was that the biogeochemical model climatology 
was predicting deeper mixed layers than observed in the Argo dataset north of 50°S, and shallower 
mixed layer depths south of 50°S. The second was the large overestimation of the surface mixed 
layer north of 50°S in the winter months between June and October.  
One plausible explanation could be due to buoyancy term in the KPP scheme parameterisation of 
vertical mixing. The buoyancy term will be affected by surface water temperatures in the surface 
mixed layer, which will change as you move from mid to high latitudes. Therefore, it is plausible to 
imagine a scenario where the KPP mixing scheme could underestimate the critical Richardson 
number in some areas and over estimate it in others, depending on surface temperatures. A third 
explanation could be the effects of other vertical mixing processes such as Langmuir circulation or 
the more controversial none-breaking wave induced turbulence. 
The large overestimation in part is also interesting, partially because it does not seem to be having a 
significant effect on the N​2​O flux estimates. There are a couple of potential explanations for this. One 
is that, in areas where there has already been a large deepening of the surface mixed layer, the 
difference between a mixed layer depth of 400 m and 600+ m may not have such a large effect on 
the N​2​O concentration of the surface mixed layer. Another is that, if other turbulence driven 
processes are affecting the mixed layer depth, then even if the average mixed layer depth is being 
overestimated, there may still be more mixing. The effects on the mixed layer of turbulence driven 
processes are more instantaneous than with vertical shear instability, which requires the generation 
of horizontal currents at the base of the mixed layer. If more instantaneous processes are affecting 
the mixed layer depth, then the mixed layer depth may fluctuate more and induce a similar amount 
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Thermal air-sea flux  
One process which has not been explored much in this thesis is the uncertainties in the thermal 
component of the N​2​O source. Further investigation of this area is worthwhile as this does have a 
large impact on the net air-sea flux in some months. 
4.4 Directions for further research  
The processes of air-sea gas exchange and vertical mixing together have a big influence on the 
Southern Ocean N​2​O source. Both these processes are influenced to a large extent by wind forcing, 
which is a temporally variable process. Therefore, using a single monthly value for each grid location 
will increase the errors in the analysis. Increasing the temporal resolution of the flux dataset could 
reduce these errors. There are a wide variety of different sources for high resolution wind speeds 
available, so increasing the temporal resolution for physical processes affected by wind forcing 
should be feasible. 
Increasing our understanding of the key marine processes which affect the Southern Ocean N​2​O 
source would help to reduce some of the uncertainty in our current understanding of the N​2​O source 
in this region. Regarding the parameterisation of marine N​2​O production, Nevison et al. (2003) 
identified the spatial variability in the abundances of nitrifying bacteria and the availability and 
composition of oxidizable organic matter, isopycnal mixing of water masses and N​2​O transport from 
regions of high production into the wider ocean as being the three largest sources of uncertainty in 
the ΔN​2​O/AOU ratio.  
In investigating the physical processes responsible for driving the mixing of marine N​2​O into the 
atmosphere, two quite different gas exchange parameterisations were utilised in this analysis, with 
the total uncertainty Krakaur parameterisation 17% less than with the Wanninkhov 92 
parameterisation. This difference is only a small portion of the total uncertainty in the analysis, 
however both still used a simply parameterisation linked to wind speed, and thus do not represent 
the functional model of gas exchange discussed in Wanninkhov et al. (2009). Extending the analysis 
of gas exchange to use a functional model could be an interesting extension of this analysis.  
A comparison of the mixed layer depths generated by the biogeochemical model and the Argo 
dataset (using the Holte et al. (2009) algorithm) found some large differences between the Argo 
mixed layer depths and those computed by the biogeochemical model in winter months. A better 
understanding of the physical mechanisms by which wind forcing affects mixing between the surface 
mixed layer and the underlying water would yield a more reliable N​2​O source estimate. Additionally, 
this thesis has not investigated in great detail the uncertainties in the thermal contribution to net 
air-sea flux. One potential avenue could be to conduct a sensitivity study, where different gas 
exchange, thermal mixing and vertical mixing parameterisations are compared to see which 
combination of parameterisations yields the most reliable flux estimate and surface mixed layer 
depth.  
An analysis that incorporates all of the above could build on the work presented in this analysis, and 
yield useful insights into how the various factors that affect top down estimates of the marine N​2​O 
source contribute to the total uncertainty of current estimates. This study has attempted use 
atmospheric modelling in combination to investigate how atmospheric modelling can be used to 
constrain a marine biogeochemical model with atmospheric observations, comparing the results 
obtained using different parametrisations of some of the physical processes effecting the N​2​O 
source. One strength of this thesis, is that there are not that many studies which use atmospheric 
modelling methodologies such as those used in this analysis to investigate uncertainties in the 
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parameterisations of processes responsible for the marine N​2​O source. This study demonstrates that 
such a study could have potential to yield important insights into uncertainties surrounding the N​2​O 
source, if it incorporates the improvements outlined above.  
Finally, it would also be interesting to extend this analysis to other sites. Investigations into the 
AGAGE sites at Mace Head, Trinidad Head and Ragged Point found these sites to be unsuitable for an 
investigation of the N​2​O source using this method, due to the prevailing wind conditions and N​2​O 
source spatial distribution (in the case of Mace Head and Trinidad Head), or due to their lack of 
proximity to any significant N​2​O source (Ragged Point). The AGAGE measurement site at Samoa may 
be more suitable for analysis, as it is far away from any significant landmass and reasonably close to 
an area of high predicted N​2​O source in the Pacific Ocean. Furthermore, the N​2​O source near this 
station may be subject to the influence of El Nino / La Nina cycles. Apart from AGAGE sites, the area 
off the coast of Peru could be an interesting location for further analysis, due to its proximity to a 
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Appendix 
Here is presented a comparison between the Argo mixed layer depths climatology (Holte et al., 
2017) and the mixed layer depths calculated by the biogeochemical model. Vertical mixing of N​2​O is 
the main factor influencing the seasonal cycle of N​2​O, so a correct estimation of the mixed layer 
depth is very important for a correct estimation of the N​2​O flux. The model mixed layer depth 
climatology was calculated as an average mixed layer depth over all years (as was the N​2​O source). 
 
Figure A1: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
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Figure A2: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
right), biogeochemical model estimated N​2​O source (bottom right), for February. 
 
Figure A3 Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom right), 
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Figure A4: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
right), biogeochemical model estimated N​2​O source (bottom right), for April. 
Figure A5: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Model MLD – Argo MLD (bottom 
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Figure A6: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 















Figure A7: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
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Figure A8: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 















Figure A9: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
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Figure A10: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
right), biogeochemical model estimated N​2​O source (bottom right), for October 
Figure A11: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
right), biogeochemical model estimated N​2​O source (bottom right), for November 
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Figure A12: Model predicted mixed layer depth (top left), Argo measured mix layer depth (top right), Argo MLD – Model MLD (bottom 
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