The standard F test for linear restrictions in regression is relevant as a criterion but fails to capture the notion of tradeoff between bias and variance. Average squared distance criteria yield operational tests that are more appropriate, depending upon objectives. In the present paper two alternative criteria are developed. The first allows testing of the hypothesis that the average squared distance of a restricted estimator from the parameter point in k space is less than the average squared distance of the unrestricted, ordinary least squares estimator from the same parameter point. The second sets up a test of betterness of the restricted estimator over the unrestricted estimator of E(YjX), where betterness is again defined in average squared distance. 
(ii) The null hypothesis can ultimately be rejected if the sample size gets large enough-i.e., if x N(u, a2), and p unknown, the chance that we pick p precisely out of the real numbers as a null hypothesis is zero and for jgo = 4u, we can ultimately reject Ho0: = go by reducing a,. (iv) Using the test as a decision rule gives rise to sequential estimators whose properties are formidable and little understood. 2 The remainder of this paper suggests three alternative tests within the classical framework that avoid all except the last of the complaints. The first of these tests has been presented elsewhere and is only reviewed here. The second is not easy to use because considerable computation is required and the test statistic is not amenable to simple tabulation. The third test requires no more computation than provided in standard computer routines and a tabulation of the test statistic is provided in a companion paper [ 
-S-'H(H'S-'H)-(H' -h) and (13) fi = CF2S-1 _ a2S-'H(H'S-'H)-'H'S-.

Thus the mean squared error matrix for /3 is (14) MSEf = c2S-I _ G2S-1H(H'S-1H)-1H'S-1 + S-'H(H'S-'H)-1 (H'/ -h)(H'f -h)'(H'S
tktrS-'H(H'S-'H)-'H'S-'.
Since 0 can be calculated from the nonstochastic variables and whatever set of restrictions are in question, and A is a parameter in a well-defined distribution, the inequality in (19) can be used for testing purposes. That the criterion can be less demanding than the one for which A must be smaller than 4 is illustrated by taking both S and H' as a kth order identity. Such an extreme but admissable case asks only that A be no greater than k/2. However, one should note that there are cases for which 0 < 2. For example, take Computation of 0 in a particular problem setting poses only slight difficulty. However, critical points for the noncentral F are not available over a wide range of the noncentrality parameter, nor would it be economic to do the necessary numerical integration as each case presented itself. Nor, as seen above, is it always the case that 0 < . Even though an approximation is made available in the companion paper [4] . for the noncentral F(0) for various 0, the usefulness of a simpler criterion is apparent.
4.
For ease of subsequent discussion, consider a restatement of the model as Note that for a single restriction the weak and strong mean squared error criteria coincide.
5.
Perhaps the main justification for defining betterness in weak MSE in terms of average squared distance after rotation by the design matrix is the simplicity of the criterion. However, the rotated average squared distance falls within the class of positive definite quadratic loss functions. And some people may be willing to subscribe to the notion that there is really no such thing as an "unweighted" average. Even so, it would be nice to claim that inequalities (36) or (37) insure that the unweighted average squared distance for j2 is smaller than the unweighted average squared distance for b. Such is not the case. However, for those who prefer the unweighted criterion function there is some solace in the following: (i) The criterion A < 2 is sufficient for ,B to be better in unweighted average squared distance and a tabulation of the relevant test statistic is available [12] .
( which is equivalent to the inequalities in (36) and (37).8 Hence, if interest centers on conditional mean forecasting, rather than the ,B vector per se, the criterion A < m/2 is entirely appropriate.
6.
Using the notation of this paper, Table I In conclusion, there is a methodological implication of the formal material presented in this paper favoring simplicity of model construction. Intuition would lead one to believe that there should be a cost to overspecification as well as underspecification of models. Indeed there is, and the cost takes the form of larger variances. It is the purpose of theory not only to count but to avoid double counting. The concentration of this paper on statistical testing is not meant to suggest that all potential restrictions ought to be tested. On the contrary-the results presented here can be interpreted to be in support of simpler specification and bold use of priors.
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