We present a theoretical analysis of the measuring algorithm we use when applying the Diffracto-Astrometry technique to Hubble Space Telescope Wide Field Planetary Camera 2 (WFPC2) saturated stellar images. Theoretical Point Spread Functions (PSFs) were generated using the Tiny Tim software for the four CCDs in the WFPC2 and for some of the available filters.
Introduction
In the past there have been attempts to perform astrometry as well as photometry on saturated sources in Hubble Space Telescope (HST) images. For example, Golimowski et al. (1995) used the diffraction spikes to do astrometry with a precision of 0.5 pixels, Gilliland (2007) proposed a way to calibrate the use of the diffraction spikes to locate the photocentre of a saturated stellar image. Both Gilliland (1994) and Maíz-Apellaníz (2002) have developed somewhat different methods for obtaining photometry of saturated sources on HST images. The results appear promising. However, a definitive technique for obtaining high precision astrometric measurements does not seem to be available.
Diffracto-Astrometry is a technique developed with the intention of making high precision measurements of absolute and relative stellar positions of saturated stellar images (Sánchez et al. 2008 ). To establish a position for a saturated stellar image, Diffracto-Astrometry utilises in principle both the diffraction spikes and the diffraction rings on the PSFs (Sánchez et al. 2011a ), (Olivares et al. 2011) . So far, we have only explored the use of the diffraction spikes to determine the photocentre of saturated stars on HST Wide Field Planetary Camera 2 (WFPC2) images of the Orion Trapezium (OT) see (Sánchez et al. 2011b ).
To investigate the precision with which the measuring algorithm is able to recover the positions of saturated stars on archival observations, we study in this paper the measuring accuracy of the algorithm on WFPC2 simulated saturated images.
In §2 we give a brief presentation of the Diffracto-Astrometry technique and a detailed description of the measuring algorithm; in §3 we determine the accuracy of the measuring algorithm using a series of theoretical PSFs for some filters of the WFPC2; and §4 gives our conclusions.
Difracto-Astrometry Technique and the Measuring Algorithm
Diffracto-Astrometry is a methodology developed by us with the aim of measuring absolute and relative stellar positions, and displacements on diffraction-limited images such as archival HST and also Adaptive Optics (AO) images. Application of this methodology is independent of whether or not the sources are saturated. Successful application of this methodology to saturated images enables us to extract valuable astrometric data from HST archival material.
The application of the Diffracto-Astrometry techniques to the measurement of relative stellar positions on archival HST images requires an algorithm to ensure minimum systematic errors in the results ( (Sánchez et al. 2008) , (Sánchez et al. 2011a) , (Sánchez et al. 2011b) ).
There exist a number of systematic errors associated with the WFPC2 measurements which have been extensively analysed in the past. The most important are: geometric distortion (KozhurinaPlatais, et al. (2003) and Anderson & King (2003) ), the 34th row error (Anderson & King (1999) ), and Charge Transfer Efficiency (CTE) (Holtzman et al. (1995) , Stetson (1998) , Whitmore at al. (1999) , and Dolphin (2000) ).
In our analysis of the OT images, we correct for geometric distortion and the 34th row error using the formulae given in the literature mentioned above. Since the maximum charge loss due to the CTE problem amounts to a maximum ∼ 2% for bright sources, CTE problems are negligible when applying the Diffracto-Astrometry technique.
In what follows we enumerate the steps taken by the measuring algorithm in the determination of the photocentre of an astronomical object.
1. First, we select standard pipeline-calibrated WPCF2 archival files (*.c0f.fits) from the Multimission Archive at STScI (MAST) according to criteria regarding astronomical object, date of acquisition, filter, exposure time and CCD (PC or WF chip). The specific criteria for each one of these categories depends on the particular astronomical aims (e.g. measurement of the separation between multiple stellar systems components at different dates, orbit, and proper motion determinations, etc).
To minimise possible effects of geometrical distortions, the selected images must, preferably, have the astronomical objects as close to the centre of the CCD as possible.
2. As this technique may be used for stellar images that may be saturated or present bleeding, it is necessary to create a mask that identifies the saturated pixels and puts their value at a level which is determined interactively for each image.
3. The angle formed by the CCD rows and the diffraction spikes of the brightest component is measured.
4. A straight line is fitted to each pair of spikes and its intersection is taken as a first approximation of the pixel corresponding to the stellar photocentre. The fitting of each straight line is achieved by means of an iterative method.
5. This pixel is used as the intersection point of a pair of perpendicular straight lines which are used as guidelines for intensity cuts along the spikes. We assume that our initial guess locates the real photocentre within a square 3x3 pixels in size.
6. The faintest, most external point on any one of the diffraction spikes is chosen manually. This point determines the maximum spatial extension, measured from the centre, to which the measuring algorithm is applied to analyse the stellar image.
7. Depending on the intensity modulating pattern of the spikes the algorithm chooses to effect regularly spaced perpendicular cuts across the maximum spatial extension of the diffraction spikes. The maximum spatial extension is variable (from a few to tens of pixels) and depends on the brightness of the diffraction spikes which, in turn, depends on the total amount of energy collected. It also depends on whether or not the spike image overlaps other luminous features (e.g. bleeding, other spikes or stars, etc).
8. To each brightness-cut the algorithm adjusts a Gaussian curve by the Levenberg-Marquardt method (Moré, 1978) . The central point of this Gaussian is taken as the position of the spike on that cut. The obtained central positions and their uncertainties for each cut are corrected for geometrical distortion by the Kozhurina-Platais et al. (2003) method which is an extension of the Anderson & King (2003) geometric solution. The corrected central positions are used to generate a least-squares straight line which we consider as the best position for the diffraction spike. The intersection of the two least-squares lines fitted to both pairs of spikes provides a statistically significant position for the stellar photo-centre.
9. Steps 5 to 8 are now repeated over the 8 surrounding pixels of the point determined in the fourth step, and a new statistically significant central position is determined for each case.
10. These positions are corrected for the 34th row error following Anderson & King (1999) 11. Each one of the nine positions are finally corrected for the measuring algorithm intrinsic errors. The determination of these intrinsic errors is developed in §3.
12. The position which the measuring algorithm provides as the definitive position of a stellar image corresponds to the average of the 9 central positions determined in step 9. The uncertainty of this result corresponds to the standard deviation.
Theoretical Point Spread Functions (PSFs) used to determine the accuracy of the measuring algorithm
It is well known that the shape of the WFPC2 PSF varies across the surface of the CCDs, as well as with the relative orientation of the diffraction spikes with respect to the CCDs' rows. Given that our algorithm is based on the determination of the spike positions to find stellar photocentres, these variations of shape and orientation affect the measurements. In this section, we study the intrinsic errors and determine the accuracy of the measuring algorithm mentioned in §2. To do this, we generate, using the Tiny Tim software (Krist, 1993 (Krist, , 1995 Krist & Hook 2004; Hook & Stoehr 2008) , theoretical PSFs for 9 different, regularly distributed positions on CCD 2 (see Table 1 , and for 16 positions on CCDs 1, 3, and 4 of the WFPC2 (see Table 2 ). We choose a different spatial sampling to investigate whether this has any influence on the results. The Tiny Tim software proves to be particularly useful since it simulates the proper obscuration function and determines field dependent aberrations across the surface of the different CCDs. Moreover, it simulates various effects such as including changes in the shapes of the diffraction rings, squishing of the PSF core, and alteration of the banding patterns in the diffraction spikes ( (Krist & Hook 2004) ).
We used the majority of the filters available with the WFPC2 only for the CCD 2 simulations and the size of each PSF was chosen to be equal to the maximum size which the Tiny Tim software is able to generate for each different filter (see Table 3 ). Appropriate background and saturation levels were added to each generated image. In Fig. 1 we show one of the images generated for CCD 2 for filter F1042M. We chose to show this figure because the diffraction features are much more noticeable for longer wavelength filters; in particular, for this filter there is a broad halo component anomaly which enhances the diffraction features. Since our measuring algorithm is based on the diffraction spikes, the broad halo anomaly of filter F1042M seems to have no effect on the results.
For CCDs 1, 3, and 4 we used fewer filters (see Table 4 ). Fig. 2 shows the image generated for CCD 1 in filter F814W. Again, we present this image because the diffraction patterns are better noticed in the longer wavelength regime. The simulated PSFs images for CCDs 3 and 4 were similar to those presented for CCD 1.
For each one of the theoretical PSFs across the field we determined the photocentre applying the algorithm described in §2. The determinations of the PSF photocentres differ slightly from the theoretical positions.
After having experimented with different polynomial functions, we chose to fit the differences measured for each positional coordinate with the following polynomials which represent a compromise between lower residual values and polynomials that did not produce too many folds in the fitting surface. We also stayed away from higher degree polynomials since, as is well known, anything can be exactly fitted with a high enough degree function:
and
The coefficients of equations (1) and (2) were found following a least-squares procedure. Note that in equation (2) coefficient DY does not appear since a quadratic term in y was not necessary. The values of the coefficients and their peak-to-peak errors for CCD 2 are given in Tables 5 and 6 for the difference in X and Y, respectively, as functions of the filters used.
The values for the transformation coefficients for CCDs 1, 3, and 4 and their peak-to-peak errors are given in Table 7 (for the X differences) and in Table 8 (for the Y differences).
As an example, in Fig. 3 we show vector diagrams made for filter F814W and for the four CCDs in the WFPC2. The vectors represent the differences we find between the theoretical positions and those measured by our algorithm. The differences (in pixels) in X are contained in the range (0.11, 1.48), and in Y (0.02, 0.48). We also present, in Fig. 4 , vector diagrams of the residuals between the measured values and those produced by our fitting functions. The residual values (in pixels) in X are contained in the range (0.06, 0.27), and in Y (0.04, 0.40).
The peak-to-peak errors in the coefficients were calculated by fitting the coefficients to two extreme cases given by the uncertainties provided by the measuring algorithm for each measured position. If we choose to express the errors as the standard deviation, the peak-to-peak errors need to by multiplied by approximately 0.3.
After having performed a statistical analysis of the measuring results for the 77 cases considered (41 filters for CCD2 and 12 filters each for CCDs 1, 3 and 4), we determined that the Diffracto-Astrometry measuring algorithm is able to recover the PSF positions with an accuracy of ±0.1 − ±0.4 pixels both in the X and Y coordinates. The correction to the measuring algorithm presented here should improve this accuracy. A statistical analysis of the residuals provides an indication of the accuracy with which the measuring algorithm is able to obtain the position of a PSF on the surface of the CCD. Table 9 gives the accuracy (standard deviation) for each CCD of the WFPC2. We see that in all cases the accuracy is improved, although for CCD 1 it is substantially larger than for the other CCDs. At present we are investigating the possible causes of this difference, as it might be due to limitations of the PSF modelling process, which includes: limited sampling, wavelength dependence of optical and detector responses, and field dependence of aberrations.
For CCD 2 for which we performed measurements for 41 different filters, there appears to be a slight dependence of the values of the coefficients of transformation on wavelength. To illustrate this dependence we present a figure for the X and Y coefficients for which the dependence is more noticeable. Fig 5 shows the run of the value of the EX transformation coefficient for the X coordinate as a function of wavelength, while Fig. 6 shows the run of the DY coefficient values, also as a function of wavelength.
In a recent paper (Bellini, Anderson & Bedin 2011) , the authors find a different behaviour for very blue and very red stars which they attribute to a chromatic effect induced by fused-silica CCD windows within the optical system, which refract blue and red photons differently and have a sharp increase of the refractive index below 4000Å, however, Tiny Tim does not simulate the effects of CCD windows, so the sharp decline of the value of DY in Fig. 6 cannot be explained in this way. We suspect that the variation of the size of the Tiny Tim simulated PSF with wavelength is, in part, a factor that causes the variation of the values of the transformation coefficients.
To recover the astrometric information it is, therefore, very important to correct the measurements provided by our algorithm using the appropriate coefficients for each CCD and each different wavelength.
Conclusions
In this paper we present an analysis of the ability of the Diffracto-Astrometry measuring algorithm for finding the position of the centre of a saturated stellar image on HST images. As discussed in § 2, the algorithm assumes that the centre of a stellar image coincides with the intersection point of two straight lines which are fitted, following a series of criteria, to the images of the diffraction spikes of a stellar image on a HST exposure.
In § 3 we present PSF simulations with the purpose of finding the accuracy of the measuring algorithm. We located these PSFs on the surface of the different CCDs and then compared their theoretical positions with those found by application of the algorithm. The differences between the measured minus the real value are fitted to a quadratic function of the coordinates, and the transformation coefficients are given in Tables 5, 6 , 7, and 8 for a large number of filters available in the WFPC2. The Diffracto-Astrometry measuring algorithm alone recovers the stellar positions with a precision ±0.1 to ± 0.4 pixels, while after the application of these transformation equations the position is recovered with a precision of a few hundredths of a pixel of the real value (see Table 9 ). For CCDs 2, 3, and 4 the accuracy varies between 0.02 and 0.06 pixels, while for CCD 1 it results in a larger interval (0.09-0.13 pix). At present we believe the difference to be caused by its different sampling rate.
We also found a slight dependence of the values of the transformation coefficients on the wavelength.
To ensure the best possible accuracy, when obtaining astrometric results, the application of the Diffracto-Astrometry technique requires the use of the appropriate coefficients, presented in this work, for each CCD and for each different wavelength.
Further advances and applications of these methods will be published elsewhere.
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