Finite Symmetries of surfaces of $p$-groups of co-class 1 by Sarkar, Siddhartha
ar
X
iv
:1
80
9.
05
22
1v
2 
 [m
ath
.G
R]
  1
7 S
ep
 20
18
Symmetries of surfaces of p-groups of
co-class 1
Siddhartha Sarkar
Abstract
The genus spectrum of a finite group G is a set of integers g ≥ 2 such
that G acts on a closed orientable compact surface Σg of genus g preserving
the orientation. In this paper we complete the study of spectrum sets of
finite p-groups of co-class 1, where p is an odd prime. As a consequence we
prove that likewise the case for p = 2, given an order pn and exponent pe,
there are only three types of genus spectrum in the generic case (other than
two more non-generic case) despite the infinite growth of their isomorphism
types along (n, e). Based on these results we also classify these groups which
has unique stable upper genus σe(p
e) − pe, where σe(p) is the stable upper
solution of the corresponding diophantine equation.
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1. Introduction
Let G denote a finite group and Σg a compact closed orientable surface
of genus g ≥ 0. We say G acts on Σg whenever there is a Riemann
surface structure (X,Σg) on Σg, so that the action is induced by a
faithful and orientation preserving action of G on X . The set sp(G)
denote the set of all g ≥ 2, so that G acts on Σg, and is called the
genus spectrum of G.
Determining the spectrum set sp(G) of G is termed as the Hurwitz
problem in [10]. Solving Hurwitz problem for arbitrary finite groups
require the knowledge of computing the least stable solution of Frobe-
nius problem with arbitrary large number of variables (see [12]), which
is difficult. Hence the spectrum sets are known only for a few finite
groups.
(i) arbitrary finite groups: almost all finite cyclic groups of order pq
[12], metacylic groups of order pq, (p, q distinct primes) [16], some finite
simple groups including half of the sporadic simple groups [11].
2(ii) finite groups of prime power order: cyclic [5], groups with large
cyclic subgroups [9], exponent p and groups of maximal class of order
≤ pp [13], certain abelian groups [11].
The following question emerged from the article [13] : given an order
and an exponent of a finite non-abelian p-group, should the spectrum
set be determined uniquely by the alternating linear map induced by
the commutator map (a, b) 7→ [a, b]?
This intrigued the study of Hurwitz problem on finite p-groups of maxi-
mal class where the alternating linear map is an isomorphism. However,
for odd p it was shown in [13] is the answer to the question is affirma-
tive while |G| ≤ pp. The only counterexample known so far is the case
for p = 2 in the PhD thesis of Talu in 1993 (see [9]). However, while
p = 2, there are only three isomorphism types of p-group of maximal
class, whose structures are well understood and their spectrum sets are
all distinct, which can be calculated from their unique types of pre-
sentations. Also the results in [13] relied on the fact that p-groups of
order ≤ pp are regular, while p is an odd prime. Thus these doesn’t
give much insight if the answer to the question is affirmative or not.
For a finite p-group of maximal class of order pn ≥ p4 and exponent
pe, let G2 = [G,G], G4 = [G,G,G,G]. Consider the maximal subgroup
G1 = CG(G2/G4) of G and for a subset X ⊆ G let ||X|| denote the
set of all order of elements of X . The main result of this paper is the
following and is a summary of the results from sections 4, 5 and 6 :
1.1. Theorem. Let G be a finite p-group of maximal class of order
pn ≥ pp+1 and exponent pe, where p is an odd prime. Then there are
five distinct genus spectrums of G depending on the following types
(Generic cases)
(1) ||G \G1|| = {p},
(2) ||G \G1|| = {p
2},
(3) ||G \G1|| = {p, p
2}, G is not exceptional.
(Non-generic cases)
(4) ||G \G1|| = {p, p
2}, G is p-exceptional,
(5) ||G \G1|| = {p, p
2}, G is p2-exceptional.
The precise description of the spectrums varies depending on ed(G) ≥ 2
or ed(G) = 1, where ed(G) denote the exponent depth of G (see 2.12).
However, we also show that this change occurs only in specific orders pn
3(see 2.11) and hence ed(G) = 1 should also be treated as a non-generic
case. Moreover, it also follows from 2.11 that ed(G) ≥ 2 and ed(G) = 1
cannot happen simultaneously while pn is fixed.
The three generic case parameters can be easily compared to the situa-
tion p = 2 while G is dihedral, quaternion and semi-dihedral 2-groups.
The p-exceptional case occurs while G is metabelian. The techniques
used here are the most general properties and most generic finite pre-
sentations of p-groups of maximal class.
A reduced stable upper genus of a finite group G is a unique (scaled
by the factor pn−e) least integer so that all integers beyond this is a
reduced genus. Using these descriptions of the signatures we proved
that :
1.2. Theorem. The stable upper genus of a finite p-group of maximal
class of order ≥ pp+2 and exponent pe ≥ p3 is a constant σe(p) − p
e if
and only if
(i) p ≥ 5 while ed(G) ≥ 2, and (ii) p ≥ 7 while ed(G) = 1.
The paper is organized as follows : Section 2 discuss all the basic
results required and at the end discuss the useful inequalities connecting
the order and exponent of the p-groups of maximal classes. Section 3
discuss the notion of z-classes and the relevant recent results relating
the notion of p-group of maximal class of exceptional types. Section
4 and 5 describe the detail descriptions of the signatures in the cases
ed(G) ≥ 2 and ed(G) = 1 respectively. Section 6 describe the remaining
case while |G| = pp+1. Using these results, in section 7 we compute the
minimum genus and classify all groups which has stable upper genus
σe(p)−p
e. The final section 8 construct the examples of the p-groups of
maximal class that achieve the spectrums except p2-exceptional type.
Based on the observations we can ask the following question :
Question : Let Gc denote the set of all finite p-groups G of co-class
c := n − cl(G) (cl(G) denote the nilpotency class of G). Does there
exists a function f so that the number of reduced genus spectrums of
G ∈ Gc is bounded by f(c) which depend only on c and the parity of
the prime p?
While translating the question to genus spectrums we also need to bring
up the extra factor pn−e which need to be fixed, where |G| = pn and
exp(G) = pe.
1.3. Notations. Notations used in the paper :
4• Cn denote the cyclic group of order n,
• [H,K] = 〈[x, y] = x−1y−1xy : x ∈ H, y ∈ K〉, where H,K ≤ G,
• γ1(G) = G, γi+1(G) = [γi(G), G] for i ≥ 1,
• Z(G) is the center of G,
• cl(G) is the nilpotency class of G,
• For a finite p-group, Ωk(G) = 〈x ∈ G : |x| ≤ p
k〉,
Ω∗k(G) = 〈x ∈ G : |x| = p
k〉,
✵k(G) = 〈x
pk : x ∈ G〉.
• For a p-group of maximal class of order ≥ p4, c(G) denote the degree
of commutativity of G.
2. Preliminaries
2.1. Groups acting on surfaces. The results of this section are true
for arbitrary finite groups G (see [6]). We restrict ourself to the case
while G is a group with order pn and exponent pe, where p is an odd
prime, n ≥ e ≥ 1 are integers. Then G acts on Σg with orbit space
Σh ∼= Σg/G if and only if
(1) 2(g − 1) = pn
{
2(h− 1) +
e∑
i=1
mi
(
1−
1
pi
)}
and there exists elements a1, b1, . . . , ah, bh, Xij(1 ≤ i ≤ e, 1 ≤ j ≤ mi)
which generate G satisfying conditions
(2) |Xij| = p
i,
h∏
k=1
[ak, bk]
e∏
i=1
mi∏
j=1
Xij = 1
If such happens we call the (e + 1)-tuple (h;m1, . . . , me) a signature
of G. In such a presentation of G, the elements ak, bk are called the
hyperbolic generators, and Xij are called the elliptic generators.
The relation in (2) above involving the product is called the long re-
lation.
Let S(G) denote the collection of all such signatures of G, referred as
the signature spectrum of G.
5If σ = (h;m1, . . . , me) ∈ S(G) we denote by N = N(σ) as
N(σ) =
{
0 if mi = 0 for all 1 ≤ i ≤ e
k if mk 6= 0, mi = 0 for all i > k
Now consider the genus map g: S(G)→ sp(G) defined by
g(h;m1, . . . , me) = p
n−e
{
(h− 1)pe +
e∑
i=1
1
2
(pe − pe−i)mi
}
+ 1
The scaled factor
g˜(h;m1, . . . , me) = (h− 1)p
e +
e∑
i=1
1
2
(pe − pe−i)mi
is called the reduced genus corresponding to the genus g(h;m1, . . . , me).
The set of all reduced genus is denoted by s˜p(G). Following the results
of [6] we have that while p is an odd prime, the image of the reduced
genus map g˜(S(G)) = s˜p(G) is a co-finite subset of the set N of natural
numbers. Similar result holds for p = 2, which require modification
of the factor 2n−e that depends on certain special property of G. The
minimum min sp(G) is called the minimum genus of G denoted by µ(G)
and its scaled factor denoted as µ˜(G), is called the reduced minimum
genus.
Let N≥k denote the subset of N of all integers ≥ k. Since s˜p(G) is a
co-finite subset of N, it contain σ˜(G), called the reduced stable upper
genus which is minimum among all g˜ ∈ s˜p(G) so that N≥g˜ ⊆ s˜p(G).
Scaling back, we have σ(G) = pn−eσ˜(G) + 1, which is called the stable
upper genus of G.
2.2. Finite p-groups of maximal class. A finite p-group G of order
pn, (n ≥ 4) is said to be of maximal class (or co-class 1) if its nilpotency
class cl(G) is n− 1. In this case we have
G/γ2(G) ∼= Cp × Cp, γi(G)/γi+1(G) ∼= Cp for 2 ≤ i ≤ n− 1
The two step centralizers CG(γi(G)/γi+2(G)) induced by the natural
conjugacy action ofG on the quotient group γi(G)/γi+2(G) are maximal
subgroups of G. If we denote G0 := G,G1 = CG(γ2(G)/γ4(G)) and
reset the definitions Gi := γi(G) for i ≥ 2, then Gi/Gi+1 ∼= Cp for each
0 ≤ i ≤ n− 1. Most of the following results are standard and we refer
[3] and [7] for these.
If G is p-group of maximal class, it is well known that it has at the
most two two-step centralizers, namely G1 and CG(Gn−2). If the degree
6of commutativity c(G) = 0 we have G1 6= CG(Gn−2) and they coincide
while c(G) ≥ 1. For small order we have the standard result :
2.3. Lemma. ([7], Thm. 3.3.2) Let G be a p-group of maximal class
of order ≤ pp+1. Then exp(G/Z(G)) = exp(G2) = p.
The elements s ∈ G \ (G1 ∪ CG(Gn−2)) are called the uniform ele-
ments. From Blackburn’s theorem (see [2]) it follows that G always
contain uniform elements. The following standard result will be useful
for us.
2.4. Proposition. ([3], Thm. 3.15) Let G be a p-group of maximal
class of order pn and s ∈ G \ (G1 ∪ CG(Gn−2)). Then we have
(i) CG(s) = 〈s〉Z(G).
(ii) sp ∈ Z(G) and hence |s| ≤ p2. Consequently |CG(s)| = p
2.
(iii) The conjugacy class sG is precisely equal to the coset sG2.
A p-groups G of maximal class is minimally generated by two elements,
G = 〈s, s1〉, where s is an uniform element and s1 ∈ G1\G2. Set s0 := s
and si+1 := [si, s] for i ≥ 1, so that si ∈ Gi \Gi+1.
The finite p-groups of maximal class of order ≤ pp are known to be
regular, while if its order is ≥ pp+1, they are necessarily irregular and
hence has exponent ≥ p2. We summarize some of these properties in
the following. For proof of these see [3], Thm. 4.9 and Exercise 4.1.
2.5. Theorem. Let G be a p-group of maximal class of order pn ≥
pp+1. Then we have :
(i) G is irregular with regular maximal subgroup G1,
(ii) While |G| ≥ pp+2, ✵1(Gi) = Gi+p−1 for every i ≥ 1,
(iii) For each 1 ≤ i ≤ n−p and x ∈ Gi\Gi+1 we have x
p ∈ Gi+p−1\Gi+p.
A consequence of the above theorem using the commutator collection
formula is the following:
2.6. Proposition. ([7], Prop. 3.3.8) If c(G) ≥ 1, then spi si+p−1 ∈ Gi+p
for each i ≥ 2 and sp1sp ∈ Gp+1Gn−1.
2.7. Lemma. ([1], Exercise 2, §9, Vol-1) Let G be a p-group of max-
imal class of order pn ≥ pp+2. Then exp(G) = exp(G1).
7We are going to connect the order pn and the exponent pe of G by some
useful inequality. We introduce the notations:
• for any 0 ≤ i ≤ n− 1, we denote G∗i = Gi \Gi+1.
• for a subset X ⊆ G, we denote ||X|| = {|x| : x ∈ X}.
2.8. Proposition. Let G be a p-group of maximal class of order pn ≥
pp+2. Then ||G∗n−p|| = {p
2} and exp(Gn−p+1) = p.
Proof. If x ∈ G∗n−p we have by 2.5(iii) x
p ∈ G∗n−1. Thus x
p 6= 1 and
xp
2
= 1. Next by 2.5(ii) ✵1(Gn−p+1) = 1. ✷
2.9. Lemma. Let G be a p-group of maximal class of order pn ≥ pp+2.
For any 1 ≤ i ≤ n− 1, let k(i) be the unique integer ≥ −1 satisfying
i+ k(i)(p− 1) ≤ n− p < i+ (k(i) + 1)(p− 1)
then ||G∗i || = {p
k(i)+2}.
Proof. For x ∈ G∗i , repeated use of 2.5(iii) yield x
pk(i) ∈ G∗i+k(i)(p−1)
and xp
k(i)+1
∈ G∗i+(k(i)+1)(p−1). Thus x
pk(i)+1 is a non-trivial element of
Gi+(k(i)+1)(p−1) ⊆ Gn−p+1. Thus by 2.8, |x| = p
k(i)+2. ✷
2.10. Proposition. Let G be a p-group of maximal class of order
pn ≥ pp+2 and exponent pe. Then
1 + (e− 2)(p− 1) ≤ n− p < 1 + (e− 1)(p− 1)
Conversely, if G is a p-group of maximal class of order pn ≥ pp+2, where
n satisfies the above inequality for some positive integer e ≥ 2, then
exp(G) = pe. When this happens, ||G∗1|| = {p
e}.
Proof. Since exp(G) = exp(G1) and G1 is regular, G
∗
1 must contain an
element of order pe. By above lemma k(1) = e− 2 and the inequality
follows. Conversely, when the inequality holds, we have ||G∗1|| = {p
e}.
As G1 is regular, we have exp(G1) = p
e = exp(G). ✷
2.11. Corollary. Let G be a p-group of maximal class of order pn ≥
pp+2 and exponent pe ≥ p2. Then
||G∗i || = {p
N} for each n−N(p− 1) ≤ i ≤ n− (N − 1)(p− 1)− 1
for each N ≤ e− 1, and
||G∗i || = {p
e} for each 1 ≤ i ≤ n− (e− 1)(p− 1)− 1
82.12. Definition. Let G be a p-group of maximal class of order pn ≥
pp+1 and exponent pe ≥ p2 and λ ≥ 1. Then G is said to be of
exponent depth ed(G) = λ if exp(Gλ) = p
e and exp(Gλ+1) ≤ p
e−1.
2.13. Note. ed(G) ≤ n − 2 as the center Z(G) = Gn−1 is cyclic of
order p. Also using 2.3 the conditions e ≥ 2 and ed(G) ≥ 2 forces
n ≥ p+ 2. Hence if G has order pn ≥ pp+2 and exponent pe ≥ p2 then
2 + (e− 1)(p− 1) ≤ logp(|G|) ≤ 1 + e(p− 1)
and ed(G) = 1 if and only if logp(|G|) = 2 + (e − 1)(p − 1). Thus
for the remaining values of n satisfying the inequality we must have
ed(G) = 2. This also shows for each 1 ≤ N ≤ e, we have some i(N) so
that ||G∗i(N)|| = {p
N}. Using regularity of G1 we infer that exp(Gi(N))
= pN .
3. z-classes of p-groups of maximal class
The notion of a z-class in a group is a weaker compared to the notion
of conjugacy class. In general the study of z-classes stems from the
fact that while the number of conjugacy classes are too many, which in
fact is true for finite p-groups, the number of z-classes are somewhat
controlled. Recently in ([4], Thm. A2) it was proved that the number
of z-classes in a finite non-abelian p-group G is the least if and only if
G is of maximal class (up to isoclinism) with G1 abelian, and this least
number is p + 2. Our main interest to develop this section is to get
some clarity on the structures of the z-classes of the uniform elements
beyond the results derived in [4] that will be useful in later sections.
We will start from some definitions.
3.1. Definition. Let G be a group. Two elements g, h ∈ G are called
z-equivalent if there is an x ∈ G such that x−1CG(g)x = CG(h), i.e., the
centralizer subgroups of g and h inG are conjugate inG. Whenever this
happens, we denote it by g ∼z h and say that g and h are z-equivalent
in G.
It is easy to check that ∼z is an equivalence relation and the orbits of
this equivalence are union of some conjugacy classes in G.
3.2. Theorem. Let G be a finite p-group of maximal class of order
pn ≥ p4. Then:
(i) If c(G) ≥ 1, then the normal set G∗0 contain p number of z-classes.
9(ii) If c(G) = 0, then the normal set G \ (G1∪CG(Gn−2)) contain p− 1
number of z-classes.
In either case, for s ∈ G \ (G1 ∪CG(Gn−2)) the z-class of s is given by
∪p−1j=1s
jG2.
Proof : Set T := G \ (G1 ∪ CG(Gn−2)). For any s ∈ T , we know
that sG = sG2 and CG(s) = 〈s〉Z(G) with |CG(s)| = p
2. Two ele-
ments s, s′ ∈ T are z-equivalent if and only if CG(s
′) = g−1CG(s)g =
CG(g
−1sg) for some g ∈ G. Since s′, g−1sg 6∈ Z(G) and CG(s
′) =
〈s′〉Z(G), CG(g
−1sg) = 〈g−1sg〉Z(G), and this happens if and only if
(3) g−1sg = (s′)λz for some 1 ≤ λ ≤ p− 1, z ∈ Z(G), g ∈ G
Now fix elements s ∈ T, s1 ∈ G
∗
1. If c(G) ≥ 1, the normal set T has
precisely p(p− 1) many distinct G-conjugacy classes given by
(sjsj11 )
G = (sjsj11 )G2 (1 ≤ j ≤ p− 1, 0 ≤ j1 ≤ p− 1)
Let two such representatives sjsj11 , s
j′s
j′1
1 satisfy (3) by
sjsj11 [s
jsj11 , g] = g
−1(sjsj11 )g = (s
j′s
j′1
1 )
λz
for some λ ∈ {1, . . . , p − 1}, z ∈ Z(G), g ∈ G. Then sjG1 = s
j′λG1.
Hence j ≡ j′λ mod p. Since sp ∈ Z(G) ⊆ G2, we have s
j1
1 G2 = s
j′1λ
1 G2.
Hence j1 ≡ j
′
1λ mod p. Thus, if two such G-conjugacy class combine
to form a z-conjugacy class, then (j, j1) ≡ (j
′, j′1)λ mod p.
Conversely, if for a pair (j, j1), (j
′, j′1) ∈ F
∗
p × Fp which satisfy (j, j1) ≡
(j′, j′1)λ mod p for some λ ∈ F
∗
p, we have
sjsj11 = s
j′λ+aps
j′1λ+bp
1 = (s
j′s
j′1
1 )
λw
for some integers a, b and some w ∈ G2, since s
p ∈ Z(G) and sp1 ∈ G2.
Now sjsj11 w
−1 ∈ sjsj11 G2 = (s
jsj11 )
G. Hence there exists some g ∈ G
such that
g−1(sjsj11 )g = s
j′s
j′1
1
This proves sjsj11 and s
j′s
j′1
1 are z-conjugate in G. Now, since we have
p−1 many such multiples λ, these together will form p(p−1)
p−1
= pmany z-
classes. The case c(G) = 0 is similar except for the fact that the normal
set T contain (p − 1)2 many conjugacy classes. The last assertion is
now clear. ✷
It is proved in [4], that while G1 is abelian, G has precisely p+2 conju-
gacy classes. The following statement now give the precise description
of these classes.
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Corollary 3.2 : If G is a p-group of maximal class with G1 abelian,
then the z-classes of G are given by Z(G), G1 \Z(G) and the p number
of z-classes in above theorem.
Proof : Since CG(a) = G if and only if a ∈ Z(G), the subgroup Z(G)
form a single z-class. Now let a ∈ G1 \ Z(G). Then CG(a) ⊇ G1.
Since a 6∈ Z(G), this must be equal. This shows CG(a) = G1 for every
a ∈ G1 \ Z(G). Hence G1 \ Z(G) form another z-class. 
The above theorems describe certain homogeneity via F∗p-action among
the uniform elements. These are going to be useful while we construct
these groups in the last section. The study of z-classes give clarity on
the uniform elements of the p-groups of maximal class of exceptional
type as defined below. These require some special attention while we
study the signatures coming from the group action.
3.3. Definition. Let ǫ ∈ {1, 2}. A p-group of maximal class of order
pn is said to be of pǫ-exceptional type if there exists an uniform
element s ∈ G \ (G1 ∪ CG(Gn−2)) with |s| = p
ǫ and for any s1 ∈ G
∗
1,
we have |ss1| 6= p
ǫ. If this does not happen for any ǫ, we will say that
G is not of exceptional type.
3.4. Note. The property of pǫ-exceptional simply means that there is
a unique z-class in the normal set G \ (G1 ∪CG(Gn−2)) represented by
elements of order pǫ. An interesting consequence of p- or p2-exceptional
type is (pa, pb, pc)-generation of G.
3.5. Definition. A p-group G is said to have a (pa, pb, pc)-triple if
there exists elements u, v ∈ G with |u| = pa, |v| = pb, |uv| = pc. A
(pa, pb, pc) triple is called a generating triple if in addition we have
G = 〈u, v〉.
3.6. Note. Using conjugacy, the role of a, b, c in above definition can
be permuted. Whenever ||G∗0|| = {p, p
2} the groupG has (p, p2, pe) gen-
erating triple, i.e., (0; 1, 1, 0, . . . , 0, 1) ∈ S(G) by choosing s ∈ G∗0, s1 ∈
G∗1 with |s| = p, |ss1| = p
2, |s1| = p
e and considering the long relation
s−1·(ss1)·s
−1
1 = 1. Also similar choices can be made to show G has both
(p, p, pe) and (p2, p2, pe)-generating triple while G is not exceptional.
Similarly while ||G∗0|| = {p
ǫ} with ǫ = 1, 2, G has (pǫ, pǫ, pe)-generating
triple. However, we note the following result:
11
3.7. Lemma. Let G be a finite p-group of maximal class of order
pn ≥ pp+2, exponent exp(G) = pe. Suppose ||G∗0|| = {p, p
2}.
(i) If G is of p-exceptional type, it cannot have (p, p, pe) triple.
(ii) If G is of p2-exceptional type, it cannot have (p2, p2, pe) triple.
Proof. (i) Suppose G has such a triple realized as
|u| = p, |v| = p, |ξ| = pe, uvξ = 1
Since G1 is regular, one of u, v must be from G
∗
0. Without loss of
generality assume v ∈ G∗0. Since ξ ∈ G
∗
1 and G is of p-exceptional type,
|vξ| = p2, which is a contradiction. Proof of (ii) is similar. ✷
4. Results on groups of exponent depth ≥ 2
For this section we will always assume G is a finite p-group of maximal
class of order pn ≥ pp+2, with exp(G) = pe ≥ p2 and ed(G) = λ ≥ 2.
Recall that by 2.10 we have ||G∗1|| = {p
e}. We first derive the results
while e ≥ 3 (by 2.13, this mean n ≥ 2p). The situation with e = 2 and
ed(G) ≥ 2 is similar and the results are stated without proof at the
end of this section. We first start with the case h ≥ 2.
4.1. Theorem. Let G be a finite p-group of maximal class of order
pn and exponent exp(G) = pe ≥ p3 and ed(G) ≥ 2.
(a) If h ≥ 2, then for any e-tuple (m1, . . . , me) ∈ N
e
≥0, we have
(h;m1, . . . , me) ∈ S(G).
(b)If h = 1, then for any e-tuple (m1, . . . , me) ∈ N
e
≥0 with me ≥ 1, we
have (1;m1, . . . , me) ∈ S(G).
Proof. (a) Let s ∈ G \ G1, s1 ∈ G1 \ G2. Then G = 〈s, s1〉. Let N
be the largest integer among {1, 2, . . . , e}, such that mN 6= 0. Since
ed(G) ≥ 2 we have ||G∗1|| = {p
e} and consequently by 2.13 and 2.10,
||G∗1+(N−1)(p−1)|| = {p
N} since 1 + (N − 1)(p − 1) ≤ n − 1. Set j =
1+ (N − 1)(p− 1). The element sj = [sj−1, s] ∈ Gj has order p
N . Now
set y = [sj−1, s] and we have a relation
[s1, s1][s, sj−1]y = 1
Since p is odd, using properties of cyclic subgroup 〈y〉, there exist
elements xij(1 ≤ i ≤ N, 1 ≤ j ≤ mi) in 〈y〉 ⊆ G such that |xij | = p
i
12
and
N∏
i=1
mi∏
j=1
xij = y
Replacing y in the previous relation we have
[s1, s1][s, x]
N∏
i=1
mi∏
j=1
xij = 1
Now set a1 = s1 = b1, a2 = s, b2 := x and ai = bi = x for any element
1 6= x ∈ G where i ≥ 3 in case h ≥ 3. Since G = 〈s, s1〉, we have
(h;m1, . . . , me) ∈ S(G).
(b) For any s ∈ G \G1, s1 ∈ G1 \G2 with |[s, s1]| = p
e. Set y := [s1, s].
Then we have the relation [s, s1]y = 1 in G where y has order p
e.
Extending this relation as in (a) we have (1;m1, . . . , me) ∈ S(G). ✷
4.2. Note. The trick of extending generators in the above proof will
be frequently used in the rest of the paper and we will simply refer it
by ”extending generators”.
Note that every uniform element s ∈ G∗0 satisfy s
p ∈ Z(G). Hence
||G∗0|| ⊆ {p, p
2}. Thus we have three possible cases : ||G∗0|| can be
{p}, {p2}, or {p, p2}.
4.3. Theorem. Let G be a finite p-group of maximal class of order
pn and exponent exp(G) = pe ≥ p3 and ed(G) ≥ 2. Let 2 ≤ N < e.
(i) While ||G∗0|| = {p}, we have (1;m1, . . . , mN , 0, . . . , 0) ∈ S(G) if and
only if m1 ≥ 2.
(ii) While ||G∗0|| = {p
2}, we have (1;m1, . . . , mN , 0, . . . , 0) ∈ S(G) if
and only if m2 ≥ 2.
(iii) While ||G∗0|| = {p, p
2}, we have (1;m1, . . . , mN , 0, . . . , 0) ∈ S(G) if
and only if either m1 ≥ 2 or, m2 ≥ 2.
In case N = 1 we have the following :
(i)′ while ||G∗0|| = {p}, or {p, p
2} we have (1;m1, 0, . . . , 0) ∈ S(G) if
and only if m1 ≥ 2.
(ii)′ while ||G∗0|| = {p
2}, we have (1;m1, 0, . . . , 0) 6∈ S(G).
Proof. Case-I : N ≥ 3
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(Necessity) In the following we assume (1;m1, . . . , mN , 0, . . . , 0) ∈ S(G)
realized by the generating set
(4) Λ = {a1, b1, Xij(1 ≤ i ≤ N, 1 ≤ j ≤ mi)}
that satisfy
(5) |Xij | = p
i, [a1, b1]
N∏
i=1
mi∏
j=1
Xij = 1, 〈Λ〉 = G
Reading the above long relation modulo G2, it follows that the product
of the elliptic generators from G∗0 belong to G2, as ||G
∗
1|| = {p
e}.
Using Burnside’s basis theorem, Λ must contain a pair of elements say
u, v with G = 〈u, v〉 (We will refer these as generating pairs). Thus
either u, v ∈ G∗0, or u ∈ G
∗
0, v ∈ G
∗
1.
If these elements are the hyperbolic generators a1, b1, then using com-
mutator identities we may assume a1 ∈ G
∗
0, b1 ∈ G
∗
1. Now using 2.10,
we have |[a1, b1]| = p
e. If all the elliptic generators Xij ∈ G1, this
contradict N < e using regularity of G1. Hence some of Xij must be
from G∗0. Also since G1✂G maximal subgroup, using the long relation
it follows that at least two of Xij belong G
∗
0.
Now note that in case there are three elliptic generators are from G∗0,
the necessary part follows in each of (i)-(iii), since ||G∗0|| ⊆ {p, p
2}.
Hence assume that there are exactly two of the elliptic generators are
from G∗0, say x1 = Xi1j1, x2 = Xi2j2, where i1, i2 ∈ {1, 2}. We need to
show i1 = i2. Suppose this is not true, and w.l.g. assume i1 = 1, i2 = 2.
Using the long relation, conjugacy if necessary and combining the rest
of the generators we reduce to the equation
(6) x1x2y = 1
for some y ∈ G2. Using 2.4, this means x
−1
1 is a conjugate of x2. This
contradicts |x1| = p, |x2| = p
2.
Now suppose the elements a1, b1 are not the generating pairs of G. First
consider the case : one of a1, b1, say u = a1 ∈ G
∗
0 and b1 ∈ G so that
a1, b1 are linearly dependent mod G2 over Fp.
While b1 ∈ G
∗
0, we may write b1 = a
j
1w for some 0 ≤ j ≤ p−1, w ∈ G1.
Then [a1, b1] = [a1, w]. It follows from equations (1), (2), that in such
situation we may replace (a1, b1) by (a1, w). Since (a1, w) is not a
generating pair, we must have w ∈ G2. Hence we may assume that
a1 ∈ G
∗
0, b1 ∈ G2.
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In this situation, the other element v of the generating pair is one of
the elliptic generators. Now if v ∈ G∗1, this would contradict N < e
as ||G∗1|| = {p
e}. Hence v ∈ G∗0. Using the long relation it follows
that at least two elliptic elements must be from G∗0 which proves the
necessity in (i) and (ii). If there are three such elements the necessary
condition in (iii) follows. Now in case (iii), if there are only two elliptic
generators from G∗0, then as argued above, they must be of same order.
This shows (iii) is necessary.
Now assume a1 ∈ G
∗
1 and b1 ∈ G1 and they are not generating pairs.
Using the above arguments, we may assume b1 ∈ G2. Then as before
at least two of the elliptic generators must be from G∗0. In case there
are three of them, we are done. Else, we arrive at a contradiction using
2.4.
(Sufficiency) In each case pick a pair s ∈ G∗0, s1 ∈ G
∗
1 and an element
x ∈ G2 with |x| = p
N . Then the set
Λ = {a1 = s1, b1 = s1, x1 = s
−1, x2 = sx
−1, y = x}
generate G and satisfy the long relation. In case (i) |s| = p and x2 =
sx−1 is conjugate to s as x−1 ∈ G2, by 2.4 and hence |x2| = p. Now ex-
tending the generators if necessary we realize (1;m1, . . . , mN , 0, . . . , 0) ∈
S(G). The case (ii) is similar with |x1| = |x2| = p
2. In case (iii) we
may choose s with either |s| = p or |s| = p2.
Case-II : N = 1, 2
While N = 2, as seen above we have either m1 ≥ 2 or m2 ≥ 2 is
necessary. Now if ||G∗0|| = {p
2}, the generating set
Λ′ = {a1 = s1, b1 = s1, x1 = s, x2 = s
−1}
can be extended to obtain the corresponding σ ∈ S(G) with the min-
imal condition m2 ≥ 2. If ||G
∗
0|| = {p}, the above set Λ with minimal
condition m1 ≥ 2 works. While ||G
∗
0|| = {p, p
2}, we require either
m2 ≥ 2 or m1 ≥ 2, m2 ≥ 1 (as m2 6= 0) and obtain the corresponding
generating sets Λ′ or Λ respectively.
Finally when N = 1, and p ∈ ||G∗0|| we simply use Λ
′ as above. In
this situation if ||G∗0|| = {p
2}, as seen before m2 6= 0 is necessary. This
completes the proof. ✷
The following results do not use the condition ed(G) ≥ 2, and hence
could be used if we ensure exp(G) ≥ p3. This will be useful for the
case ed(G) = 1 in the next section.
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4.4. Theorem. Let G be a finite p-group of maximal class of or-
der pn and exponent exp(G) = pe ≥ p3. Consider the tuple σ =
(0;m1, m2, . . . , me) with me ≥ 1.
(i) If ||G∗0|| = {p}, we have σ ∈ S(G) if and only if m1 ≥ 2.
(ii) If ||G∗0|| = {p
2}, we have σ ∈ S(G) if and only if m2 ≥ 2.
(iii) If ||G∗0|| = {p, p
2}, we have σ ∈ S(G) if and only if (m1, m2) satisfy
either m1 ≥ 1, m2 ≥ 1 or one of the following
(a) m2 ≥ 2 if G is of p-exceptional type,
(b) m1 ≥ 2 if G is of p
2-exceptional type,
(c) either m1 ≥ 2 or m2 ≥ 2 if G is not of exceptional type.
Proof. The sufficiency follows from the note 3.4. We need to prove
the necessity of the conditions.
Let σ ∈ S(G) is realized by a generating set
(7) Λ = {Xij : 1 ≤ i ≤ e, 1 ≤ j ≤ mi}
that satisfy
(8) |Xij | = p
i,
e∏
i=1
mi∏
j=1
Xij = 1, 〈Λ〉 = G
As seen before we must have at least two elliptic generators u, v ∈ G∗0
with G = 〈u, v〉. In the first two cases we must have |u| = pǫ = |v|
where ||G∗0|| = {p
ǫ}. In case (iii) while |u| = p, |v| = p2 we see that
m1 ≥ 1, m2 ≥ 1. Also, while G is not of exceptional type, using 3.4,
we have either m1 ≥ 2 or m2 ≥ 2. In case G is of p-exceptional
type, two generator of order p cannot generate G, by 3.4. Thus either
m1 ≥ 1, m2 ≥ 1, or else m2 ≥ 2. Similarly while G is of p
2-exceptional
type, we have either m1 ≥ 1, m2 ≥ 1, or else m1 ≥ 2. This completes
the proof. ✷
4.5. Theorem. Let G be a finite p-group of maximal class of or-
der pn and exponent exp(G) = pe ≥ p3. Consider the tuple σ =
(0;m1, m2, . . . , mN , 0, . . . , 0) with mN ≥ 1 and N < e.
(i) If ||G∗0|| = {p}, we have σ ∈ S(G) if and only if m1 ≥ 3.
(ii) If ||G∗0|| = {p
2}, we have σ ∈ S(G) if and only if m2 ≥ 3.
(iii) If ||G∗0|| = {p, p
2}, we have σ ∈ S(G) if and only if (m1, m2) satisfy
(a) m1 ≥ 1, m2 ≥ 2 if G is of p-exceptional type,
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(b) m1 ≥ 2, m2 ≥ 1 if G is of p
2-exceptional type,
(c) either of the conditions in (a) or (b) if G is not of exceptional type.
Proof. (Necessity) As seen in the proof of 4.4 we require two elliptic
generators u, v ∈ G∗0 with G = 〈u, v〉. Now N < e implies that the
elliptic generators are either from G∗0 or are from G2. Since u, v are
linearly independent modulo G2 over Fp, from long relation it follows
that there must be at least three of them from G∗0. The remaining
argument of necessary part is similar as in the previous theorem.
For sufficiency while N > 2, we first pick any element x ∈ G2 with
|x| = pN . Now choose s ∈ G∗0, s1 ∈ G
∗
1 and set the four generators
x1 = s, x2 = ss1, x3 = (s
2s1)
−1x−1, x4 = x
which satisfy the criterion. In case N = 1, 2 we can generate G simply
by setting the three generators
x1 = s, x2 = ss1, x3 = (s
2s1)
−1
✷
We summarise these in the following:
4.6. Theorem. Let G be a finite p-group of maximal class of order
pn and exponent exp(G) = pe ≥ p3 and ed(G) ≥ 2, where p is an odd
prime. Let g˜ ≥ 1. Then g˜ is a reduced genus of G if and only if it
satisfies
(9) g˜ + pe = hpe +
e∑
i=1
1
2
(pe − pe−i)mi
and the data σ = (h;m1, m2, . . . , me) satisfies at least one of the con-
ditions of the Table 1.
Now we discuss the case exp(G) = p2 and ed(G) ≥ 2. Therefore, the
following theorem cover all cases with pp+2 ≤ |G| ≤ p2p−1. The proof
is similar to the above results.
4.7. Theorem. Let G be a finite p-group of maximal class of or-
der pn ≥ pp+2 and exponent exp(G) = p2. Suppose that G has
exponent depth ed(G) ≥ 2. Then the following statements hold for
σ = (h;m1, m2) :
(i) If h ≥ 2, then for any e-tuple (m1, m2), we have (h;m1, m2) ∈ S(G).
(ii)If h = 1, then for any e-tuple (m1, m2) with m2 ≥ 1, we have
(1;m1, m2) ∈ S(G).
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Table 1.
h N xN property of G
≥ 2 0 0 -
6= 0 - -
1 e - -
2 ≤ N ≤ e− 1 m1 ≥ 2 ||G
∗
0|| = {p}
m2 ≥ 2 ||G
∗
0|| = {p
2}
m1 ≥ 2 or m2 ≥ 2 ||G
∗
0|| = {p, p
2}
1 m1 ≥ 2 p ∈ ||G
∗
0||
0 e m1 ≥ 2 ||G
∗
0|| = {p}
m2 ≥ 2 ||G
∗
0|| = {p
2}
m1 +m2 ≥ 2 ||G
∗
0|| = {p, p
2}, not exceptional
m1 ≥ 1, m2 ≥ 1 or m2 ≥ 2 ||G
∗
0|| = {p, p
2}, p-exceptional
m1 ≥ 1, m2 ≥ 1 or m1 ≥ 2 ||G
∗
0|| = {p, p
2}, p2-exceptional
N ≤ e− 1 m1 ≥ 3 ||G
∗
0|| = {p}
m2 ≥ 3 ||G
∗
0|| = {p
2}
m1 +m2 ≥ 3 ||G
∗
0|| = {p, p
2}, not exceptional
m1 ≥ 1, m2 ≥ 2 ||G
∗
0|| = {p, p
2}, p-exceptional
m1 ≥ 2, m2 ≥ 1 ||G
∗
0|| = {p, p
2}, p2-exceptional
(iii) (1;m1, 0) ∈ S(G) if and only if m1 ≥ 2 and ||G
∗
0|| = {p}.
(iv) (0;m1, m2) ∈ S(G) with m2 ≥ 1 if and only if m1 ≥ 2.
(v) (0;m1, 0) ∈ S(G) if and only if m1 ≥ 3 and ||G
∗
0|| = {p}.
5. Results on groups of exponent depth 1
Groups of exponent depth one is one of the non-generic case as we have
seen that this occurs only while |G| attain specific values (see 2.13). In
this situation we separate two cases :
(i) groups of order pp+1, where we may have c(G) = 0, which is difficult
to analyse compared to the case c(G) ≥ 1, and
(ii) groups of order ≥ pp+2 which always comes with c(G) ≥ 1.
In the first case we always have ed(G) = 1 which follows from 2.3
and the fact they are always irregular and hence have exponent p2. In
either situation we have exp(G2) = p
e−1 by 2.13. Also using 2.11 we
have ||G∗i || = {p
e} if and only if i = 1.
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Another interesting consequence of ed(G) = 1 is that while |G| ≥ pp+2
we must have exp(G) ≥ p3, which follows from 2.13.
5.1. Note. We will notice in the following theorems that in these
groups we do not have any particular advantage while we consider
(h;m1, . . . , me) with h ≥ 2 and mi 6= 0 for some i against the situation
h ≤ 1 (compare 4.1). Thus we divide the results based on whether
me = 0 and me 6= 0. The first result deals with the case h,me ≥ 1.
5.2. Theorem. Let G be a finite p-group of maximal class of order
pn ≥ pp+2 and exponent exp(G) = pe and ed(G) = 1. Consider the
tuple (h;m1, . . . , me) with h ≥ 1 and me ≥ 1. Then
(i) If me ≥ 2, then σ ∈ S(G).
(ii) If me = 1, then σ ∈ S(G) if and only if
(a) m1 ≥ 2 while ||G
∗
0|| = {p},
(b) m2 ≥ 2 while ||G
∗
0|| = {p
2},
While ||G∗0|| = {p, p
2} we have,
(c) either of the conditions in (a) or (b) or m1 ≥ 1, m2 ≥ 1 if G is not
exceptional,
(d) either m1 ≥ 1, m2 ≥ 1 or condition in (b) while G is p-exceptional,
(e) either m1 ≥ 1, m2 ≥ 1 or condition in (a) while G is p
2-exceptional.
Proof. (i) This can done using the generating set
Λ = {a1 = s = b1, Xe1 = s1, Xe2 = s
−1
1 }
by choosing any s ∈ G∗0, s1 ∈ G
∗
1 with |s1| = p
e and extending if
necessary.
Necessity of (ii) : Let Λ be a generating set of G corresponding to
the signature (h;m1, . . . , me−1, 1) with h ≥ 1. Since G1 is regular and
me = 1 we arrive at a contradiction if all elliptic generators are from
G1. In this situation the single elliptic generator of order p
e is from G∗1.
Thus at least two elliptic generators are from G∗0. Since ||G
∗
0|| ⊆ {p, p
2}
we need m1 +m2 ≥ 2. This immediately proves the necessity of (ii)(a)
and (b).
To prove the necessity of (ii)(c)-(e) to need to check while G is p-
exceptional, m2 = 0 is not possible (similarly while G is p
2-exceptional
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m1 6= 0). If m2 = 0, me = 1, the long relation reduces to
u1 . . . ukv = 1
where ui ∈ G
∗
0, |ui| = p for each i and |v| = p
e, since all elements of
order ≥ p3 are from G1 which is regular. Since G is p-exceptional,
using 3.2 there exists a s ∈ G∗0 with |s| = p so that each ui are of the
form ui = s
tiwi with 1 ≤ ti ≤ p − 1 and wi ∈ G2. Using commutator
identities the above equation reduces to
st1+...+tkw′ = v−1
for some w′ ∈ G2. Since v ∈ G
∗
1, we must have t1 + . . . + tk ≡ 0 mod
p. But sp ∈ Z(G) ⊆ G2. This implies v ∈ G2, a contradiction. Similar
argument works for p2-exceptional case.
(Sufficiency) For (ii)(a)-(b) choose any s ∈ G∗0, s1 ∈ G
∗
1,e and consider
Λ1 = {Xi1 = s,Xi2 = s
−1s1, Xe1 = s
−1
1 }
where i = 1 in (a) and i = 2 in (b). Now these generators can be
extended. While ||G∗0|| = {p, p
2}, the sufficiency of m1 ≥ 1, m2 ≥ 1
follows from 3.6. While G is exceptional we can use Λ1 with suitable
generators and extend if necessary. ✷
5.3. Theorem. Let G be a finite p-group of maximal class of order
pn and exponent exp(G) = pe and ed(G) = 1. Consider the tuple
σ = (h;m1, . . . , mN , 0, . . . , 0) where 0 ≤ N = N(σ) < e and h ≥ 1.
(i) While N = 0, we have σ ∈ S(G) if and only if h ≥ 2.
(ii) For N = 1, we have
(a) If p ∈ ||G∗0||, σ ∈ S(G) if and only if either h ≥ 2 or m1 ≥ 2.
(b) If ||G∗0|| = {p
2}, σ ∈ S(G) if and only if h ≥ 2.
(iii) For N ≥ 2, we have
(a)′ while ||G∗0|| = {p}, σ ∈ S(G) if and only if either h ≥ 2 or m1 ≥ 2.
(b)′ while ||G∗0|| = {p
2}, we have σ ∈ S(G) if and only if either h ≥ 2
or m2 ≥ 2.
(c)′ While ||G∗0|| = {p, p
2}, we have σ ∈ S(G) if and only if either of
h ≥ 2, m1 ≥ 2 or, m2 ≥ 2 holds.
Proof. (i) is immediate as G is minimally 2-generated.
(ii) The necessity of (a) follows from the same reason that G is mini-
mally 2-generated, which implies σ 6∈ S(G) while h = 1, m1 = 1. We
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need to prove while ||G∗0|| = {p
2} and h = 1, σ 6∈ S(G). Suppose σ =
(1;m1, 0, . . . , 0) ∈ S(G). Then G is generated by a1, b1, X11, . . . , X1m1
satisfying the long relation
[a1, b1]X11 . . .X1m1 = 1
Since ||G∗1|| = {p
e}, the elliptic generators X1i ∈ G2 for each i. Now
G2 = Φ(G), the Frattini subgroup of G and hence G = 〈a1, b1〉. But in
this situation [a1, b1] ∈ G
∗
1, a contradiction.
For sufficiency of (ii)(a) while h ≥ 2, let s ∈ G∗0, s1 ∈ G
∗
1 and using 2.13
choose x ∈ G1 so that |[s, x]| = p. Then construct the generating set
Λ = {a1 = s1 = b1, a2 = s, b2 = x,X11 = [s, x]
−1}
While p ∈ ||G∗0|| and m1 ≥ 2, choose any s ∈ G
∗
0, s1 ∈ G
∗
1 with |s| = p.
Then construct the generating set
Λ1 = {a1 = s1 = b1, X11 = s,X12 = s
−1}
(iii) (Necessity) Assume h = 1 and we will prove the conditions in each
case is necessary. Suppose σ ∈ S(G) is realized by a generating set
Λ = {a1, b1, Xij (1 ≤ i ≤ N, 1 ≤ j ≤ mi)}
which satisfies the required conditions. Since ||G∗1|| = {p
e} the elements
Xij ∈ G
∗
0 ∪ G2. Now we need some Xij ∈ G
∗
0, otherwise G = 〈a1, b1〉
and hence |[a1, b1]| = p
e, a contradiction using regularity of G1. Using
long relation, at least two of the elliptic generators must be from G∗0.
But if exactly two of them are from G∗0, using conjugacy of uniform
elements, their order must be the same. Hence either we have m1 ≥ 2
or m2 ≥ 2, or three of the elliptic generators must be from G
∗
0. This
proves the conditions in (iii) are necessary.
(sufficiency) While h ≥ 2, choose s ∈ G∗0, s1 ∈ G
∗
1 and x ∈ G1 so that
|[s, x]| = pN . Then construct the generating set
Λ = {a1 = s1 = b1, a2 = s, b2 = x,XN1 = [s, x]
−1}
and extend if necessary. While h = 1, N ≥ 3, with choose s ∈ G∗0, s1 ∈
G∗1 and x ∈ G1 with |x| = p
N and construct
Λ1 = {a1 = s1 = b1, Xi1 = s,Xi2 = s
−1x,XN1 = x
−1}
where i = 1 or 2 depending on p or p2 ∈ ||G∗0||. While h = 1, N = 2,
corresponding to m1 ≥ 2 we may use Λ1 again. While h = 1, N = 2,
corresponding to m2 ≥ 2 we choose s ∈ G
∗
0, s1 ∈ G
∗
1 and construct
Λ3 = {a1 = s1 = b1, X21 = s,X22 = s
−1}
Finally, extend either of them whenever necessary. ✷
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Table 2.
N h mN property of G
0 ≥ 2 0 -
e ≥ 1 ≥ 2 -
1, m1 ≥ 2 ||G
∗
0|| = {p}
1, m2 ≥ 2 ||G
∗
0|| = {p
2}
1, m1 +m2 ≥ 2 ||G
∗
0|| = {p, p
2}, not exceptional
1, m1 +m2 ≥ 2, m2 ≥ 1 ||G
∗
0|| = {p, p
2}, p-exceptional
1, m1 +m2 ≥ 2, m1 ≥ 1 ||G
∗
0|| = {p, p
2}, p2-exceptional
2 ≤ N ≤ e− 1 h ≥ 2 - ||G∗0|| = {p}
h = 1 m1 ≥ 2 ||G
∗
0|| = {p}
h ≥ 2 - ||G∗0|| = {p
2}
h = 1 m2 ≥ 2 ||G
∗
0|| = {p
2}
h ≥ 2 - ||G∗0|| = {p, p
2}
h = 1 m1 ≥ 2 or m2 ≥ 2 ||G
∗
0|| = {p, p
2}
1 h ≥ 2 - p ∈ ||G∗0||
h = 1 m1 ≥ 2 p ∈ ||G
∗
0||
h ≥ 2 - ||G∗0|| = {p
2}
5.4. Note. Finally we come to the part when σ ∈ S(G) has h = 0.
While ed(G) = 1, and |G| ≥ pp+2, we have exp(G) ≥ p3. Thus all
results (Thm. 4.4 and 4.5) corresponding to h = 0 as discussed in the
previous section is identical. We summarise these in the following:
5.5. Theorem. Let G be a finite p-group of maximal class of order
pn and exponent exp(G) = pe ≥ p3 and ed(G) = 1, where p is an odd
prime. Let g˜ ≥ 1. Then g˜ is a reduced genus of G if and only if it
satisfies
(10) g˜ + pe = hpe +
e∑
i=1
1
2
(pe − pe−i)mi
and the data σ = (h;m1, m2, . . . , me) satisfies at least one of the condi-
tions of the Table (2) or at least one of the Table (1) (section 4) while
h = 0 :
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6. Results on groups of order pp+1
The groups of order pp+1 necessarily has exp(G) = p2. This case is
somewhat special as the usual periodicity of exponent doesn’t hold
here. In this case we have exp(G2) = p by 2.3. However, both possibil-
ities exp(G1) = p and exp(G1) = p
2 are possible. While exp(G1) = p
we have ed(G) ≥ 2 and while exp(G1) = p
2, we have ed(G) = 1. In
either case, the results are somewhat similar to the case ed(G) = 1 as
we will see now.
While |G| = pp+1, we have to incorporate both scenarios c(G) = 0 and
c(G) ≥ 1. Here we denote G∗∗0 := G \ (G1 ∪ CG(Gp−1)). The rest of
the notations G∗i (i ≥ 1) is same as before. We start with the following
observation.
6.1. Lemma. Let G be p-group of maximal class of order pp+1 and
c(G) = 0 and ǫ ∈ {1, 2}. If pǫ ∈ ||G∗0 \G
∗∗
0 ||, then ||G
∗
0 \G
∗∗
0 || = {p
ǫ}.
Proof. First note that the maximal subgroup CG(Gp−1) has order p
p
and hence is regular. Now the normal set G∗0 \ G
∗∗
0 = CG(Gp−1) \ G2.
If s′ ∈ CG(Gp−1) \G2 we have
CG(Gp−1) \G2 =
p−1⋃
j=1
s′
j
G2
Now suppose |s′| = p2 for some s′ ∈ CG(Gp−1) \G2. Then |s
′j| = p2 for
every 1 ≤ j ≤ p − 1. Since CG(Gp−1) is regular and exp(G2) = p, all
the elements of the normal set s′jG2 has order p
2. The proof is same
while |s′| = p as all the elements of s′jG2 are non-trivial. ✷
6.2. Theorem. Let G be p-group of maximal class of order pp+1 and
exp(G1) = p. Then (h;m1, m2) ∈ S(G) if and only if these satisfy
either of the conditions of the following Table (3) :
Proof. The sufficient part is routine construction as seen before. We
prove only the necessity. Let σ = (h;m1, m2) ∈ S(G). If N(σ) =
0, then h ≥ 2 is necessary, since G is non-abelian and minimally 2-
generated.
Now let h ≥ 1 and N(σ) = 2. We need to show either m2 ≥ 2, or
m2 = 1, m1 ≥ 2. If this is not true we must have (h; 1, 1) ∈ S(G)
achieved by
Λ = {a1, b1, . . . , ah, bh, X11, X21}
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Table 3.
h N mN property of G
≥ 2 0 0 -
≥ 1 2 ≥ 2 -
1, m1 ≥ 2 -
1 - -
0 2 m2 ≥ 3 ||G
∗
0|| = {p
2}
m1 ≥ 2 ||G
∗
0|| = {p, p
2}, p2-exceptional
m2 ≥ 2 ||G
∗
0|| = {p, p
2}, p-exceptional
m1 ≥ 2 or m1 ≥ 1, m2 ≥ 2 ||G
∗
0|| = {p, p
2}, not exceptional
Since G1 is regular and has exp(G1) = p, we must have X11, X21 ∈ G
∗
0.
The long relation now reduces toX11X21 ≡ 1 modG2. Now if c(G) ≥ 1,
this is a contradiction as seen before. So assume c(G) = 0. Then, if
X21 ∈ G
∗∗
0 , i.e., X21 is an uniform element, so must be X11 and these
two are conjugate to each other, a contradiction.
Thus X21 ∈ G
∗
0\G
∗∗
0 . But this means X
−1
11 ∈ G
∗
0\G
∗∗
0 . This contradicts
the lemma 6.1. The proof of the necessity of the case h = 0 is same as
before. ✷
The proof of the next result is similar to the case ed(G) = 1 and we
omit the proof.
6.3. Theorem. Let G be p-group of maximal class of order pp+1 and
exp(G1) = p
2. Then (h;m1, m2) ∈ S(G) if and only if these satisfy
either of the conditions of the following Table (4) while h ≥ 1 or one
of the conditions in the Table (3) or Table (4) while h = 0 :
Table 4.
h N mN property of G
≥ 2 0 0 -
≥ 1 2 ≥ 2 -
1, m1 ≥ 2 -
1 - -
0 2 m1 ≥ 2 ||G
∗
0|| = {p}
1 m1 ≥ 3 ||G
∗
0|| = {p}
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7. Computing spectrums
We first start with computing the reduced minimum genus of the
groups. We will notice in the proofs that the condition on ed(G) does
not play much role here.
7.1. Theorem. Let G be a finite p-group of maximal class of order
pn ≥ pp+2 and exponent exp(G) = pe ≥ p3, where p is an odd prime.
Then the reduced minimum genus of G is given by
µ˜(G) =

1
2
(p− 3)pe−1 if p ∈ ||G∗0||, G not exceptional, p ≥ 5,
1
2
(p2 − 3)pe−2 if ||G∗0|| = {p
2},
1
2
(p2 − p− 2)pe−2 if G is p-exceptional,
1
2
(p2 − 2p− 1)pe−2 if G is p2-exceptional.
Proof. In all the cases the minimum reduced genus is represented by
a signature σ ∈ S(G) with h = 0. As noted in 5.4, this situation
is only dependent on exp(G) ≥ p3 and not on the ed(G), we simply
need to specify the signatures in each such scenario. We mention these
signatures σm here. The calculations are straightforward:
σm =

(0; 3, 0, . . . , 0) if p ∈ ||G∗0||, G not exceptional, p ≥ 5,
(0; 0, 3, 0, . . . , 0) if ||G∗0|| = {p
2},
(0; 1, 2, 0, . . . , 0) if G is p-exceptional,
(0; 2, 1, 0, . . . , 0) if G is p2-exceptional
✷
7.2. Theorem. Let G be a finite 3-group of maximal class of order
3n ≥ 35 and exponent exp(G) = pe ≥ 27. Then the reduced minimum
genus of G is given by
µ˜(G) =
{
3e−1 if ||G∗0|| = {3},
3e−2 if ||G∗0|| = {3, 9}, G not exceptional.
Proof. The first case is realized by σm = (0; 4, 0, . . . , 0). The second
case is realized by σm = (0; 2, 1, 0, . . . , 0). ✷
To compute the stable upper genus of the spectrum we consider the
diophantine equation given by
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(11) N = peh+
1
2
e∑
i=1
(pe − pe−i)xi
Consider the set Ωe(p) of all solutions of (1) with integer variables
h ≥ 0, xi ≥ 0 for each i. For such a realizable N we may have the
unique p-adic expansion
2N = a0 + a1p+ . . .+ ae−1p
e−1 + aep
e
with the coefficients satisfying 0 ≤ ai < p for 0 ≤ i ≤ e− 1 and ae ≥ 0.
In this expression denote by τ(N) = j so that aj is the first non-zero
coefficient. Now write Se(2N) =
∑e
i=0 ai and we have the following
result :
7.3. Theorem. (Thm. 3.1, [5])
Ωe(p) = {N ∈ N : Se(2N) ≥ (e− τ(N))(p− 1)}
Let σe(p) denote the smallest stable solution of (1), i.e., it is minimal
with the condition that every N ≥ σe(p) satisfy N ∈ Ωe(p). Then we
know that :
7.4. Theorem. (Cor. 3.2, [5])
σe(p) =
1
2
[
e(p− 1)pe − 3(pe − 1)
]
In fact the integer σe(p) has the solution in (11) given by
h = 0, x1 = p− 1, . . . , xe−1 = p− 1, xe = p− 3
Now we proceed to compute the stable upper genus. From the descrip-
tion of solutions of the equations as above, the tables (1) and (2) in
the previous sections shows certain minimality of the signatures whose
reduced genus belong to a particular congruence class mod pk, which
we will discuss now.
Let G be a group of order pn and exponent pe. Consider a signa-
ture σ = (h;m1, . . . , mN , 0, . . . , 0) ∈ S(G) with mN ≥ 1. Extend-
ing the corresponding generating set for σ we know that any tuple
σ′ = (h′;m′1, . . . , m
′
N , 0, . . . , 0) with the conditions
h′ ≥ h,m′1 ≥ m1, . . . , m
′
N ≥ mN
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satisfy σ′ ∈ S(G). Now we have
g˜(σ) = (h− 1)pe +
1
2
N∑
i=1
(pe − pe−i)mi ∈ s˜p(G)
This reduced genus is a multiple of pe−N and while this happen we will
call it a reduced genus of class mod pe−N . Dividing by pe−N we
have
p−(e−N)g˜(σ) = (h− 1)pN +
1
2
N∑
i=1
(pN − pN−i)mi
Now any integer L ∈ ΩN(p) is expressed as
L = pN t′ +
1
2
N∑
i=1
(pN − pN−i)x′i
for t′ ≥ 0, x′i ≥ 0. Adding above equations we have
p−(e−N)g˜(σ) + L = (h + t′ − 1)pN +
N∑
i=1
(pN − pN−i)(mi + xi)
Multiplying by pe−N we obtain
g˜(σ) + pe−NL = (h+ t′ − 1)pe +
N∑
i=1
(pe − pe−i)(mi + xi)
This shows for every L ∈ ΩN (p) we have g˜(σ) + p
e−NL ∈ s˜p(G). We
will call the signatures σ′ that arise this way belong to the cone in
S(G) generated by σ, denoted by C(σ), i.e.,
C(σ) = {(h′;m′1, . . . , m
′
N , 0, . . . , 0) : h
′ ≥ h,m′1 ≥ m1, . . . , m
′
N ≥ mN}
From above discussion we have the following lemma.
7.5. Lemma. Let σ = (h;m1, . . . , mN , 0, . . . , 0) ∈ S(G) with mN ≥
1. The signature σ′ ∈ C(σ) if and only if g˜(σ′)− g˜(σ) ∈ ΩN(p).
At this point we deduce the following corollary to the above lemma
which says every integer larger than σe(p) − p
e which is a multiple of
pe−N (1 ≤ N ≤ e− 1) comes from a cone consists of reduced genus of
mod pe−N class.
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7.6. Theorem. Let G be a finite p-group of maximal class of order
pn ≥ pp+2 and exponent exp(G) = pe ≥ p3.
(i)If p ≥ 5 and ed(G) ≥ 2, then for any integer K ≥ σe(p) − p
e with
p | K we have K ∈ s˜p(G).
(ii) If p ≥ 7 and ed(G) = 1, then for any integer K ≥ σe(p) − p
e with
p | K we have K ∈ s˜p(G).
Proof. First consider the case ed(G) ≥ 2. The proof is divided into
several cases :
Case-I : ||G∗0|| = {p}
We know that σ2,N = (0; 3, 0, . . . , 0, 1(N), 0, . . . , 0) ∈ S(G) where 1(N)
denote 1 at the N -th co-ordinate (2 ≤ N ≤ e − 1). From above
discussion, it is enough to check
g˜(σ2,N) + p
e−NσN (p) ≤ σe(p)− p
e =
(e(p− 1)
2
−
5
2
)
pe +
3
2
To simplify the further calculations we calculate the quantity
T1 := σe(p)− p
e − pe−NσN(p)
=
(e(p− 1)− 5
2
pe +
3
2
)
− pe−N
(N(p− 1)− 3
2
pN +
3
2
)
=
(e−N)(p− 1)− 2
2
pe −
3
2
pe−N +
3
2
Then we need to check,
g˜(σ2,N) ≤ T1
i.e.,
(
pe −
3
2
pe−1 −
1
2
pe−N
)
≤
(e−N)(p− 1)
2
pe − pe −
3
2
pe−N +
3
2
Hence the inequality holds if and only if((e−N)(p− 1)
2
− 2
)
pe ≥ −
3
2
pe−1 + pe−N +
3
2
i.e., if and only if
(e−N)(p− 1)
2
≥ 2−
3
2
·
1
p
+
1
pN
+
3
2
·
1
pe
For p ≥ 5, the left side of above is an integer ≥ 2 while N ≥ 2, e ≥ 3
implies the right side is < 2.
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Now for the case N = 1, we have σ2,1 = (0; 3, 0, . . . , 0) ∈ S(G). In this
case it is enough to check
g˜(σ2,1) + p
e−1σ1(p) ≤ σe(p)− p
e =
(e(p− 1)
2
−
5
2
)
pe +
3
2
The left side above is
g˜(σ2,1) + p
e−1σ1(p) =
p− 3
2
pe
The inequality holds if and only if((e− 1)(p− 1)
2
−
3
2
)
pe ≥ −
3
2
This holds while either e ≥ 3, or p ≥ 5.
Case-II : ||G∗0|| = {p
2}
We know that σ2,N = (0; 0, 3, 0, . . . , 0, 1(N), 0, . . . , 0) ∈ S(G) (3 ≤ N ≤
e− 1). We need to check
g˜(σ2,N) + p
e−NσN (p) ≤ σe(p)− p
e
i.e., g˜(σ2,N ) = p
e −
3
2
pe−2 −
1
2
pe−N ≤ T1 =
(e−N)(p− 1)
2
pe − pe −
3
2
pe−N +
3
2
This inequality holds if and only if
(e−N)(p− 1)
2
≥ 2−
3
2p2
+
1
pN
−
3
2pe
For p ≥ 5, the left side of above is an integer ≥ 1 while N ≥ 3, e ≥ 3
implies the right side is < 2.
Now, for N = 2, we consider σ2,2 = (0; 0, 3, 0, . . . , 0) ∈ S(G). We need
to check
g˜(σ2,2) + p
e−2σ2(p) ≤ σe(p)− p
e =
(e(p− 1)
2
−
5
2
)
pe +
3
2
The left side above is
g˜(σ2,2) + p
e−2σ2(p) = (p− 2)p
e
The inequality holds if and only if((e− 2)(p− 1)
2
−
3
2
)
pe ≥ −
3
2
which is true while e ≥ 3, p ≥ 5.
Finally for N = 1, we consider σ2,1 = (2; 1, 0, . . . , 0) ∈ S(G). We need
to check
g˜(σ2,1) + p
e−1σ1(p) ≤ σe(p)− p
e =
(e(p− 1)
2
−
5
2
)
pe +
3
2
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The left side above is
g˜(σ2,1) + p
e−2σ1(p) =
p− 1
2
pe + pe−1
The inequality holds if and only if
(e− 1)(p− 1)
2
≥
5
2
+
1
p
−
3
2pe
The left side is an integer ≥ 4 while e ≥ 3 and p ≥ 5 while the right
side is < 3.
Case-III : ||G∗0|| = {p, p
2}, G is not p2-exceptional.
First consider 3 ≤ N ≤ e−1 and σ2,N = (0; 1, 2, 0, . . . , 0, 1(N), 0, . . . , 0) ∈
S(G). We need to check
g˜(σ2,N) + p
e−NσN (p) ≤ σe(p)− p
e
i.e., g˜(σ2,N) = p
e −
1
2
pe−1 − pe−2 −
1
2
pe−N ≤ T1
This inequality holds if and only if
(e−N)(p− 1)
2
≥ 2−
1
2p
−
1
p2
+
1
pN
−
3
2pe
The left side is an integer ≥ 2 for p ≥ 5, while the right side is < 2.
For N = 2, we consider σ2,2 = (0; 1, 2, 0, . . . , 0) ∈ S(G). We need to
check
g˜(σ2,2) + p
e−2σ2(p) ≤ σe(p)− p
e
This inequality holds if and only if
(e− 2)(p− 1)
2
≥
3
2
−
1
2p
+
1
2p2
−
3
2pe
which is true for e ≥ 3, p ≥ 5. For N = 1 we can again use σ2,1 =
(2; 1, 0, . . . , 0) ∈ S(G) as in the second case.
Case-IV : ||G∗0|| = {p, p
2}, G is p2-exceptional.
First consider 3 ≤ N ≤ e−1 and σ2,N = (0; 2, 1, 0, . . . , 0, 1(N), 0, . . . , 0) ∈
S(G). We need to check
g˜(σ2,N) + p
e−NσN (p) ≤ σe(p)− p
e
i.e., g˜(σ2,N) = p
e − pe−1 −
1
2
pe−2 −
1
2
pe−N ≤ T1
This inequality holds if and only if
(e−N)(p− 1)
2
≥ 2−
1
p
−
1
2p2
+
1
pN
−
3
2pe
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The left side is an integer ≥ 2 for p ≥ 5, while the right side is < 2.
For N = 2, we consider σ2,2 = (0; 2, 1, 0, . . . , 0) ∈ S(G). We need to
check
g˜(σ2,2) + p
e−2σ2(p) ≤ σe(p)− p
e
This inequality holds if and only if
(e− 2)(p− 1)
2
≥
3
2
−
1
p
+
1
p2
−
3
2pe
which is true for e ≥ 3, p ≥ 5. For N = 1 we can again use σ2,1 =
(2; 1, 0, . . . , 0) ∈ S(G) as in the second case. This completes the case
ed(G) ≥ 2.
Now we consider the case ed(G) = 1.
In this we first note that σ2,N = (2; 0, . . . , 0, 1(N), 0, . . . , 0) ∈ S(G) for
1 ≤ N ≤ e− 1 irrespective of the type of G. We need to check
g˜(σ2,N) + p
e−NσN (p) ≤ σe(p)− p
e
i.e., g˜(σ2,N ) =
3
2
pe −
1
2
pe−N ≤ T1 =
(e−N)(p− 1)
2
pe − pe −
3
2
pe−N +
3
2
This inequality holds if and only if
(e−N)(p− 1)
2
≥
5
2
+
1
pN
−
3
2pe
While p ≥ 7, the left side is an integer ≥ 6 and the right side is < 5
2
. ✷
7.7. Definition. A signature σ ∈ S(G) is called minimal if the cone
C(σ) ⊆ C(σ′) implies σ = σ′.
Theorem. Let p ≥ 5 be an odd prime and G be a finite p-group of
maximal class of order pn ≥ pp+2 and exponent exp(G) = pe ≥ p3. Let
ed(G) ≥ 2, p ∈ ||G∗0|| and G is not p-exceptional.
Then the reduced stable upper genus of G is given by
σ˜(G) = σe(p)− p
e
Proof. We know from (1) that the (minimal) signatures σ1, σ2 ∈ S(G)
given by
σ1 = (1; 0, . . . , 0, 1), σ2 = (0; 2, 0, . . . , 0, 1)
By 7.4 every integer N ≥ σe(p) has a solution
N = hpe +
e∑
i=1
1
2
(pe − pe−i)xi
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for some h, xi ≥ 0. For each such N we have
N + g˜(0; 2, 0, . . . , 0, 1) = g˜(h; 2 + x1, x2, . . . , xe−1, xe + 1)
≥ σe(p)− p
e +
1
2
(pe − pe−1) · 2 +
1
2
(pe − 1)
and (h; 2 + x1, x2, . . . , xe−1, xe + 1) ∈ S(G). This means
σe(p)− p
e ≤ σ˜(G) ≤ σe(p)− p
e +
1
2
(pe − pe−1) · 2 +
1
2
(pe − 1)
=
1
2
e(p− 1)pe − pe − pe−1 + 1 =: M0
We will now show that if a is an integer with a 6≡ 0 mod p with
σe(p)− p
e + 1 ≤ a ≤M0 − 1, then there exists a σ ∈ C(σ1) ∪ C(σ2) so
that g˜(σ) = a. Set a =M0 − α so that
1 ≤ α ≤M0 − (σe(p)− p
e + 1) =
3
2
pe − pe−1 −
3
2
This implies 2α is an even integer and it can be written as a p-adic
expansion 2α = b0 + b1p + . . . + be−1p
e−1 + bep
e with 0 ≤ bi ≤ p − 1
for 0 ≤ i ≤ e − 1 and 0 ≤ be ≤ 2. Moreover, while be = 2, we have
be−1 ≤ p− 3.
The condition a 6≡ 0 mod p is equivalent to b0 6= 2. For any such α,
M0 − α ∈ C(σ2) if and only if M0 − α− g˜(σ2) ∈ Ωe(p).
We will show that if M0 − α − g˜(σ2) 6∈ Ωe(p), then M0 − α ∈ C(σ1).
Set J := 2(M0 − α− g˜(σ2)). Then,
J = 2(M0 − g˜(σ2))− 2α
=
(
e(p− 1)− 3
)
pe + 3−
(
b0 + b1p+ . . .+ be−1p
e−1 + bep
e
)
=
(
e(p− 1)− 4− be
)
pe + (p− 1− be−1)p
e−1 + . . .+ (p− 1− b1)p+ (p+ 3− b0)
First consider the case be = 0, 1. Now while 4 ≤ b0 ≤ p − 1 this is a
p-adic expansion of J with the coefficient of pe arbitrary. Thus, our
requirement for 1
2
J ∈ Ωe(p) is
Se(J) = 2e(p− 1)− (b0 + . . .+ be−1 + be) ≥ e(p− 1)
While be = 0 this is always true as b0 + . . . + be−1 ≤ e(p − 1). While
be = 1, one of b0, . . . , be−1 must be ≤ p − 2 as 2α is even, and hence
this holds. This implies for all such α, we have M0−α− g˜(σ2) ∈ Ωe(p)
and hence M0 − α ∈ C(σ2).
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Now consider the case b0 ∈ {0, 1, 3}. Let bk be the first non-zero integer
among b1, . . . be−1. Then the required p-adic expansion of J is given by(
e(p−1)−4−be
)
pe+(p−1−be−1)p
e−1+. . .+(p−1−bk+1)p
k+1+(p−bk)p
k+(3−b0)
Then,
Se(J) = e(p− 1) + (e− k)(p− 1)− (b0 + bk + . . .+ be−1 + be)
While b0 = 3, we need Se(J) ≥ (e− k)(p− 1); equivalently,
bk + . . .+ be−1 + be ≤ e(p− 1)− 3 = (e− 1)(p− 1) + (p− 3)− 1
which is always true. While b0 = 0, 1 we need Se(J) ≥ e(p − 1);
equivalently,
b0 + bk + . . .+ be−1 + be ≤ (e− k)(p− 1)
In case b0 = 0, either be = 0, or if be = 1, one of bk, . . . , be−1 must be
≤ p − 2 to keep 2α even. Hence this inequality holds. In case b0 = 1,
this inequality is contradicted only at the extremal cases
b0 = 1, bk = bk+1 = . . . = be−1 = p− 1, be = 1
Denote by αk these values where 1 ≤ k ≤ e − 1. We will show that
in such situation M0 − αk ∈ C(σ1) i.e., M0 − αk − g˜(σ1) ∈ Ωe(p). Set
J ′k = 2(M0 − αk − g˜(σ1)). While 1 ≤ k ≤ e − 2 we have the required
p-adic expansion of J ′k as
J ′k = 2(M0 − g˜(σ1))− 2αk
=
(
e(p− 1)− 3
)
pe − 2pe−1 + 3−
(
1 + (p− 1)pk + . . .+ (p− 1)pe−1 + pe
)
=
(
e(p− 1)− 6
)
pe + (p− 2)pe−1 + pk + 2
Now Se(J
′
k) = e(p − 1) + p − 5 ≥ e(p − 1), as p ≥ 5. Similarly while
k = e− 1, we have
J ′e−1 =
(
e(p− 1)− 6
)
pe + (p− 1)pe−1 + 2
and again Se(J
′
e−1) ≥ e(p− 1) as p ≥ 5.
We now turn to the case be = 2. In this situation we have
J = 2(M0 − g˜(σ2))− 2α
=
(
e(p− 1)− 3
)
pe + 3−
(
b0 + b1p+ . . .+ be−1p
e−1 + bep
e
)
=
(
e(p− 1)− 6
)
pe + (p− 1− be−1)p
e−1 + . . .+ (p− 1− b1)p+ (p+ 3− b0)
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As before while 4 ≤ b0 ≤ p− 1 this is a p-adic expansion of J with the
coefficient of pe arbitrary. Thus, our requirement for 1
2
J ∈ Ωe(p) is
Se(J) = 2e(p− 1)− 2− (b0 + . . .+ be−1) ≥ e(p− 1)
i.e., b0+ . . .+be−1 ≤ e(p−1)−2. Since be−1 ≤ p−3, this is always true.
So assume b0 ∈ {0, 1, 3}. Let bk be the first non-zero integer among
b1, . . . be−1. Then the required p-adic expansion of J is given by(
e(p−1)−6
)
pe+(p−1−be−1)p
e−1+. . .+(p−1−bk+1)p
k+1+(p−bk)p
k+(3−b0)
Then,
Se(J) = e(p− 1)− 2 + (e− k)(p− 1)− (b0 + bk + . . .+ be−1)
While b0 = 3, we need Se(J) ≥ (e− k)(p− 1); equivalently,
bk + . . .+ be−1 ≤ e(p− 1)− 5 = (e− 1)(p− 1) + (p− 5)
which is always true. While b0 = 0, 1, we need Se(J) ≥ e(p − 1);
equivalently,
bk + . . .+ be−1 ≤ (e− k)(p− 1)− 2− b0
While b0 = 0, this again follows from be−1 ≤ p−3. While b0 = 1, either
one of b1, . . . , be−2 is ≤ p− 2, or be−1 ≤ p− 4, since 2α is even. Hence
this follows again.
Finally note that while b0 = 2, we have p | M0−α and hence M0−α ∈
s˜p(G) by 7.6. ✷
Theorem. Let G be a finite p-group of maximal class of order pn ≥
pp+2 and exponent exp(G) = pe ≥ p3, where p ≥ 5 is an odd prime.
Let ed(G) ≥ 2, p2 ∈ ||G∗0|| and G is not p
2-exceptional.
Then the reduced stable upper genus of G is given by
σ˜(G) = σe(p)− p
e
Proof. Using (1), as in the previous theorem we use the following two
minimal signatures to analyse the reduced genus belonging to mod 1
class :
σ1 = (1; 0, . . . , 0, 1), σ2 = (0; 0, 2, 0, . . . , 0, 1)
By 7.4 every integer N ≥ σe(p) has a solution
N = hpe +
e∑
i=1
1
2
(pe − pe−i)xi
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for some h, xi ≥ 0. For each such N we have
N + g˜(0; 0, 2, 0, . . . , 0, 1) = g˜(h; x1, 2 + x2, . . . , xe−1, xe + 1)
≥ σe(p)− p
e +
1
2
(pe − pe−2) · 2 +
1
2
(pe − 1)
and (h; x1, 2 + x2, . . . , xe−1, xe + 1) ∈ S(G). This means
σe(p)− p
e ≤ σ˜(G) ≤ σe(p)− p
e +
1
2
(pe − pe−2) · 2 +
1
2
(pe − 1)
=
1
2
e(p− 1)pe − pe − pe−2 + 1 =: M0
We will now show that if a is an integer with a 6≡ 0 mod p with
σe(p) − p
e + 1 ≤ a ≤ M0 − 1, then there exists a σ ∈ S(G) so that
g˜(σ) = a. Set a =M0 − α so that
1 ≤ α ≤M0 − (σe(p)− p
e + 1) =
3
2
pe − pe−2 −
3
2
This implies 2α is an even integer and it can be written as a p-adic
expansion 2α = b0 + b1p+ . . .+ be−1p
e−1 + bep
e with 0 ≤ bi ≤ p− 1 for
0 ≤ i ≤ e− 1 and 0 ≤ be ≤ 2. Moreover, while be = 2, be−1 = p− 1, we
have be−2 ≤ p− 3.
The condition a 6≡ 0 mod p is equivalent to b0 6= 2. For any such α,
M0 − α ∈ C(σ2) if and only if M0 − α− g˜(σ2) ∈ Ωe(p).
We will show that if M0 − α − g˜(σ2) 6∈ Ωe(p), then M0 − α ∈ C(σ1).
Set J := 2(M0 − α− g˜(σ2)). Then,
J = 2(M0 − g˜(σ2))− 2α
=
(
e(p− 1)− 3
)
pe + 3−
(
b0 + b1p+ . . .+ be−1p
e−1 + bep
e
)
=
(
e(p− 1)− 4− be
)
pe + (p− 1− be−1)p
e−1 + . . .+ (p− 1− b1)p+ (p+ 3− b0)
The case be = 0, 1 is identical to the previous theorem. So we consider
the case be = 2. In this situation we have
J = 2(M0 − g˜(σ2))− 2α
=
(
e(p− 1)− 3
)
pe + 3−
(
b0 + b1p+ . . .+ be−1p
e−1 + bep
e
)
=
(
e(p− 1)− 6
)
pe + (p− 1− be−1)p
e−1 + . . .+ (p− 1− b1)p+ (p+ 3− b0)
As before while 4 ≤ b0 ≤ p− 1 this is a p-adic expansion of J with the
coefficient of pe arbitrary. Thus, our requirement for 1
2
J ∈ Ωe(p) is
Se(J) = 2e(p− 1)− 2− (b0 + . . .+ be−1) ≥ e(p− 1)
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i.e., b0 + . . . + be−1 ≤ e(p− 1)− 2. While be−1 ≤ p − 3, this is always
true. While be−1 = p− 2, we need another bi ≤ p− 2 to keep 2α even,
so this holds. Finally while be−1 = p − 1 we have be−2 ≤ p − 3, again
the inequality holds.
So assume b0 ∈ {0, 1, 3}. Let bk be the first non-zero integer among
b1, . . . be−1. Then the required p-adic expansion of J is given by(
e(p−1)−6
)
pe+(p−1−be−1)p
e−1+. . .+(p−1−bk+1)p
k+1+(p−bk)p
k+(3−b0)
Then,
Se(J) = e(p− 1)− 2 + (e− k)(p− 1)− (b0 + bk + . . .+ be−1)
While b0 = 3, we need Se(J) ≥ (e− k)(p− 1); equivalently,
bk + . . .+ be−1 ≤ e(p− 1)− 5 = (e− 1)(p− 1) + (p− 5)
which is always true. While b0 = 0, 1, we need Se(J) ≥ e(p − 1);
equivalently,
bk + . . .+ be−1 ≤ (e− k)(p− 1)− 2− b0
While b0 = 0, be−1 = p− 1, this again follows from be−2 ≤ p− 3. While
b0 = 0, be−1 ≤ p − 2, either be−1 ≤ p − 3 or if be−1 = p − 2, one of
b1, . . . , be−2 is ≤ p− 2, to keep 2α even.
Now consider b0 = 1. While b0 = 1, be−1 = p− 1, we have be−2 ≤ p− 3.
Then either one of b1, . . . , be−3 is ≤ p − 2, or be−2 ≤ p − 4 to keep 2α
even. Similarly when b0 = 1, be−1 ≤ p− 3, the inequality holds.
The only extremal case arise in this situation is
b0 = 1, bk = . . . = be−2 = p− 1, be−1 = p− 2
Denote by αk these values where 1 ≤ k ≤ e − 2. We will show that
in such situation M0 − αk ∈ C(σ1) i.e., M0 − αk − g˜(σ1) ∈ Ωe(p). Set
J ′k = 2(M0 − αk − g˜(σ1)). Now we consider the p-adic expansion of J
′
k
as
J ′k = 2(M0 − g˜(σ1))− 2αk
=
(
e(p− 1)− 3
)
pe − 2pe−1 + 3
−
(
1 + (p− 1)pk + . . .+ (p− 1)pe−2 + (p− 2)pe−1 + 2pe
)
=
(
e(p− 1)− 7
)
pe + (p− 1)pe−1 + pk + 2
and we have
Se(J
′
k) = e(p− 1) + (p− 5)
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which is ≥ e(p − 1). Finally, while b0 = 2, we have p | M0 − α and
hence M0 − α ∈ s˜p(G) by 7.6. ✷
We will now discuss the case ed(G) = 1. Here we require the assump-
tion p ≥ 7 since we have seen in 7.6 that some of the integers above
σe(p) − p
e which are ≡ 0 mod p does not come from signatures of
mod pk class. Thus either these produce gaps in the genus spectra,
or are recovered by the mod 1 class. These require some more detail
combinatorics.
Theorem. Let G be a finite p-group of maximal class of order pn ≥
pp+2 and exponent exp(G) = pe ≥ p3, where p ≥ 7 is an odd prime.
Let ed(G) = 1. Then the reduced stable upper genus of G is given by
σ˜(G) = σe(p)− p
e
Proof. The proof of this uses similar techniques except in all the
groups we have the following two signatures which generate the cone
giving almost all reduced genus of mod 1 class
σ1 = (1; 0, . . . , 0, 2), σ2 = (0; 2, 0, . . . , 0, 1)
Especially, it is enough to check which integers a with σe(p)− p
e+1 ≤
a ≤ M0 − 1 are in C(σ1) ∪ C(σ2), where
M0 =
{
1
2
e(p− 1)pe − pe − pe−1 + 1 if p ∈ ||G∗0||, G 6= p− exceptional
1
2
e(p− 1)pe − pe − pe−2 + 1 if p2 ∈ ||G∗0||, G 6= p
2 − exceptional
In the first case we only need to analyse the integer M0 − αk where
2αk = b0 + b1p+ . . .+ bep
e with
b0 = 1, bk = . . . = be−1 = p− 1, be = 1
Setting J ′k = 2(M0 − αk − g˜(σ1)) we have for 1 ≤ k ≤ e− 2 that
J ′k = 2(M0 − g˜(σ1))− 2αk
=
(
e(p− 1)− 4
)
pe − 2pe−1 + 4−
(
1 + (p− 1)pk + . . .+ (p− 1)pe−1 + pe
)
=
(
e(p− 1)− 7
)
pe + (p− 2)pe−1 + pk + 3
Now Se(J
′
k) = e(p − 1) + p − 5 ≥ e(p − 1), as p ≥ 5. Similarly while
k = e− 1, we have
J ′e−1 =
(
e(p− 1)− 7
)
pe + (p− 1)pe−1 + 3
and again Se(J
′
e−1) ≥ e(p− 1) as p ≥ 7. The second case is similar.
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7.8. Note. For p = 5, we cannot indeed use the result 7.6 and indeed
the following extremal cases arise
b0 = 2, bk = p− 1, . . . , be−2 = p− 1, be−1 = p− 3, be = 2
for the first case in above theorem, which yield the stable upper genus
σ˜(G) =
(e(p− 1)− 4
2
)
pe −
(p− 1
2
)
pe−1 + 1
Similar calculations can be made for the other cases.
8. Constructing groups achieving the spectrums
In this section we will compute explicit groups of given order and expo-
nent which achieve the spectrum as seen in previous sections except the
p2-exceptional type. For this we go through the structure theorems of
metabelian p-groups G of maximal class (which means G2 is necessarily
abelian) proved by Miech. We start with the following theorem.
8.1. Theorem. ([8], Thm. 2) Let G be a metabelian p-group of max-
imal class and order pn ≥ pp+1 and [G1, G2] = Gn−k for 0 ≤ k ≤ p− 2.
Let s ∈ G∗0, s1 ∈ G
∗
1 and si = [si−1, s] for 2 ≤ i ≤ n− 1. Then:
(i) there exists integers an−k, an−k+1, . . . , an−1 with an−k 6≡ 0 mod p
such that
[s1, s2] = s
an−k
n−k s
an−k+1
n−k+1 . . . s
an−1
n−1
(ii) there exists integers 0 ≤ w, z ≤ p− 1 such that
sp = swn−1, s
(p1)
1 s
(p2)
2 . . . s
(pp)
p = s
z
n−1
(iii) for 2 ≤ i ≤ n− 1 we have
s
(p1)
i s
(p2)
i+1 . . . s
(pp)
i+p−1 = 1
Conversely, given a set of parameters (k, an−k, an−k+1, . . . , an−1, w, z)
there exists a metabelian p-group G of maximal class and order pn
satisfying (i)-(iii).
8.2. Lemma. ([8], Lem. 8) Let G be a metabelian p-group of maximal
class of order pn. Let [G1, G2] = Gn−k. Assuming notations of 8.1 we
have
(ssζ1)
p = sp
(
s
(p1)
1 s
(p2)
2 . . . s
(pp)
p
)ζ
sψζ
2
n−1
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where ψ is given by
ψ = ψ(k) =
{
an−k if k = p− 2,
0 if k ≤ p− 3
8.3. Lemma. ([8], Lem. 10) Let G be a metabelian p-group of max-
imal class of order pn with [G1, G2] = Gn−k. Let ξ be an integer with
g.c.d(ξ, p) = 1 with its inverse mod p represented by ξ−1. With nota-
tions of 8.1 we have (
sξsξ11 s
ξ2
2 . . . s
ξn−1
n−1
)p
= san−1
where a = wξ + zξ1 + ψξ
2
1ξ
−1.
Given a set v = (k, an−k, an−k+1, . . . , an−1, w, z) of parameters we will
consider one such group G(v) satisfying conditions of 8.1 and will show
that G(v) satisfy our requirements. Note that as shown in [8], there
could be several groups G upto isomorphism which has the parameter
set v given by number of solutions of certain integral diophantine equa-
tions, and hence need not be unique. While n ≥ p + 2, the condition
(iii) of theorem 8.1 ensures that exp(Gn−p+1) = p. We will also use the
following fact which can be easily proved.
8.4. Proposition. ([3], Exercise 4.7) Let G be a p-group of maximal
class of order pn ≥ pp+2. If N ✂ G is abelian of order pt with t =
k(p− 1) + r, 0 ≤ r ≤ p− 1, then
N ∼= Cpk+1 × r. . .× Cpk+1 × Cpk ×
p−r−1. . . × Cpk
8.5. Theorem. Given a prime p ≥ 3, an integer e ≥ 3, set n =
(e− 1)(p− 1) + 3. Then there exists a metabelian p-group G = G(v)
of maximal class of order pn corresponding to the parameters v which
satisfy the following conditions:
(i) For p ≥ 5, if v : k = p − 3, an−p+3 6= 0, aj = 0 (n − p + 4 ≤ j ≤
n− 1), (w, z) = (0, 0) then exp(G) = pe, ed(G) ≥ 2 and ||G∗0|| = {p}.
(ii) For any odd prime p, there exists three integers 1 ≤ an−p+2, w, z ≤
p−1 such that the parameters v : k = p−2, an−p+2, aj = 0 (n−p+3 ≤
j ≤ n− 1), (w, z) satisfy exp(G) = pe, ed(G) ≥ 2 and ||G∗0|| = {p
2}.
(iii) For any odd prime p, there exists three integers 1 ≤ an−p+2, w, z ≤
p−1 such that the parameters v : k = p−2, an−p+2, aj = 0 (n−p+3 ≤
j ≤ n − 1), (w, z) satisfy exp(G) = pe, ed(G) ≥ 2 and ||G∗0|| = {p, p
2}
which is not an exceptional type.
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(iv) For any prime p ≥ 5 and k = p− 3, there exist three integers 1 ≤
an−p+3, z ≤ p− 1 such that the parameters v : k = p − 3, an−p+3, aj =
0 (n − p + 3 ≤ j ≤ n − 1), (0, z) satisfy exp(G) = pe, ed(G) ≥ 2 and
||G∗0|| = {p, p
2} which is of p-exceptional type.
Proof. (i) We follow the notations of 8.1. Here an−p+3 6= 0 ensures G1
is not abelian. Since G2 is abelian of order p
(e−1)(p−1)+1, using 8.4 we
have exp(G2) = p
e and exp(G3) = p
e−1 and hence ed(G) ≥ 2. Finally
using 8.2 and 8.3 we have ||G∗0|| = {p}. ✷
Before we prove the subsequent part we are going to use some basic
number theory. Given an odd prime p, consider the quadratic homo-
geneous equation
f(X, Y ) = aX2 + bXY + cY 2
with a, b, c ∈ Fp. If (x, y) ∈ Fp × Fp \ {(0, 0)} is a solution, then we
have a set of solutions {(λx, λy) : λ ∈ F∗p}, which is a point in the
projective line P 1(Fp) = (Fp × Fp \ {(0, 0)})/F
∗
p. Any two solutions
of f(X, Y ) that belong to the same point of P 1(Fp) are referred as a
homogeneous solution.
8.6. Lemma. With these notations it follows:
(i) There exists a, b, c ∈ F∗p such that f(X, Y ) = 0 has no solution in
P 1(Fp).
(ii) Given a, b ∈ F∗p there exists c ∈ Fp so that f(X, Y ) has two distinct
homogeneous solutions.
Proof. Multiplying f(X, Y ) by 4a we have
4af(X, Y ) = (2aX + bY )2 − (b2 − 4ac)Y 2
While a, c ∈ F∗p, a solution has Y = 0 iff X = 0, i.e., a solution if
exists, belong to P 1(Fp) \ {0,∞}. Now, f(X, Y ) = 0 has a solution
iff the discriminant ∆ = b2 − 4ac ∈ (F∗p)
2 ∪ {0}. While ∆ = 0, it has
a unique homogeneous solution and while ∆ ∈ (F∗p)
2 has two distinct
homogeneous solutions.
Now given a, c ∈ F∗p choose r
′ 6∈ (F∗p)
2 and solve for r′ = b2 − 4ac in a.
This shows there are a, b, c ∈ F∗p so that f(X, Y ) has no solution. This
proves (i).
For (ii), given a, b ∈ F∗p we choose r ∈ (F
∗
p)
2 and we solve for r = b2−4ac
in c.
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Proof of 8.5 (ii)-(iv). (ii) First we consider any three such integers
1 ≤ an−p+3, w, z ≤ p − 1 so that the conditions are satisfied, and we
look forward to the required condition. Everything except ||G∗0|| = {p
2}
required to be checked. By 8.3 an element g = sξsξ11 s
ξ2
2 . . . s
ξn−1
n−1 ∈ G
∗
0
has order p2 if and only if wξ + zξ1 + ψξ
2
1ξ
−1 6≡ 0 mod p for all choices
of ξ 6≡ 0, ξ1 mod p, where ψ = an−p+2 6≡ 0 mod p by 8.2. This is clearly
true when ξ1 ≡ 0 mod p. Thus we need to show that there are integers
ψ = an−p+3, w, z 6≡ 0 mod p so that the equation
wX2 + zXY + ψY 2
has no solution in P 1(Fp). This follows from 8.6(i).
(iii) Here we take w, z 6≡ 0 mod p which ensures G is not of p2-
exceptional type. The proof is exactly the same as the previous case,
except we would like to choose ψ so that the equation
wX2 + zXY + ψY 2
has at least two distinct homogeneous solutions, using 3.2. This follows
from 8.6(ii).
(iv) Here we take w = 0, z 6≡ 0 mod p and we have ψ = 0 by 8.2. Then
all the elements of G∗0 from the z-class X = ∪
p−1
j=1s
jG2 has order p. Now
if s′ ∈ G∗0 \ X , then it can be conjugated to an element of the form
(ssζ1)
j for some 1 ≤ ζ, j ≤ p − 1 and |(ssζ1)
j| = |ssζ1|. Now by lemma
8.2 we have (ssζ1)
p = szζn−1. This implies G is of p-exceptional type. ✷
8.7. Theorem. Let G be a finite p-group of maximal class of order
≥ p4. If G is of p2-exceptional type, then it cannot be metabelian.
Proof. Let G be metabelian and of p2-exceptional type. We choose
w 6= 0, z, ψ mod p in 8.2, and then any ζ is a solution of
w + zζ + ψζ2 ≡ 0 mod p
But this is a quadratic equation in ζ which can have at most one
solution. ✷
Construction of groups of p2-exceptional type require some involved
calculation which we will postpone until a later work.
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