The new materials of the ITER-Like Wall (ILW) in JET have significant impact on the disruption process. The use of beryllium for the first wall and tungsten in the divertor has shown so far a strong reduction of the radiation during disruptions compared to the previously installed CFC wall. This results in slower current quench rates and accordingly a significant amount of magnetic energy is being dissipated in form of heat flux to the PFCs of the main chamber wall. This contribution gives a first analysis of the heat loads and their mitigation by massive gas injection.
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AbstrAct
The new materials of the ITER-Like Wall (ILW) in JET have significant impact on the disruption process. The use of beryllium for the first wall and tungsten in the divertor has shown so far a strong reduction of the radiation during disruptions compared to the previously installed CFC wall. This results in slower current quench rates and accordingly a significant amount of magnetic energy is being dissipated in form of heat flux to the PFCs of the main chamber wall. This contribution gives a first analysis of the heat loads and their mitigation by massive gas injection.
IntroductIon
Radiation is an important player in the process of energy dissipation during disruptions and thus is the wall material from where impurities are released if no additional gas injection takes place. This severely affects forces and heat loads on the PFCs that arise during disruptions. The disruption is split into two phases, the Thermal Quench (TQ) during which the thermal energy is lost on a millisecond timescale and the Current Quench (CQ) during which the magnetic energy is dissipated in tens to hundreds of milliseconds. The situation which was observed with CFC wall in JET was the following: heat loads mainly came up during the TQ, followed by a release of carbon from PFC. In most cases the radiation from the carbon penetrating the plasma was sufficient to provide enough radiated power to balance the ohmic power generated in the cold CQ plasma.
Thus, no significant heat loads were observed during the CQ. This has changed with the ILW as the released impurities (Be, W) radiate much less. The consequences are slower current quenches with significant heat load and larger impulse on the vessel.
rAdIAtIon
First of all we have a look at the energy balance during disruptions. The total stored energy consists of magnetic energy W mag and thermal energy W h . The latter is taken just before the start of the TQ and can be significantly lower than the energy at full plasma performance [2]. The energy is dissipated in a disruption by radiation (W rad ), by inductive coupling to the vessel and poloidal field coils (W coupled ) and by conduction to PFC (W cond ): W th + W mag = W rad + W coupled + W cond :
(1)
The coupled energy, which is calculated from the current decay using a lumped parameter model for the mutual inductance [3, 4] , includes energy flow to the vessel and the divertor coils. An example of the calculated and measured vessel current is given in figure 6 , which will be discussed in detail later. The coupled energy amounts to 50% for fast CQ down to 30% for very long current decays. Figure 1 shows the energy which is radiated during the whole disruption as function of the total stored energy reduced by the coupled energy. Most of the data points with CFC wall are above 50% radiation fraction, whereas with the ILWradiation is mainly below 50%. Lowest radiation fractions of about 10% are found during Vertical Displacement Events (VDE).
The main difference in radiated energy between ILWand CFC wall is due to low radiation in the CQ. A clear dependence between the decay time of the magnetic energy and the fraction of magnetic energy being radiated f rad = W rad /(W mag − W coupled ) is found in figure 2 . Already with CFC wall f rad is below 50% for a few cases and decay times of several 10ms were found. However, with the ILW f rad is low for all disruptions and the current quench of non-VDE disruptions is extremely long. The question arises, why the radiation is underlying strong variations with CFC wall. Naturally, one might expect a correlation to the thermal energy being deposited on PFCs during the TQ. This is not the case. It turns out that the location of energy deposition matters. Figure 3 shows the peak radiated power during the disruption as function of the temperature rise in the inner divertor leg as measured by the overview Infra-Red (IR) camera. From this correlation, we draw the conclusion that the carbon causing the radiation is released by thermal desorption of C-H layers in the inner divertor [7] . An order of magnitude estimate of the carbon density related to the maximum P rad of about 1. , which is at least an order of magnitude higher than one can expect from sputtering during the TQ with a yield of 1-2%. Be would be released during the TQ as observed for carbon with CFC wall, the radiated power would be signif icantly lower. The consequence of this can be explained by looking at the energy conservation during the CQ:
W th = P ohmic -P rad -P cond
The magnetic energy is dissipated by inductive coupling and ohmic heating. The thermal energy is governed by the balance between ohmic heating and radiation. For carbon, the radiated power P rad can balance the ohmic heating P ohmic as indicated by the red dots in figure 4 . Thus, the thermal energy stays low during the CQ and conductive losses P cond = W th /t th are negligible. In the case of Be, we see from figure 4 that P rad is much lower than P ohmic and therefore W th will increase and P cond becomes an important loss channel. To first order we take W th being proportional to T e and an example with P cond [W] = 10 4 × T e [eV] , which would translate to 1MJ at 1keV and t th = 100ms, is given in figure 4 . The resulting T e from power balance is in the range of a few 100eV as indicated
by the two blue dots. Indeed, temperatures in this range have been measured during the CQ in non-VDE disruptions. In the example shown later on (Pulse No 81782), we found T e ≈ 200 − 300eV from ECE measurements after the TQ. The high temperatures in turn cause the slow current quench times, which explains the correlation found in figure 2. Another player is tungsten which could be released as well during the TQ. With a sputter yield of about 0.5% at 1keV, densities of the order of n w ≈ 10 17 m −3 could be reached if all deuterium ions would be released from the plasma during the TQ and impinge on divertor tiles. This would result in P rad in the range of 0.1GW at temperatures around 1keV (atomic data suffers from large uncertainties for lower T e ). However, the experimental data we discussed in this section shows that the contribution of tungsten to P rad can be expected to be much smaller.
HeAt loAds
The consequence from the above findings are increased heat loads because of the contribution from the magnetic energy. An additional consequence from the long CQ times is the development of cold VDEs. These are disruptions, where the vertical displacement takes place after the TQ and thus -in contrast to "hot" VDEs -thermal loads to main chamber PFCs take place mainly during the CQ. However, these loads have dramatically increased due to the lack of radiation. Especially highly shaped plasmas are prone to undergo such events in JET. The increased probability for cold
VDEs increases also the probability to have high halo currents and forces. These issues will be discussed elsewhere [5, 6] . As in hot VDEs, the plasma in cold VDEs is limited at still almost full plasma current by the PFCs on the upper wall, namely the Upper Dump Plate Tiles (UDPT) and
Upper, Inner Wall Protections (UIWP). It is there, where most of the ohmic power is deposited.
An example of a disruption with high triangularity d = 0.29 at a plasma current of 2.2MA (W mag = 14.3MJ) and low thermal energy of W th = 1.5MJ is shown in figure 5 . The plasma is displaced upward only after the TQ. The resulting temperature on the upper PFC reaches more than 1000 o C as seen by the IR camera (figure 5c). As the time resolution for full frame operation of this camera is 20ms only, the actual temperatures reached during the CQ could be even higher.
In order to analyse disruption heat fluxes more detailed, dedicated experiments were performed with restricted frame size of the IR camera and therefore higher time resolution of about 2 ms.
Upward hot VDEs were deliberately initiated and the heat fluxes were recorded by IR camera. The total energy deposited on PFCs is monitored by IR camera and ThermoCouples (TC). An example is given in figure 6 , which is data from a VDE initiated at 21.5s. The thermal quench is marked in red and is determined from SXR signal. Because the plasma is displaced by already 0.5m at the start of the TQ, we expect most of the thermal energy to arrive on the upper PFCs, with total conducted power, P cond , in the range of 100 − 200MW. During the CQ we observe another rise of the deposited power, which stems from the dissipation of magnetic energy. The radiated power stays below 50MWduring the whole disruption. The energy balance is very good fulfilled within the measurement error. From the total stored energy of 8MJ, we find 4.9MJ being deposited on the radiated. Figure 7 gives an overview on the energies measured by IR and TC as function of conducted energy W cond calculated from eq.1. The TC data has been corrected for the energy being deposited in high triangularity on the upper PFCs during the flat-top phase of the pulse, which is about 2.5%
of the input energy to the plasma. The UDPT consists of 8 tiles and unfortunately the TC in the outer 2 tiles are not delivering data. Thus, the energy estimated from the TC is underestimated if significant heat goes to these tiles. For high triangularity disruptions, we find about 50% to 100% of the energy W cond on the upper PFCs. The TC data has the tendency to account for less energy compared to IR data. Nevertheless, both diagnostics are in reasonable agreement. We also find a clear dependence on the plasma shape as for the four disruptions in low triangularity the data clearly indicates a deposition of 50% on the upper PFCs. The same holds for high triangularity without VDE. The location where the remaining energy is deposited is presently not known.
Profiles of the temperature and peak heat flux along the ridge of the UDPT and UIWP as indicated by the yellow lines in figure 5b are given in figure 8 for three times: at a vertical displacement of about 0.3m (pre-TQ), at maximum P cond during the TQ and during the CQ. In some areas the temperature of the Be tiles is at 1200 o C during TQ and CQ. The maximum heat flux is comparable in the TQ and the CQ and is about 150MWm −2
.
The wetted area appears to be larger during the TQ, but the duration of heat deposition is about 2 times longer in the CQ. The observed temperatures are close to the melting point of Be and, indeed, regular video inspection of these PFCs has shown that melting occured. Although the inspection took place after a week of operation and not immediately after a disruption, the observed melting is most likely to be attributed to disruptions.
MItIgAtIon by MAssIve gAs InjectIon
The loads caused by too low a radiation can be reduced by adding radiating impurities using Massive Gas Injection (MGI) [4] . Injecting noble gases like argon and neon can increase the radiated energy to 70%-100% of the total stored minus coupled energy as can be seen from the green data points in figure 1. The radiation fraction depends on gas species, injection rate, and injection time. The radiated power and therefore also the current quench duration (see also figure 2) is fully determined by the injected impurity and no difference between CFC wall and ILW has been observed with the injection of mixtures of 10% Ne or Ar with 90% deuterium. Injection of pure noble gases is presently not done with the ILW as this has led to runaway generation during MGI with CFC wall and could cause significant melt damage to Be tiles. The energy deposited on the upper PFCs is limited to 2MJ with MGI (figure 7) for pulses with at maximum 2.5MA of plasma current (W mag ≤ 16MJ) and thermal energy up to 3.7MJ.
A more detailed analysis of the fraction of radiated energy is given in figure 9 . Data is shown for pure VDE without injection, injection of pure D 2 without VDE and for Ne and Ar mixtures with D 2 during VDE. The gas was injected such that the thermal quench happened at a displacement of about Δz = 0.4 − 0.6m. Noble gas injection was done for two pressure values in the injection valve, 0.5 and 3.3MPa. The number of injected particles until the onset of the thermal quench varies from 1.5×10 21 Ne or Ar atoms up to 5−7×10 21 atoms for high pressure. The data is plotted against the loss rate of the total stored energy taking the duration of the disruption as Δt tot = t CQ /2 + t TQ with t TQ being the current quench time derived from 80% to 20% current decay and t TQ being the thermal quench duration estimated from SXR by taking the time delay between 90% of the maximum SXR signal and 2% of the SXR signal just before the gas arrives at the plasma edge. The fastest energy loss for non-MGI disruptions is observed for VDEs with maximum loss rates of 0.6GW and an average Δt tot ≈ 19.2ms. MGI has to compensate this loss rate by radiation in order to mitigate heat loads. With pure D 2 , the radiation fraction is raised to about 50% without increasing the loss rate.
Because of the high radiation efficiency of Ne and Ar, the fraction is increased to 70%-80% with low pressure noble gas injection. The energy loss rate is now slightly increased compared to pure VDEs, which that radiation starts to dominate, but is still not the only loss channel. Further increase in pressure clearly accelerates the disruption with Δt tot being in the range of 7 − 10ms. The radiation fraction is further increased and no degradation in efficiency is seen at the highest loss rates of about 2.2GW, corresponding to total energies of about 20MJ.
With MGI, the heat loads on the upper PFCs is significantly reduced. Direct measurements of the temperature rise with IR cameras during a disruption with MGI is not possible due to strong bremsstrahlung emission from the plasma. However, backward extrapolation of the temperature decay measured after the current quench shows that the temperature rise during the disruption is limited to below 200 o C. Beside this temperature rise due to remaining conductive fluxes, a very modest temperature rise has been observed on various first wall components, even those which are shadowed and should not see any conducted heat. This temperature rise is attributed to the high radiation in the GW range. Figure 10 shows the temperature rise measured 20ms after the disruption on a spot on one of the outer protection limiters (indicated by a yellow dot in figure 5b) as function of the total radiated energy. The temperature rise is increasing with radiated energy and reaches up to 60 o C for the maximum W rad of 10MJ. The red line represents the temperature rise for a homogeneous energy distribution over an area of 145m 2 (plasma surface area) over a time of 7 ms, which is the average t TQ /2 for the data shown. The measured temperatures are above this estimate, which could indicate an inhomogeneous energy deposition. However, the data is presently limited to one location on the first wall due to the restricted view of the IR camera with fast time resolution.
The issue of radiation heating is critical for ITER as will be discussed in the next section.
dIscussIon
Active protection of the ILW in JET using MGI is essential to prevent melting due to conduction of magnetic energy to PFCs. Melting has been observed already at modest plasma currents and could lead to severe damage of beryllium tiles at high current operation with up to 40MJ of magnetic energy.
In ITER the magnetic energy W mag stored inside the vacuum vessel is a factor of 10 higher compared to JET. If radiation is lacking in ITER as observed in JET, already an ohmic pulse at the maximum current of 15MA could cause damage of the same order as it is expected from thermal energy loss at maximum performance where W th ≈ W mag . Massive gas injection ensures high radiation and by this prevent from heat loads from conduction or convection. However, the temperature rise from the radiation itself will become critical for ITER as the energy that has to be radiated can be more than a factor of 50 higher compared to the JET data discussed here, but the first wall area is only a factor of 5 larger. As a worst case scenario, we estimate the impact of MGI into a full performance plasma in ITER:
with a nominal thermal energy of 350MJ of which 50% is radiated during the pre-TQ phase of about 10ms and 50% is radiated in the TQ of about 1ms, a magnetic energy of 400MJ and the fastest current quench time of 36 ms, we can calculate the heat impact factor to be 14MJm −2 s −0.5 (S ≈ 680m 2 ). Comparing this number to the melt limit of 20MJm −2 s −0.5 shows that considerable peaking in radiation caused by the localised gas inlet or by MHD during the TQ is not tolerable, which is consistent with more detailed calculations [9] . [5]. de Vries P.C. et al., "The impact of the ITER-like wall at JET on disruptions", 39th European
Physical Society Conference on Plasma Physics (EPS2012), Stockholm, Sweden.
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