Abstract Let k be a commutative ring and let R be a commutative k−algebra. The aim of this paper is to define and discuss some connection morphisms between schemes associated to the representation theory of a (non necessarily commutative) R−algebra A. We focus on the scheme Rep ab which specializes to the Hilbert Chow morphism on the geometric points when
scheme parameterizing closed subschemes of X with fixed Hilbert polynomial P, in this case P is the constant polynomial n. see [3, 13] . The n−fold symmetric product X n /Sn of X is defined as Spec (A ⊗n ) Sn , where the symmetric group Sn acts naturally on A ⊗n . It parameterizes the effective 0−cycles of length n on X, (see [3] ). There is a natural set-theoretic map Hilb n A → X n /Sn mapping a zero-dimensional subscheme Z in Hilb n A to the 0−cycle of degree n :
This is indeed a morphism of schemes, the Hilbert-Chow morphism (see for example [3, 8, 11, 12] ). If X is a non singular curve, this map is an isomorphism (see [5, 9] ). If X is a non singular surface, the Hilbert-Chow morphism is a resolution of singularities of X n /Sn (see [8] ), but this is no longer true in higher dimensions.
The aim of this paper is to define and study a generalization of this setting according to the following direction: the Hilbert scheme is the representing scheme of a functor from commutative rings to sets which can be easily extended to a functor from (non commutative) algebras to sets. This latter is given by Hilb n A (B) := {left ideals I in A ⊗ R B such that M = A ⊗ R B/I is projective of rank n as a B-module}.
where R is a commutative ring, A, B are R−algebras with B commutative. Since this is a closed subfunctor of the Grassmannian functor it is clearly representable. It has been proved (in a special but fundamental case) by M.Nori [17] that this functor is represented by a scheme, which turns out to be a principal GLn−bundle. Following M.Reineke [21] we call this scheme the non commutative Hilbert scheme. It should be evident that it coincides with the usual Hilbert scheme of n−points when A is commutative. The description of Hilb n A as a principal GLn−bundle lands us to the Geometric Invariant Theory of linear representations of algebras as defined by M.Artin [1] and studied by S.Donkin [6] , C.Procesi [19, 20] and A.Zubkov [?] . In particular we have a description of Hilb Let us anticipate how this work in a fundamental case: suppose A is the free associative ring on m variables. Its n−dimensional linear representations are in bijection with the affine space of m−tuples of n × n matrices. On this space it acts the general linear group by simultaneous conjugation i.e. via bases change. The coarse moduli space parameterizing the orbits for this action is the spectrum of the invariants on m−tuples of matrices. Using results due to V.Balaji [2] we are able to characterize the Hilbert scheme as the quotient of an open subscheme of m−tuples of matrices times the standard representation of the general linear group. The morphism Hilb n A → Rep n A //GLn is then given by passing to the quotients the projection Rep
on geometric point the orbit of (a 1 , . . . , am, v) maps to the one of (a 1 , . . . , am). One forgets the vector.
How to insert the symmetric product into this framework? This the idea we pursued: suppose A is free as R−module, composing a representation over B with the determinant we generate a multiplicative polynomial mapping homogeneous of degree n. This corresponds to a unique morphism (A ⊗n ) Sn → B i.e. to a B−point of Spec
This seems to be a good candidate for the codomain of the Hilbert-Chow morphism. The only replacement to be done to overcome the freeness requirement is to substitute (A ⊗n ) Sn with Γ n (A), where
is the divided power algebra on A. In fact for an R−algebra A one has that Γ n (A) represents the functor B → {multiplicative polynomial mapping homogeneous of degree n from A to B}, where B is a commutative R−algebra and a polynomial law is a generalization of the concept of polynomial mapping which will be explained in the article. In this way we have
When A is commutative this composition coincides with the Grothendieck-Deligne norm map introduced in [13] and further studied in [7] . Henceforth with the HilbertChow morphism when k is algebraically closed morphism. We call this map the non commutative Hilbert-Chow morphism. Thanks to this description we shall easily prove that the Hilbert-Chow morphism is always projective. Using some result due to the second author we will show that the Hilbert-Chow morphism the same as the projection Hilb In Section 4 we introduce polynomial laws and the functor Γ n (A) of the divided powers over A. When A is flat Γ n (A) is isomorphic to the symmetric tensor functor and will play the same role played by the symmetric product in the classical Hilbert-Chow morphism. Section 5 is devoted to define morphisms which connect the schemes introduced in the previous sections. In 5.1 we prove that the morphism p : Hilb n A → Rep n A //GLn induced by the "forgetful map" is projective.
Then we define a norm map hc : Hilb n A → Spec Γ n (A) ab which generalizes the Grothendieck-Deligne norm map and specializes to the classical Hilbert-Chow morphism in the commutative case when the ground field is algebraically closed.
Notations
Unless otherwise stated we adopt the following notations:
-k is a fixed commutative ground ring.
-R is a commutative k−algebra.
-B is a commutative R−algebra.
-A is a not necessarily commutative R−algebra.
-F = k{x 1 , . . . , xm} denotes the associative free k−algebra on m letters.
-N − , C − , M od − and Sets denote the categories of −algebras, commutative −algebras, −modules and sets, respectively. -we write A(B, C) := Hom A (B, C) in a category A with B, C objects in A.
2 The moduli space of representations
The universal representation
We denotes by Mn(B) the full ring of n × n matrices over B. If f : B → C is a ring homomorphism we denote with Mn(f ) : Mn(B) → Mn(C) the homomorphism induced on matrices.
Definition 1 By an n-dimensional representation of A over B we mean a homomorphism of R−algebras ρ : A → Mn(B).
The assignment B → N R (A, Mn(B)) defines a covariant functor N R → Sets. This functor is represented by a commutative R−algebra. We report here the proof of this fact to show how this algebra comes up using generic matrices. These objects will be also crucial in the construction of the norm map in Section 5.2.
for all B ∈ C R .
Proof Suppose A = R{x 1 , . . . , xm} = R ⊗ k F is the free associative R−algebra on m letters. Let Vn(A) = R[ξ kij ] be the polynomial ring in variables {ξ kij : i, j = 1, . . . , n, k = 1, . . . , m} over the base ring R. To every n−dimensional representation of A over B it corresponds a unique m−tuple of n × n matrices, namely the images of x 1 , . . . , xm, hence a uniqueρ ∈ C R (R[ξ kij ], B) such thatρ(ξ kij ) = (ρ(x k )) ij . Following C.Procesi [18, 4] we introduce the generic matrices. Let ξ k = (ξ kij ) be the n × n matrix whose (i, j) entry is ξ kij for i, j = 1, . . . , n and k = 1, . . . , m. We call ξ 1 , . . . , ξm the generic n × n matrices. Consider the map
It is then clear that the map
gives the isomorphism (1) in this case. Let now A = R ⊗ k F/C be an associative R−algebra and write β :
We set Vn(A) = R[ξ kij ]/I and ξ
There is then a homomorphism
for which the following diagram
commutes.
⊓ ⊔ Remark 1 It should be clear that the number of generators m of A is immaterial and we can extend the above isomorphism to the not finitely generated case.
Definition 2 We write Rep
It is considered as an R−scheme. The map
is called the universal n-dimensional representation.
Given a representation ρ : A → Mn(B) we denote byρ its classifying mapρ : (2)). Example 2 Note that Rep n A could be quite complicated, as an example, when A = C[x, y] we obtain that Rep n A is the commuting scheme i.e. the couples of commuting matrices and it is not even known (but conjecturally true) if it is reduced or not, see [28] .
Example 1 For the free algebra one has Rep

An open subscheme
For any B ∈ C R identify B n with A n R (B), the B−points of the n−dimensional affine scheme over R. We introduce another functor that is one of the cornerstones of our construction. 
GLn−actions
Definition 4 We denote by GLn the affine group scheme over R. Then its B−points form the group GLn(B) of n × n invertible matrices with entries in B, for all B ∈ C R .
Define a GLn-action on Rep n A as follows. For any ϕ ∈ Rep n A (B), g ∈ GLn(B), let ϕ g : Vn(A) → B be the R−algebra homomorphism corresponding to the representation given by
Note that if ϕ, ϕ ′ are B−points of Rep 
It it is clear that U For A ∈ N R we recall the definition and the main properties of a representable functor of points whose representing scheme is the usual Hilbert scheme of points when A is commutative. For references see for example [2, 17, 21, 24, 25, 30] .
Definition 6 For any algebra B ∈ C R we write On the other hand, let (ρ, m, M ) be as in the statement, we consider the map
This map is surjective and its kernel I is a B−point in Hilb
in the same equivalence class of (ρ, m, M ), we have that
so that I ′ = I and the two triples define the same B−point in Hilb 
is in the same equivalence class of (ρ, m, M ), induces the same R−algebra structure on B.
Examples
Free algebras
Any A ∈ N R is a quotient of an opportune free R-algebra R{xα} and in this case it is easy to see that the scheme Hilb n A is a closed subscheme of Hilb n R{xα} .
Van den Bergh's results
In [30] Hilb n A was also defined by M. Van den Bergh in the framework of Brauer-Severi schemes. He proved that the scheme Hilb n F is irreducible and smooth of dimension n + (m − 1)n 2 if k is an algebraically closed field (see [30, Theorem 6] ).
Commutative case: Hilbert schemes of n-points.
Let now R = k be an algebraically closed field and let A be commutative. Let X = Spec A, the k−points of Hilb n A parameterize zero-dimensional subschemes Y ⊂ X of length n. It is the simplest case of Hilbert scheme parameterizing closed subschemes of X with fixed Hilbert polynomial P, in this case P is the constant polynomial n. The scheme Hilb n A is usually called the Hilbert scheme of n−points on X (see for example [3, 13] ). 
is an n−dimensional representation of the algebra F over k and v ∈ k n is such that
It is then easy to see that U 
Example 3 Let A = C[x, y] then Hilb n A (C) is described by the above Theorem as
This description of the Hilbert scheme of n−points of C 2 is one of the key ingredients of the celebrated Haiman's proof of the n! Theorem [10] . It has also been widely used by H.Nakajima [16] .
Symmetric products and divided powers
In this part of the paper we introduce a representable functor whose representing scheme will play the same role played by the symmetric product in the classical HilbertChow morphism.
Polynomial laws
We first recall the definition of polynomial laws between k-modules. These are mappings that generalize the usual polynomial mappings between free k-modules. We mostly follow N.Roby (see [22, 23] ) and we refer the interested reader to its papers for detailed descriptions and proof.
Definition 8 Let M and N be two k-modules. A polynomial law ϕ from M to N is a family of mappings ϕ A : A ⊗ k M → A ⊗ k N , with A ∈ C k such that the following diagram commutes
for all A, B ∈ C k and all f ∈ C k (A, B).
Definition 9
Let n ∈ N, if ϕ A (au) = a n ϕ A (u), for all a ∈ A, u ∈ A ⊗ k M and all A ∈ C k , then ϕ will be said homogeneous of degree n.
Definition 10 If M and N are two k-algebras and
for A ∈ C k and for all x, y ∈ A ⊗ k M , then ϕ is called multiplicative.
We need the following
Definition 11 -for S a set and any additive monoid M , we denote by M (S) the set of functions f : S → M with finite support. -let α ∈ M (S) , we denote by | α | the (finite) sum P s∈S α(s), Let A and B be two k−modules and ϕ : A → B be a polynomial law. The following result on polynomial laws is a restatement of Théorème I.1 of [22] .
Theorem 2 Let S be a set.
Let L = k[xs]
s∈S and let as be elements of A such that as is 0 except for a finite number of s ∈ S, then there exist ϕ ξ ((as)) ∈ B, with ξ ∈ N (S) , such that:
where x ξ = Q s∈S x ξs s . 2. Let R be any commutative k−algebra and let rs ∈ R for s ∈ S, then:
where r ξ = Q s∈S r ξs s .
If ϕ is homogeneous of degree n, then one has ϕ ξ ((as)) = 0 if |ξ| is different from n. That is:
In particular, if ϕ is homogeneous of degree 0 or 1, then it is constant or linear, respectively.
Remark 5
The above theorem means that a polynomial law ϕ : A → B is completely determined by its coefficients ϕ ξ ((as)), with ξ ∈ N (S) .
Remark 6
If A is a free k−module and {a t : t ∈ T } is a basis of A, then ϕ is completely determined by its coefficients ϕ ξ ((a t )), with ξ ∈ N (T ) . If also B is a free k−module with basis {bu : u ∈ U }, then ϕ ξ ((a t )) = P u∈U λu(ξ)bu. Let a = P t∈T µ t a t ∈ A. Since only a finite number of µ t and λu(ξ) are different from zero, the following makes sense:
Hence, if both A and B are free k−modules, a polynomial law ϕ : A → B is simply a polynomial map.
Definition 12 Let k be a commutative ring.
(1) For M, N two k−modules we set P 
clear that in this case raising to the power n is the unique multiplicative polynomial law homogeneous of degree n. 5. When A ∈ N k is an Azumaya algebra of rank n 2 over its center k, then its reduced norm N belongs to MP n k (A, k).
Divided powers
The functors just introduced in Def. 12 are represented by the divided powers which we introduce right now.
Definition 13
For a k-module M the divided powers algebra Γ k (M ) (see [22, 23] ) is an associative and commutative k-algebra with identity 1 k and product ×, with generators m (k) , with m ∈ M , k ∈ Z and relations, for all m, n ∈ M :
The k-module Γ k (M ) is generated by finite products × i∈I x (αi) i of the above generators. The divided powers algebra Γ k (M ) is a N-graded algebra with homogeneous components Γ n k (M ), (n ∈ N), the submodule generated by {× i∈I x (αi) i : | α |= P i α i = n}. One easily checks that Γ k is a functor from M od k to C k .
Universal properties
The following properties give the motivation for the introduction of divided powers in our setting. 
Functoriality and adjointness
given by ϕ → ϕ • γ n .
The algebra Γ
The unit in Γ n k (A) is 1 (n) . It was proved by N.Roby [23] that in this way R → Γ n k (A) gives a functor from k-algebras to k−algebras such that γ n (a)γ
and the map given by ϕ → ϕ • γ n is an isomorphism for all A, B ∈ N k . [4, Lemma 1.2.]
Basis change
[22, Thm. III.3, p. 262] For any R ∈ C k and A ∈ M od k it holds that
When A is a k−algebra this gives an isomorphism of R−algebras
for all n ≥ 0.
Symmetric tensors
Definition 14 Let M be a k−module and consider the n−fold tensor power M ⊗n .
The symmetric group Sn acts on M ⊗n by permuting the factors and we denote by TS n k (M ) or simply by TS n (M ) the k−submodule of M ⊗n of the invariants for this action. The elements of TS n (M ) are called symmetric tensors of degree n over M .
Remark 7
If M is a k−algebra then Sn acts on M ⊗n as a group of k−algebra automorphisms. Hence TS n (M ) is a k−subalgebra of M ⊗n .
Flatness and Symmetric Tensors
which is an isomorphism when M is flat over k. Indeed one can easily prove that τn is an isomorphism in case M is free. The flat case then follows because any flat k−module is a direct limit of free modules and Γ (resp. Γ n ) commutes with direct limits.
Remark 8 Divided powers and symmetric tensor are not always isomorphic. See [15] for counterexamples.
The abelianization
In this paragraph we introduce the abelianizator and we prove some of its properties. Then we deduce the fact that the abelianization of divided powers commutes with base change.
Definition 15 Given a k−algebra A we denote by [A] the two-sided ideal of A generated by the commutators [a, b] = ab − ba with a, b ∈ A. We write
and call it the abelianization of A.
We collect some facts regarding this construction. Proof The first point is obvious. For A, B ∈ N k and f ∈ N k (A, B) we have that
Proposition 4 1. For all B ∈ C k the surjective homomorphism ab
. This proves the functoriality. ⊓ ⊔
Definition 16
We call the just introduced functor the abelianizator . For A, B ∈ N k and f ∈ N k (A, B) we denote by f ab ∈ C k (A ab , B ab ) the abelianization of f .
Proposition 5 The abelianizator preserves surjections.
Proof Let A, B ∈ N k and suppose f ∈ N k (A, B) to be surjective. We have that
Theorem 3 For all A ∈ N k and all R ∈ C k it holds that
On the other hand the homomorphism of k−algebras given by the composition
ab . This β extends to a homomorphism of
ab that is the inverse of α as can be easily
Proof It follows from (15) and Proposition 3. ⊓ ⊔ Remark 9 Corollary 1 remain true by replacing Γ n with TS n when A is flat. In particular when R is a field. the n−fold symmetric product of X =Spec A.
In particular it follows that S n F ∼ = Spec TS n k (F ) ab .
Morphisms
In this section we introduce morphisms which connect Rep n A //GLn, Hilb n A and S n A .
The forgetful map
Recall from Section 3.2 that we have U The fibers of the map p are very difficult to study. Some results is known for the case A = F and k algebraically closed field [14] .
The norm map
Let ρ ∈ N R (A, B) be a representation of A over B ∈ C R . The composition det ·ρ is a multiplicative polynomial law homogeneous of degree n belonging to M P n R (A, B). We denote by detρ the unique homomorphism in C R (Γ 
It follows that det is the affine morphism corresponding to the composition of the universal map π A introduced in (2) with the determinant i.e. to the top horizontal arrows of diagram (18 
We have the following result. Proof When A is the free k−algebra the result follows from Theorem 1.1 in [29] . When A is commutative all the properties listed has been proved in [26, 27, 28] . The fact that det is a closed embedding in characteristic zero follows considering the following diagram
recalling Proposition 6 and the fact that GLn in this case is linear reductive.
Non commutative Hilbert-Chow
The Hilbert scheme enters the scene again. Proof We know p to be projective by Theorem 4. Since det is affine and hence separated the result follows. ⊓ ⊔
Commutative case: the Hilbert-Chow morphism and the Grothendieck-Deligne norm.
In this paragraph A is a commutative R−algebra and let X = Spec A. Let R = k be a an algebraically closed field of arbitrary characteristic. In this case A is flat over k and we have an isomorphism S n A ∼ = X n /Sn, the n−fold symmetric product of X. There is a natural set-theoretic map Hilb n A → X n /Sn mapping a zero-dimensional subscheme Z in Hilb n A to the 0−cycle of degree n :
Suppose now k is again a commutative ring and R ∈ C R . The Grothendieck-Deligne norm map was firstly introduced in [13] as a natural transformation n A : Hilb n A → Rep n A (22) generalizing previous works of A.Grothendieck [9] and P.Deligne 6.3.8 [5] . It works this way: given a triple (ρ, m, M ) representing a B−point of Hilb n A (see Lemma 2) we can consider the composition det ·ρ and this induces the natural transformation n A .
Remark 12
The Grothendieck-Deligne norm map was the starting point and the inspiration for this work.
Remark 13
It should be clear to the reader that in the preceding hypotheses hc is the same as n A .
Proposition 7 ( Par.4.5 [7] ) Let k be an algebraically closed field. The GrothendieckDeligne norm and the Hilbert-Chow morphism coincide on the k-points.
Theorem 7 The Hilbert-Chow morphism is projective
Proof It follows by Theorem 6 and the Proposition above.
⊓ ⊔ Proof In the listed cases we have that det is an isomorphism hence we have an isomorphism between the image of hc with the one of the forgetful map.
Example 5 Suppose A = F the free algebra. In this case Rep 
