Abstract. We present a new approximate joint selection theorem which unifies Michael's theorem (1956) on continuous selections and Cellina's theorem (1969) on continuous ε-approximate selections. More precisely, we show that, given a convex-valued H-upper semicontinuous multifunction F and a convex-closed-valued lower semicontinuous multifunction G with F (x) ∩ G(x) = ∅, one can find a continuous function f which is both a selection of G and an ε-approximate selection of F . We also prove a parametric version of this theorem for multifunctions F and G of two variables (s, u) ∈ Ω × X where Ω is a measure space. Using this selection theorem, we obtain an existence result for elliptic systems involving a vector Laplacian and a strongly nonlinear multi-valued right-hand side, subject to Dirichlet boundary conditions. 
Introduction
The first purpose of this paper is to present a new continuous joint selection theorem (Theorem 2.1) which unifies two known theorems due to E. A. Michael [13] in 1956 and to A. Cellina [7] in 1969. More precisely, we prove that if F is an H-upper semicontinuous convex-valued multifunction from X to 2
CM -Selectors
For the convenience of the reader, we give the basic definitions and notations following [2, 5] . Let (X, ρ) be a metric space. -upper or lower semicontinuous, if it is upper or lower semicontinuous, respectively, at every x ∈ X; -H-upper or H-lower semicontinuous at x 0 if for any ε > 0 one can find δ > 0 such that F (B(x 0 , δ)) ⊂ U ε (F (x 0 )) or F (x 0 ) ⊂ U ε (F (x)), respectively, for all x ∈ B(x 0 , δ).
-H-upper or H-lower semicontinuous, if it is H-upper or H-lower semicontinuous at every x ∈ X, respectively;
If F is upper semicontinuous, then it is H-upper semicontinuous; the converse is true if F takes compact values. If F is H-lower semicontinuous, then F is lower semicontinuous; the converse is true if F takes compact values.
If Y is a normed space, we denote by conv D and conv D the convex hull and the closed convex hull of a subset D of Y , respectively.
The main purpose of this section is to prove a theorem, which is intermediate between two famous continuous selection theorems: the Michael theorem [13] and the Cellina theorem [7] . To formulate it, there is a need for a new notion which we immediately introduce.
be two multifunctions, where X and Y are metric spaces, and let ε > 0 be an arbitrary positive number. By an ε-approximate CM -selector for the pair (F, G) we mean a continuous function f : X → Y which is both a selector for G (i.e., f (x) ∈ G(x) for all x ∈ X) and an ε-approximate selector (ε-selector in short) for 
Then for every ε > 0 there exists an ε-approximate CM -selector for the pair (F, G).
Proof. The proof of Theorem 2.1 will be carried out in two steps.
Step 1: Suppose first that Y is a normed space and G : X → 2 Y has convex values only. We claim that then for every ε 1 , ε 2 > 0 there exists a continuous map f :
For the proof fix ε 1 , ε 2 > 0. Let y x be an arbitrary element of F (x) ∩ G(x) with x ∈ X. F is H-upper semicontinuous, so for x ∈ X there is δ 1 (x) > 0 such that F (x) ). The multifunction G is lower semicontinuous, therefore for x ∈ X there exists δ 2 
x∈X is an open covering of the metric space X and X is paracompact by the Stone theorem [12] , we can find a locally finite refinement (W i ) i∈I of (U x ) x∈X and a continuous partition of unity (φ i ) i∈I subordinate to (W i ) i∈I .
Evidently, f is continuous, and as f (x) is a convex combination of elements of F (X), we have f (x) ∈ conv F (X) for every x ∈ X.
Observe that f is an ε 1 -selector of F . Indeed, let x ∈ X and denote I(x) = {i ∈ I : φ i (x) = 0}. The set I(x) is finite and we have
For the proof of the remaining part of our statement, let again
as the set G(x) and hence also U ε 2 (G(x)) is convex.
Step 2: Assume now that Y is even a Banach space and that G takes closed convex values. We claim that for every ε > 0 there exists a CM -selector f for the pair (F, G). Indeed, fix ε > 0. By Step 1 there exists a continuous map 
, (x , y)) < ε, and consequently f is an ε-selector for F Remarks 2.1. 1) Theorem 2.1 is true also in the more general setting of Cellina's Theorem 1 from [8] , i.e. when X is a paracompact, uniform space with countable base (in particular, metric space) and Y is a complete metric, locally convex space (i.e. Fréchet space). The L p -decomposable nonconvex-valued version of the theorem is valid too (cf. [6] ; the results were announced in H. T. Nguyêñ [14] and are accepted for publication in [16] ).
2) From Theorem 2.1 follows in addition the possibility to construct a CM -selector f such that f (a) = f 0 (a) (a ∈ A), where A ⊂ X is a fixed closed set (in particular, A is a fixed finite or closed countable set) and [13] (see also [5] ), G 0 is lower semicontinuous just as G. Applying the statement of Theorem 2.1 for the pair (F, G 0 ), we get its CMselector f , which clearly is a CM -selector for the pair (F, G) with the additional property f (x) = f 0 (x) (x ∈ A). The existence of ε-approximate selectors with this property, for an H-upper semicontinuous multifunction (as in Cellina's selection theorem [7] ) seems to be unnoticed before (see recent references in the books [5, 11] , and recent papers, for example [10] ), although it is well-known that a lower semicontinuous multifunction of Michael's theorem has a continuous selector satisfying the additional property.
The following "applied" ε-approximate CM -selection theorem (and it together with the above Remark 2.1/ (2)) is an example of how Theorem 2.1 can be applied to constructing ε-approximate continuous selectors satisfying some additional conditions. Theorem 2.2. Let X be a Banach space and X * be its dual. Assume that F : X → 2
X * is a H-upper semicontinuous multifunction with convex values and that
Then G is lower semicontinuous, and the pair (F, G) has an ε-approximate CM -selector for every ε > 0.
Proof. It suffices to show that G satisfies the assumptions of Theorem 2.1. It is clear that G has non-empty closed convex values. It remains to show that it is lower semicontinuous. Indeed, assume that G is not lower semicontinuous at some x 0 ∈ X. Then there exist an open set V ⊂ X * such that G(x 0 ) ∩ V = ∅ and a sequence (x n ) ⊂ X \{0},which converges to x 0 and such that G(x n )∩V = ∅ for n ∈ N. Therefore, for every y ∈ V we have x n , y > g(x n ) for n ∈ N and hence x 0 , y ≥ g(x 0 ) by the continuity of ·, · and g. This is a contradiction if g(0) > 0 and x 0 = 0.
Assume now that x 0 = 0 and take y 0 ∈ G(x 0 )∩V . Then B(y 0 , r) ⊂ V for some r > 0. From the above it follows that x 0 , y 0 = g(x 0 ). On the other hand, by the classical Hahn-Banach theorem [9] , there exists z ∈ X * with z = 1 and
The lower semicontinuity of G at x 0 = 0 when g(0) = 0 is obvious, since in this case by definition
Remark that the inequality x, y ≤ g(x) is called in the literature one-sided estimate.
CM -selectors for multifunctions of two variables
Let (Ω, A, µ) be a measure space with a complete, σ-finite measure µ on a σ-algebra A. Let X and Y be separable complete metric spaces. A multifunction F : Ω → 2 X with closed values is called measurable if the set {x ∈ X : F (x) ∩ U = ∅} is measurable for every open subset U of X. For other equivalent notions of measurability of multifunctions see, e.g., [2, 5] .
Further, a multifunction
is measurable on (Ω\D 0 ) × X with respect to the algebra A × B(X) where D 0 is some measurable set with µ(D 0 ) = 0 and B(X) is the algebra of all Borel subsets of X. More information concerning multifunctions of two variables can be found e.g. in [2] .
The following "applied" ε-approximate CM -selection theorem is a parametric version of Theorem 2.2. Note that Remark 2.1/(2) is valid also for Theorem 3.1, and is useful in applications. Proof. Let ε : Ω → R + be an arbitrary measurable positive function. Definê
. It is easy to show thatF (s, ·) is H-upper semicontinuous and has closed values for almost all s ∈ Ω. We contend also thatF (·, x) is measurable for all x ∈ X. In fact, it is known that the properties of F ensure that the multifunction s → F (s, Z(s)) is measurable for every measurable multifunction Z : Ω → 2 
} has a.e. nonempty values. We noted earlier thatF (s, ·) is H-upper semicontinuous for almost all s ∈ Ω, and therefore for almost all s ∈ Ω and for any continuous function f :
is valid. In view of this fact, and because H takes closed values, we can write H(s, r) 
The Dirichlet problem for multi-valued elliptic differential systems with strong non-linearities
Let Ω be a bounded domain in R 
In particular, we shall be interested in Orlicz spaces X with the property that X ⊂ L 2 ⊂ X where X denotes the Köthe associate space of X (see, e.g., [4] ). Remember that if
Throughout this section, we denote by Z the special Lebesgue or Orlicz space
where N (s, α) = exp(|α| 2 ) − 1. By the Sobolev exact embedding theorem (the case n > 2) and the Pokhozaev-Trudinger exact embedding theorem (the case n = 2), the Sobolev space H 1 0 is always continuously non-compactly embedded into Z (see, e.g., [18] ). By e.g. (AC2) m > 1 (i.e. the case of a system of equations), and either (a) n > 2, Z ⊂ X strictly, the multi-valued superposition operator N F acts from X into 2 Z , Z is absolutely continuously embedded into X or (b) n = 2, Z ⊂ X, the multi-valued superposition operator N F acts from X into 2 Z , and the equality lim mes (D)→0 sup y∈N (x), x X ≤r y, P D z = 0 holds for each z ∈ Z and r > 0.
Later on, we denote by µ ∆ the first Dirichlet eigenvalue of the Laplacian −∆ on Ω.
The main result for this section is the following Theorem 4.1. Let Z be the space in (4.2) and X be an Orlicz space such that
continuously. Suppose condition (AC1) for the case m = 1 and condition (AC2) for the case m > 1. Suppose in addition that the following conditions are satisfied:
1) F (·, ·) has non-empty compact convex values and is an H-upper Carathéodory as well as an (mod 0)-measurable multifunction.
2) For almost all s ∈ Ω there exists w ∈ F (s, u) such that the one-sided inequality (Ω, R) and b ∈ [0, +∞); when m = 1 and n = 2 we may assume the analogous non-polynomial exponential growth condition, using the Young function N and its dual Young function N * . It is well-known that all the exponents in (4.6) as well as in the above non-polynomial exponential growth condition are critical (and the inclusion under consideration is non-compact-type strongly nonlinear) since they all correspond to the exact continuous non-compact embeddings in the above-mentioned Sobolev/Pokhozaev-Trudinger theorems (see the discussions for the single-valued case, e.g., in [4, 15] ).
2) The compact-type nonlinear inclusions were treated, e.g., in [3] and the references cited therein.
3) Analogous existence results are valid for more complicated strongly nonlinear inclusions such as multi-valued versions of strongly nonlinear problems, which were studied, e.g., in [4, 15] and the references cited therein. 
for all p > n, Theorem 4.1 allows us to state the solvability result for (4.1) with F (s, u) = ϕ * (u)+h(s), while the example cannot be treated by [3] , and papers cited therein.
Proof of Theorem 4.1
We shall divide the proof of Theorem 4.1 into 7 steps.
Step 1: By Theorem 3.1 (if F (s, ·) is independent of s, it is sufficient to apply Theorem 2.2) there exists for each ε > 0 a Carathéodory function
( 5.1) and, moreover, g ε satisfies the one-sided estimate
where γ and δ(·) are the same as in (4.5) and do not depend on ε.
By (5.2) and (5.3), f n are Carathéodory functions and
where 0 < θ n (s, u) < 1 and
Step 2: As is well-known (see, e.g., [18] ), the operator L generated by the Laplacian −∆ m is continuous and invertible from H , and
for some α > 0 (see, e.g., [18] ). Remember that the solvability of (4.1) in H and Lu = v. Now we consider the approximate single-valued problem in
where f n is defined in (5.4) and satisfies (5.5). Clearly, the single-valued superposition operator F n , where 
Step 3: In the presence of (5.8) and (5.5) via CM -selections, by the same argument [4] , we deduce that the inequality
holds for u n from Step 2, where
Step 4: We claim additionally that for u n from Step 2 we have the equality
for each z ∈ Z. In the presence of (5.9) and (5.5) via CM -selections, this can be verified directly as in the single-valued case [4] .
Step 5: From (5.10) via the Dunford-Pettis type σ(Z , Z)-weak precompactness and σ(Z , Z)-weak completeness theorems in Z (see, e.g., [9, 16] ) it follows that there exist some subsequence n k and some Step 6: From (5.8) and the Rellich-Kondrashov theorem (see [18] ) we get that {u n } n is precompact in L 2 and in measure. Therefore we may choose a subsequence of {n k } k , which we shall for simplicity denote again by {n k }, such that u n k converges in L 2 to u * and u n k (s) → u * (s) for almost all s ∈ Ω, for some measurable function u * ∈ L 2 . From (5.8) we get that u n k , u * ∈ Z. From our choice of n k , we get also that (see Step 5) F n k u n k , z → v * , z (k → +∞) for each z ∈ Z = (Z ) * , i.e. F n k u n k → v * in the weak topology σ(Z , (Z ) * ). Invoking, e.g., [1: Theorem 8] about sequential strongweak continuous dependence, we get v * ∈ N F (u * ). We draw attention of the reader to the fact that for to apply the theorem it is crucial that in definition (5.3) of the functions f n there is involved property (5.1) of CM -selectors. Let us remark here that in the single-valued case of F (·, ·) one can get by the Nemytskij theorem (see [4, 15, 17] ) also the convergence in measure of F n k u n k to N F (u * ) (and so one can get immediately v * = N F (u * )); in the multi-valued case this is not true.
Step 7: From Step 2 we get u n k = L −1 (F n k u n k ). From the results of Steps 5 and 6 we then obtain u * = L −1 v * (since by the well-known Hahn-Saks-Vitali theorem [9] the limit in measure and the σ(Z, Z )-weak limit coincide in Z) and v * ∈ N F (u * ). Therefore u * ∈ L −1 N F (u * ), and so Lu * ∈ N F (u * )
