The (arbitrary) higher order asymptotic expansion for posterior distributions of a single parameter is derived by using posterior modes, and its validity is shown. An asymptotic expansion for the Bayes risk with squared error loss of a posterior mode is derived.
Introduction
Asymptotic expansions for posterior distributions have been investigated by many authors (Johnson (1967 (Johnson ( , 1970 , Johnson and Ladalla (1979) , Ladalla (1988) , Crowder (1988) ). Johnson (1967 Johnson ( , 1970 has investigated asymptotic expansions for one dimensional posterior distributions. Johnson and Ladalla (1979) , and Ladalla (1988) have extended his expansions to multivariate and marginal distributions when the observations are i.i.d. with a multivariate exponential family. These expansions are obtained by expanding around maximum likelihood estimators (MLEs). In contrast, Miyata (2004) has used a posterior mode to derive a formal expansion for a posterior distribution of the standardized random variable with an explicit leading term of order n −1/2 . However, little is known about the higher-order leading terms and the validity in the expansion using the posterior mode. The aim of this paper is to extend the expansion to that of higher order, and show its validity. Suppose that a single parameterΘ has a proper or improper prior density π(θ), and p n (y | θ) is a density of the observed random variableỸ = (Y 1 , . . . , Y n ) givenΘ = θ. Then the posterior density ofΘ can be expressed as
h n = h n (θ). Here we study the behavior of the centered and scaled variable Z =Θ −θ σ n , (1.1) where σ n = 1/ nh n . Then the probability that Z is less than or equal to ξ, is given by
In Section 2, we present an asymptotic expansion with the leading terms of higher order for (1.2), and show its validity (Theorem 2.1). In addition, we present an expansion for the Bayes risk with squared error loss of the posterior mode, and compare our expansions with Johnson's expansions. Section 3 illustrates this expansion with two examples. In Section 4, we note that this result gives a correction of Proposition 3 in Miyata(2004) , and briefly discuss the regularity conditions for asymptotic expansions of posterior distributions. Section 5 proves the main results of Section 2.
Main results
Suppose that (Ω, A) is a measurable space, P = {P θ : θ ∈ Θ} is a family of probability distributions on (Ω, A), and
where Y is a subset of R, and B is the class of Borel subsets of Y. We will assume that for all n, the n-dimensional distributions ofỸ = (Y 1 , . . . , Y n ) are dominated by a σ-finite measure, and we will denote a density ofỸ under P θ by p n (y | θ), where y = (y 1 , y 2 , . . . , y n , . . . ) is the observed sequence and p n (y | θ) depends on the first n observationỹ = (y 1 , . . . , y n ). Throughout we let θ 0 be a true parameter, and let "a.e. P θ 0 " be abbreviated to "a.e.". First, we consider assumptions (A0)-(A5) for which the asymptotic expansion for (1.2) will be valid. We let B δ (θ) ≡ {θ ∈ Θ : |θ −θ| < δ}, and let {θ} ≡ {θ : n = 1, 2, . . . } be a sequence of posterior modes.
We list the following assumptions for a sequence {h n (θ)} ≡ {h n (θ) : n = 1, 2, . . . }: (A0) Θ is an open interval of the real line. (A1) {h n (θ)} is a sequence of (v + 1) times continuously differentiable functions with respect to θ on Θ, a.e.
(A2) The integrals Θ e −nhn(θ) dθ are finite for all n, a.e. (A3) There exist positive numbers , M 1 , and an integer N 0y such that n ≥ N 0y implies for all θ ∈ B (θ) and all k = 1, . . . , v + 1, |h
(A4) There exists ζ > 0 such that n ≥ N 0y implies h n > ζ, a.e. (A5) There exists > 0, M 2 > 0 and N 0y such that n ≥ N 0y implies for all δ for which 0 < δ < , B δ (θ) ⊆ Θ and
Here , and N 0y appearing in (A3)-(A5) mean the same symbols, and N 0y depends on the observed sequence y . Note that assumptions (A0)-(A5) are essentially similar to those in Kass et al. (1990) . Let φ(x) denote the standard normal probability density, and let Φ(x) be its distribution function. Then the following theorem and proposition hold. The proofs are given in Section 5.
Theorem 2.1. Under assumptions (A0)-(A5), there exist functions {r j (ξ, y )} and positive constants c(v) > 0, and N y > 0 such that for all n > N y , Henceforth, we will use the similar suffixes to explain the dependence on y and/or v.
Proposition 2.1. Under the assumptions of Theorem 2.1, each r j (ξ, y ) is a polynomial in ξ having coefficients bounded in y multiplied by the standard normal density.
Calculation of the leading terms
Functions r k (ξ, y ), (k = 1, . . . , v − 2) are given in the explicit form from the following recurrent formula:
where for convenience, r 0 (ξ, y ) ≡ 1, β 0 (∞) ≡ 1. (2.2) follows immediately from (5.19). Next, we define polynomials P k (x). The formal expansion for exp{−nh n (θ)} leads to
Then, expanding the exponential part (2.4) with x = nh n (θ −θ) and
We can see from the above that the polynomial P k (x) takes the well-known form in the Edgeworth expansions. Therefore, P k (x) is defined as the coefficient of z p in the formal expansion of exp{
The first few are
For details of the derivation, see Shimizu (2001, pp. 195-196) , and Petrov (1975, p. 134) . It can be seen from (2.3) and (2.5) that β i (∞) = 0 for any odd number i.
Third, to get β k (ξ) in the explicit form, the calculation of
can be easily calculated by the following recurrent formula. Note that α 0 (ξ) = Φ(ξ), and α 1 (ξ) = −φ(ξ).
) dx, using the integration by parts, we have the above equation.
Thus, by repeating the calculations in order of (2.5), (2.3), and (2.2) inductively, the leading term of arbitrary order n −k/2 is obtained. For example, the first two terms are
Comparison with Johnson's expansion
This section compares expansion (2.1) with that of Johnson (1970) . Let h n (θ) = −n −1 log p n (y | θ), and letθ ML be the MLE of θ. Suppose thath
n (θ) (resp.h n (θ)) evaluated atθ ML , and the hat on π and its derivatives denote evaluation at MLEθ ML , e.g.,π = π(θ ML ) . Then Johnson's expansion is given by
, and
First we consider the following quantity and conditions to discuss the goodness of expansions (2.1) and (2.9).
is the expansion in Theorem 2.1. This section is devoted to the case of k = 0, i.e., B 0
This was used in Singh (1981) to compare the accuracy of normal approximation and Efron's bootstrap approximation to a sampling distribution. Similarly B 0 z can be used to measure performance of normal approximations to posterior distributions.
We assume the additional conditions:
(B3) The prior π(θ) is twice differentiable with respect to θ, and there exist π 0 , π 0 , and π 0 such that lim n→∞π = π 0 , lim n→∞π = π 0 , and lim n→∞π = π 0 a.e.
Then by (2.1) and (2.8), we have
Taking the ratio of B 0
where 1 [·] is an indicator function and , (2.11) is always greater than 1. In contrast, if 0 < K < 2, then (2.11) < 1. Note that the ratio (2.11) is equal to 1 for the prior π proportional to a constant. In this case, as seen from (2.8) and (2.9), the leading terms of order n −1/2 and n −1 in (2.1) coincide exactly with those in (2.9).
Expansion of the moments
As described in Johnson (1970), and Crowder (1988) , the way of deriving expansion (2.1) can also be extended to the r-th moment of the posterior distri-
Although we will not explain it in detail, for example, an expansion for Bayes risk
where c 3 is a positive number, and σ 2 n = (nh n ) −1 . The proof of the above follows from the same fashion as in the proof of Theorem 2.1. Details of the proof and the higher order leading terms are available from the author.
In contrast, following Johnson (1970) , an expansion for Bayes risk
wherec 3 is a positive number, andσ 2 n = (nh n ) −1 . Because
the difference of (2.12) and (2.13) is
Thus the difference of (2.12) and (2.13) is of order O(n −2 ). Note that ifh (3) n = 0 a.e., for all n, the Bayes risk ofθ is always smaller than that ofθ ML in the term of order n −2 .
Examples
This section illustrates expansions (2.1) and (2.9) with the Gamma distribution and AR(1) process. 
Assuming that nα − 1 > 0, it is seen that {h n (θ)} satisfies assumptions (A0)-(A5). Detail of the verification of (A5) is in Appendix. Theorem 2.1 leads to
where Z = nh n (Θ −θ), and nh n = (nα − 1)/θ 2 . In contrast, Johnson's expansion is given by
y i is the MLE for θ, and nh n = (nα)/θ 2 ML . We can see from the criterion (2.11) that Z gives a better normal approximation than Z because of K = lim n→∞ 3h nπ / (h (3) nπ ) = 1.5. On the other hand, we consider a conjugate prior π(θ) = Γ(a) −1 b a θ a−1 exp(−bθ) with a > 0 and b > 0 being hyperparameters. Then the posterior density is given by
Because its posterior mode isθ = (nα + a − 1)/( n i=1 y i + b), K in the criterion (2.11) becomes K = −1.5((a − 1) − bθ 0 ) where θ 0 is a true parameter. This shows that the goodness of normal approximations using Z andZ depends on a, b, and θ 0 .
Example 3.2 (AR(1) Process). Next, we consider the AR(1) process
with an initial value Y 0 = y, where β is an unknown parameter in (−1, 1), σ is an unknown parameter in (0, ∞), and y is a fixed constant. Now we calculate expansion (2.1) for the marginal posterior density of β. Let θ θ θ = (β, σ), and let the prior be π(θ θ θ) ∝ σ −1 . Then, the posterior density of β is given by
Let the expression in the right-hand side of (3.3) be denoted by q n (β), and let h n (β) = −n −1 log q n (β). Although |β| might be more than 1, it follows from ergodicity that for any true value β 0 in (−1, 1), lim n→∞β = β 0 a.e. From this, there exists a positive integer N 0y , which might depend on the observed sequence y = (y 1 , y 2 , . . . , y n , . . . ), such that n ≥ N 0y impliesβ ∈ (−1, 1). Consequently it can be verified that {h n (β)} satisfies (A0)-(A5). Thus using Theorem 2.1, it follows from h (3)
Note that because the regularity conditions of Johnson (1970, p. 862) are for each of the probability densities of y i given y i−1 (i = 1, . . . , n) and the prior, they are not available.
Concluding remarks
In this paper, we have shown the validity of the higher-order expansions using posterior modes for posterior distributions of a single parameter. As a note, this result gives a correction of Proposition 3 in Miyata (2004) . The way of deriving expansion (2.1) can also be applied to multivariate posterior distributions if the explicit leading terms of arbitrary order n −k/2 are not required. Meanwhile, to show the validity of expansion (2.1), we use the assumptions similar to those of Kass et al. (1990) . Our assumptions can be applied to the cases where the observations are not i.i.d. or the MLE does not exist, because they are for a sequence of posterior distributions rather than for a family of probability distributions ofỸ . By using Theorem 8 of Kass et al. (1990) , we can give a family of probability distributions the sufficient conditions to fulfill assumption (A5). These conditions are closely related to those of Johnson (1970) , and require that the observations are i.i.d., and the MLE is strongly consistent. However, in practice, there exist some families of probability distributions that do not satisfy such regularity conditions. Thus, to give easily-checked sufficient conditions to a wider class of probability distributions, further work will be needed.
Proofs of the main results
Throughout this section, we assume (A0)-(A5). To prove Theorem 2.1, we prepare Lemmas 5.1-5.5. We recall σ n = 1/ nh n and h n (θ) = −n −1 log p n (y | θ)π(θ). Let S 1 be a set of Y ∞ such that {h n (θ)} satisfies (A0)-(A5), and S c 1 is a null set.
Lemma 5.1. It holds that for each y ∈ S 1 , and for any x with |x| < δ/σ n ,
where λ 2x =θ + λ 1x σ n x, and λ 1x is a number between 0 and 1.
Proof. Expanding h n (θ) aroundθ and setting x = σ −1 n (θ −θ) yields the expansion.
Lemma 5.2. There exists a positive constant c 1 (v) such that for each y ∈ S 1 , and for any x with |x| < δ/σ n ,
Proof. Let y ∈ S 1 be fixed. We use an inequality from Feller (1971, p. 535 ) that
which is valid for all complex numbers β and λ. We use this with
First, we evaluate |β|. It follows from assumptions (A3) and (A4) that
where
1y (p). Hence, there exists a positive number d 3 (v) such that the right-hand side of (5.1) is bounded above by
Therefore, arguing as in Shimizu (2001, pp. 214-215) , we have
. Combining (5.8) and (5.9) completes the proof.
Let f n,y = √ 2πσ n exp{−nh n (θ)}, and recall
Lemma 5.3. There exists a positive number d 5 (v) such that for sufficiently large n,
Because this inequality holds uniformly in ξ, Lemma 5.3 gives the following representation:
where R 1n (ξ) is uniformly bounded above by d 5 (v).
Proof. First we prove the case where ξ is positive. Let y ∈ S 1 be fixed.
where r 1n (x) is the same as (5.3). By assumption (A5), both terms in (5.14) decrease of order n −(v−1)/2 . It is also verified that both terms in (5.15) decrease of Because the terms of lower order than O(n −k/2 ) vanish in the above brace, (5.19) holds. On the other hand, it follows from (5.17) that
In the numerator, the terms of lower order than O(n −(v−1)/2 ) vanish. Hence (5.18) holds.
Proof of Theorem 2.1. Using Lemmas 5.3 and 5.4, we have 
