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Abstrakt
Ciel’om tejto bakala´rskej pra´ce je integrovat’ open source SIP proxy server Kamailio a
modul Mediaproxy alebo RTPproxy a zistit’vplyv tohto modulu na vy´konnost’serveru.
Teoreticka´ cˇast’obsahuje za´kladne´ informa´cie o VoIP, signalizacˇny´ch protokoloch H.323,
SIP a prenosovom protokole RTP. Dˇalej obsahuje kapitoly, ktore´ popisuju´ Kamailio, jeho
histo´riu, architektu´ru, informa´cie o RTPProxy aMediaproxymoduloch. Bakala´rska pra´ca
obsahuje detailny´ postup insˇtala´cie, kompletnu´ konfigura´ciu Kamailia a modulu RTP-
proxy. Na za´ver sa pra´ca zaobera´ za´t’azˇovy´m testovanı´m serveru a zhodnotenı´m dosi-
ahnuty´ch vy´sledkov.
Klu´cˇove´ slova: VoIP, SIP, Kamailio, RTPproxy, RTP, konfiguracˇny´ su´bor, za´t’azˇove´ testo-
vanie, kodek
Abstract
The goal of this bachelor thesis is to integrate open source SIP proxy server Kamailio
and RTPproxy or Mediaproxy module and measure the impact of this module on the
performance of the server. The theoretical part contains basic information about VoIP,
signaling protocolsH.323, SIP andRTP transport protocol. This part also contains chapters
that describe Kamailio, its history, architecture, information about RTPproxy module and
Mediaproxy module. Bachelor thesis contains a detailed installation procedure, complete
configuration of Kamailio andRTPproxymodule. The last chapter dealswith server stress
testing and evaluation of the results achieved.
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Zoznam pouzˇity´ch skratiek a symbolov
API – Application Programming Interface
CPU – Central Processing Unit
DNS – Domanin Name System
GIT – GNU Interactive Tools
GPG – GNU Privacy Guard
GPL – General Public License
H.245 – signalizacˇny´ protokol
H.323 – protokoly pre audio-vizua´lne rela´cie
HTTP – Hypertext transfer Protocol
ICMP – Internet Control Message Protocol
IETF – Internet Engineering Task Force
IP – Internet Protocol
ISDN – Integrated Services Digital Network
ITU-T – International Telegraph Union-Telecommunication
kbit/s – kilobit per second
kHz – kiloHertz
LAN – Local Area Network
ms – millisecond
NAT – Network Address Translation
OSI – Open Systems Interconnection
Q.931 – signalizacˇny´ protokol
QOS – Quality Of Service
RAS – Remote Access Service
RFC – Request for Comments
RTCP – Real-time Transport Control Protocol
RTP – Real-time Transport Protocol
SCTP – Stream Control Transmission Protocol
SDP – Session Description Protocol
SIP – Session Instantion Protocol
SMTP – Simple Mail Transfer Protocol
SQL – Structured Query Language
SRTP – Secure Real-time Transport Protocol
TCP – Transport Control Protocol
TLS – Transport Layer Socket
UAC – User Agent Client
UAS – User Agent Server
UDP – User Datagram Protocol
VOIP – Voice Over Internet Protocol
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51 U´vod
Ta´to bakala´rska pra´ca sa zobera´ VoIP technolo´giou. Prva´ cˇast’pra´ce je teoreticka´ a obsa-
huje kapitoly venuju´ce saVoIP technolo´giı´ a jej protokolom. Jedna´ sa hlavne o signalizacˇne´
protokolyH.323 a SIP a prenosovy´ protokol RTP. Pra´ca sa podrobne zaobera´ SIP serverom
Kamailio. Existuje mnozˇstvo softve´rovy´ch pobocˇkovy´ch u´strednı´, ktore´ ponu´kaju´ vel’a
uzˇitocˇny´ch funkciı´. Medzi najpopula´rnejsˇie open source u´stredne patrı´ Asterisk. Kamai-
lio je vhodnou alternatı´vou najma¨ v situa´cia´ch, kedy nie su´ pokrocˇile´ funkcie Asterisku
potrebne´, ale je potreba zaistit’vysoky´ vy´kon, spol’ahlivost’a bezpecˇnost’. Kapitola 3 ob-
sahuje informa´cie o Kamailie, podrobnejsˇie opisuje jeho histo´riu a architektu´ru. V tejto
kapitole tiezˇ opisujem sˇtruktu´ru konfiguracˇne´ho su´boru. Klienti pripojenı´ za NAT zaria-
deniami tvoria znacˇnu´ cˇast’uzˇı´vatel’ov VoIP sluzˇieb. Kamailio nedoka´zˇe ty´mto klientom
sprostredkovat’ komunika´ciu. Tento proble´m riesˇi pomocou pridania modulov. V tejto
pra´ci su´ opı´sane moduly RTPproxy a Mediaproxy, ktore´ patria medzi tzv. far-end NAT
riesˇenia. To znamena´, zˇe umozˇnˇuju´ komunika´ciu klientom, ktory´ su´ pripojenı´ za NAT
bez toho aby tı´to klienti museli vykona´vat’dodatocˇnu´ konfigura´ciu na svojich NAT zaria-
deniach. Tiezˇ doka´zˇu plnit’u´lohu me´dia proxy serveru. Naviac modul RTPproxy doka´zˇe
pracovat’ako bra´namedzi IPv4 a IPv6 siet’ou a disponuje funkciami pre nahra´vanie hovo-
rov. Blizˇsˇie vsˇak popisujem modul RTPproxy, ktory´ som v mojej pra´ci pouzˇil. Druha´ cˇast’
pra´ce je prakticka´ a obsahuje podrobny´ postup insˇtala´cie a vsˇetky potrebne´ konfigura´-
cie Kamailia a RTPproxy. Dˇalej opisujem u´pravu smerovacej logiky Kamailia s pouzˇitı´m
RTPproxy ako me´dia proxy serveru. Za´ver pra´ce je venovany´ za´t’azˇovy´m testom serveru
s pouzˇitı´m kodekov G.711, G.729, G.722 a riesˇeniu proble´mov spojeny´ch s ty´mito testami.
Koniec pra´ce obsahuje vy´sledky testov, ktore´ su´ zamerane´ na vyuzˇitie CPU pri pouzˇitı´
RTPproxy pre jednotlive´ kodeky.
62 VoIP
Voice over IP je technolo´gia, ktora´ umozˇnˇuje prena´sˇat’ hlas v siet’ach zalozˇeny´ch na IP
protokole. Oproti klasickej telefo´niı´ je vy´hodna´ najma¨ ekonomicky´. Pouzˇı´va da´tove´ si-
ete, ktore´ sa v dnesˇnej dobe vel’mi ry´chlo rozsˇiruju´. Vel’mi obl’u´benou sa stala najma¨ pre
geograficky´ rozsiahle spolocˇnosti, ktore´ ju nasadzovali na svojich vybudovany´ch da´to-
vy´ch siet’ach. Spolu s pripojenı´m opera´tora poskytuju´cim prenos hlasu na IP konektivite
tak VoIP tvorı´ dobru´ alternatı´vu ku klasicky´m telefo´nnym siet’am. VoIP ma´ samozrejme
aj svoje nevy´hody. Tie plynu´ najma¨ z toho, zˇe da´tove´ siete neboli navrhnute´ pre prenos
hlasu v rea´lnom cˇase. Jedna´ sa hlavne o oneskorenie paketov alebo ich stratovost’, ozvenu,
znı´zˇenu´ spol’ahlivost’a dostupnost’sluzˇby, bezpecˇnostne´ rizika´. [1, 2]
Voip pouzˇı´va IP protokol na tretej vrstve modelu OSI. Na sˇtvrtej vrstve je to prevazˇne
transportny´ protokol UDP. Ako komunikacˇny´ protokol k prenosu hlasu sa pouzˇı´va RTP
protokol alebo jeho sˇifrovana´ verzia SRTP a riadiaci protokol RTCP, ktory´ nesie infor-
ma´cie o prenose. Dˇalsˇou doˆlezˇitou skupinou protokolov su´ signalizacˇne´ protokoly. Tieto
protokoly slu´zˇia na vytva´ranie, riadenie a ukoncˇovanie spojenia vo VoIP. Do tejto katego´-
rie patria hlavne protokoly H.323 a SIP. S prı´chodom SIP protokolu sa pouzˇı´vanie H.323
utiahlo do u´zadia. [2, 3]
Obr. 2.1: Typicky´ komunikacˇny´ kana´l vo VoIP[4]
Na obra´zku 2.1 je zobrazeny´ prenos hlasu voVoIP od jedne´ho koncove´ho zariadenia k
druhe´mu. Pre dosiahnutie nizˇsˇieho da´tove´ toku sa pouzˇı´vaju´ kodeky. Znı´zˇenı´m da´tove´ho
toku za´rovenˇ znı´zˇime aj na´roky kladene´ na prenosove´ me´dium. Medzi najpouzˇı´vanejsˇie
kodeky pre prenos hlasu vo VoIP patria G.711, G.729, G.723.1. IP telefo´nia pozˇaduje za-
bezpecˇenie kvality sluzˇby QoS(Quality of Service). QoS je skupinamechanizmov, ktore´ sa
snazˇia minimalizovat’stratovost’paketov, oneskorene´ dorucˇenie a poskytnu´t’konsˇtantnu´
kapacitu. V dnesˇny´ch siet’ach sa predovsˇetky´m pouzˇı´vaju´ mechanizmy: Best-effort servi-
ces, Differentiated services, Integrated services[1, 5]
72.1 Signalizacˇne´ protokoly
2.1.1 H.323
H.323 bol vyvinuty´ organiza´ciou ITU-T(International Telecommunications Union - Tele-
communications). Prva´ verzia tohto protokolu sa objavila v roku 1996. Spocˇiatku sˇpe-
cifikoval spoˆsoby preva´dzky multimedia´lnej komunika´cie v prostredı´ LAN sieti, ktore´
neposkytuju´ zˇiadnu garanciu kvality sluzˇieb QoS. Druha´ verzia bola vydana´ v roku 1998
a ta uzˇ poskytovala podporu aj pre rozsiahlejsˇie sieteWANa Internetu.H.323 protokol bol
prvy´mprotokol, ktory´ prispoˆsobil transportny´ protokol RTPpre prenos hlasu v IP sieti. [6]
Sklada´ sa z komponentov termina´l, gateway(bra´na), gatekeeper, multipoint control
unit(MCU).
Termina´l su´ koncovy´ klienti, ktory´m je poskytnuta´ duplexna´ komunika´cia v rea´lnom
cˇase. Je to za´kladna´ a povinna´ jednotka H.323 siete. Vsˇetky termina´ly musia podporovat’
RAS(Registration Admission Status), Q.931, H.245 a RTP. RAS vykona´va interakciu s ga-
tekeeprom, Q.931 je pouzˇity´ na signaliza´ciu a nastavenie hovoru, H.245 slu´zˇi na vy´menu
schopnosti termina´lov a vytvorenie prenosove´ho kana´lu pre hlas a video a RTP prena´sˇa
hlasove´ pakety.
Gateway (bra´na) je koncovy´ bod v sieti. Okrem komunika´ciemedzi termina´lmi a bra´nami
zriad’uje aj spojeniemedzi d’alsˇı´mi termina´lmi ITU v prepı´nany´ch siet’ach. To znamena´, zˇe
doka´zˇe do VOIP siete pripojit’aj klasicke´ telefo´nne zariadenia ako fax, analo´govy´ a ISDN
telefo´n. Dˇalsˇie funkcie bra´ny su´ spracovanie signalizacˇny´ch spra´v, kompresia a dekom-
presia hlasove´ho signa´lu v rea´lnom cˇase, vytva´ranie a rozkladanie paketov pri prechode
medzi iny´mi druhmi sieti.
Multipoint Control Unit(MCU) – umozˇnˇuje uskutocˇnit’komunika´ciu medzi tromi a viac
u´cˇastnı´kmi. Za´rovenˇ urcˇuje prenosove´ atribu´ty konferencie naprı´klad pouzˇitie kodeku.
Sklada´ sa z dvoch komponentov:
• Multipoint Controller(MC) – zostavuje konferenciu, zist’uje vlastnosti termina´lu
pocˇas konferencie, nastavuje a ukoncˇuje kana´ly pre hlasove´, obrazove´ a da´tove´ pre-
nosy. Pouzˇı´va H.245 signaliza´ciu. MC nevykona´va multiplexovanie hlasu, obrazu
a da´t.
• Multipoint Processor(MP) – vykona´va multiplexovanie da´tove´ho toku, ktory´ riadi
MC. Prispoˆsobuje komunika´ciu pre jednotlive´ termina´ly.
Gatekeeper(spra´vca) jehohlavnou u´lohou je riadenie celej preva´dzkyv sieti. Je volitel’ny´m
komponentom, avsˇakv jehoprı´tomnostimusia vsˇetkykomunikuju´ce zariadeniapouzˇı´vat’
jeho sluzˇby. Poskytuje riadiace sluzˇby pre termina´ly a bra´ny. Neprena´sˇa uzˇitocˇne´ da´ta.
Hlavne´ funkcie su´ preklad alias adries(telefo´nne cˇı´slo, emailova´ adresa a podobne´) na IP
adresy, u´cˇtovanie sluzˇieb, smerovanie hovorov a d’alsˇie. [6, 5].
82.1.2 SIP
SIP(Session Initiation Protocol) je signalizacˇny´ protokol relacˇnej vrstvy modelu RM OSI.
Bol vyvinuty´ organiza´ciou IETF(Internet Engeneering Task Force) a je popı´sany´ v niekol’-
ky´ch dokumentoch zna´mych ako RFC(Request For Comments). Najbezˇnejsˇie pouzˇı´vana´
verzia je SIP verzia 2 definovana´ dokumentom RFC 3261. Pouzˇı´va sa na vytva´ranie,
u´pravu a ukoncˇovanie multimedia´lnych spojenı´ s jedny´m alebo viacery´mi u´cˇastnı´kmi. Je
textovo orientovany´ a svojou filozofiou je vel’mi podobny´ protokolu HTTP alebo SMTP.
Rozdielom je, zˇe SIP doka´zˇe pouzˇı´vat’aj protokol UDP na transportnej vrstve. [7]
Komponenty SIP siete:
• User Agent je koncove´ zariadenie, ktore´ sa stara´ o nadviazanie spojenia s ostatny´mi
agentmi. Zvycˇajne sa jedna´ o IP telefo´n alebo bra´nu.
-User Agent Client(UAC) inicializuje SIP pozˇiadavku o nadviazanie spojenia.
-User Agent Server(UAS) reaguje na poslanu´ pozˇiadavku a posiela odpovede.
• Redirect server pouzˇı´va databa´zu alebo lokalizacˇne´ sluzˇby aby zistil adresu pouzˇı´-
vatel’a. Informa´cie o jeho adrese posˇle spa¨t’volaju´cemu s odpoved’ou presmerovania
hovoru.
• Lokalizacˇny´ server ma´ ulozˇene´ informa´cie o mozˇnom umiestnenı´ klienta. Umiest-
nenı´m sa cha´pe jeho adresa, cˇı´slo alebo skupina adries.
• Proxy server preposiela SIP spra´vy od UAC. Funkciou podobny´ serveru presmero-
vania. Avsˇak po zı´skanı´ adresy z lokalizacˇne´ho servera sa´m nadviazˇe spojenie so
serverom(UAS).
• Registracˇny´ server sa pouzˇı´va na zaregistrovanie pripojene´ho pouzˇı´vatel’a. Po pri-
pojenı´ uzˇı´vatel’a registracˇny´ server pridelı´ jeho logickej adrese adresu fyzicku´. Tu´to
informa´ciu potom poskytne lokalizacˇnej sluzˇbe v sieti.[7, 5]
SIP nesˇpecifikuje, ktory´ prenosovy´ protokol sa pouzˇije a ani typ pouzˇite´ho kodeku. K
u´cˇelom sˇpecifika´cie spojenia pouzˇı´va protokol SDP(Session Description protocol). Ten
okrem toho rozhoduje aj o tom, cˇo sa bude prena´sˇat’(hlas, video atd’.) a prenosovej ry´ch-
losti. Za´pis SDP spra´vy v SIP je vo forma´te atribu´t = hodnota. Medzi tieto atribu´ty moˆzˇe
patrit’naprı´klad: verzia protokolu, na´zov rela´cie, adresa a port poˆvodcu, doba pocˇas kto-
rej je rela´cia aktı´vna, adresa a port me´dia spojenia atd’. Atribu´ty moˆzˇu byt’podl’a potreby
k SDP protokolu prida´vane´. [9]
9Obr. 2.2: Nadviazanie SIP spojenia[7]
Klienti v sieti SIP medzi sebou komunikuju´ pomocou spra´v, vid’ obra´zok 2.2. Tieto
spra´vy moˆzˇu byt’typu zˇiadost’alebo odpoved’. Odpoved’ na´m indikuje, cˇi spra´va so zˇia-
dost’ou uspela alebo zlyhala, prı´padne precˇo zlyhala.
Za´kladne´ SIP Request (pozˇiadavky) spra´vy su´:
• INVITE – zˇiadost’o nadviazanie spojenia
• BYE – zˇiadost’o ukoncˇenie spojenia
• ACK – potvrdenie spojenia
• REGISTER – zˇiadost’o registra´ciu klienta na register server
• CANCEL – zˇiadost’o zrusˇenie prebiehaju´cej zˇiadosti INVITE
• OPTIONS – zˇiadost’o zaslanie podporovany´ch funkciı´ na serveri [8]
SIP Response (odpoved’) spra´vy su´:
• 1xx – informacˇna´ odpoved’, napr. 180 ringing (vyzva´nˇanie)
• 2xx – u´spesˇna´ odpoved’, napr. 200 ok
• 3xx – odpoved’presmerovania, napr. 302 moved temporarily (docˇasne´ presmerova-
nie)
• 4xx – odpoved’, zˇe pozˇiadavka zlyhala, napr. 404 not found (nena´jdene´)
• 5xx – odpoved’, zˇe server nepodporuje sluzˇbu, napr. 503 service unavailable (sluzˇba
neprı´pustna´)





RTP(real-time transport protocol ) je urcˇeny´ na prenos hlasu alebo videa v rea´lnom cˇase.
Pouzˇı´va UDP protokol na transportnej vrstve a IP protokol na siet’ovej vrstve. Tento
protokol nezarucˇuje dorucˇenie da´t a ani ichdorucˇenie v spra´vnomporadı´.Definuje cˇasove´
znacˇky a poradove´ cˇı´sla paketov. Na ich za´klade je multimedia´lna aplika´cia schopna´
rozoznat’chy´baju´ce pakety. Forma´t RTP datagramu je definovany´ dokumentomRFC 3550
apreto vyhovuje vsˇetky´maplika´cia´mv rea´lnom cˇase.Vhlavicˇke sa nacha´dzaju´ informa´cie
o poradovom cˇı´sle paketu a cˇasova´ znacˇka. Dˇalej informa´cie o forma´te multimedia´lneho
obsahu, o zacˇiatku a konci ra´mca, identifika´ciu zdroja a synchroniza´ciu pre detekciu
roˆzneho kolı´sania oneskorenia v ra´mci dane´ho toku a pre potrebnu´ kompenza´ciu pri
prehra´vanı´ hlasu alebo videa. Existuje aj sˇifrovany´ variant SRTP a variant CRTP, ktory´
pouzˇı´va komprimacˇne´ meto´dy. [10]
2.2.2 RTCP
RTCP(Real-time Transfer Control Protocol) je riadiaci protokol, ktory´ spolupracuje s pro-
tokolom RTP. Sa´m o sebe nenesie zˇiadne da´ta iba riadiace informa´cie o toku da´t RTP
protokolu. Jeho hlavnou u´lohou je poskytovat’spa¨tnu´ va¨zbu na kvalitu QoS sluzˇieb. Mo-
nitoruje dorucˇovanie da´t, cˇo poma´ha prı´jemcovi detegovat’ stratu paketov a ten potom
informuje odosielatel’a, ktory´ vykona´ kompenza´ciu kolı´sania oneskorenia v sieti. RTCP
datagramy obsahuju´ informa´cie, podl’a ktory´ch moˆzˇe vysielaju´ca strana dynamicky´ me-




Kamailio je open source SIP server vydany´ pod licenciouGPL. Slovo kamailio pocha´dza z
havajsˇtiny a znamena´ hovorit’. Histo´ria Kamailia siaha do roku 2001, kedy sa zacˇal vy´voj
SIP express router(SER) ako projekt FhG FOKUS Institute, Berlı´n, Nemecko. Samotny´
projekt Kamailia vznikol azˇ v roku 2005, vtedy esˇte pod na´zvomOpenSER, ked’sa oddelil
od projektu SER.OpenSERbol zamerany´ na vytvorenie vol’ne´ho vy´voja´rskeho prostredia,
aby vytvoril silny´ a rozsˇı´ritel’ny´ open-source SIP server. Z doˆvodu porusˇovania ochran-
ny´ch zna´mok sa v roku 2008 premenoval na Kamailio. Esˇte v tom istom roku sa Kamailio
a SER opa¨t’ spojili a zacˇali pracovat’na integra´ciı´ ty´chto dvoch SIP server aplika´cia´ch. S
prı´chodom verzie 3.0.0 o rok neskoˆr bola integra´cia dokoncˇena´. [12]
Je napı´sany´ v jazyku C a urcˇeny´ pre UNIX/LINUX syste´my. Jeho architektu´ra je
navrhnuta´ tak, aby poskytovala cˇo najvysˇsˇı´ vy´kon. Flexibilitu zabezpecˇuje jeho mala´
hardve´rova´ na´rocˇnost’, preto je vhodny´ pre nasadenie od embedded zariadenı´ azˇ po viac
jadrove´ serveri. Kamailio ma´ iba za´kladne´ funkcie potrebne´ pre fungovanie SIP serveru.
Medzi jeho za´kladne´ funkcie patria: registracˇny´ server, lokalizacˇny´ server, SIP proxy
server, aplikacˇny´ SIP server a server presmerovania. K u´cˇelu rozsˇı´renia funkcionality
pouzˇı´va moduly. Modul moˆzˇeme pridat’bez toho, aby sme zasahovali do jadra Kamailia
a ty´m neznizˇovali jeho spol’ahlivost’. Na obra´zku 3.1 vidı´me, zˇe ak prida´me Kamailio do
komunika´cie bude sa spra´vat’ako SIP proxy server. [13]
Obr. 3.1: Nadviazanie SIP spojenia s pouzˇitı´m Kamailia[7]
Pozna´mka 3.1 Kamailio sˇtandardne osta´va v signalizacˇnej trase aj pocˇas rozpadu spoje-
nia. Zisti tak dl´zˇku hovoru pre prı´padne u´cˇtovanie hovoru.
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3.1 Architektu´ra
Architektu´ra Kamailia bola navrhnuta´ tak, aby mu poskytovala cˇo najvysˇsˇı´ vy´kon. Ka-
mailio pouzˇı´va pre komunika´ciu s administra´torom kontrolne´ rozhranie. Existuju´ dva
typy kontrolny´ch rozhranı´, ktore´ Kamailio pouzˇı´va:
• MI -Managment interface - toto rozhranie nie je doporucˇene´, preto boli jeho zdrojove´
ko´dy presunute´ do interny´ch knizˇnı´c.
• RPC- Remote procedure interface - sˇtandardizovany´ spoˆsob spu´sˇt’ania prı´kazov. V
su´cˇasnosti je doporucˇeny´m kontrolny´m rozhranı´m. [12]
3.1.1 Komponenty jadra
Jadro poskytuje Kamailiu za´kladne´ funkcie.
• SIP parser - Kamailio implementuje svoj vlastny´ SIP parser. Jedna´ sa o inkrementa-
cˇny´ typ parseru. To znamena´, zˇe parsuje pokial’ nenarazı´ na zhodu elementu alebo
koniec SIP spra´vy. Tento komponent tiezˇ obsahuje triedy pre pra´cu so SIP spra´vami.
• Config parser & interpreter - Pouzˇı´va utility flex a bison k parsovaniu konfiguracˇ-
ne´ho su´boru a vytva´ra strom akciı´, ktory´ je spusteny´ za behu pri prijatı´ kazˇdej SIP
spra´vy.
• SIP transport layer - Implementuje funkcie pre podporu transportny´ch protokolov
UDP, TCP, TLS, SCTP. Implementuje aj podporu pre DNS.
• Memory manager - Stara´ sa rozdelenie dostupnej pama¨te. Pracuje s priva´tnou a
zdiel’anou pama¨t’ou. Priva´tna pama¨t’ je sˇpecificka´ pre jednotlive´ procesy. Pouzˇı´va
sa pre premenne´, ktore´ nemusia byt’ viditel’ne´ v iny´ch procesoch. Da´ta ulozˇene´ v
zdiel’anej pama¨ti su´ viditel’ne´ pre vsˇetky moduly. Zdiel’ana´ pama¨t’sa inicializuje azˇ
po analy´ze konfiguracˇne´ho su´boru.
• Locking manager - V prı´pade zdiel’ania zdrojov sa pouzˇı´vaju´ uzamykacie mecha-
nizmy. Korenˇovy´m elementom je mutex semafor. Uzamykanie moˆzˇe byt’riesˇene´ aj
ako loka´lna premena alebo pole jednoduchy´ch za´mkov. [12]
3.1.2 Interne´ knizˇnice
Komponent zavedeny´ od verzie 3.2.0. Jedna´ sa o su´bor funkciı´ napı´sany´ch v jazyku C.
Su´ automaticky´ nacˇı´tane za behu programu v prı´pade, ak niektore´ moduly potrebuju´
pouzˇit’ funkcie z nich. Boli tu presunute´ cˇasti Database API a Managnent interface API
stare´ho jadra Kamailia verzie 1.5.x. Dˇalej sa tu nacha´dza sˇtatisticky´ engine, ktory´ sleduje
stav a vyt’azˇenie Kamailia. Zavedenie interny´ch knizˇnı´c ma´ svoje vy´hody. Presunutı´m
funkciı´ sa zmensˇila vel’kost’ jadra. Tı´m sa stal vhodnejsˇı´ pre embedded zariadenia a ten
isty´ ko´d z viacery´ch modulov moˆzˇe byt’ raz ulozˇeny´ v internej knizˇnici, tı´m predı´deme
duplikovany´m cˇastiam ko´du. [12]
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3.1.3 Moduly
Modul je samostatny´ program, ktory´ rozsˇiruje funkcionalitu Kamailia. Jeho pripojenie
nevyzˇaduje za´sahdo jadra a tı´m sanenarusˇuje jeho stabilita. Existuje viac ako150modulov
a s kazˇdou novou verziou Kamailia pribu´da podpora novy´ch modulov. Moˆzˇeme pridat’
moduly s funkciami ako su´ naprı´klad: u´cˇtovanie hovoru, autoriza´ciu a autentifika´ciu,
registracˇny´ a lokalizacˇny´ manazˇment, prepojenie uzˇı´vatel’ov za NAT, prepojenie s SQL
alebo non-SQL databa´zami, prepojenie s PSTN a mnoho d’alsˇı´ch. [12]
3.1.4 Konfiguracˇny´ su´bor
Je hlavny´m su´borom, ktory´ riadi cˇinnost’Kamailia. Sklada´ sa z dvoch cˇasti. Inicializacˇna´
cˇast’sa vykona´ iba razpri spustenı´.Obsahuje nastavenie globa´lnychparametrovnaprı´klad




Dˇalej obsahuje zoznam pridany´ch modulov. Modul prida´me zadanı´m kl’u´cˇove´ho
slova loadmodule, za ktory´ napı´sˇeme na´zov modulu v u´vodzovka´ch, vid’nizˇsˇie.
loadmodule ”mi_fifo.so”
Potom nasleduje cˇast’, kde sa nastavuju´ parametre modulov pri spustenı´. Parameter
nastavı´me tak, zˇe najprv zada´me kl’u´cˇove´ slovomodparam a do za´tvorky uvedieme na´zov
modulu, na´zov parametru a jeho hodnotu, vid’nizˇsˇie.
modparam(”mi_fifo”, ”fifo_name”, ”/tmp/kamailio_fifo”)
Dˇalsˇia cˇast’konfiguracˇne´ho su´boru sa nazy´va runtime. Ta´ sa vykona´ vzˇdy po prijatı´
SIP spra´vy. Ide o smerovaciu logiku Kamailia, ktora´ urcˇuje aky´m spoˆsobom sa prijata´
SIP spra´va spracuje a aka´ funkcia sa vykona´. Je napı´sana´ v jazyku C a od verzie 3.0 pou-
zˇı´va preprocesorove´ direktı´vy. To umozˇnˇuje definovat’ cˇasti, ktore´ moˆzˇeme jednoducho
vypnu´t’alebo zapnu´t’. Smerovacia logika sa sklada´ z blokov:
• request route - hlavny´ smerovacı´ blok, kontroluje spracovanie kazˇdej SIP spra´vy
• onreply route - spracova´va SIP odpovede
• failure route - spracova´va SIP negatı´vne odpovede
• route - vlastny´ nadefinovany´ blok, pracuje ako podprogram [8]
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4 Moduly Mediaproxy a RTPproxy
4.1 RTPproxy modul
RTPproxy je modul urcˇeny´ pre pra´cu s RTP streamami. Je to samostatny´ softve´r, ktory´
spolupracuje so SIP proxy servermi aky´m je Kamailio. Tento modul vyvinul Maxim So-
bolev a dnes je aktı´vne udrzˇovany´ spolocˇnost’ou Sippy Software, Inc. Hlavny´ doˆvodom
vzniku tohto modulu bol proble´m SIP proxy serverov, ktore´ nedoka´zali umozˇnit’komu-
nika´ciu uzˇı´vatel’om za NAT zariadeniami. Hlavnou u´lohou RTPproxy je teda umozˇnit’
komunika´ciu uzˇı´vatel’om, ktory´ sa nacha´dzaju´ za NAT zariadeniami bez toho aby mu-
seli vykonat’dodatocˇnu´ konfigura´ciu na svojich NAT zariadeniach. Tento modul moˆzˇe
byt’nakonfigurovany´ ako me´dia proxy alebo ako bra´na medzi IPv4 a IPv6 siet’ami. Tiezˇ
disponuje funkciami pomocou, ktory´ch doka´zˇe nahra´vat’ hovory. RTPproxy u´zko spo-
lupracuje s modulom nathelper. V jeho spolupra´ci moˆzˇeme v sieti pouzˇit’viac insˇtanciı´
RTPproxy nainsˇtalovany´ch na rozdielnych serveroch. To na´m umozˇni efektı´vne rozlozˇit’
za´t’azˇ a zvy´sˇit’spol’ahlivost’. Ak prida´me RTPproxy do komunika´cie vsˇetky me´dia budu´
smerovat’cez server s RTPproxy, vid’obra´zok 4.1. [15, 14]
Obr. 4.1: SIP spojenie s pouzˇitı´m Kamailia a RTPproxy[12]
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4.1.1 Princı´p cˇinnosti RTPproxy
Ked’Kamailio prı´jme SIP INVITE spra´vu zistı´ hodnotu parametru call-id a preposˇle ju na
soket, kdepocˇu´vaRTPproxy. RTPproxypoprijatı´ spra´vy zist’uje, cˇi spojenie s taky´mto call-
id existuje.Ak existuje vra´tiKamailiuUDPport pre toto spojenie, akneexistuje, takvytvorı´
nove´ spojenie a priradı´muprvy´ vol’ny´UDPport z nadefinovane´ho rozsahuportov. Potom
ho posˇle spa¨t’ Kamailiu. To na´sledne´ prepı´sˇe media ip a port v SDP spra´ve, aby RTP
datagramy smerovali na RTPproxy. Ked’Kamailio prı´jme SIP odpoved’opa¨t’zı´ska call-id
a posˇle RTPproxy. Tento kra´t RTPproxy iba hl’ada´ spojenie s taky´mto call-id a nevytva´ra
nove´. Ak ho nena´jde vra´ti odpoved’ v podobe chybove´ho hla´senia. Ak spojenie existuje,
posˇle spa¨t’ Kamailiu UDP port pre toto spojenie. To po prijatı´ informa´cie opa¨t’ prepı´sˇe
media ip a port v hlavicˇke SDP, aby RTP datagramy smerovali na RTPproxy. Po vytvorenı´
spojenia RTPproxypocˇu´va na porte, ktory´ bol prideleny´ tomuto spojeniu a cˇaka´ na prijatie
asponˇ jedne´ho UDP datagramu. Po prijatı´ datagramu z jednej z komunikuju´cich stra´n
prepı´sˇe jeho ip adresu a port na RTPproxy ip adresu a port ako zdroj tohto datagramu.
To iste´ vykona´ pre datagram prijaty´ druhou stranou. Potom RTPproxy zacˇne preposielat’
RTP datagramy medzi komunikuju´cimi stranami. [15]
4.2 Mediaproxy modul
Mediaproxy je obdobou modulu RTPproxy. Je teda prima´rne urcˇeny´ na prepojenie uzˇı´-
vatel’ov za NAT zariadeniami. Jeho koncept je zalozˇeny´ na mysˇlienke mat’ niekol’ko
me´dia proxy serverov v dome´ne pre vyrovnanie za´t’azˇe a pre prı´pad zlyhania jedne´ho zo
serverov sa moˆzˇe pouzˇit’ iny´ dostupny´ me´dia proxy server. K tomu bola prispoˆsobena´
architektu´ra tohto modulu, ktora´ sa sklada´ z dvoch cˇastı´. Dispecˇer bezˇı´ na rovnakom
zariadenı´ ako SIP proxy a jeho u´lohou je vybrat’vhodny´ me´dia proxy server pre komu-
nika´ciu. Me´dia proxy server moˆzˇe bezˇat’ na rovnakom zariadenı´ ako dispecˇer alebo na
viacery´ch zariadeniach v sieti. U´lohoume´dia proxy serveru je sprostredkovanie samotnej
komunika´cie medzi zu´cˇastneny´mi stranami. Podmienkou abymohol me´dia proxy server
fungovat’ je, aby malo zariadenie, na ktorom bezˇı´ nastavenu´ verejnu´ IP adresu. Me´dia
proxy server moˆzˇe so SIP proxy komunikovat’aj priamo bez pouzˇitia dispecˇera. [17]
4.3 Porovnanie RTPproxy a Mediaproxy
Oba moduly ponu´kaju´ funkcie ako je prepojenie NAT klientov a vytvorenie me´dia ser-
veru. RTPproxyma´ vsˇak viac funkciı´. Doka´zˇe nahra´vat’RTP spojenia a plnit’u´lohumostu
medzi IPv4 a IPv6 siet’ami, cˇo Mediaproxy nedoka´zˇe. [16, 18] V tejto pra´ci som pouzˇil
modul RTPProxy. Rozhodol som sa tak najma¨ z dvoch doˆvodov. Prvy´m je podpora zo
strany Kamailia. Sˇtandardny´ konfiguracˇny´ su´bor obsahuje zakomentovane´ cˇasti, ktore´
popisuju´ ako pridat’a spustit’RTPproxy. Druhy´m doˆvodom bol jazyk, v ktorom su´ tieto
moduly napı´sane. RTPproxy je napı´sany´ v jazyku C preto doka´zˇe spracova´vat’insˇtrukcie
niekol’ko kra´t ry´chlejsˇie ako Mediaproxy napı´sany´ v jazyku python [8]
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5 Integra´cia Kamailia a RTPproxy
Hlavnou na´plnˇou tejto pra´ce je nainsˇtalovat’Kamailio spolu s RTPproxy a nakonfigurovat’
ich k vza´jomnej spolupra´ci. Kamailio aj RTPproxy su´ vy´hradne urcˇene´ len pre unixove´
alebo linuxove´ operacˇne´ syste´my. Prvy´m krokom je teda zabezpecˇit’zariadenie s taky´mto
syste´mom.Vmojomprı´pade sommal kdispozı´ciı´ vzdialeny´ virtua´lny server s priradenou
IP adresou 158.196.244.146. Aby sommohol svoju konfigura´ciu otestovat’potreboval som
d’alsˇie dva virtua´lne serveri, ktore´ predstavovali klientov v mojej topolo´giı´. Tie som mal
dostupne´ na IP adrese 158.196.244.193-4. Na kazˇdom serveri bol nainsˇtalovany´ operacˇny´
syste´m linux, konkre´tne isˇlo o distribu´ciu Ubuntu 13.04, 64bit. Ta´to distribu´cia uzˇ ma´
nainsˇtalovane´ vsˇetky doplnkove´ balı´cˇky potrebne´ pre chod Kamailia. Topolo´giumoˆzˇeme
vidiet’na obra´zku 5.1.
Obr. 5.1: Zapojenie experimenta´lnej topolo´gie
5.1 Insˇtala´cia Kamailia
Kamailio som nainsˇtaloval pomocou linuxove´ho balı´cˇka. Dˇalsˇı´m spoˆsobom moˆzˇe byt’
insˇtala´cia z komprimovane´ho su´boru. Najprv som si stiahol GPG kl’u´cˇ, aby som mohol





Kamailio som potom musel pridat’do zoznamu balı´cˇkov, ten vlastne urcˇuje to, kde
v sieti sa dany´ balı´cˇek nacha´dza. Tento zoznam bol v mojej distribu´ciı´ linuxu ulozˇeny´
v su´bore /etc/apt/sources.list. Su´bor je v textovej podobe, ktory´ otvorı´me pomocou neja-
ke´ho textove´ho editoru. V nˇom som pridal dany´ za´znam o balı´cˇku. Existuju´ balı´cˇky vo
viacery´ch verzia´ch, podl’a toho aku´ verziu linuxu pouzˇı´vame. Moja verzia ma´ oznacˇenie
precise, preto som pridal za´znam:[11]
deb http://deb.kamailio.org/kamailio precise main
deb-src http://deb.kamailio.org/kamailio precise main
V tomto prı´pade sa mi stiahne aktua´lne posledna´ stabilna´ verzia 4.1, okrem toho si
moˆzˇeme vybrat’ aj nizˇsˇie verzie alebo devel verziu. Devel verzia je nestabilna´ verzia,
ktora´ je urcˇena´ pre testovanie novy´ch funkciı´ Kamailia. Dˇalsˇı´m krokom je uzˇ samotne´
stiahnutie a insˇtala´cia Kamailia. To som vykonal pomocou prı´kazu:[11]
apt-get install Kamailio
Kamailio nedisponuje vlastnou databa´zou. Databa´za je potrebna´ k tomu, aby sme
do nej mohli ukladat’ u´daje o uzˇı´vatel’och, poprı´pade ine´ u´daje spojene´ s Kamailiom.
Kamailio podporuje SQL databa´zy, naprı´klad Oracle, SQLite, MySQL. Ja som si vybral
MySQL. Tu´to databa´zu som nainsˇtaloval z balı´cˇka prı´kazom:
apt-get install mysql-server
5.2 Insˇtala´cia RTPproxy
Insˇtala´cia RTPproxy je ovel’a jednoduchsˇia. Opa¨t’ som si vybral insˇtala´ciu pomocou li-
nuxove´ho balı´cˇka. V prı´pade RTPproxy nemusı´me prida´vat’za´znam ani st’ahovat’kl’u´cˇ.
Posledna´ verzia je 1.2.1 a nainsˇtaloval som ju prı´kazom:
apt-get install rtpproxy
5.3 Konfigura´cia RTPproxy
Konfigura´cia RTPproxy vyzˇaduje iba nastavenie komunikacˇne´ho soketu. Kamailio aj
RTPproxyma´me nainsˇtalovane´ na jednom zariadenı´, preto som pouzˇil unix soket. Vsˇetky
parametre som nastavil pomocou prepı´nacˇov pri spustenı´ RTPproxy:
rtpproxy -s unix:/var/run/rtpproxy.sock -u kamailio
Prepı´nacˇ -s nastavuje komunikacˇny´ soket RTPproxy. Na tomto sokete bude prebiehat’
komunika´cia s Kamailiom. Prepı´nacˇ -u uda´va to, kto bude pouzˇı´vatel’om tohto procesu.




Po nainsˇtalovanı´ je Kamailio vo vypnutom stave. Tento stav je definovany´ v su´bore
/etc/default/kamailio. V tomto su´bore musı´me na´jst’riadok:
RUN_KAMAILIO=yes
Tento riadok je sˇtandardne zakomentovany´ alebo je hodnota nastavena´ na false. Vmo-
jom prı´pade stacˇilo tento riadok odkomentovat’, aby sa Kamailio mohlo spustit’. Dˇalsˇı´m
krokom je nakonfigurovat’ spolupra´cu Kamailia a databa´zy MySQL. V su´bore /etc/ka-
mailio/kamctlrc musı´me nastavit’ SIP dome´nu a typ databa´zy, ktoru´ chceme pouzˇit’. Ak
pouzˇı´vame DNS sluzˇby moˆzˇeme namiesto IP adresy zadat’na´zov tejto dome´ny. V tomto
su´bore som nastavil svoju IP adresu a databa´zu, ktoru´ som pouzˇil:
SIP_DOMAIN=158.196.244.146
DBENGINE=MYSQL
Kamailio pouzˇı´va databa´zu pre ukladanie informa´ciı´. V nasˇom prı´pade ide hlavne o
uchovanie informa´ciı´ o klientoch. Vytvorenie databa´zy som vykonal prı´kazom:
kamdbctl create
V tejto databa´ze sa sˇtandardne vytvoria dvaja uzˇı´vatelia kamailio a kamailioro. Na-
stavenia tejto databa´zy moˆzˇeme upravit’v su´bore /etc/kamailio/kamctlrc pred ty´m, ako ju
vytvorı´me.
Do takto vytvorenej databa´zy moˆzˇeme prida´vat’uzˇı´vatel’ov. Forma´t prı´kazu je:
kamctl add meno heslo
Aby sme mohli takto uzˇı´vatel’a pridat’potrebujeme pra´va k za´pisu do databa´zy. Po
spustenı´ tohto prı´kazu musı´me zadat’heslo uzˇı´vatel’a s pra´vom za´pisu. V nasˇom prı´pade
ide o uzˇı´vatel’a kamailio s heslom kamailiorw.
Takto nakonfigurovane´ Kamailio som spustil prı´kazom:
service kamailio start
Teraz ma´me nastavenu´ za´kladnu´ konfigura´ciu Kamailia. Jeho funkcˇnost’ moˆzˇeme
otestovat’ pridanı´m dvoch uzˇı´vatel’ov do databa´zy a pouzˇitı´m dvoch SIP softve´rovy´ch
telefo´nov.
Mojı´m ciel’om je vsˇak nakonfigurovat’Kamailio tak, aby spolupracovalo s modulom
RTPproxy. Najskoˆr som si otvoril hlavny´ konfiguracˇny´ su´bor Kamailia, ktory´ je umiest-




V kapitole 5.3 som nastavil komunikacˇny´ soket RTPproxy. O tomto sokete musı´me
informovat’ Kamailio, aby vedelo kam posielat’ spra´vy urcˇene´ pre RTPproxy. To som




5.5 Modifika´cia smerovacej logiky
Smerovacia logika definuje to, ako sa kazˇda´ prijata´ SIP spra´va spracuje a aka´ funkcia sa
vykona´. Vmojomprı´pademusı´m tu´to logiku upravit’tak, aby samodul RTPproxy spra´val
ako me´dia proxy server. To znamena´, zˇe vsˇetky RTP datagramy budu´ preposielane´ cez
server s RTPproxy. Tento modul ma´ naimplementovane´ funkcie, ktore´ pouzˇı´va k tomu,
aby upravoval smerovaciu logiku Kamailia. Tieto funkcie su´ detailne zdokumentovane´
na webovy´ch stra´nkach Kamailia [16].
Obr. 5.2: Zachytena´ komunika´cia v programe Wireshark
Na obra´zku 5.2 je zachytena´ komunika´cia vmojej experimenta´lnej topolo´giı´ pomocou
programu Wireshark. Prvou spra´vou, ktoru´ klient posiela aby nadviazal spojenie je SIP
INVITE spra´va. Ta´to spra´va vo svojom tele nesie spra´vu SDP protokolu. V tejto SDP
spra´ve su´ informa´cie, na za´kladektory´ch sa vytvorı´media´lne spojenie.Na´s predovsˇetky´m
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zaujı´maju´ informa´cie obsiahnute´ v parametroch connection information(c) a media port.
Parameter Owner/Creator(o) obsahuje IP adresu zakladatel’a rela´cie, vid’obra´zok 5.3.
Obr. 5.3: Fragment SDP spra´vy odoslanej z UAC
Preto musı´me pouzˇit’ jednu z dostupny´ch funkciı´ modulu RTPproxy, ktore´ sa po-
staraju´ o prepı´sanie ty´chto parametrov. V hlavnom smerovacom bloku request route sa
najprv otestuje zmysluplnost’SIP spra´vy v sekunda´rnom bloku route(REQINIT) a potom





























Vy´pis 5.1: Volanie rtpproxy manage() v request route bloku
Ta´to funkcia v sebe kombinuje funkcie modulu RTPproxy:
• rptproxy offer() prepisuje parametre v tele SDP spra´vy pri prijatı´ spra´vy INVITE.
• rtpproxy answer() prepisuje parametre v tele SDP spra´vy pri prijatı´ spra´vy 200 OK.
• unforce rtp proxy() ukoncˇı´ spojenie RTPproxy [16].
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Tieto funkcie pouzˇı´va podl’a toho, aka´ spra´va sa aktua´lne spracova´va. Ak je to spra´va
INVITE pouzˇije funkciu rptproxy offer(), v prı´pade spra´vy 200 OK rtpproxy answer() a
v prı´pade spra´v BYE a CANCEL unforce rtp proxy(). Tu´to funkciu som pouzˇil s flagmi
’co’ vo forma´te rtpproxy manage(”co”). Flagy zapı´naju´ niektore´ funkcie modulu alebo
blizˇsˇie sˇpecifikuju´ cˇo ma´ ta´to funkcia vykonat’. Flag ’c’ prepisuje hodnotu parametru
connection information(c) a flag ’o’ hodnotu parametru Owner/Creator[16]. Ta´to funkcia sa
postara´ o to, zˇe sa IP adresa parametru connection information(c) aOwner/Creator(o) prepı´sˇe
z poˆvodnej IP adresy klienta na IP adresu serveru s RTPproxy. RTPproxy vytvorı´ pre toto
spojenie port, na ktorom sa uskutocˇnı´ prenos me´diı´. Tento port potom nahradı´ poˆvodny´
port, ktory´ urcˇil volaju´ci klient, vid’obra´zok 5.4.
Obr. 5.4: Fragment SDP spra´vy odoslanej z Kamailia
Takto upravena´ SDP spra´va s novou adresou a portom sa odosˇle z Kamailia v tele SIP
INVITE spra´vy volane´mu klientovi. Ten ju spracuje a posˇle odpoved’. Ak spojenie chce
nadviazat’posˇle spa¨t’Kamailiu SIP spra´vu 200 OK. Ta´to spra´va opa¨t’obsahuje vo svojom
tele spra´vu SDP protokolu s informa´ciami o media´lnom spojenı´. V nej musı´me opa¨t’
prepı´sat’IP adresuparameteru connection information(c),Owner/Creator(o) aport parametru
media port. Znovu som pouzˇil funkciu rtpproxy manage(”co”) s ty´m rozdielom, zˇe som
ju zavolal v bloku onreply route, ktory´ sa stara´ o spracovanie pozitı´vnych SIP odpovedi,
vid’nizˇsˇie.




Vy´pis 5.2: Volanie rtpproxy manage() v onreply route bloku
Takto upravena´ spra´va sa posˇle volaju´cemu klientovi. Potom sa medzi klientmi a
RTPproxy vytvorı´ spojenie a zacˇne sa prenos RTPdatagramov.Ak hovor skoncˇı´ RTPproxy
automaticky´ ukoncˇı´ svoju cˇinnost’. Avsˇak v prı´pade ak Kamailiu dorazı´ negatı´vna SIP
spra´va musı´me sa postarat’o ukoncˇenie RTPproxy. Tieto spra´vy sa spracova´vaju´ v bloku
failure route, v ktorom som zavolal funkciu rtpproxy manage(”co”), vid’nizˇsˇie.
failure route [MANAGE FAILURE] {
rtpproxy manage(”co”);
if ( t is canceled () )
exit ;
}
Vy´pis 5.3: Volanie rtpproxy manage() v failure route bloku
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6 Testovanie a Analy´za
6.1 Testovanie vy´konnosti serveru
Testovanie som vykonal v mojej experimenta´lnej topolo´giı´ na virtua´lnom serveri s na-
insˇtalovany´m Kamailiom a RTPproxy. Na tomto virtua´lnom serveri som sledoval aky´
vplyv ma´ pouzˇitie modulu RTPproxy na vyuzˇitie CPU. Testy som previedol tri kra´t vzˇdy
pre iny´ kodek. Na odporu´cˇanie vedu´ceho pra´ce som zvolil kodeky G.711 A-law, G.729
a podl’a vlastne´ho vy´beru G.722. Technicke´ detaily ty´chto kodekov su´ v tabul’ke 6.1.
Aby som voˆbec mohol testovat’potreboval som na serveri vytvorit’zat’azˇenie v podobe









G.711 A-law 8 64 0,125
G.729 CS-ACELP 8 8 15
G.722 ADPCM 16 64 4
Tabul’ka 6.1: Technicke´ detaily pouzˇity´ch kodekov
SIPp je na´stroj pre testovanie vy´konu. Pracuje so SIP protokolom a je zalozˇeny´ na
princı´pe klient-server. Klient predstavuje User Agent Client(UAC), ktory´ inicializuje SIP
spojenie. Server predstavujeUserAgent Server(UAS), tedavolane´ho u´cˇastnı´ka. Jeho funk-
ciou je teda simulovat’SIP spojenia. SIPp generuje spra´vy podl’a scena´rov. Scena´r je xml
su´bor, v ktorom su´ nadefinovane´ forma´ty SIP spra´v, ktore´ sa budu´ odosielat’. SIPp doka´zˇe
posielat’aj me´dia(audio, video), cˇo je vel’mi uzˇitocˇne´ ak chceme testovat’modul RTPproxy
[19].
Na zvysˇny´ch dvoch virtua´lnych serveroch som stiahol SIPp v3.4 a nainsˇtaloval. SIPp
ma´ niekol’ko implicitny´ch scena´rov. Tieto scena´re vsˇak nefungovali s pouzˇitı´m Kamailia.
To bolo spoˆsobene´ ty´m, zˇe Kamailio pouzˇı´va funkciu record route(), ktoru´ implicitne´
scena´re nepodporuju. Ta´to funkcia udrzˇiava Kamailio v signaliza´ciı´ azˇ do skoncˇenia
hovoru, teda preposiela spra´vy ukoncˇuju´ce hovor. To je uzˇitocˇne´ v prı´padoch ak chceme
zistit’ dl´zˇku hovoru naprı´klad pre u´cˇtovanie alebo pre sˇtatisticke´ u´cˇely. Nefunkcˇnost’
ty´chto scena´rov som vyriesˇil tak, zˇe som si vytvoril vlastne scena´re, tak aby pracovali s
funkciou record route(). V scena´ri preUAC somnajprv nastavil parameter rrs na hodnotu
true po odoslanı´ INVITE spra´vy, kedy sa ocˇaka´vaju´ odpovede 180, 183, 200, vid’nizˇsˇie.
<recv response=”180” rrs=”true” optional=”true”></recv>
<recv response=”183” rrs=”true” optional=”true”></recv>
<recv response=”200” rrs=”true” rtd=”true”></recv>
Parameter rrs znamena´ Record route set: ulozˇı´ hlavicˇku prijatej SIP spra´vy, ktoru´ potom
moˆzˇeme zavolat’pomocou kl’u´cˇove´ho slova´ [routes]. Parameter rrs je nastaveny´ v tagu
recv. Tento tag indikuje to, aka´ prijata´ SIP spra´va sa ocˇaka´va. Parameter response potom
23
uda´va na aku´ konkre´tnu odpoved’sa cˇaka´[19]. Tu´to ulozˇenu´ hlavicˇku som potom zavolal
v spra´vach ACK a BYE, vid’nizˇsˇie.
ACK [next_url] SIP/2.0 [routes]
BYE sip:[service]@[remote_ip]:[remote_port] SIP/2.0 [routes]
Potom som musel upravit’aj UAS scena´r. V nˇom som opa¨t’nastavil parameter rss na
hodnotu true po prijatı´ SIP spra´vy INVITE, vid’nizˇsˇie.
<recv request=”INVITE” rrs=”true” crlf=”true”></recv>
Dˇalej som pridal k spra´ve 200 OK, ktora´ obsahuje aj SDP spra´vu kl’u´cˇove´ slovo
[last Record-Route:], v ktorom je ulozˇena´ hlavicˇka SIP spra´vy, ktora´ sa ulozˇila po pri-
jatı´ SIP INVITE spra´vy. To iste´ som pridal aj pre spra´vu 200 OK bez SDP spra´vy[19].
Druhou mozˇnost’ou bolo odstra´nit’ funkciu record route z Kamailia, cˇo je vsˇak v
rea´lnom nasadenı´ neprakticke´. Na zacˇiatok som si vytvoril zdroj RTP datagramov v
podobe pcap su´borov. Ten som vytvoril odchytenı´m 45 sekundove´ho hovoru v programe
Wireshark. Takto som vytvoril pcap su´bor pre kazˇdy´ kodek. Pouzˇitie ty´chto kodekov je
sˇpecifikovane´ v SDP spra´ve. Do nej sompotompridal vUAC aj UAS scena´ri v SDP spra´ve
tieto kodeky, vid’nizˇsˇie.




Po odoslanı´ ACK spra´vy, ktora´ potvrdzuje vytvorenie spojenia somnastavil posielanie








Vy´pis 6.1: Posielanie me´diı´ v SIPp
Takto upravene´ scena´re by stacˇilo potom uzˇ len spustit’. Tu som vsˇak narazil na pro-
ble´my. Jedny´m proble´mom bolo obmedzenie pocˇtu otvoreny´ch su´borov v linuxe. Tento
limit mi nedovol’oval dosiahnut’maxima´lneho vyt’azˇenia serveru, pretozˇe bol nastaveny´
na hodnotu 1 024. Pre kazˇdy´ hovor sa vytva´ra soket, ktory´ predstavuje jeden otvoreny´
su´bor. Ak k tomu pripocˇı´tame sokety, ktore´ sa vytva´raju´ pre signaliza´ciu dosiahneme hra-
nicu priblizˇne 500 su´bezˇny´ch hovorov. Toto obmedzenie som musel manua´lne nastavit’
na vysˇsˇiu hodnotu na vsˇetky´ch troch virtua´lnych serveroch prı´kazom:
ulimit -n 100000
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Druhy´m proble´mom boli iptables. SIPp UAC implicitne pre odosielanie a prijı´manie
RTP datagramov pouzˇı´va port 6 000. Vmojomprı´pade vsˇak na tomto porte nepocˇu´val. To
spoˆsobilo, zˇe pricha´dzaju´cu komunika´ciu nemal kto spracovat’a kernel musel odpovedat’
prostrednı´ctvom ICMP spra´v. Mnozˇstvo ty´chto spra´v zacˇalo znacˇne vyt’azˇovat’ proce-
sor azˇ ho u´plne zahltilo. Riesˇenı´m bolo zaka´zat’pricha´dzaju´cu komunika´ciu na porty v
rozsahu 7 000 - 65535, vid’nizˇsˇie.
iptables -A INPUT -p udp --dports 7000:65535 -j DROP
Najprv som spustil SIPp server, pretozˇe ak by som spustil skoˆr SIPp klienta, hovory
ktore´ vygeneruje pred spustenı´m serveru nebudu´ spracovane´. Server som spustil prı´ka-
zom:
sipp -sf UAS.xml -i 158.196.244.193:5061 -rtp_echo
Prepı´nacˇ -sf urcˇuje pouzˇitie vlastne´ho scena´ru, prepı´nacˇ -i nastavı´ me´dia IP adresu a
port v SDP spra´ve. V prı´pade ak ho nepouzˇijeme SIPp pouzˇije loka´lnu adresu 127.0.0.1.
Prepı´nacˇ -rtp echo spoˆsobı´ to, zˇe prijate´ RTP datagramy posˇle spa¨t’odosielatel’ovi. Takto
sa postara´me o to, zˇe komunika´cia prebehne oboma smermi. Potom som uzˇ len spustil
SIPp klienta prı´kazom:
sipp -sf UAC.xml 158.196.244.193:5061 -i 158.196.244.194:5061
-rsa 158.196.244.146:5060 -skip_rlimit -mp 7000
Prva´ adresa hovorı´ o tom, kde sa nacha´dza SIPp server, teda volany´ klient. Prepı´nacˇ
-rsa urcˇuje IP adresu a port vzdialene´ho serveru, ktory´ preposiela SIP spra´vy. V mo-
jom prı´pade je to server s Kamailiom. Prepı´nacˇ -skip rlimit odstranˇuje limit maxima´lne
vytvoreny´ch soketov. Limit je 1 024, preto by som bez tohto parametru nebol schopny´
dosiahnut’vysˇsˇı´ pocˇet su´bezˇny´ch hovorov. Prepı´nacˇ -mp nastavı´ cˇı´slo loka´lneho soketu




Virtua´lny server, ktory´ som testoval mal 2,1 GHz procesor, k dispozı´ciı´ 2 GB operacˇnej
pama¨te a nainsˇtalovany´ operacˇny´ syste´m Ubuntu 13.04, 64 bit. Stav CPU som sledoval v
programe sysstat. Pre kazˇdy´ kodek som si zvolil 10 meracı´ch bodov. Kazˇdy´ bod predsta-
voval urcˇity´ pocˇet su´bezˇny´ch hovorov. Naprı´klad ak som dosiahol 860 hovorov, tak som
tu´to hodnotu rovnomerne´ rozdelil na 10meranı´, teda kazˇdy´ch 86 su´bezˇny´ch hovorov som
vykonal meranie. Konkre´tny pocˇet su´bezˇny´ch hovorov som dosiahol pouzˇitı´m prepı´nacˇu
-m, ktory´ nastavı´ maxima´lny´ pocˇet hovorov. Implicitne SIPp vytva´ra kazˇdu´ sekundu 10
hovorov. Takto by som nikdy nedosiahol viac ako 450 su´bezˇny´ch hovorov, pretozˇe po 45
sekunda´ch hovor skoncˇı´. Prepı´nacˇom -r som zvy´sˇil pocˇet vytvoreny´ch hovorov na 100 za
1 sekundu. Potom prı´kaz pre SIPp klienta bude vyzerat’na´sledovne:
sipp -sf UAC.xml 158.196.244.193:5061 -i 158.196.244.194:5061
-rsa 158.196.244.146:5060 -skip_rlimit -mp 7000 -m 860 -r 100
Pre kazˇdy´ bod som previedol 30 meranı´ pocˇas 30 seku´nd. Kazˇdu´ sekundu jedno me-
ranie. Na konci merania mi sysstat z ty´chto 30 hodnoˆt automaticky´ vygeneroval priemer.
Pouzˇil som prı´kaz pre sysstat:
sar -u 1 30
Tento postup som opakoval pre kazˇdy´ pocˇet su´bezˇny´ch hovorov 5 kra´t, s ty´m zˇe
po kazˇdom meranı´ som resˇtartoval Kamailio aj RTPproxy. Z takto namerany´ch hodnoˆt
som zostavil bodovy´ graf a zakreslil regresnu´ krivku pre kazˇdy´ kodek. Pri testoch som
sa snazˇil dosiahnut’hranice vyuzˇitia CPU 97%, pretozˇe tieto hodnoty sa pre kazˇdy´ bod
pohybovali v rozmedzı´ +-2%. Ak by som dosiahol stavu 100% dosˇlo by k pret’azˇeniu CPU
a ten by uzˇ nedoka´zal spracovat’d’alsˇie hovory.
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6.2.1 Kodek G.711
Na grafe 6.1 vidı´me, vplyv RTPproxy s pouzˇitı´m kodeku G.711 na vyuzˇitie CPU. S ty´mto
kodekom som dosiahol maxima´lne 860 su´bezˇny´ch hovorov.
Obr. 6.1: Vyuzˇitie CPU s kodekom G.711
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6.2.2 Kodek G.729
Na grafe 6.2 vidı´me, vplyv RTPproxy s pouzˇitı´m kodeku G.729 na vyuzˇitie CPU. S ty´mto
kodekom som dosiahol maxima´lne 890 su´bezˇny´ch hovorov.
Obr. 6.2: Vyuzˇitie CPU s kodekom G.729
28
6.2.3 Kodek G.722
Graf 6.3 zobrazuje vplyv RTPproxy s pouzˇitı´m kodeku G.722 na vyuzˇitie CPU. S ty´mto
kodekom som dosiahol maxima´lne 880 su´bezˇny´ch hovorov.
Obr. 6.3: Vyuzˇitie CPU s kodekom G.722
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7 Za´ver
Ciel’om tejto bakala´rskej pra´ce bolo nakonfigurovat’open source SIP proxy server Kamai-
lio v spolupra´ci s modulom RTPproxy a zistit’, aky´ vplyv ma´ toto riesˇenie na vy´konnost’
serveru. Kamailio aj RTPproxy som nainsˇtaloval na vzdialenom virtua´lnom serveri. Po-
tom som nakonfiguroval Kamailio v spolupra´ci s RTPproxy. Okrem konfigura´cie som
musel upravit’ aj smerovaciu logiku Kamailia tak, aby sa modul RTPproxy pouzˇil ako
me´dia proxy server. K tomu som pouzˇil funkciu rtpproxy manage(), ktora´ pracuje na
princı´pe prepisovania hodnoˆt v SDP spra´vach. Na´sledne som otestoval vplyv tohto riesˇe-
nia na vy´konnost’serveru. Hlavne som sledoval vyuzˇitie procesoru pomocou programu
sysstat pri pouzˇitı´ kodekov G.711, G.729 a G.722. Vy´sledky testov som spracoval vo
forme grafov. Tie potvrdzuju´, zˇe pouzˇitie modulu RTPproxy ma´ vy´razny´ vplyv na vy-
uzˇitie procesoru. To je predovsˇetky´m spoˆsobene ty´m, zˇe procesor okrem signalizacˇny´ch
spra´v musı´ spracova´vat’ aj me´dia, ktore´ spoˆsobuju´ vy´razne´ zvy´sˇenie vyuzˇitia CPU. Sa-
mostatne´ Kamailio tak doka´zˇe zvla´dat’tisı´ce su´bezˇny´ch hovorov. Rozdiel v maxima´lnom
pocˇte su´bezˇny´ch hovorovmedzi jednotlivy´mi kodekmi nebol prı´lisˇ vel’ky´. Najviac su´bezˇ-
ny´ch hovorov 890 som dosiahol s kodekom G.729 a najmenej 860 s kodekom G.711.
Pocˇas konfigura´cie Kamailia a RTPproxy nenastala zˇiadna va´zˇna komplika´cia. Pro-
ble´m bol azˇ s nastavenı´m testovacieho programu SIPp, pomocou ktore´ho som simuloval
hovory. Implicitne´ scena´re SIPp nedoka´zali korektne pracovat’ s Kamailiom. Konkre´tne
isˇlo o proble´m s udrzˇiavanı´m Kamailia v komunika´ciı´ aj pocˇas rozpadu hovoru. Tento
proble´m som vyriesˇil vytvorenı´m vlastny´ch scena´rov. Vy´sledky ty´chto testov moˆzˇu byt’
uzˇitocˇne´ najma¨ pri vy´bere vhodne´ho serveru pre Kamailio a modul RTPproxy a tiezˇ
pri vy´bere kodeku. Tu´to pra´cu som zostavoval na za´klade cˇisto anglicky´ch zdrojov, preto
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3. SIPp scena´r UAC, su´bor: UAC.xml
4. SIPp scena´r UAS, su´bor: UAS.xml
5. Pcap su´bor pre kodek G.711, su´bor: g711A.pcap
6. Pcap su´bor pre kodek G.729, su´bor: g729.pcap
7. Pcap su´bor pre kodek G.722, su´bor: g722.pcap
