This paper presents an innovative method to synchronize physical clocks for a computational grid, in particular for a computational grid linked through the asynchronous Intranet or Internet environments. The method discussed is an asynchronous self-adaptive clock synchronization mechanism. Two strategies for clock synchronisation are introduced. (1) Use continuous time intervals to calculate the precision of clocks, which can reduce the effect of network delay efficiently. (2) Every node synchronizes its clock with its leader actively. In addition, a node self-adaptive model is presented, and the relationship between the clock precision and synchronization time is induced, hence a node can predict when it should begin the synchronization process. Detailed simulation and extension of this issue are provided at the end of the paper. The presented model is both practical and feasible.
Introduction
The rapid growth of the Internet along with the availability of high-speed networks and powerful computers are changing our ways in computing. The emerging themes of "Information Grid" and "Computational Grid", analogous to the electric power grid, are an evidence of this recent development. Grid computing aims to couple geographically distributed resources and offer consistent and inexpensive access to resources irrespective of their physical location or access point. To achieve such a goal, however, it is still a challenge to develop tools and middlewaxe that can seamlessly integrate computing devices, clusters, data storage, and networks; can provide a steady, reliable source of computing power; can automatically Mlocate resources according to user preferences and computational demand; can provide sophisticated analysis, debugging and visualization functionalities, and can facilitate and enable information and knowledge sharing.
Many of these tools, middlewaxe and applications on the grid require an identical clock system. In fact accurate global clock synchronization is invatuable for many applications --without a proper clock system, these tools, middleware and applications cannot perform their tasks well.
For example, performance monitoring and task coordinating are crucial aspects of parallel processing on a computational grid, and they need an accurate global time to measure network performance and distribute tasks according to a strict time sequence. In JAMM [ 1] for grid environments, the clock synchronization sensor is a very important part for scheduling and monitoring tasks. Unfortunately, globally-synchronized clocks are rarely available in a loosely-coupled computational grid. Although clocks are available in each node of the grid, they are not synchronized, even not aware of clocks on other nodes. Without an accurate common time base, it is impossible to measure internode latencies and to perform many parallel processing tasks. Several grid algorithms have been developed depending on clock synchronization. The problem of Clock Synchronization is a classical issue in a distributed system, where no two clocks axe synchronized perfectly. Generally, we consider two clocks are synchronized at a particular instance of time if the time difference of the two clocks is less than a specified constant 5. Examples of distributed algorithms benefiting from clock synchronization can be found in [2] .
We usually view a clock synchronization system as a distributed system. Clocks in the system are autonomous entities, and distributed clock synchronization systems exhibit coordinated con- trol via a global mechanism. These systems possess both local and global processing capabilities and awareness.
Traditional methods of clock synchronization only use instantaneous clocks to synchronize each other. These traditional methods do not consider the capability of local clocks, and cannot ignore the transmission delay of time stamps. A simulation in Section 7 demonstrates the uncertainty of information transmission for clock synchronization.
In this paper, we present an innovative clock synchronization strategy based on continuous time intervals. This strategDr only considers the precision difference between two clocks. The local clock will use current precision messages and historical data to tune its clock by itself, instead of using the instantaneous time stamp from the clock reference server.
The paper is organized as follows. Section 2 introduces the related work. An architecture of the clock synchronization model for computational grids is discussed in Section 3 and the primary condition of system initiation will also be introduced. In Section 4, we explain how a leader in a grid is elected and how the leader works. A continuous time interval model for clock synchronization is discussed in Section 5. Section 6 analyses the features of a physical dock in the computer, and presents a self-adaptive model. A real simulation, conducted in the Internet environment will be discussed in Section 7. Finally, Section 8 describes the conclusions reached.
Related Work
Depending on whether the underlying communication and process management services provide "certain communication", we can classify the distributed systems as either synchronous or asynchronous systems [a] . By certain communication, a synchronous system should exchange messages immediately. The synchronous system can guarantee that every node in the system is familiar with others. The transmission delay of a message will be bounded in such a system. However, this bounded system is difficult to implement in a network-based distributed environment, especially in the Internet environment. Therefore, it is not reasonable to assume that the transmission delay" of a message is stable and accurate in the Internet environment. Because of the communication uncertainty, this kind of system usually is considered ~ an asynchronous system. Actually, a large-scale compu-
tational grid is built in this kind of asynchronous environment.
In the research area of Clock Synchronization, algorithms and models should satisfy some synchronization conditions: bounded skew and bounded rate. However, to a practical application, it is not reasonable to assume that the skew and rate are bounded due to the communication uncertainty. This is a critical issue in clock synchronization, specifically in an asynchronous environment. In general, it is impossible to cMculate the upper bound of this value because it depends on many factors, such as the amount of communication and computation conducted in parallel in the system, the possibility that transmission errors will cause messages to be transmitted several times, and other random events like page faults, process switches, and the establishment of new communication routesN.
Because there are different clock precisions for nodes, the issue of clock synchronization occurs. If an instantaneous time is applied to a synchronization process, the message delay must be considered seriously. However, questions, such as how to calculate this delay and how to predict every delay in the system, are very complicated and difficult to solve.
Some papers [5-r} provide strategies of continuous synchronization to avoid these difficulties by distributing the correction over the next synchronization period and applying it continuously. Unfortunately, these methods do not benefit from continuous clock adjustment to achieve a higher level of precision, to cope with variances in message delivery, or to deal with message losses.
For fault-tolerant clock synchronization algorithms, a reliable time basis is very important. In external synchronization, a physical clock is defined as a reference dock server. These servers typically use radio receivers to obtain the time signal broadcasted by a standard source of time, for example, the Global Positioning System. Some time standards, such as the International Atomic Time (TAI) and the Universal Time Coordinated, are adopted in these systems as well.
On the other hand, for internal clock synchronization, there is no external standard time basis. As a result, a clock synchronization algorithm will be used to create an imaginary standard clock. A famous algorithm called Interactive Convergence (ICV) Is] periodically reads part or all of the clocks in the system, and computes a clock correction term using a fault-tolerant averaging convergence function. This procedure is usually very costly in large distributed systems, and therefore its applications are limited. An improved method of this algorithm is the Multistep Interactive Convergence [9] . In this approach, multiple steps of convergence are executed, where each step consists of three phases of an interactive convergence procedure: (I) exchange of clock values; (2) correction term computation; (3) clock correction. The usage of multiple steps is critical to overcome the limitations found in unistep PCID (Partial with-relay Clock Information Dissemination) ICV algorithms [9] . However every convergence is time consuming and it is difficult to determine when a convergence begins. Now the Network Time Protocol (NTP) [I~ has become an Internet standard protocol, and is designed to distribute time in a large~ diverse Internet operating system, but its accuracy of the globallysynchronized clock is too coarse for applications of a computational grid.
[ii] uses a simple TTL signal distributor to support remote clock reading to obtain the time drift necessary to execute local clock adjustments, but it is difficult to implement in large-scale computational grids.
A r c h i t e c t u r e of C l o c k S y n c h r o n i z a t i o n
Because the precision difference between two nodes is applied to synchronize their clocks, these two clocks should be set at the same time before the commencement of the systems in order to obtain the best possible results. When the system finishes the synchronization process, all nodes in the system will tune their clocks to the leader clock. The system should therefore satisfy the following constraint assumption.
A s s u m p t i o n 1. When a system begins to run, every pair of local clocks (p and q) meets:
In this assumption, let to denote the initial time of clock synchronization. Let 5 denote the time difference of two clocks p and q. Let LC~(to) denote the local time of x node at real time to.
Many existing methods [5] [6] [7] 9, 12, 13] satisfy Assumption 1. Here, we suppose that the current system meets Assumption 1.
Because we use time intervals to evaluate the precision of every clock, a better time axis is needed. So a leader election strategy will be developed. The leader should have an accurate clock, and should provide the time axis for evaluating the J. Comput. Sci. ~: Technol., July 2003, Vol.18, No.4 precision of all other clocks in a grid. We will discuss this issue in Section 4. Here, we assume that a leader has been elected. All message transmissions only occur between the leader and the other nodes as shown in Fig.1 .
/ / / / / \ ", / The ring is unidirectional, in the sense that the message for failure detection is passed only in one direction. The start point of this ring is the leader.
We denote the priority of the i-th clock as CPi (Clock Priority).
Fig.l presents a computational grid over an Intranet or Internet. Because we have a leader node as a near-standard time base, we can easily extend this model to a large-scale grid structure over the Internet. In this situation, each grid node has a leader for one grid. We can achieve a multi-level architecture of global clock synchronization for grids.
The priority of each grid node consists of two aspects: Time Value Difference (TVD) and Clock Precision Difference (CPD). The method to calculate the priority will be discussed in Section 4. The node with the smallest priority value will be elected as the leader. For example, the queue of the ring featured in Fig.l is described as follows:
where CPl represents the priority of the grid leader, and each node in the system has its own CP value.
Also included in the ring is a "token". The node, which has the "token", can exchange messages with the leader node and explore if the leader is active. Every node in the grid knows the struc~ ture of the ring. For example, if the successor of the sending node is down while trying to circulate a message over the ring, then the sender will transport the message to the leader and try to obtain a new successor. The leader of the system not only has the highest priority, but also is the coordinator of the entire grid. Here, the highest priority means the smallest CP value. The coordinator will reply to the requests from the sender and inform the sender which node is to be the new successor.
When the node that has the "token" sends a request message to the leader and does not receive a reply within a given period, it assumes that the leader has crashed. The sender node therefore becomes a temporary coordinator, and sends a broadcast message to all nodes asking for their CP values. When the temporary coordinator has collected the information, it will sort the nodes based on their CP values and decide which node will become the new leader. Once this procedure is concluded, the temporary coordinator will broadcast the results, and give the rights of the leader to a newly selected leader. The remaining nodes will then create new queues for themselves respectively and send their history data to the new leader. Now a new ring is established.
If a grid node does not receive the "token" for a long time, it will assume that the leader node and the node processing the "token" have crashed simultaneously. This node will then become a temporary coordinator to elect a new leader and generate a new ring.
Leader Election Mechanism
When the system is running, we need a node to calculate the virtual time and manage the entire system. We refer to this node as the leader or coordinator. The leader election problem requires that a unique leader be elected with a given set of processes [14t. The leader election problem was defined in [13] as follows:
i) at any time point there exists at most one leader;
2) when there is no leader at time s, then, within at most k time units, a new leader is elected.
Therefore, whenever initiated, an election algorithm basically finds which of the currently active nodes has the highest priority and then informs the other active nodes of the results.
For internal clock synchronization, we only consider that a leader should have good clock precision and nearly accurate time values. When the system starts to run, we set a node as a temporary leader, which is responsible for electing a new
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leader, and for calculating the precision of each node and a nearly accurate time value. The other nodes will then send their time stamps to the temporary leader periodically. The interval of each sender is the same, but the sending time is random. This will alleviate the network traffic around the leader node efficiently.
To select the first leader, two important aspects should be considered. 1) Time Value Difference (TVD): based on the collected information, an average time value will be calculated by the temporary leader. We will then discard the largest time value and the smallest time value in order to reduce the effect of abnormal values. We denote the average value as Avg.
2) Clock Precision Difference (CPD): an accurate clock of a node should have a good time precision. When the system starts to run, the local nodes will send their time stamps to the temporary leader periodically. The sending intervals of each node are the same; at least one interval is needed in this case. In order to achieve a higher level of accuracy, usually more than one interval is used to evaluate the precision difference. The procedure to calculate CPD will be described in detail in Section 5. CPDi denotes the CPD of the i-th node.
Definition 1. A clock is considered the best clock, if it satisfies the following two conditions: 1) it should have the most accurate time value at the beginning; 2) when it is running, it should have the best time precision.
Based on this definition, when we select the best clock, we should achieve a balance between these two conditions. To obtain this balance we assign the same weight value of 0.5 to both conditions. The formula of selecting the best clock from n clocks is described as follows:
Here the balance of TVD and CPD is considered carefully. If we only consider the TVD of a clock and it has a low level of precision, then this would lead to a larger deviation of standard time value. On the other hand, if we emphasize the CPD more, then, when the system starts to run and the time value is not correct, a series of time error will occur. Therefore a balance between TVD and CPD is expected in order to select the best clock.
In an ideal situation, the grid node with the smallest TVD is also the node that has the small-est CPD. If this result is achieved, this means that an ideal leader is selected by the grid. The system can use this policy to validate if the grid has selected the ideal leader. In the long run, the criterion of TVD should be equivalent to the criterion of CPD.
In external synchronization, if there is a node which can provide a standard time basis, then this node will be considered to be a leader node. The CP value will be calculated by the following formula:
CP~ = IA -(T:k -T~'0)l (5) where A denotes the standard period from T[0 to T(k. T(j denotes the standard time when the j -t h stamp from the i-th node arrives at the leader node.
After the completion of this process a priority ring can be constructed.
on the leader time axis. Because there is an offset of transmission delays on the network, the time stamp of T~k+l arrives at tender clock at c time. The difference of transmission delays, therefore, is c -b time interval. As the system continues to run, it will gather more intervals from the local nodes. The offset effect of transmission delay only occurs in the first and the last transmissions. We can extract the following formula from Fig.2 .
Let ()di, denote the real distance between two time values
If the value of (Tia+z -b)di~ is very small compared with that of (Tik+7-Tik)di~, then we can disregard it. After the comparison is made we then obtain the following formula.
C o n t i n u o u s T i m e I n t e r v a l M o d e l (T:k+7 -
(T k+7 -
As we discussed in Section 1, the application of continuous time intervals can achieve better precision than that of instantaneous time intervals. In order to provide a clear understanding of the idea, we only use two clocks, LCz (leader node) and LCi (i-th local node), as an example to demonstrate this model. Each clock has a different time axis, as represented in Fig.2 . From Fig.2 , we can find that when the local clock runs at T/k+7 , the time interval from T/k to T[k+l should be equal to the interval from a to b
The former synchronization information can be used to evaluate the case of the last synchronization. For example, we can use sampling or averaging technology to decide if this synchronization is accepted or denied for the higher precision. We also can use statistical theory to predict the arrival time of the next time stamp and to decide if this offset value is small enough (< 0). Section 7 will present simulation, discussion and extension of this issue. Based on the above discussion, we can induce the following theorem.
T h e o r e m 1.
Suppose two clocks, clock i and clock j, run independently, and can exchange time stamp with each other. Let T/k denote the k-th synchronization time of the i-th clock. Let T~k denote the k-th arrival time of the k-th time stamp from the i-th clock to the j -t h clock. Let ()di~ denote the real distance between two time values. If the offset of the last transmission delay is less than a given value O, the following formula holds:
k---~oo
In the application of clock synchronization, we only consider the time difference between the leader node and the local node. As the number of the sent time stamps (k) increases, the distance between the last time stamp and the first time stamp increases, and the effect of transmission decreases. So formula (8) holds. That means that local time distance between the last received time stamp and the first received time stamp is nearly equal to remote time distance between the last sent time stamp and the first sent time stamp.
The following example will be used to explain Theorem 1 further.
There are several computing units for calculating the difference between two clocks, such as a second, a minute, an hour, a day, or a year etc. For example, the precision difference between two clocks is 1 second per 1,000,000 seconds, therefore the precision difference between the two clocks for the time period of i year (365 days) is 31.536 seconds. If the offset of the ideal network delay between these two nodes is 50 milliseconds for the situation of 1 second difference, then this offset should be considered to be serious. On the other hand, for difference of 31.536 seconds, we can conclude that this offset is acceptable and disregard it. Based on this analysis, we can get a nearly optimal estimation for the "precision difference" of two clocks.
Based on Theorem 1, we can easily calculate the precision difference between clocks i and j. Each clock has its own time axis. The time axis of Tik is for clock j; and the time axis of T~k is for clock i. If the vahie of Tik -Tio is equal to the value of T[k -T[o , then we can say that clock i and clock j have the same running speed, therefore their precision is the same. If the value of Tik -Ti0 is bigger than the value of T[k -T[0 , then we conclude that clock i runs slower than clock j. Otherwise, we conclude that clock i runs faster than clock j.
Next we calculate the Clock Precision Difference (CPD). The leader node is the first to calculate the average value of time intervals. This is calculated using the following formula.
After the CPDi is calculated, we can use (4) to select a new leader, replacing the temporary leader for internal clock synchronization.
S e l f -A d a p t i v e N o d e M o d e l
In our system, each node should have a physical clock. The physical clock LCi of node i consists of an oscillator, which periodically generates events, and a counter, which counts these events [ s] . Unless the computer installs special clock software or hardware, the physical clock in the computer has no capability to tune itself. Therefore, since the In Fig.3 , the solid lines represent the rulming time value of the i-th local clock. If this grid node has the same precision as the leader clock, its time values will follow tile dashed lille of the standard clock. Prom this figure, we can deduce that the i-th local clock runs slowly, and at time a, the precision difference between the i-th local clock and the leader clock is ~.
The i-th local clock then receives a message from the leader node at LCc, at the same time a negative value ~ is received. This means that the local clock is falling behind the leader clock. The simplest method of tuning this local clock is shown in (12) .
{ L C~ + [(I, if the local clock runs slowly LCb =
LCi -[~1, if the local clock runs fast (12) However, this m e t h o d can cause a time discontinuity problem, which in turn m a y confuse the runtime system to make an incorrect judgment on realtime tasks [151. The solution to this discontinuity problem can be found in [15] .
After the synchronization, the local clocks and the leader clock have the same time value. Each clock also knows its time deviation ~ from the leader clock.
From formula (1), we know that if the time difference of two clocks is less than or equal to 5, then we consider these two clocks to be synchronized with each other. We also assume that the time drift rate is linear. Based on the parameters mentioned previously, we can induce the latest synchronization time LC* of the i-th clock by using the following formula:
Here Ti* 0 is the initial time of the i-th local clock.
Based on (13), a local node can predict when it should synchronize its clock with the leader. This is the latest time for synchronization. If the synchronization time is less than this value, then a more accurate result will be presented.
From the theoretical point of view, for each clock, only the synchronization time of the i-th local dock is less than LC*, therefore all the docks in the system are synchronized.
When the connection between a local node and the leader node crashes, this local node will step into a self-adaptive state. This node will use (12) and (13) to tune its clock by itself.
S i m u l a t i o n
Our simulation is based on the Internet environment. One node is located in Beijing, China, and the other node is located in Melbourne, Australia. These two nodes are connected via the Internet. Our simulation uses U D P protocol to communicate with each other. The node in Beijing sends a time stamp to the node in Melbourne every 30 seconds. In order to get results quickly, we use a program to slow down the speed of the node in Beijing. Every minute this node slows down by 4ms. From the Melbourne side, we use 100 sampling results to demonstrate our idea. The simulation results are shown in Fig.4 . July 2003, Vo1.18, No.4 In Fig.4 , we can see the effect of transmission delay clearly. This kind of effect is uncertain and unpredictable. The occurrence of this transmission delay seems random, so it is difficult to measure it. In fact, if the previous time stamp arrives at the destination point late, then the next time stamp will have a tendency to come early. We can use the coming time stamps to get its trend: y = bo + blx (14) Here, bl represents the slope of this equation, and bo represents the intercept of this equation. Actually, the precision difference between the leader clock and the local clock has a direct relation with the slope of this equation. The slope reflects the deviation of the local clock from the leader clock. By this statistical method, the leader node can predict the arrival time of a time s t a m p from other nodes based on the slope of this trend equation. If the deviation of real arrival time from the predicted time is less than a given value 0, then we consider this arrival time stamp to be acceptable. The grid leader can then use this time stamp to evaluate the precision difference between the leader clock and the local node. Otherwise, this predicted time will be applied to replace Tik in (8) . If we define 0 as zero, this means that almost all arrival time will be replaced by the predicted time. In this situation, Theorem 1 can be extended to Theorem 2. 
Based on our simulation and analysis, we can achieve Theorem 2 which has a better precision than Theorem 1. Our experiment shows that this method can achieve high accuracy as observations increase.
Conclusions
This paper presents the concept of using continuous time intervals to synchronize all computer clocks for a computational grid linked through an asynchronous environment. In the process of clock synchronization, the difference of time precision is applied rather than the instantaneous time value. The application of precision differences not only reduces the effect of network delay, but also provides important information to local clocks. Based on this information, a local clock can not only predict the active-synchronization time, but also apply a self-adaptive state when its connection crashes.
From a long-term view, the precision of synchronization will be improved gradually in our model. The conclusion that we can draw from this research is that, the more information we gather relative to the precision difference, the higher level of accuracy can be achieved.
