Abstract.-With the increasing interest in recognizing the discordance between gene genealogies, various gene tree/species tree reconciliation methods have been developed. We present here the first attempt to assess and compare two such Bayesian methods, Bayesian estimation of species trees (BEST) and BUCKy (Bayesian untangling of concordance knots), in the presence of several known processes of gene tree discordance. DNA alignments were simulated under the influence of incomplete lineage sorting (ILS) and of horizontal gene transfer (HGT). BEST and BUCKy both account for uncertainty in gene tree estimation but differ substantially in their assumptions of what caused gene tree discordance. BEST estimates a species tree using the coalescent model, assuming that all gene tree discordance is due to ILS. BUCKy does not assume any specific biological process of gene tree discordance through the use of a nonparametric clustering of concordant genes. BUCKy estimates the concordance factor (CF) of a clade, which is defined as the proportion of genes that truly have the clade in their trees. The estimated concordance tree is then built from clades with the highest estimated CFs. Because of their different assumptions, it was expected that BEST would perform better in the presence of ILS and that BUCKy would perform better in the presence of HGT. As expected, the species tree was more accurately reconstructed by BUCKy in the presence of HGT, when the HGT events were unevenly placed across the species tree. BUCKy and BEST performed similarly in most other cases, including in the presence of strong ILS and of HGT events that were evenly placed across the tree. However, BUCKy was shown to underestimate the uncertainty in CF estimation, with short credibility intervals. Despite this, the discordance pattern estimated by BUCKy could be compared with the signature of ILS. The resulting test for the adequacy of the coalescent model proved to have low Type I error. It was powerful when HGT was the major source of discordance and when HGT events were unevenly placed across the species tree.
Inferring species trees is challenging in the many situations when gene trees appear to differ from one another (Knowles 2009 ). Whereas some gene-to-gene discordance may be due to stochastic error (e.g., incorrect estimation of gene trees) or technical issues (e.g., incorrect detection of true orthology), incongruent gene trees often reflect different underlying evolutionary histories (Maddison 1997; Wendel and Doyle 1998) . One potential cause of incongruence is incomplete lineage sorting (ILS), which typically affects lineages across recently diverged species. ILS can also be retained along deep branches when these branches separate speciation events by few generations or very large populations (Takahashi et al. 2001) . Empirical evidence of ILS has been documented in various organisms (e.g., Carstens and Knowles 2007; Ebersberger et al. 2007; Heckman et al. 2007 ). Other sources of genealogical discordance include introgressive hybridization and horizontal gene transfer (HGT). HGT events are especially frequent in unicellular and prokaryotic organisms (e.g., Zhaxybayeva et al. 2006; Galtier 2007 ) and can also occur in eukaryotes (e.g., Machado and Hey 2003; Richardson and Palmer 2007; Loreto et al. 2008) . Nevertheless, disagreement among gene trees has long been ignored in empirical studies. This was defended because concatenation of multiple genes often leads to a single tree with high support values (Rokas et al. 2003) . However, the extensive role of HGT in bacterial evolution raised some doubt that a single tree could faithfully represent the bacterial species genealogical relationships (Doolittle and Bapteste 2007; Galtier and Daubin 2008) . Furthermore, it is now recognized that concatenation can give misleading results, such as high support for an incorrect species tree, even when ILS is the only source of conflict (Kubatko and Degnan 2007) .
A new paradigm has now emerged, where species trees are considered separately from gene trees. New methods recognize that gene alignments do not bear on species trees directly. Instead, these methods are based on the premise that species trees affect gene trees, which then affect sequence alignments. Various parsimonybased methods are available for reconciling gene trees and species trees. GeneTree (Page 1998) , DupTree (Wehe et al. 2008) , and NOTUNG (Chen et al. 2000) aim to minimize the number of gene duplications/losses needed to map the gene trees onto the species tree. Alternatively, trees can be reconciled by minimizing the number of deep coalescences. This parsimony criterion is implemented in GeneTree, minimize deep coalescences (MDC) in Mesquite (Maddison 1997; Maddison and Knowles 2006) , accommodating uncertainty in genealogies while inferring species trees (AUGIST) in Mesquite (Oliver 2008) , and MDC in PhyloNet (Than and Nakhleh 2009) , which is guaranteed to find the most parsimonious solution. Species tree estimation using maximum likelihood (STEM; Kubatko et al. 2009 ) is a model-based method. STEM assumes that discordance among gene trees is only caused by ILS, as modeled by the coalescent 262 SYSTEMATIC BIOLOGY VOL. 60 process (Kingman 2000) . Because gene trees serve as input, STEM is computationally very tractable. It has recently been expanded to test for putative hybrid speciation events placed on a known phylogeny, in the presence of ILS (Kubatko 2009; Meng and Kubatko 2009) . Except for AUGIST, the methods cited above take in as input a single tree for each gene and assume that these individual gene trees are inferred without error.
Various Bayesian methods use sequence alignments as input and treat gene trees separately from species trees. Bayesian estimation of species trees (BEST; Edwards et al. 2007; Liu, Pearl, et al. 2008 ) and *BEAST (Heled and Drummond 2010) both assume the multispecies coalescent model. Bayesian concordance analysis (BCA), implemented in BUCKy (Ané et al. 2007) , similarly uses a Bayesian approach to distinguish between gene tree estimation error and gene tree incongruence. BUCKy uses a nonparametric approach to modeling gene tree discordance, making no assumptions about the reasons for discordance. These model-based methods have been applied successfully to analyze data sets with extensive incongruence among genes (e.g., Maddison and Knowles 2006; Carstens and Knowles 2007; Belfiore et al. 2008; Brumfield et al. 2008; Horvath et al. 2008; Cranston et al. 2009; Leaché 2009; Rodriguez et al. 2009; White et al. 2009 ). In particular, Cranston et al. (2009) compared the utility of BEST and BUCKy on a genome-wide real data set.
The primary goal of this paper is to provide the first thorough simulation-based comparison between two of these methods, BEST and BUCKy. We chose to compare these Bayesian methods because both fully account for uncertainty in individual gene tree estimation. We did not compare them with the concatenation approach because other authors have previously shown that concatenation, when consistent, is typically more powerful than supertree or consensus methods, at the cost of returning inflated support values and of being inconsistent in some cases (Kubatko and Degnan 2007; Kubatko et al. 2009; DeGiorgio and Degnan 2010) . BEST and BUCKy may both lose power to recover the true vertical signal compared with the concatenation approach but for the sake of returning reliable statistical support values.
Both BEST and BUCKy assume free recombination between genes and no recombination within genes. The primary difference between them lies in their prior distribution on gene trees. BEST uses a uniform prior distribution on species trees with a coalescent model for gene trees given the species tree. BUCKy uses a nonparametric Dirichlet process to cluster genes into groups that share the same topology. The Dirichlet process uses an a priori level of discordance α, conveniently bridging concatenation methods (α = 0) with consensus/supertree approaches (α infinite). Any intermediate value of α combines the information in the sequences of those genes that are inferred to be congruent. Finally, BUCKy estimates the primary concordance tree, whose clades are inferred for the largest proportion of loci in the genome (Baum 2007 ).
We conducted simulations to assess the accuracy of the species tree inferred by BEST and the accuracy of the concordance tree inferred by BUCKy as an estimate of the true (known) species tree. Our simulation of gene trees included two processes of discordance: ILS and HGT. Because the coalescent process is used to model gene tree discordance in BEST, it was expected that BEST would return more accurate species trees than BUCKy when ILS was the only source of discordance. Similarly, when HGT was a significant source of discordance, thereby violating the assumptions of BEST, it was expected that the nonparametric method BUCKy would provide more accurately estimated species trees.
The second goal of this paper is to assess the accuracy of BUCKy at estimating concordance factors (CFs). CFs are measures of genomic support. The CF of a clade is the proportion of genes that truly have the clade in their trees. Ideally, one would like to know the genome-wide CF, that is, the proportion of genes in the entire genome that truly have the clade. In practice, we need to first consider the sample-wide CF of the clade, that is, the proportion of genes in the available sample that truly have the clade. If sequence data are available for just a handful of genes, then inferring the genome-wide CF from the observed sample-wide CF may be no easy task. For instance, if only a sample of four genes is available, and exactly two of them are shown to have the clade, then it is still unclear whether more or less than 50% of the genome truly has the clade.
The genomic measure of support provided by CFs is fundamentally different from the statistical support provided by the typical bootstrap values or posterior probabilities of clades. For example, consider the 5-taxon species tree in Figure 1c . The shortest branch in this tree defines the clade formed by taxa 1 and 2. Its length of 0.4 coalescent units means that the number of generations is 0.4 times the effective population size along this branch. The true CF for this branch is 0.46, that is, only 46% of genes in the genome truly have clade (1,2). The other 54% of genes do not. This low genomic support is due to the high level of ILS along this branch. Ideally, we would want to infer the truly low genomic support for clade (1,2) and at the same time get high statistical support that this clade indeed belongs to the species tree. Statistical support for a clade to be in the species tree is obtained in BUCKy by comparing the CF of the clade with that of conflicting clades. For instance, if there is a 1.0 posterior probability that more genes have clade (1,2) than any other conflicting clade, then the statistical support for clade (1,2) to be in the species tree is 1.0. Along with this very high statistical support, the CF of clade (1,2) might be estimated to be between 0.44 and 0.48 with 99% credibility, recognizing the fact that the sister relationship of taxa 1 and 2 is not true for all the genes.
The third goal of this work is to assess the utility of BUCKy at testing the null hypothesis that the coalescent model provides an adequate explanation of the observed gene tree discordance. The test's alternative 263 hypothesis is that some other biological process(es) contributed to gene tree discordance, along with ILS. This alternative hypothesis includes models with HGT, for example, or models with population structure where the panmictic assumption of the coalescent is violated. Because the test is not designed to focus on a specific kind of alternative model, it is called an "omnibus" test. It takes advantage of the signature left by the coalescent on CFs and aims to detect departure from this signature. The coalescent model completely determines the CF of each clade in the species tree and of each clade contradicting the species tree, based on the hypothesized population sizes and number of generations between speciation events. On 4 taxa, there are two clades that conflict with the clade in the species tree. Under the coalescent model, these two "minor" clades are expected to be true for a minority of the genome and to have equal CFs. If these two minor clades have significantly different CFs, then we can reject the coalescent model and infer the presence of some other source of discordance ). For example, if one species is a hybrid, then two clades would have relatively high CF. These clades, placing the hybrid species with either of its parents, would each be expected to have a CF near 0.50 if the two parental lineages contributed equally to the hybrid genome. The third clade is expected to have a CF near 0, far below that of the other two clades, resulting in a pattern almost opposite to the pattern expected under the coalescent. The presence of population subdivision in ancestral species-violating the random mating assumption of the coalescent-was also shown to cause the two minor clades' CFs to differ (Slatkin and Pollack 2008) . Note that BEST cannot be directly used to test the hypothesis that the coalescent model is correct because it assumes this coalescent model in the first place. Alternatively, BUCKy infers CFs in a way that is not constrained by ILS. CF estimates can therefore be used to test the signature of the coalescent model (Ané 2010) . In this paper, we assess the accuracy of BUCKy at estimating CFs and at testing the adequacy of the coalescent model in realistic situations when gene discordance is due to both ILS and HGT.
The concordance tree estimated by BUCKy represents the primary features in the history of a set of taxa, so that it can be used on organisms for which the concept of a species tree is controversial. Even though BUCKy does not involve an explicit population model on a species tree, it was shown by that under the coalescent model, the species tree is fully recoverable from the true CFs (see also Ané 2010). showed that the concordance tree built from the 3-taxon rooted (or 4-taxon unrooted) subtrees with highest CFs provides a consistent estimate of the species tree. Therefore, there is a tight link between concordance trees and species trees when the concept of a species tree is applicable and under the coalescent. also showed that the estimated concordance tree built from high-CF clades on the full-taxon set (rather than on 4-taxon sets) may not always provide a consistent estimate of the species tree. Unfortunately, the version of BUCKy that is tested in this paper uses clades on the full-taxon set to build the estimated concordance tree (but see BUCKy version 1.4.0; Larget et al. 2010 ). Therefore, we conducted our study outside the "too-greedy zone" identified by , where the current version of BUCKy is expected to be consistent.
METHODS

Simulation of Multilocus Alignments with Gene Tree
Discordance We generated DNA alignments from 5-taxon and 11-taxon species trees, as shown in Figure 1 . An asymmetric tree topology was chosen on 5 taxa, as this was proven to be more difficult to reconstruct in the presence of gene-to-gene discordance (Kubatko and Degnan 2007) . Our 11-taxon tree contains two copies of our 5-taxon tree (subtree with taxa 1, 2, 3, 4 and subtree with taxa 5, 7, 9, 10, both with taxon 11 as an outgroup). In one of the two copies, taxa 6 and 8 (Fig. 1b,d ) were added in order to detect potential effects of the number of taxa on the estimation of internal edges' CFs. For each species tree topology, two sets of branch lengths were considered. One set had long internal branches (LB, top panels in Fig. 1 ), whereas the other set had some short internal branches (SB, bottom panels in Fig. 1 ). Species tree branch lengths were measured in coalescent units (Fig. 1) , as obtained by dividing the number of generations by the effective population size. Under the coalescent model, branch lengths in coalescent units determine the proportion of genes that share the species tree topology and the proportion of genes that have any given conflicting topology.
In order to simulate multilocus data sets, 10, 50, or 100 unlinked gene trees were generated along the species trees in Figure 1 using Serial SimCoal (Anderson et al. 2005) . Serial SimCoal is an extension of SIMCOAL (Excoffier et al. 2000) , based on the retrospective coalescent approach. We used an effective size of 50,000 haploid individuals in each population. The numbers of generations between speciations were determined by multiplying branch lengths in coalescent units by the population size. Next, a number of HGT events and rate change events were generated on each gene tree, from which 500-bp-long DNA alignments were generated using an extension of HGTsimul (Galtier 2007) . Within this program, the number of HGT events placed on gene trees was either set to 0 or to a Poisson-distributed number with an average of 0.5 HGT events per gene. In the former case, ILS was the only source of discordance, and in the latter case, both ILS and HGT were causing gene tree discordance. In order to better compare the results with and without HGT, the same ILS simulations from Serial SimCoal were used with and without HGT. For each HGT event simulated by HGTsimul, the recipient lineage was randomly and evenly placed on the gene tree, with branches weighted by their branch lengths. The placement of the donor lineage was randomly drawn from the locations contemporary with the recipient location. Note that a fair number of these HGT events did not actually change the tree topology. Thus, in order to control for the level of HGT, multilocus data sets were generated so that exactly 70% of the gene topologies were not affected by the simulated HGT events. In order to achieve an exact proportion of 70%, the following procedure was used iteratively. If more than 70% of gene tree topologies were unaffected by HGT, the affected gene trees were saved and the unaffected gene trees were rejected and resimulated. This process was repeated until the proportion of gene topologies unaffected by HGT dropped to 70% or less. If this proportion dropped below 70%, the unaffected genes were saved and each remaining gene was resimulated until its topology was unaffected by HGT.
HGTsimul was used to simulate a Poisson-distributed number of genomic rate change events (with a mean of three changes) on the species tree, for genomic departure from the molecular clock. Lineage-specific rates were simulated from a gamma distribution with mean 1 and shape parameter 2.0. For each gene, branch lengths obtained from Serial SimCoal were multiplied by these lineage-specific rates, then further multiplied by a common factor to obtain a randomly chosen gene diameter (uniform in 0.024 and 0.037 substitutions per site). Next, gene tree branch lengths were modified in a gene-specific manner: for each individual gene, a Poisson-distributed number of rate change events (three changes on average) were placed on the gene tree, whose branch lengths were multiplied by a gammadistributed rate (mean 1 and shape parameter 2.0) in between these gene-specific rate change events. Finally, sequences were simulated using the Jukes-Cantor (JC) model (Jukes and Cantor 1969) and no site-specific rate variation, for computational feasibility (for full details, see Galtier 2007) . In summary, our simulations included important factors that contribute to heterogeneity among genes, such as heterogeneity in the overall rate of evolution, departure from clock-like evolution, and topological discordance.
A total of 24 conditions were considered (5 or 11 taxa, LB or SB species tree, HGT present or absent, 10, 50, or 
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The level of discordance between the simulated gene trees and species trees is summarized in Table 1 for each type of discordance. On LB species trees, HGT was considered to be the major source of discordance, whereas strong ILS on short branches resulted in the highest levels of discordance.
A separate set of simulations was carried out in which HGT events were unevenly placed on the 5-taxon species tree. In this second simulation, all HGT events were set to originate from the edge leading to taxon 2 (Fig. 1) . The exact event location was randomly placed along the edge. The recipient lineage was set to be the edge leading to taxon 3, 4, or 5. Each of these three types of HGT events happened on 10% of the genes, so that the overall proportion of genes whose topology was affected by HGT was maintained at 30%, like in the first simulation. ILS simulation and sequence alignment simulation were then carried out using Serial SimCoal followed by our modified HGTsimul program. Unevenly placed HGT events were thus simulated in an extra six conditions (SB and LB 5-taxon trees; 10, 50, or 100 gene sets).
Analysis of Simulated Alignments BEST (version 2.2) was applied to multilocus data sets under the JC model. On all 10-gene and 50-gene data sets, 1 million generations were used for 5-taxon alignments and 3 million generations for 11-taxon alignments. For 100-gene data sets, BEST was run on a subset of the 100 replicates from each condition. On 100-gene 5-taxon alignments, 20 replicates from each condition were analyzed with 10 million generations. On 100-gene 11-taxon alignments, 10 replicates from each condition were analyzed with BEST for 1 month each, reaching an average of 9.6 million generations. All runs appeared to reach convergence. For all BEST analyses, 1 cold and 3 heated chains were used, with four simultaneous independent analyses starting from different random trees. The chain was sampled every 100th generation, and the first 10% of generations were discarded as burn-in. The default "poissonmean = 5" was used on 11-taxon alignments. This parameter determines how much the maximum tree is modified to propose a new species tree. A smaller value was chosen on 5-taxon alignments (poissonmean = 3) to increase the acceptance rate (Liu 2008) . Other parameters were set to their default values.
The Bayesian concordance analysis was performed by first applying MrBayes (Huelsenbeck and Ronquist 2001) to each individual gene. The JC model was used, with 4 chains, 4 independent runs, and 500,000 generations on 5 taxa and 1 million generations on 11 taxa. Gene trees were sampled every 100th generation, and the first 10% of generation were discarded. The results from multiple genes were then analyzed with BUCKy (version 1.3), using 4 chains and 4 independent runs of 1 million generations on 5 taxa and 2 million generations on 11 taxa. The a priori level of discordance among loci was set to α = 2.5, so that the prior distribution of the number of distinct gene trees (mean 7.25) was intermediate between the various empirical distributions from the known true gene trees: on 100 gene trees and 5 taxa, the mean number of distinct gene trees ranged from 3.16 (LB tree, absence of HGT) to 8.73 (SB tree, absence of HGT) to 9.71 (LB tree with HGT) to 12.61 (SB tree with HGT).
To compare the performance of BEST and BUCKy, we calculated the Robinson-Foulds (RF) distance (Robinson and Foulds 1981) between the true species tree and the species tree estimated by BEST or the concordance tree estimated by BUCKy. In the presence of HGT, the true species tree in Figure 1 represents the true vertical inheritance pattern, so that a low RF distance from this tree indicates a good estimation of the vertical signal. We averaged these RF distances over all replicates from each condition. To determine if the observed differences between the performances of BEST and BUCKy were significant, two-sided pair-wise Wilcoxon signed-rank tests were conducted at each of the three conditions: absence of HGT, even presence of HGT, and uneven presence of HGT.
To assess the estimation of CFs by BUCKy, the difference between the estimated sample-wide CFs and the true sample-wide CFs was calculated on each data set and for each clade. Note that different multilocus data sets could have different CFs for the same clade, especially in the presence of HGT. The proportion of credibility intervals including the true sample-wide CFs was considered. In the case of 100 genes and strong ILS (SB), DNA alignments with 1000 bp were also simulated and the accuracy of their estimated sample-wide CFs was compared with that from the 500-bp alignments.
We used genome-wide CFs and their credibility intervals to test the adequacy of the coalescent model. Under the coalescent on the 5-taxon species tree topology shown in Figure 1 , the true genome-wide CFs obey the following properties for all sets of branch lengths (Pamilo and Nei 1988 (1)
Although the exact values of these CFs are determined by the species tree branch lengths (in coalescent units), these equalities among CFs are a signature of the coalescent process. To test the adequacy of the coalescent model, we compared the 95% credibility interval for the CF of clade 13 with that of clade 23. If these two intervals did not overlap, we rejected the null hypothesis. Similarly, we rejected the adequacy of coalescent model if the credibility intervals for the CFs of clades 14 and 24 did not overlap or if the credibility intervals for the CFs of clades 15 and 25 did not overlap. In cases when at least one of the three pairs of credibility intervals did not overlap, it was inferred that a source of discordance other than the coalescent should be invoked to explain the discordance in the data. VOL. 60
The test described above assumes that the true sister relationship of taxa 1 and 2 is known without error. In practice, this sister relationship may be estimated from the same data used for testing the adequacy of the coalescent. To account for possible errors in the species tree estimation, we carried out a second test procedure. If clade 12 was indeed inferred to form a clade in the species tree, the test was carried out as described above from Equation 1. If clade 12 was not inferred to be in the species tree, then taxa 1 and 2 were replaced in Equation 1 by a pair of taxa inferred to be sister. If clade 13 or clade 23 was inferred to be in the species tree, then this pair of taxa was used as a substitute for 12 in Equation 1. For example, if taxa 1 and 3 were inferred to be sister, then we compared the 95% credibility intervals for the genome-wide CFs of 12 versus 23, 14 versus 34, and 15 versus 35. In case none of the clades 12, 13, or 23 was inferred to belong to the species tree, then taxon 4 was necessarily inferred to be sister to another taxon, and this pair was used as a substitute for 12 in Equation 1. Overall, this case occurred in only 11 of the 1800 replicates.
In our first simulation with evenly distributed HGT events, the equalities in Equation 1 were still expected to hold genome wide. For instance, HGT transfers from taxon 1 to taxon 3 were simulated with the same frequency as transfers from taxon 2 to taxon 3, so that the symmetric signature of the coalescent model was expected to be maintained in the presence of HGT in our first simulation. As a result, we carried out a second simulation with unevenly placed HGT events. The power of the test for the adequacy of the coalescent model was calculated as the proportion of rejections among each set of 100 replicates.
RESULTS
Comparison between BEST and BUCKy
Even though BEST and BUCKy do not estimate the same quantities, both account for gene tree discordance and estimate a tree to describe the history of the sample. BEST estimates the species tree under the coalescentonly model, whereas BUCKy estimates a concordance tree, featuring clades supported by the largest proportions of the genes. These two tree estimates were compared with the true species tree using the RF distance (Fig. 2) . When HGT events were unevenly placed, BUCKy performed better than BEST in all 10-and 50-gene cases ( P values pair-wise Wilcoxon signed-rank tests ranged from <0.0001 to 0.0167). From 100 genes, BUCKy showed a better performance than BEST, but the difference was marginally or not significant (P = 0.037 on SB tree and P = 0.14 on LB tree) due to the small sample size (20 replicates) and to the presence of ties (the concordance tree estimated by BUCKy had a 0 RF distance from the species tree in many instances), undermining the reliability of the Wilcoxon test. In the absence of HGT or in the presence of evenly placed HGT, BEST and BUCKy performed similarly on average (as determined by the Wilcoxon test), except in three cases. In the presence of strong ILS (absence of HGT on SB trees), BEST performed better than BUCKy on 11 taxa, 10 genes (P value 0.0032). In the presence of HGT with evenly placed events, BUCKy performed better than BEST on 5 taxa, 10 genes when the major source of discordance was HGT (LB tree, P value 0.0031), and on 5 taxa, 50 genes when discordance was equally due of ILS and HGT (SB tree, P value 0.0231). Both methods generally performed better as the number of genes increased and as the overall level of discordance decreased.
CF Estimation
Figures 3-5 summarize the accuracy of the estimated sample-wide CFs for all 10 possible clades in the 5-taxon tree and for a selected set of 22 clades in the 11-taxon tree ( Table 2) . To assess accuracy, we measured the difference between the estimated and true CFs and the proportion of times that the 95% credibility intervals included the true CFs. In a Bayesian framework, credibility intervals are used to summarize posterior distributions. They are influenced by the choice of a prior distribution and are not designed to cover the true value at a nominal (95%) level. Nevertheless, we were interested in evaluating the coverage level of credibility intervals here because it is unknown how well BUCKy's Dirichlet-based prior distribution approximates the biological process used to generate gene trees in our simulations.
Estimated CFs on 5 taxa (Fig. 3 ) and 11 taxa (Fig. 4 ) were generally accurate, although they became less so as the true level of discordance increases from low ILS and HGT presence (Figs. 3 and 4 , top) to high ILS and HGT presence (Figs. 3 and 4, bottom) . The plots for low ILS and HGT absence are not included because their accuracy was better than that for low ILS and HGT presence. For most clades, the estimated CFs became less biased as the number of genes increased. Estimated CFs appeared to be slightly more accurate on average on 11 taxa than on 5 taxa. In all cases however, unexpectedly small proportions of credibility intervals contained their true CFs, especially on 11 taxa. Even more surprisingly, the proportion of times the true CF belonged to the CF's credibility interval tended to decrease with the number of genes. One of the most extreme cases is that of clade 123 on 5 taxa, represented by the lowest dashed line in Figure 3e ,f. The credibility interval for this clade's CF missed the true CF value in 50% of the replicates in the presence of strong ILS and HGT. On 11 taxa (Fig. 4,  right) , the credibility intervals contained their true CFs in only 44% of the replicates for some clades.
We conducted additional simulations to determine the effect of increasing the amount of data by doubling the length of each gene, from 500 to 1000 bp. We focused on the cases with strong discordance (SB tree in the presence of HGT) and 100 genes. On 5 taxa, increasing the length of individual genes provided a substantial improvement in the accuracy of CFs (lower bias) and of their credibility intervals (Fig. 5) . In particular, the FIGURE 2. Performance of BEST and BUCKy for species tree estimation, as measured by the RF distance between the true species tree and the species tree estimated by BEST (---) or the concordance tree estimated by BUCKy (-). Each point represents the average across 100 simulated multilocus data sets except on 100-gene alignments analyzed with BEST. For these cases, each point represents the average of 20 replicates on 5 taxa and of 10 replicates on 11 taxa. Bars indicate standard errors. Note that with only 10 replicates (on 100 genes, 11 taxa), the standard error shown here is a poor reflection of the sampling error when all observed distances are 0, due to the discrete and skewed distribution of RF distances. Simulations included unevenly placed HGT events (green ), evenly placed HGT events (blue ), or absence of HGT events (red •).
coverage of the true CF for clade 123 increased from 50% to 72%. On 11 taxa, longer sequences provided smaller improvements (data not shown).
Omnibus Test of the Adequacy of the Coalescent Model
Credibility intervals of genome-wide CFs were used to test the null hypothesis that the coalescent model alone can explain the discordance among gene trees, using the symmetric signature of the coalescent. The results are shown in Table 3 . When the null model was correct, the null hypothesis was rejected in very few cases, showing a low Type I error rate. This error rate was 4% or lower in all but one case. In the presence of strong ILS on 100 genes and when the test was based on sample-wide CFs, a 7% Type I error rate was observed. Using genome-wide CFs with wider credibility intervals resulted in a more conservative test (lower Type I error) than using sample-wide CFs. In the first simulation when HGT was present and evenly distributed, the test based on genome-wide CFs had no power, with a rejection rate below 3%. This result was expected because the symmetry of genome-wide CFs was preserved by an even distribution of the HGT events. The test based on sample-wide CFs, however, had some power to detect the presence of HGT: between 13% and 18% when ILS was strong and between 43% and 52% when ILS was weak. In the second simulation when HGT events were unevenly placed along the tree, the test based on genome-wide CFs showed a 99% power to detect the presence of HGT from 100 genes when ILS was weak and had little power otherwise. The test based on sample-wide CFs had moderate power in the presence of strong ILS (12% to 58% rejections) but high power when ILS was weak (80% to 100% rejections). These results were almost unchanged when the inferred species tree was used instead of the true species tree. When a difference was observed, the proportion of rejections decreased very slightly, resulting in a slightly more conservative and slightly less powerful test. -3; 1-4; 13; 23; 14; 24; 56; 78; 5-8; 1-4,11; 1-4,9,11; 5-9 59; 69; 79; 89; 9,10; 569; 789; 56,10; 78,10 DISCUSSION AND CONCLUSION Power Assessment and Comparison BEST and BUCKy are two Bayesian methods that aim to reconstruct a species or concordance tree from a set of potentially discordant genes. These methods recognize that discordance among gene trees can be real. Both account for two levels of uncertainty: uncertainty at the gene tree level due to having a limited number of gene trees to reconstruct the species tree and uncertainty at the molecular level due to having a limited number of nucleotide substitutions to reconstruct gene trees. The concatenation approach accounts for uncertainty at the molecular level but assumes no variability or no uncertainty at the gene tree level. By recognizing that only a sample of genes bear on the species tree reconstruction, BEST and BUCKy typically return lower support values for relationships in the species tree compared with the potentially misleading 100% bootstrap values often obtained from the concatenation approach (Kubatko and Degnan 2007; Huang and Knowles 2009; Liu, Yu, et al. 2009 ). The decrease in support values can be especially striking when few genes are sampled and when these gene trees show strong discordance. Although recognizing the reality of gene tree variability is theoretically highly valuable, a legitimate concern is that of power. In practice, one wants to recover the species tree with high confidence from the available data. This paper takes a step at assessing the power of two gene tree reconciliation methods.
BEST and BUCKy use very different prior distributions on gene trees. Because BEST is based on the coalescent process along the species tree and BUCKy is based on a Dirichlet prior to cluster genes that have concordant topologies, we expected these two methods to perform well under different conditions. In the situation when discordance was due to ILS only, BEST was expected to reconstruct accurate species trees and BUCKy was expected to be less powerful. In the presence of HGT however, BUCKy was expected to be robust and more accurate than BEST for which the coalescent assumption was violated. Our initial expectations held only when HGT events were unevenly distributed along the species tree, in which case BUCKy was always more accurate than BEST, even in the presence of deep coalescence. The two methods proved to have surprisingly similar accuracies however, in cases when HGT events, if present, were evenly distributed across the species tree and when the Markov chain Monte Carlo (MCMC) algorithm in BEST was permitted to converge. BEST was only slightly more accurate than BUCKy when ILS was the sole cause of discordance. BUCKy was significantly more accurate than BEST only when there were few genes, few taxa, and when the HGT was the major contribution to gene tree discordance.
One basic difference that was not considered here between BEST and BUCKy is their treatment of multiple individuals from the same species. Individuals need to be preassigned to species for analysis in BEST, which then estimates a species tree with the same number of tips as the number of species. BUCKy does not need any assignment of individuals to species and returns a concordance tree where each individual corresponds to a tip. In our study, only one individual per species was simulated because comparing BEST and BUCKy on multiple individuals was beyond the scope of this work. The two methods have different goals. BEST focuses on discovering the species relationship. Leaché (2009) showed that BEST is sensitive to incorrect assignment of individuals to species, as may happen when species limits are estimated from geography or mitochondrial DNA genealogy. BUCKy focuses on discovering groups of taxa supported with high concordance among genes. Species are expected to result in such groups, so that concordance analysis may be used as a tool to help assign individuals to species, based on all the available molecular data (Baum 2007 ).
Computing Time and Mixing Issues
The number of 100-gene replicates that could be analyzed with BEST in our simulation study was limited by the computing time needed for the MCMC algorithm to converge. On 100-gene data sets, the BEST analysis of each replicate took an average of 5.8 days on 5 taxa (10 million generations) and 30 days on 11 taxa (9.6 million generations on average). In comparison, the computing time needed for the concordance analysis (MrBayes and BUCKy combined) was much more affordable, at 3.3 h on 5 taxa and 14.3 h on 11 taxa. On 100-gene data sets, when fewer generations-and a shorter running time-were used in BEST (1 million generations on 5 taxa and 3 million generations on 11 taxa), the resulting species tree estimates were quite inaccurate. Indeed, species trees estimated from 50 genes or even 10 genes were closer to the true species tree on average (results not shown), even though the computation time allocated to the short analysis of 100-gene sets was over 2 times and 10 times longer than the computation time allocated to the analysis of the 50-gene and 10-gene data sets. For this reason, we strongly recommend against using or publishing species trees estimated by BEST when convergence failed (Cranston et al. 2009; Leaché 2009 ). Our study shows that BUCKy is a good alternative when large numbers of genes are available because very accurate species trees were reconstructed in a low or reasonable amount of computing time.
Robustness of BEST to HGT Presence and to Clock
Departure The robustness of BEST that we observed in the presence of evenly placed HGT events is very encouraging. One possible explanation for this result is that simulated HGT events were randomly placed on the species tree with symmetric probabilities. For instance, the expected proportion of HGT transfers from taxon 1 to taxon 2 was equal to the expected proportion of HGT transfers in the opposition direction, from taxon 2 to taxon 1. Thus, some discordance caused by HGT in our simulations could be explained quite well by the coalescent process under the correct species tree. The extra discordance caused by HGT events might have been accounted for 272 SYSTEMATIC BIOLOGY VOL. 60 in BEST by somewhat overestimating population sizes or underestimating divergence times, while recovering the correct species tree. We looked at the branch lengths of two edges in the species tree estimated by BEST from 50 genes: the internal edges leading to clade (1,2) and clade (1,2,3) where most of the discordance occurred. The estimated population sizes along these edges were similar in the presence or absence of HGT. But in all situations, these edges had shorter estimated branch lengths in the presence of HGT, on average, than in the absence of HGT. Therefore, the discordance due to evenly distributed HGT might have been explained by a higher level of ILS. If HGT is favored in some directions more than in others, however, the discordance among genes may no longer be well explained by the coalescent process only. Indeed, BEST's accuracy dropped in our second simulation when HGT events were unevenly distributed. In real data sets, it is unclear how much asymmetry is involved in HGT events or in other gene flow processes. Our results suggest that BEST will be robust to the presence of gene flow in some cases but maybe not in species groups where gene flow occurred preferentially in some directions more than in others.
Our simulations included two ways in which gene trees departed from the clock assumption in order to reflect the across-lineage rate variability that is found in most real interspecific data sets. BUCKy was expected to be robust to this rate variability because branch length information is not pooled across genes in BUCKy. However, BEST makes the assumption that each gene tree is clock like, and this is often violated in practice. Our simulations showed that the ad hoc rate smoothing performed in BEST worked very well as BEST was not affected by rate variability across lineages. Overall, the robustness of BEST to various departures from its assumptions was very positive in our simulation settings.
Accuracy of Estimated CFs in BUCKy
The nonparametric clustering used by BUCKy to group compatible genes is not based on a probabilistic model of a biological process, so the accuracy of the resulting estimated CFs is unknown. In our simulations, estimated CFs became less biased overall as more genes were available or as the amount of discordance among gene trees decreased. However, the credibility intervals for CFs showed very poor properties as the level of discordance went up: the true sample-wide CFs were not included in their estimated 95% credibility interval up to 50% of the time for some important clades, and this poor performance grew worse with the number of genes. With few genes, credibility intervals were wide enough to include the true value of the CF most of the time. But as the number of genes increased, the credibility intervals became unreasonably short and no longer covered the true value with a large probability.
Several reasons could be at the heart of this poor performance. One such reason could be the inadequacy of the Dirichlet prior distribution at modeling gene tree discordance. This Dirichlet prior distribution differs from the true distribution of gene trees and may have an undue influence when many genes are not informative. Specifically, narrow credibility intervals for CFs could be caused by an inflated confidence in the estimated gene tree clustering. If the Dirichlet prior inadequacy is the reason for poor coverage of CFs, then increasing the amount of data could minimize the influence of the prior distribution and should lead to an increased accuracy. This is exactly what was observed: when longer genes were simulated, increased information on individual gene trees lead to less biased estimates of CFs and to more reliable credibility intervals of CFs.
We also investigated the adequacy of the Dirichlet prior with parameter α = 2.5 as opposed to other choices of that parameter. The choice of a consensus approach with a priori independent gene trees (α = ∞) resulted in a much more pronounced bias of CFs, even though the accuracy of the estimated species tree was almost unchanged (results not shown). With this consensus-like approach, information was not shared across compatible gene trees and uncertainty was confounded with discordance: CFs of clades in the true species tree tended to be strongly underestimated, whereas CFs of clades that truly had low CFs tended to be overestimated. The choice of α = 25 or 250 did not affect the results qualitatively compared with α = 2.5 (data not shown).
Impact of the Taxon Number in BUCKy
The two-step approach in BUCKy is very attractive computationally. The first step is conducted in MrBayes, when each gene is analyzed separately. In practice, these separate analyses are easily parallelized. From this first step, the whole posterior distribution of individual gene trees is retained, then used in the second step to determine if two genes are truly incompatible or not. The second step combines the separate analyses into a joint analysis of all genes and is typically much faster than the first step. The downside of this two-step approach is a concern about accuracy: any approximation error made in Step 1 is carried over into Step 2. We wanted to assess the impact of this error propagation by comparing results from 5 taxa and 11 taxa. With 5 taxa and only 15 possible unrooted trees, the posterior distribution for a gene tree consists in a list of 15 posterior probabilities, one for each topology. This is easily and accurately calculated in MrBayes for each gene. But for 11 taxa and 34, 459, and 425 possible topologies, a list of over 34 million posterior probabilities is required for each gene. This list is necessarily obtained with some estimation error from MrBayes. Therefore, we expect that propagation errors may affect BUCKy on 11 taxa but not on 5 taxa.
A second related issue may arise when the tree space is very large. The analysis in MrBayes of a gene with few informative sites may return an MCMC sample where each topology appears only once: the region of high posterior probability may be correctly identified, but this region may contain so many topologies that any 273 representative sample is sparse. Two independent analyses of the same gene in MrBayes may each be so sparse that they may not overlap on a single topology, even though they may correctly return approximately equal posterior probabilities of clades. The same phenomenon may occur for two genes that truly have the same tree. If their estimated posterior distributions do not overlap from Step 1, then in Step 2 BUCKy cannot recognize that these two genes are compatible and will not pool information from these two genes in order to obtain a more accurate estimate of their common tree. In effect, BUCKy would be forced to take a consensus approach without pooling information across genes, as if with the prior value α = ∞. This issue is diagnosed easily by examining the tree files from MrBayes for sparseness. Alternatively, if the results of BUCKy are identical with α = ∞ and α = 1 for instance, this may indicate that samples from Step 1 are too sparse.
In summary, two issues may arise on a large tree space: potential propagation error and sparse MCMC samples that force BUCKy to use α = ∞. By comparing BUCKy on 5 and 11 taxa, we attempted to determine the extent to which these two factors affect the concordance analysis. Very little differences were obtained: concordance tree estimates were accurate on both 5 and 11 taxa, the biases of estimated CFs were similar, and the coverage of their credibility intervals was also similar-although better on 5 taxa. The only difference that we found was in the coverage improvement from analyzing longer genes. A large improvement was observed on 5 taxa, but the improvement was relatively disappointing on 11 taxa. The reason for this difference may come from propagation error mostly, because the sparseness of the individual gene tree distributions did not seem to be too severe in our 11-taxon simulations. The most likely topologies reached a posterior probability of 0.02 in over half the 500-bp genes (HGT and strong ILS), and such a topology would easily provide overlap between independent runs. However, a very large number of topologies were needed to describe 95% of the high-posterior probability region: an average of 2594 for 500-bp genes and still 551 for 1000-bp genes. The propagation of errors in estimating the small posterior probability of each of these numerous topologies may explain why 1000-bp genes were not long enough in our setting to override the influence of the Dirichlet prior.
Our work suggests that the reliability of CF credibility intervals partly depends on the accuracy of gene tree posterior distributions from the first step of BUCKy. Adequate accuracy is expected on very low numbers of taxa or from highly informative genes. This constraint largely limits the data sets that can be reliably handled by BUCKy at this time.
Testing the Adequacy of the Coalescent Model Using CFs
We introduced an omnibus test for the adequacy of the coalescent model. The null hypothesis states that the coalescent model is sufficient to explain the observed gene tree discordance. The alternative hypothesis is that some other biological process(es) (e.g., HGT events, population structure not modeled by the coalescent) contributed to gene tree discordance along with ILS. On a 4-taxon set, the coalescent process implies that the two minor splits conflicting with the clade in the species tree have equal genome-wide CFs. Therefore, we used estimated genome-wide CFs in order to test the signature of the coalescent. Despite the low coverage of CF credibility intervals, the Type I error of the test was adequate. The test achieved high power when 100 genes were available and when HGT accounted for more incongruence compared with ILS. However, the power stayed low when HGT events were evenly distributed along the tree, probably because the equalities between CFs predicted by the coalescent were still approximately true.
Overall, the test was found to be conservative, with a Type I error rate well below 5% in most cases. Although 95% credibility intervals were used to test the equality of CFs, there was no theoretical basis to expect a 5% Type I error rate for two reasons. First, 95% credibility intervals have a different interpretation than confidence intervals, in that there is no expectation that they cover the true value in 95% of the experiments. Their coverage probability is expected to depend on the prior distribution. Second, we examined three equalities and rejected the null hypothesis as soon as one equality was rejected, with no correction for multiple testing. Such a correction would technically be difficult because the output from BUCKy only includes 95% and 99% credibility intervals. Despite this, the test showed an adequate Type I error rate.
Theoretically, the test should be applied to genomewide CFs because the coalescent model predictions apply to genome-wide CFs. When we used sample-wide CFs instead, we found that the test still had appropriate Type I error rate and gained substantial power. These results are quite surprising, given the poor coverage properties of CF credibility intervals. They could be explained if the estimated CFs of minor clades were positively correlated, which would minimize the estimation error of their difference. Further studies should be conducted to confirm these results in other situations.
Although the test was based on CFs from 4 taxa and applied to 5 taxa, this test could be used on larger trees. In a bifurcating species tree, any given edge defines a set of quartets. For each of these quartets, the coalescent model predicts equal CFs for the two minor resolutions of the quartet. The credibility intervals of these two resolutions' CFs could then be compared. This approach could be helpful to test the adequacy of the coalescent locally along specific edges. However, it seems difficult to generalize this test into a global test of the adequacy of the coalescent on large trees.
Several other methods have been developed to test the hypothesis that ILS is at the origin of all gene tree discordance. The supernetwork approach by Holland et al. (2008) builds a network from clades with highest CFs, filtering out splits based on combinatorial VOL. 60 criteria. The ILS hypothesis is then accepted on each tree-like part of the network. Individual gene trees do not need to have all taxa, and this method is very fast. The filtering parameters defined by the user may have a strong impact of the conclusions, however. Than et al. (2007) , Meng and Kubatko (2009), and Kubatko (2009) developed model-based methods to compare the coalescent-only model with putative hybridization or HGT hypotheses on a known species tree, using maximum likelihood. These methods have only been thoroughly tested on small numbers of taxa containing at most two horizontal events. Joly et al. (2009) used coalescent simulations to compare gene divergence times observed from the real data with those expected under ILS, building on the work by Sang and Zhong (2000) and Holder et al. (2001) . Buckley et al. (2006) similarly used coalescent simulations to determine if a specific pattern of discordance observed in their gene trees was atypical under ILS. Coalescent simulations were also used by Maureira-Butler et al. (2008) to compare the amount of discordance between two gene trees with that expected under the coalescent-only model. These various methods all aim to determine the nature of reticulation between population lineages. Each have specific strengths, but more work needs to be done for these methods to be broadly applicable. The test based on the comparison of CFs seems to be especially promising when many unlinked genes are available.
Future Work to Estimate CFs
Our work sheds light on strengths and weaknesses of the BCA implemented in BUCKy. This nonparametric method for estimating CFs accommodates various kinds of discordance, but the Dirichlet prior distribution should be improved to match more closely the typical biological processes responsible for gene tree discordance. The two-step approach in BUCKy has the strength of great computational tractability but at the cost of accuracy with moderate numbers of taxa. Current work is being done to develop a fast and robust method for concordance analysis.
Results in this paper are limited to the situations considered in our simulations. Our highest level of ILS caused only 46.4% (on 5 taxa) and 15.8% (on 11 taxa) of all gene trees to share the same rooted topology as the species tree. But this level of incongruence was not high enough to cause the presence of "anomalous gene trees," when the most likely gene tree does not match the species tree topology (Degnan and Rosenberg 2006; Rosenberg and Tao 2008) . It would be interesting to conduct simulations in the too-greedy zone identified by . This zone contains species trees with very short branch lengths. Under the coalescent model on such species trees, the greedy consensus method misidentifies the species tree topology, even from a perfect reconstruction of CFs. Fortunately, identification of the species tree can be corrected by using CFs of quartets, rather than CFs of full-taxon clades ). It would be interesting to test the performance of BUCKy in the too-greedy zone, using the quartet-based method to reconstruct the population tree after CFs have been estimated.
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