In the past dozen years random matrix theory has become a useful tool for conjecturing answers to old and important questions in number theory. It was through the Riemann zeta function that the connection with random matrix theory was first made in the 1970s, and although there has also been much recent work concerning other varieties of L-functions, this article will concentrate on the zeta function as the simplest example illustrating the role of random matrix theory.
Introduction
The Riemann zeta function (see [35, 67] ) is defined as a Dirichlet series or an Euler product over the primes, which relates the Riemann zeta function on one side of the critical line Re(s) = 1/2 to the same function on the other side. The connection with random matrix theory is through the infinite number of complex zeros that lie in the critical strip; that is, that have a real part between 0 and 1. The Riemann Hypothesis asserts that all these zeros have the form ρ = 1/2 + iγ (with γ real) -that they lie on the critical line with a real part equal to 1/2. It is in the distribution of the imaginary parts of these zeros that we see the link with random matrix theory.
Limiting zero statistics
To begin, we will consider statistics of the zeros in the limit of large height on the critical line. If we label the Riemann zeros ρ j = β j + iγ j , for those zeros with γ j > 0, then the density of the γ j 's increases with height t up the critical line as
It is the fluctuation of the positions of the zeros around this average density that is of interest, and so often it is useful to scale away the effect of the increasing density. We define a new set of points
which on average have a consecutive separation distance of one.
In the early 1970's Hugh Montgomery [57] studied two-point statistics of the Riemann zeros and conjectured that, for an appropriate test function f (x), Conjecture 2.1 (Montgomery, 1973) He also proved that (2.3) holds true for f (x) such that
f (x)e 2πixτ dx (2.5) has support in (−1, 1). Numerical evidence suggests that Montgomery's conjecture is correct [58] , see Figure 1 . Figure 1: Two-point correlation function of the scaled Riemann zeros plotted using 10 6 zeros around the 10 20 th zero, computed by A. Odlyzko, and compared with R 2 (x) from (2.4).
Shortly after Montgomery completed this work he was introduced to Freeman Dyson. After hearing about Montgomery's latest results Dyson [34] recognized in R 2 (x) the twopoint correlation function of eigenvalues of random unitary matrices defined, for a suitable test function f (x, y), as:
The integral in the first line is over the group U (N ) of unitary N × N matrices and g(
The matrices are weighted with respect to Haar measure on the group. e iθ 1 , e iθ 2 , . . . , e iθ N are the eigenvalues of A ∈ U (N ).
As there are N eigenangles (θ 1 , . . . , θ N ) on a circle of circumference 2π, we can scale the eigenangles by N/2π in order to give them an average consecutive spacing of unity. In (2.6) the test function f (x) is being sampled at the spacings between pairs of scaled eigenangles and the result is averaged over the unitary group U (N ). This is equal (see, for example, [17] or [54] ) to the second line of (2.6), which features the same two-point correlation function R 2 (x) as Montgomery's conjecture.
There is substantial further evidence, both analytic and numerical, that in the limit of large height up the critical line, statistics describing the distribution of the Riemann zeros converge, when correctly scaled, to the limiting distribution of eigenvalues of large unitary matrices [6, 8, 43, 58, 62] .
Modelling zeta at finite height on the critical line
Thus it appears that random matrix theory succeeds in modelling the limiting distribution of Riemann zeros, but this is not the end of the story. There is a theorem of Selberg (see eg. [67, 58] )
For any rectangle B ∈ C,
That is, in the limit as T , the height up the critical line, tends to infinity, the value distributions of the real and imaginary parts of log ζ(1/2 + iT )/ (1/2) log log T each tend, independently, to a Gaussian with unit variance and zero mean. Odlyzko [58] computed numerically the distribution of Re log ζ(1/2 + iT )/ (1/2) log log T for values of the Riemann zeta function around the 10 20 th zero and he obtained the solid curve in Figure 2 . Despite the apparently large height on the critical line at which he did the computation, the value distribution is still far from the limiting Gaussian, shown in the short-dashed line on the figure.
To model this distribution using random matrix theory, some analogue of the Riemann zeta function is needed. We know that the zeros of the Riemann zeta function, at least in the limit of large height up the critical line, behave like the eigenvalues of large unitary matrices. The natural function that has zeros at the eigenvalues of a matrix is the characteristic polynomial. The characteristic polynomial of a unitary matrix A may be defined by 
This theorem corresponds precisely to Selberg's for the value distribution of log ζ(1/2+ it), suggesting that random matrix theory, in the limit as the matrix-size tends to infinity, can indeed model the value distribution of log ζ(1/2 + it) as t → ∞.
The question, though, is to explain the slow convergence to this limit seen in Odlyzko's numerics in Figure 2 . We have seen that the limit T → ∞ corresponds to the limit of matrix size N → ∞. A natural way to relate N and T is to equate the density of zeros with the density of eigenvalues [53] , giving, asymptotically,
We note this also has the effect, for large T and N , of equating the variance Figure 2 is also shown the distribution of Re log Λ A (1), averaged over A ∈ U (42) . We see that characteristic polynomials of matrices of finite size are very effective at modelling the value distribution of the logarithm of the Riemann zeta function at finite height on the critical line. The moments of the distribution of the logarithm of the characteristic polynomial can be calculated. (For example, for the real part of the logarithm they can be calculated from the generating function that we will meet later, (4.5). For details see [53] .) The lower order terms that contribute in the approach to the N → ∞ limit describe the slow approach to the limit of the Riemann data in Figure 2 .
In determining the value distribution of log Λ A (e iθ ) (e.g. as in Theorem 3.2), the averages were performed over matrices A taken uniformly with respect to Haar measure on the unitary group U (N ). The value of θ chosen makes no difference as the unitary group is rotationally invariant. It is natural to ask how close this average is to an average with respect to θ when A is fixed; that is, about ergodicity. It was proved in [44] that indeed the average is ergodic, in the sense that in the limit as N → ∞, the average over θ equals that over A for all but a set of matrices of zero measure.
As has been described above, the scaling of log Λ A with respect to 1 2 log N leads to a central limit theorem. Different scalings, characterizing the large deviations of log Λ A , were also computed in [44] , and shown to agree with numerical calculations and other results known to hold for the zeta function.
Incorporating number theory
At large, but finite, height on the critical line, the logarithm of the Riemann zeta function is modelled very effectively by finite size matrices. The arithmetic contribution to the distribution of the logarithm of the Riemann zeta function does not appear in the leading order term, and its effects are concentrated in the tails of the distribution so we do not see them in Figure 2 even for finite T . None the less, there is a contribution containing number theoretical information -random matrix theory alone cannot fully predict the behaviour for finite height on the critical line.
One sees this phenomenon clearly by plotting the two-point correlation of the unscaled zeros of the Riemann zeta function, and looking on a longer correlation scale than we did in Section 2. Now there appears a very different picture, see Figure 3 . This plot is a histogram of the frequency of separation distances (between 0 and 40) occurring between pairs of zeros chosen from the lowest 100 000 zeros of the Riemann zeta function.
We note in Figure 3 37.59) . It is curious to note that pairs of Riemann zeros have a relatively small likelihood of being separated by a distance corresponding to the height of a low zero. This is something that cannot be predicted by random matrix theory, as random matrices do not contain information about specific positions of Riemann zeros. Clearly there is input of a number theoretic nature here. To understand how arithmetic and behaviour predicted by random matrix theory combine it is useful to follow the history of computing moments of the Riemann zeta function using random matrix theory. 
Moments
Number theorists believe the moments of the Riemann zeta function grow asymptotically
for large T , where a λ is a product over primes 
where the integration is, as before, with respect to Haar measure. We average the characteristic polynomial at s = 1 because the unitary group is rotationally invariant and so it makes no difference at what position on the unit circle we evaluate the average. Weyl's integration formula [68] allows us to write Haar measure on U (N ) in terms of the eigenangles, giving
This N -dimensional integral may then be computed by relating it to an integral evaluated by Selberg (see [54] ) for −1/2 < Re(λ), giving
where the final line is the asymptotic for large N . For integer λ = k the leading order coefficient is 6) and for arbitrary λ the general expression is
Here we use the Barnes double gamma function [5] in the expression for f (λ). It is related to the gamma function, having the property
Note that, in reference to Section 3, all information about the value distribution of Re log Λ on the unit circle is contained within (4.5): moments may be computed in terms of the derivatives of M N (λ) at λ = 0, and the value distribution itself is the fourier transform of M N (iy). Information about the value distribution of Im log Λ, and the joint value distribution of the real and imaginary parts of log Λ may be computed in a similar way [53] .
It is conjectured [53] that
or equivalently
We see that here again N is playing the role of log T , and also that here even in the leading order coefficient arithmetic information contributes, in the form of a λ . This conjecture agrees with the previously known and (independently) conjectured results for g k for k = 1, 2, 3, 4. It is clear from this conjecture that random matrix theory alone cannot always predict the behaviour of quantities involving the Riemann zeta function, even in the limit T → ∞. The key is to ascertain how to combine random matrix behaviour with the intricate number theoretical aspects that are specific to the Riemann zeta function.
Shifted moments
In the previous section we considered only the leading order (in large T ) of the moments of the Riemann zeta function. It turns out that an effective way to understand the lower order terms is to consider instead "shifted" moments. These are quantities of the form
(4.12)
Conjectures for these shifted moments were developed by Conrey, Farmer, Keating, Rubinstein and Snaith, where they also propose a "recipe" for conjecturing such moments in other situations, for example, for averages over families of L-functions. See [19] for the precise form of these conjectures. The important point is that these conjectures, which derive from a highly non-rigorous but nonetheless number theoretical argument, have an identical structure to the analogous moment in random matrix theory [18] (see also [11] ):
The major features of the formulae for (4.12) and (4.13) are the same, but the conjectural result for (4.12) it is embellished with arithmetic details that incorporate specific information about the Riemann zeta function. We will see an example of this in (4.17) and (4.18).
Once a conjecture for (4.12) has been accepted, setting the α's to zero reduces the expression to a formula for the moments (4.1), and this leads to a conjecture that goes deeper than just the leading order term:
where P k (x) is a polynomial of degree k 2 . As an example, the 4th degree polynomial associated with the moment when k = 2 is
Whereas with just the leading order term numerical testing of the conjecture was not particularly convincing, the more accurate formula (4.14), derived from the shifted moments, compares very well with numerics, as seen in Table 1 (taken from [19] ). Note in particular the excellent agreement between numerics and theory in the final line of the table where a large interval of integration was used.
Ratios of the Riemann zeta function
A further generalization was made by Conrey, Farmer and Zirnbauer [21] to averages of ratios of the Riemann zeta function:
(4.16)
They develop a similar recipe for generating conjectures for quantities of this type. Once again the structure mirrors that of the analogous random matrix quantity (see [20, 14, 22] for this calculation).
As an example we consider 
.
We compare this to the following: Table 1 : Sixth moment of ζ versus the conjecture 4.14. The 'numerical average' column, i.e. integrals involving ζ, were computed using Mathematica. 
The interesting point is that z(x) has a pole at x = 0 with residue 1, exactly as does ζ(1+x). Comparing (4.17) and (4.18) in this light shows that the structure of the two formulae are identical: z(α + β) takes the place of ζ(1 + α + β), etc. Remembering that we relate N to log a product over primes, and ζ(1 + x) contains arithmetic information that z(x) lacks, but the overall behaviour of these expressions is dominated by their polar structure, and this is identical in the two cases. This gives strong support to the conjecture in the number theory case. Even apart from the connection with number theory, averages of ratios of characteristic polynomials have been the subject of work in random matrix theory (see for example [3, 9, 14, 37] ). Upon accepting Conjecture 4.1 we can now fully understand the two-point correlation function in Figure 3 . By taking a logarithmic derivative of (4.17) with respect to the variables α and β, subsequently setting γ = α and δ = β and performing a double integration, integrated against a suitable test function around a contour that encloses the zeros with 0 < γ j ≤ T , we obtain a detailed expression for the two-point correlation function [28] . 
here the integral is to be regarded as a principal value near r = 0, 20) and
To compare with the numerical two-point correlation function we plot the quantity in square brackets as the solid curve in Figure 3 . It is the term containing ζ ζ
(1 + ir), a derivative of the zeta function on the line with real part equal to 1, that feels the influence of the low Riemann zeros and accounts for the dips at these positions on the figure. The expression (4.19) was first derived by Bogomolny and Keating [7] by a different method, which could be extended to treat the higher correlation functions as well. The higher correlation functions have been obtained from the ratios conjectures in [30, 29] .
The hybrid formula and extreme values
In Section 4.1, it is noticeable that the leading order coefficient of the moments of the Riemann zeta function splits into a product of arithmetic information a λ and a factor determined by random matrix theory. This inspired a "hybrid" formula, developed by Gonek, Hughes and Keating [38] . The zeta function can be written as an Euler product over primes, or as a Hadamard product over its zeros. Combining these two forms, using an explicit formula connecting the zeros and the primes, Gonek, Hughes and Keating derive a hybrid product: 22) where E 1 (z) is the exponential integral
where and
The constants implied by the O-terms depend only on f and K.
We see that the parameter X acts to moderate the balance between the product over zeros and the product over primes: U limits the sum over zeros to those near s (on a scale of 1/ log X), and the product over primes goes up to X. This hybrid product is used in [38] to reconsider the moments of the Riemann zeta function. The authors make progress by conjecturing that upon averaging ζ(σ + it) over t, the averages of P X and Z X are independent (something they prove in particular cases).
Very interestingly, the hybrid product also led to a conjecture concerning the extreme values achieved by the Riemann zeta function on the critical line. Taking t > 0, the Lindelöf Hypothesis asserts that for every > 0, ζ(1/2 + it) = O(t ). With the assumption of the Riemann hypothesis it has been shown [15] that
log t log log t . (4.27) On the other hand [64] , there are arbitrarily large t such that |ζ(
Farmer, Gonek and Hughes use the hybrid formula to present a case for the following:
Conjecture 4.5 (Farmer, Gonek and Hughes, 2007 [36] )
for all > 0 and for no < 0.
Probabilistic interpretation of moments of characteristic polynomials
There have recently been developments on a new probabilistic model for characteristic polynomials. Bourgade, Hughes, Nikeghbali and Yor [10] have shown that averages of characteristic polynomials behave in the same way as products of independent beta variables. We state their theorem here and follow it with some explanation and applications. From the above theorem, with a bit of work on expectation values of an individual beta-distributed random variable, the authors rederive (4.5). They also revisit the distribution of the logarithm of the characteristic polynomial of a random U (N ) matrix, the real and imaginary parts of which are known to be independently Gaussian distributed in the limit of large matrix size, as we saw in Section 3. The Gaussian behaviour in the limit follows naturally from the probabilistic model as the logarithm of the characteristic polynomial can be decomposed into sums of independent random variables and then classical central limit theorems can be applied, and in addition the authors of [10] obtain new results in the form of estimates on the rate of convergence to the Gaussian limit.
Conclusions and extensions
We see that random matrix theory is a useful tool in exploring the statistical behaviour of values of the Riemann zeta function and the positions of its zeros. In this article we have confined the discussion to the Riemann zeta function, but there also exist many other Lfunctions with similar properties: a representation as a Dirichlet series, an Euler product, a functional equation and a Generalized Riemann Hypothesis. Any random matrix calculation applied to the Riemann zeta function could equally be applied to such an L-function (see, for example, [62] ). In addition, Katz and Sarnak [50, 51] proposed that collections of Lfunctions gathered into natural families also show random matrix statistics, and much work has been done using random matrix theory to calculate moments and zero statistics in this case, too, leading to surprising new applications [12, 13, 16, 26, 27, 28, 32, 45, 46, 47, 52, 55, 56, 66] .
