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パフォーマンス評価における多次元項目反応モデル
八木 嵩大†a) 宇都 雅輝†b)
Multidimensional Item Response Theory Model for Performance Assessment
Shudai YAGI†a) and Masaki UTO†b)
あらまし 近年，受験者の実践的かつ高次な能力を測定する手法の一つとしてパフォーマンス評価が注目され
ている．しかし，パフォーマンス評価では，得られる能力測定値が評価者の特性に依存する問題が指摘されてき
た．この問題を解決する手法の一つとして，評価者特性を考慮して受験者の能力を推定できる項目反応モデルが
多数提案され，その有効性が示されている．他方で，これらのモデルは測定対象の能力に一次元性を仮定する．
しかし，高次な能力の測定を目指すパフォーマンス評価では，複数の能力尺度で構成されるルーブリックを用い
て採点を行うことが一般的であり，この場合には能力の一次元性は必ずしも満たされない．そこで，本論文では，
評価者特性を考慮した多次元性項目反応モデルを提案する．提案モデルは，データから推定した最適な次元数の
能力尺度上で，評価者特性を考慮した高精度な能力測定を実現できる．本論文では，提案モデルのパラメータ推
定手法としてマルコフ連鎖モンテカルロ法に基づく手法を提案し，シミュレーション実験と実データ適用を通し
て提案モデルの有効性を示す．
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1. ま え が き
近年，大学入試や資格試験，教育評価などの様々な
評価場面において，受験者の実践的かつ高次な能力
の測定を目指すパフォーマンス評価が注目されてい
る [1]～[6]．パフォーマンス評価は，現実的な課題に対
する受験者のパフォーマンスを評価者が直接採点する
評価法であり [7]，論述式試験や面接試験，実技試験な
どの様々な形式で活用されてきた．
パフォーマンス評価の問題として，受験者の能
力測定精度が評価者の特性に依存する点が指摘さ
れてきた [5], [6], [8]～[15]．この問題を解決する手法
の一つとして，評価者の特性を表すパラメータを
付与した項目反応モデルが近年多数提案されてい
る [6], [8], [10], [12], [13], [16]～[19]．これらのモデルで
は評価者の甘さや厳しさなどの特性を考慮して受験者
の能力を推定できるため，素点平均などの単純な得点
化手法と比べて，高精度な能力測定を実現できること
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が報告されている [6], [8], [12], [14], [20]．
これらの項目反応モデルは測定対象の能力に一次元
性を仮定している．しかし，高次な能力の測定を目指
すパフォーマンス評価では，複数の能力尺度で構成さ
れるルーブリックを用いて採点を行うことが一般的で
あり [21], [22]，この場合には能力の一次元性は必ずし
も満たされないと考えられる．一次元性が満たされ
ない場合に一次元性を仮定したモデルを適用すると，
データに対するモデル適合が低下し，能力推定値にバ
イアスが生じることが知られている [23], [24]．
一方，能力の多次元性を仮定した項目反応理論とし
て，多次元項目反応モデルが知られている [25], [26]．
多次元項目反応モデルでは，テスト全体が複数の能力
尺度を測定すると仮定し，多次元の尺度で受験者の能
力を推定できる．しかし，既存の多次元項目反応モデ
ルでは評価者の特性を考慮できないため，パフォーマ
ンス評価に適用した場合には能力測定精度が評価者特
性に依存する問題が残る．
以上の問題を解決するために，本研究では，評価者
特性パラメータを付与した多次元項目反応モデルを
提案する．具体的には，補償型多次元段階反応モデ
ル [25], [26]に評価者の特性パラメータを付与したモデ
ルとして定式化する．また，提案モデルのパラメータ
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推定法として，メトロポリスヘイスティングスとギブ
スサンプリングを用いたマルコフ連鎖モンテカルロ法
を提案する．提案モデルの特徴は以下のとおりである．
（ 1） 情報量規準を用いたモデル選択を適用するこ
とで，能力尺度の最適な次元数をデータから推定で
きる．
（ 2） モデルパラメータを解釈することで，得られ
た能力尺度の意味を分析できる．
（ 3） 評価者特性を考慮した多次元尺度での能力測
定を行うことで，従来の多次元項目反応モデルより高
精度な能力推定が可能となる．
本研究では，シミュレーション実験及び実データ実
験により提案モデルの有効性を示す．
2. 評点データ
本研究では，パフォーマンス評価データ U とし
て，受験者のパフォーマンスを評価者がルーブリッ
クを用いて複数の評価項目で採点した「受験者」×
「評価項目」×「評価者」の 3 相データを仮定する．
ここで，受験者の集合を I = {1, · · · , I}，評価者の
集合を R = {1, · · · , R}，ルーブリックの評価項目
の集合を J = {1, · · · , J}，評価カテゴリーの集合を
K = {0, · · · ,K−1}とおき，受験者 i ∈ I のパフォー
マンスに対し，評価者 r ∈ R が評価項目 j ∈ J に
基づいて与える評点を xijr とする．このとき，デー
タ U は次のように定義できる．
U = {xijr|xijr ∈ {−1} ∪ K, i ∈ I, j ∈ J , r ∈ R}
(1)
ここで，xijr = −1 は欠測データを表す．
本研究ではこの評価データ U に対して項目反応理
論を適用する．
3. 項目反応理論
項目反応理論 [27]は，コンピュータ・テスティング
の普及とともに，近年様々な分野で実用化が進められ
ている数理モデルを用いたテスト理論の一つである．
項目反応モデルの利点として，以下のような点が挙げ
られる．1）推定精度の低い異質項目の影響を小さく
して能力推定を行うことができる．2）異なる項目へ
の受験者の反応を同一尺度上で評価できる．3）欠測
データから容易にパラメータを推定できる．
項目反応理論はこれまで，正誤判定問題や多肢選択
式問題など，正誤が一意に判定できるような客観式テ
ストへの利用が一般的であった．一方で，近年では，
論述式試験などのパフォーマンス評価に多値型項目反
応モデルを適用する研究も進められている [14]．
本研究で扱うようなリッカート型データに適用できる
多値型項目反応モデルとして，段階反応モデル（GRM:
Graded Response Model）[28]や一般化部分採点モデ
ル（GPCM: Generalized Partial Credit Model）[29]
が広く利用されてきた．次節では，本研究で基礎モデ
ルとして利用する GRMについて述べる．
3. 1 段階反応モデル（GRM）
GRMでは，受験者 i が項目 j にカテゴリー k ∈ K
と反応する確率 Pijk を次式で与える．
Pijk = P
∗
ijk − P ∗ijk+1 (2)⎧⎪⎪⎪⎨
⎪⎪⎪⎩
P ∗ijk =
1
1+exp [−αj(θi−βjk)] k = 1, · · · ,K − 1
P ∗ij0 = 1
P ∗ijK = 0
ここで，θi は受験者 i の能力，αj は項目 j の識別力，
βjk は項目 j において評価カテゴリー k と反応する困
難度を表す．ただし，βj1 < βj2 < · · · < βjK−1 とす
る．このモデルでは，能力が低いほど低いカテゴリー
への反応確率が高くなり，能力が高いほど高いカテゴ
リーへの反応確率が高くなる．
一般にこのような既存の項目反応モデルで扱うデー
タは受験者のテスト項目への回答であり，「受験者」×
「テスト項目」の 2相データとなる．しかし，パフォー
マンス評価で扱うデータは「受験者」×「評価項目」×
「評価者」の 3相データであり，通常の項目反応モデル
を直接には適用できない．この問題を解決するために，
評価者特性パラメータを加えた項目反応モデルが近年
多数提案されている [6], [8], [10], [12], [13], [16]～[19]．
次節では，Uto and Ueno [8]のモデルを紹介する．
3. 2 評価者特性パラメータを付与した項目反応モ
デル
Uto and Ueno [8] は，評価者の厳しさと一貫性の
特性を表すパラメータを付与した GRMを提案してい
る．このモデルでは，受験者 i のパフォーマンスに対
し，評価者 r が評価項目 j に基づいて評点 k ∈ K を
与える確率 Pijrk を次式で定義する．
Pijrk = P
∗
ijrk − P ∗ijrk+1 (3)⎧⎪⎪⎨
⎪⎪⎩
P∗ijrk =
1
1+exp [−αjαr(θi−βjk−r)] k = 1, · · · , K − 1
P∗ijr0 = 1
P∗ijrK = 0
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ここで，αj は評価項目 j の識別力，βjk は評価項目 j
において評点 k を得るための困難度を表す．ただし，
βj1 < βj2 < · · · < βjK−1 とする．また，αr は評価者
r の評価の一貫性，r は評価者 r の評価の厳しさを
表す．また，パラメータの識別性のために αr=1 = 1，
1 = 0 を仮定している．
このような評価者特性を考慮した項目反応モデルは，
素点平均などの単純な得点化手法と比べて，高精度な
能力測定を実現できることが報告されている [8], [20]．
特に Uto and Ueno [8]のモデルでは，評価者数が多
い場合にも高精度な能力推定が可能であり，大規模テ
ストのように評価者数が多くなる場合に高い有効性が
期待できる [6], [8], [16]．しかし，1. で述べたように，
評価者特性を考慮した既存のモデルは測定対象の能力
に一次元性を仮定しており，多次元尺度を想定した能
力測定を行うことはできない．
3. 3 多次元項目反応モデル
能力の多次元性を仮定した項目反応理論として多次
元項目反応モデルが知られている [25], [26]．多次元項
目反応理論は，補償型と非補償型のモデルに大別する
ことができる [26]．補償型の多次元項目反応モデルは，
いずれかの次元の能力が高ければ高い評点が得られる
と仮定したモデルであり，非補償型多次元項目反応モデ
ルは，全ての次元の能力が高くなければ高い評点を得
ることが難しいと仮定したモデルである．非補償型モ
デルは補償型モデルに比べてモデルパラメータ数が多
いため，高精度なパラメータ推定に必要なデータが増
加し，パラメータの解釈も困難になる [26]．そこで，本
研究では，補償型の多次元項目反応モデルに着目する．
多値データに対する補償型多次元項目反応モデルと
しては，補償型多次元段階反応モデル [26]が知られて
いる．このモデルでは，受験者 i が項目 j において評
点 k を得る確率 Pijk を次式で定義する．
Pijk = P
∗
ijk − P ∗ijk+1 (4)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
P∗ijk =
1
1+exp
[
−(∑L
l=1 αjlθil−βjk)
] k = 1, · · · , K − 1
P∗ij0 = 1
P∗ijK = 0
ここで，L は能力の次元数，θil は受験者 i の
l ∈ {1, · · · , L} 次元目の能力，αjl は項目 j の l 次元
目の能力に対する識別力を表す．また，βjk は項目 j
において評点 k を得るための困難度を表す．ただし，
βj1 < βj2 < · · · < βjK−1 とする．
このようなモデルを用いることで，多次元の能力尺
度を仮定した能力測定が可能となる．更に，テスト項
目の識別力を項目の内容と合わせて分析することで，
個々の次元がどのような能力を測定しているかを解釈
することができる．例えば，次元 l の識別力を項目間
で比較したとき項目 j と項目 j′ の値が突出して高かっ
た場合，次元 l はテスト項目 j と j′ に共通する尺度
を測定していると解釈できる．したがって，これらの
項目の内容的な共通性を分析することで，次元 l の意
味を解釈できる．反対に，項目ごとにどの次元の識別
力が高いかを分析することで，各項目がどのような尺
度を測定しているかを分析することも可能である．
多次元段階反応モデルではこのような多次元尺度で
の能力測定が可能であるが，3. 1で導入した段階反応
モデルと同様に，「受験者」×「テスト項目」の 2相デー
タへの適用を仮定しており，本研究で扱う 3相データ
に直接には適用できない．そこで本研究では，多次元
項目反応モデルに評価者特性パラメータを付与した新
たなモデルを提案する．
4. 提案モデル
提案モデルでは，受験者 i のパフォーマンスに対し，
評価者 r が評価項目 j に基づいて評点 k を与える確
率 Pijrk を次式で定義する．
Pijrk = P
∗
ijrk − P ∗ijrk+1 (5)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
P∗ijrk =
1
1+exp
[
−αr(
∑L
l=1 αjlθil−βjk−r)
] k = 1, · · · , K − 1
P∗ijr0 = 1
P∗ijrK = 0
ここで，αjl は評価項目 j の l 次元目の能力に対する識
別力を表し，βjk は評価項目 j において評点 kを得るた
めの困難度を表す．ただし，βj1 < βj2 < · · · < βjK−1
とする．また，モデルの識別性のために，αr=1 = 1，
1 = 0 を仮定する．
4. 1 パラメータの解釈
ここで，提案モデルのパラメータの解釈を説明する
ために，次元数 L = 2，評価カテゴリー数 K = 4 に
おいて，表 1 のパラメータを所与としたときの，式
表 1 図 1 で使用するパラメータ
Table 1 Parameters used in Fig. 1.
αj1 αj2 βj1 βj2 βj3
項目 1 2.0 2.0 −4.0 0.0 4.0
項目 2 2.0 0.5 −4.0 0.0 4.0
項目 3 2.0 2.0 −4.0 2.0 4.0
αr r
評価者 1 1.0 0.0
評価者 2 2.0 0.0
評価者 3 0.5 0.0
評価者 4 1.0 2.0
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図 1 表 1 のパラメータを適用した場合の項目反応曲面
Fig. 1 Item response surfaces given parameters in Table 1.
(5) で表される項目反応曲面（IRS: Item Response
Surface）を図 1 に示す．例えば，図 1 (a)は，表 1 に
おける項目 1と評価者 1のパラメータを適用したとき
の IRSを表す．各図は，横軸に受験者の能力 θil を次
元ごとに示し，縦軸が各評点への反応確率 Pijrk を表
す．図 1 から，どの項目においても，各次元の能力が
低いほど低い評点を得る確率が高くなり，各次元の能
力が高いほど高い評点を得る確率が高くなっているこ
とがわかる．以降ではパラメータごとの解釈を示すた
めに，図 1 (a)を基準に各パラメータを個別に変化さ
せた図 1 (b)～(f)について説明する．
図 1 (b)は，図 1 (a)から識別力 αj2 を小さくした
場合の IRSである．図 1 (a)と比較すると，曲面の勾
配の向きが変化しており，2次元目の能力の変動に対
する各評点への反応確率の変化が緩やかになっている
ことがわかる．これは，識別力 αjl が小さい項目は，
l 次元目の能力を精度よく測定できないことを表現し
ている．
図 1 (c) は，困難度 βj2 が高い場合の IRS である．
困難度パラメータ βjk は，値が大きくなるほど評点 k
以上を取ることが難しくなる．項目 3では，k = 1 と
k = 2 の IRS の境界位置における能力値が項目 1 と
比べて高くなっていることがわかる．これは，項目 3
で評点 k = 2 を得るには，項目 1 で同じ評点を得る
より高い能力が必要であることを意味する．また，困
難度パラメータは，隣接する値 βjk+1 − βjk の差が大
きくなるほど，評点 k への反応確率が高くなる．項目
3 は βj2 − βj1 が大きいため，図 1 (a) と比べて評点
k = 1 を得る確率が全体的に高くなっている．反対に，
βj3 − βj2 については相対的に差異が小さくなってい
るため，評点 k = 2 を得る確率は図 1 (a)と比べて全
体的に低く表現されている．
図 1 (d)は，評価者の一貫性 αr が高い場合の IRS
である．図 1 (a)と比べると，全てのカテゴリーに対
して IRSの勾配が大きくなっており，θil の変動に対
して反応確率が敏感に変動するようになっていること
がわかる．これは，一貫性の高い評価者は，受験者の
能力が高いほど高い得点を，能力が低いほど低い得点
711
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を一貫して与えるとともに，同等の能力の受験者に対
しては安定して同一の評点を与える傾向が強いことを
表現している．逆に，図 1 (e)のように，αr が低い場
合には，能力の変化に伴う反応確率の変動が小さく，
カテゴリー間での反応確率の差異が全体として小さく
なっている．これは，一貫性の低い評価者は，評価の
ランダムネスが大きく，受験者の能力と必ずしも相関
した評価を行わないことを表現している．したがって，
一貫性が高い評価者ほど，受験者の能力を同一の基準
のもとで安定して評価できる望ましい評価者と一般に
判断できる．
図 1 (f) は，評価者の厳しさパラメータ r が大き
い場合の IRSである．図 1 (a)と比べて，全体として
IRSのピークが θil の値が大きくなる方に移動してい
ることがわかる．これは，厳しい評価者から高い評点
を得るにはより高い能力が必要であることを表現して
いる．
提案モデルでは，これらの評価項目と評価者の特性
を考慮して多次元尺度での能力測定を行うことができ
るため，従来の多次元項目反応モデルと比べて高精度
な能力測定が期待できる．
4. 2 次元数の推定と次元の解釈
提案モデルを利用するためには，最適な次元数 L
を決定する必要がある．一般に項目反応理論における
次元数の分析は，因子分析に基づくスクリープロット
を用いて行うことが多い [30]．しかし，因子分析は本
研究で扱うような 3相データには適用できない．他方
で，次元数の選択はモデル選択として解釈することが
できる．一般に，モデル選択は BIC（Bayesian Infor-
mation Criterion）[31]や AIC（Akaike Information
Criterion）[32]などの情報量規準に基づいて行うこと
が多い．提案モデルでもこれらの情報量規準を用いる
ことで，最適な次元数 L をデータから決定できる．
また，得られた多次元尺度において，個々の次元が
どのような能力を測定しているかは，通常の多次元項
目反応モデルと同様に，各評価項目の識別力と内容を
分析することで解釈できる．具体的には，次元 l の識
別力の値を項目間で比較したとき，評価項目 j と評価
項目 j′ の値が突出して高ければ，次元 l は評価項目
j と j′ に共通する能力を測定していると解釈できる．
4. 3 MCMCによるパラメータ推定手法
項目反応理論におけるパラメータ推定手法としては，
EMアルゴリズムを用いた周辺最ゆう推定法やニュー
トンラフソン法による事後確率最大化推定法が広く
用いられてきた [33]．一方で，本研究で扱うような複
雑な項目反応モデルの場合には，マルコフ連鎖モンテ
カルロ（MCMC: Markov Chain Monte-Carlo）アル
ゴリズムを用いた期待事後確率 (EAP: Expected A
Posteriori) 推定法が高精度であることが示されてい
る [8], [34]．項目反応理論におけるMCMCアルゴリズ
ムとしては，メトロポリスヘイスティングスとギブスサ
ンプリングを組み合わせたアルゴリズム [8], [14], [35]
が一般的である．そこで，本研究でも，提案モデルの
パラメータ推定手法として，メトロポリスヘイスティ
ングスとギブスサンプリングを組み合わせたMCMC
法を提案する．
ここで，各パラメータの集合を θ = {θ11, · · · , θIL}，
αj = {α11, · · · , αJL}，β = {β11, · · · , βJK−1}，
αr = {α1, · · · , αR}， = {1, · · · , R} と表す．ま
た，各パラメータの事前分布を g(θ|τθ)，g(αj |ταj )，
g(β|τβ)，g(αr |ταr )，g(|τ)とする．ただし，τθ，ταj，
τβ，ταr，τ は各事前分布のパラメータ（ハイパーパ
ラメータ）を表す．このとき，反応データ U を所与
として，パラメータの事後分布は以下のように導か
れる．
g(θ,αj ,β,αr , , |U) ∝ L(U|θ,αj ,β,αr , )
g(θ|τθ)g(αj |ταj )g(β|τβ)g(αr |ταr )g(|τ) (6)
ここで，
L(U|θ,αj ,β,αr , ) =
I∏
i=1
J∏
j=1
R∏
r=1
K−1∏
k=0
(Pijrk)
zijrk
(7)
zijrk =
⎧⎨
⎩1 : xijr = k のとき0 : 上記以外 (8)
提案アルゴリズムでは，式 (6)の事後分布をMCMC
により求める．ここで，λ = (θ,αj ,β,αr , ) とする
と，アルゴリズムの大枠は，τ ∈ λ を λ−τ = λ\{τ}
を所与とした完全条件付き事後分布からサンプリング
することを繰り返すというものである．ただし，項目
反応理論においてはこれらの分布が解析的に求まらな
いため [35]，このサンプリングはメトロポリスヘイス
ティングを用いて行う．具体的には，τ ∈ λ について，
候補値 τ∗ を提案分布 N(τ, σ20) からサンプリングし，
候補値 τ∗ を次の採択確率で採択/棄却するという手
順を，全てのパラメータについて行う．
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a(τ∗|τ) = min
(
L∏
l=1
L(U |τ∗,λ−τ )g(τ∗)
L(U |τ,λ−τ )g(τ) , 1
)
このサンプリングを十分に繰り返し，得られたパラメー
タ・サンプルの平均値を EAP推定値とする．ただし，
分布が収束したと推測されるまでのバーンイン期間は，
パラメータの初期値の影響が残るため推定に利用しな
い．本研究では，バーンイン期間は 30,000とし，自己
相関を考慮して 30,000時点から 50,000時点までのサ
ンプルを 100間隔で抽出してEAP推定値を求める．ま
た，各パラメータの事前分布については，先行研究 [8]
と同様に，θil ∼ N(0.0, 1.02)，αjl ∼ LN(1.0, 0.52)，
βj1 ∼ N(−1.5, 1.02)，βj2 ∼ N(0.0, 1.02)，βj3 ∼
N(1.5, 1.02)，αr ∼ LN(1.0, 0.52)，r ∼ N(0.0, 1.02)
とする．ここで，N(μ, σ2) は平均 μ，標準偏差 σ の
正規分布を，LN(μ′, σ′2) は平均 μ′，標準偏差 σ′ の
対数正規分布を表す．
5. シミュレーション実験
5. 1 パラメータ推定精度
本節では，MCMCアルゴリズムによる提案モデル
のパラメータ推定精度をシミュレーション実験により
評価する．
ここで，l 次元目の識別力パラメータのベクトル
を αl = {αjl|j ∈ J }，l 次元目の能力ベクトルを
θl = {θil|i ∈ I} とするとき，提案モデルでは l 次
元目のパラメータ（αl，θl）と l′ 次元目のパラメー
タ（αl′，θl′）を入れ替えても式 (5) の反応確率は変
化しないため，これらのパラメータ推定値は一意に定
まらない．実データの分析においてはパラメータ推定
後に各次元の解釈を行うためこの不定性は問題とな
らないが，本節で行うようなパラメータ・リカバリの
精度評価ではこの不定性を解消しなければ適切に評
価できない．そこで，ここでは，先行研究 [36]に基づ
き，識別力が極端な値となるダミー項目を用いて次元
の識別性の問題を解消する．具体的には，ダミー項目
J ′ ∈ {J + 1, · · · , J + L} を用いて，以下の手順でパ
ラメータ推定精度の評価を行った．
（ 1） ダミー項目 j ∈ J ′ はカテゴリー数 K = 2
とし，パラメータを以下の値に設定した．⎧⎨
⎩αjl = 1.65 j = J + lαjl = 0.22 j = J + l (9)
βjk = 0 (10)
（ 2） ダミー項目以外の項目 j ∈ J のパラメータ
と評価者パラメータ，受験者の能力値を 4. 3に示した
分布に従ってランダムに生成した．
（ 3） 手順 (1)と手順 (2)で生成したパラメータを
所与として，データ U を式 (5)に基づいて生成した．
（ 4） 生成したデータから MCMC を用いてパラ
メータ推定を行った．このとき，ダミー項目のパラ
メータは手順 (1) で生成した値を所与とした．また，
ダミー項目のパラメータを所与とすることでモデル
の識別性が保たれるため，本推定では式 (5)における
αr=1 = 1，1 = 0 の制約は適用しなかった．
（ 5） 得られたパラメータ推定値と手順 (1)で生成
したパラメータ真値との平均平方 2 乗誤差（RMSE:
Root Mean Square Error）とバイアスを算出した．
（ 6） 手順 (2)～(5)を 50回行い，RMSEとバイア
スの平均と標準偏差を算出した．
上記の実験を，評価項目数 J = 5, 10, 15，評価者数
R = 5, 10, 15，次元数 L = 1, 2, 3 のそれぞれの場合に
おいて行った．受験者数と評価カテゴリー数は，次章
で行う実データ実験の設定に合わせて I = 30，K = 4
とした．
本実験で得られた RMSE の平均と標準偏差を表 2
に示す．表 2 から，項目数や評価者数の増加に伴
い，能力値の RMSE が減少する傾向が読み取れる．
これは，項目や評価者の増加により能力パラメータ
に対するデータ数が増加するためであり，先行研究
（e.g., [8], [16], [37]）と一致した傾向を示している．ま
た，項目パラメータのRMSEは評価者の増加に伴って
減少し，評価者パラメータの RMSE は項目の増加に
伴って減少する傾向も確認できる．これは，評価者の増
加に伴って項目パラメータに対するデータ数が増加し，
項目の増加に伴って評価者パラメータに対するデータ数
が増加するためであり，先行研究（e.g., [8], [16], [37]）
と一致した傾向となっている．なお，項目数が増加し
ても項目パラメータに対するデータ数は増加しないた
め，項目パラメータの RMSE は項目数を増やしても
必ずしも減少しない点に注意されたい．評価者数と評
価者パラメータの関係もこれと同様である．また，次
元数の増加により能力値と項目識別力の推定精度が悪
くなる傾向も読み取れる．これは，次元数が増加する
と，データ数一定のまま能力値と項目識別力パラメー
タの数が増加するためであり，多次元項目反応モデル
の先行研究 [36] と一致した傾向となっている．なお，
表 2 では，少数ではあるが，次元数 L = 3 のときに評
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表 2 パラメータ・リカバリ実験における RMSE の平均値と標準偏差（カッコ内）
Table 2 Average and standard deviation of RMSE values for parameter recovery
experiment.
J = 5 J = 10 J = 15
L R = 5 R = 10 R = 15 R = 5 R = 10 R = 15 R = 5 R = 10 R = 15
1 0.229 0.146 0.140 0.231 0.161 0.142 0.231 0.158 0.138
(0.084) (0.057) (0.044) (0.072) (0.052) (0.052) (0.065) (0.051) (0.050)
αjl 2 0.243 0.194 0.165 0.237 0.189 0.174 0.245 0.173 0.154
(0.064) (0.067) (0.049) (0.068) (0.044) (0.044) (0.043) (0.032) (0.032)
3 0.281 0.203 0.174 0.279 0.208 0.174 0.258 0.201 0.170
(0.071) (0.052) (0.047) (0.061) (0.038) (0.047) (0.049) (0.038) (0.027)
1 0.163 0.141 0.128 0.166 0.145 0.121 0.165 0.146 0.106
(0.056) (0.042) (0.076) (0.045) (0.046) (0.051) (0.030) (0.052) (0.030)
βjk 2 0.171 0.151 0.116 0.169 0.141 0.137 0.166 0.136 0.133
(0.053) (0.068) (0.037) (0.032) (0.066) (0.032) (0.030) (0.032) (0.056)
3 0.183 0.148 0.151 0.180 0.148 0.125 0.174 0.148 0.135
(0.061) (0.050) (0.077) (0.045) (0.049) (0.044) (0.035) (0.032) (0.039)
1 0.140 0.128 0.130 0.107 0.103 0.102 0.089 0.093 0.087
(0.052) (0.045) (0.054) (0.052) (0.031) (0.033) (0.037) (0.039) (0.032)
αr 2 0.124 0.124 0.130 0.118 0.105 0.099 0.093 0.083 0.095
(0.045) (0.058) (0.033) (0.055) (0.033) (0.037) (0.049) (0.036) (0.047)
3 0.136 0.131 0.116 0.094 0.100 0.097 0.086 0.084 0.087
(0.041) (0.050) (0.035) (0.042) (0.040) (0.027) (0.032) (0.027) (0.030)
1 0.204 0.211 0.195 0.184 0.184 0.171 0.170 0.177 0.152
(0.070) (0.078) (0.053) (0.098) (0.078) (0.070) (0.097) (0.088) (0.060)
r 2 0.215 0.200 0.195 0.177 0.185 0.182 0.165 0.156 0.141
(0.097) (0.067) (0.058) (0.082) (0.078) (0.063) (0.078) (0.059) (0.050)
3 0.192 0.196 0.188 0.163 0.162 0.164 0.167 0.165 0.143
(0.089) (0.075) (0.051) (0.067) (0.051) (0.047) (0.075) (0.065) (0.054)
1 0.329 0.240 0.222 0.253 0.198 0.175 0.235 0.179 0.145
(0.075) (0.057) (0.074) (0.065) (0.057) (0.046) (0.058) (0.053) (0.040)
θil 2 0.439 0.333 0.275 0.371 0.284 0.261 0.337 0.258 0.214
(0.064) (0.055) (0.042) (0.076) (0.056) (0.059) (0.057) (0.046) (0.050)
3 0.469 0.371 0.314 0.444 0.311 0.274 0.385 0.287 0.243
(0.062) (0.046) (0.037) (0.087) (0.044) (0.039) (0.049) (0.038) (0.032)
価者数（または項目数）の増加に伴って項目（または
評価者）パラメータの RMSE が増加してしまうケー
スが見受けられる．次元数が 3の場合には，能力値や
項目識別力の推定誤差が比較的大きく，この誤差は他
のパラメータの推定値にも反映される．この影響が，
評価者数や項目数の増加によるパラメータ推定精度の
改善を打ち消してしまったため，このような結果が得
られたと考えらえる．
他方で，本実験で得られたバイアスの平均と標準偏
差を表 3 に示す．表 3 から，いずれの条件において
もバイアスの平均は 0に近い値を示しており，系統的
な過大（または過少）推定の傾向も認められないこと
がわかる．
以上の結果から，MCMCアルゴリズムにより提案
モデルのパラメータを適切に推定できることが確認で
きた．
5. 2 情報量規準に基づく次元数推定の妥当性評価
ここでは，情報量規準を用いた次元数推定の妥当性
を評価する．具体的には，BICと AICを情報量規準
として用い，以下の実験を行った．
（ 1） 真の次元数を Lt とし，モデルパラメータを
4. 3で示した分布に従って生成した．
（ 2） 生成したパラメータを所与として，式 (5)に
基づいてデータ U を生成した．
（ 3） データ U を用いて次元数 Le = 1, 2, 3 を仮
定してMCMCによるパラメータ推定を行い，情報量
が高い次元数順に順位づけを行った．
（ 4） 上記の実験を 50 回繰り返し，順位の平均と
標準偏差を算出した．
以上の実験は，項目数 J = 5, 10, 15，評価者数
R = 5, 10, 15，真の次元数 Lt = 1, 2, 3 のそれぞれの
場合において同様に行った．また，項目数と評価者数
が多い場合を想定して，項目数 J = 20, 25, 30，評価
者数 R = 20, 25, 30 の場合でも同様の実験を行った．
受験者数とカテゴリー数は，前節の実験同様，I = 30，
K = 4 に設定した．
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表 3 パラメータ・リカバリ実験におけるバイアスの平均値と標準偏差（カッコ内）
Table 3 Average and standard deviation of bias values for parameter recovery
experiment.
J = 5 J = 10 J = 15
L R = 5 R = 10 R = 15 R = 5 R = 10 R = 15 R = 5 R = 10 R = 15
1 0.039 −0.001 −0.006 −0.005 −0.017 0.007 −0.026 −0.011 −0.015
(0.127) (0.091) (0.090) (0.136) (0.091) (0.101) (0.122) (0.087) (0.088)
αjl 2 −0.014 −0.036 0.003 −0.033 −0.015 0.003 0.002 −0.006 −0.002
(0.096) (0.102) (0.092) (0.088) (0.082) (0.084) (0.071) (0.065) (0.074)
3 −0.011 0.012 −0.017 0.002 −0.015 −0.000 −0.016 0.008 −0.007
(0.104) (0.087) (0.072) (0.073) (0.073) (0.067) (0.079) (0.076) (0.057)
1 0.007 0.007 0.004 0.006 0.022 0.013 0.009 0.021 0.012
(0.049) (0.045) (0.041) (0.045) (0.046) (0.042) (0.039) (0.048) (0.025)
βjk 2 0.004 0.026 0.006 −0.003 0.004 0.022 0.010 0.015 0.018
(0.055) (0.046) (0.031) (0.039) (0.038) (0.049) (0.034) (0.036) (0.043)
3 0.007 0.007 0.012 0.003 0.013 −0.001 0.008 0.019 0.019
(0.055) (0.046) (0.057) (0.044) (0.050) (0.040) (0.042) (0.044) (0.040)
1 0.006 0.015 0.005 0.051 0.016 0.016 0.020 0.033 0.009
(0.104) (0.091) (0.101) (0.085) (0.077) (0.077) (0.074) (0.076) (0.071)
αr 2 0.004 0.028 −0.010 0.034 0.021 0.013 0.026 0.017 0.026
(0.090) (0.088) (0.080) (0.104) (0.078) (0.072) (0.084) (0.064) (0.080)
3 0.034 0.014 0.020 −0.008 0.034 0.015 0.013 0.017 0.017
(0.079) (0.089) (0.071) (0.079) (0.070) (0.068) (0.070) (0.061) (0.066)
1 0.015 −0.029 0.037 −0.023 −0.034 −0.017 −0.014 −0.038 −0.031
(0.147) (0.162) (0.112) (0.174) (0.153) (0.134) (0.169) (0.170) (0.120)
r 2 0.009 0.016 −0.017 0.014 0.004 −0.007 0.001 −0.022 −0.008
(0.176) (0.139) (0.119) (0.156) (0.156) (0.135) (0.152) (0.124) (0.097)
3 −0.020 0.013 0.029 −0.017 0.010 0.006 −0.009 0.013 0.010
(0.165) (0.137) (0.118) (0.115) (0.115) (0.117) (0.154) (0.148) (0.110)
1 0.032 −0.007 0.035 −0.006 0.014 0.016 0.006 0.016 −0.004
(0.134) (0.107) (0.116) (0.104) (0.111) (0.093) (0.128) (0.106) (0.074)
θil 2 0.016 0.035 −0.013 0.006 −0.002 0.024 0.009 0.002 0.015
(0.097) (0.090) (0.071) (0.084) (0.076) (0.097) (0.079) (0.071) (0.073)
3 −0.002 0.012 0.019 −0.003 0.011 −0.001 0.005 0.022 0.017
(0.073) (0.062) (0.063) (0.054) (0.060) (0.052) (0.064) (0.064) (0.056)
表 4 次元数選択精度
Table 4 Accuracy of dimensionality determination.
R = 5 R = 10 R = 15
J = 5 J = 10 J = 15 J = 5 J = 10 J = 15 J = 5 J = 10 J = 15
Lt Le BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC
1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.02 1.00 1.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00)
1 2 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 1.98 2.00 2.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00)
3 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
1 1.12 1.28 1.36 1.90 1.80 2.50 1.44 1.84 2.22 2.82 2.42 2.88 1.46 1.98 2.24 2.76 2.80 2.98
(0.32) (0.53) (0.56) (0.88) (0.72) (0.67) (0.61) (0.70) (0.70) (0.43) (0.67) (0.38) (0.67) (0.73) (0.74) (0.43) (0.40) (0.14)
2 2 1.88 1.76 1.68 1.44 1.38 1.10 1.62 1.34 1.16 1.04 1.10 1.02 1.64 1.28 1.18 1.00 1.00 1.00
(0.32) (0.43) (0.47) (0.50) (0.49) (0.30) (0.49) (0.47) (0.37) (0.20) (0.30) (0.14) (0.48) (0.45) (0.38) (0.00) (0.00) (0.00)
3 3.00 2.96 2.96 2.66 2.82 2.40 2.94 2.82 2.62 2.14 2.48 2.10 2.90 2.74 2.58 2.24 2.20 2.02
(0.00) (0.20) (0.20) (0.47) (0.38) (0.49) (0.24) (0.38) (0.49) (0.40) (0.50) (0.30) (0.30) (0.44) (0.49) (0.43) (0.40) (0.14)
1 1.12 1.58 1.68 2.56 2.38 2.98 1.90 2.48 2.74 3.00 2.94 3.00 2.34 2.74 2.96 3.00 3.00 3.00
(0.38) (0.67) (0.73) (0.67) (0.75) (0.14) (0.81) (0.73) (0.48) (0.00) (0.31) (0.00) (0.74) (0.59) (0.20) (0.00) (0.00) (0.00)
3 2 1.90 1.52 1.56 1.36 1.42 1.60 1.40 1.36 1.34 1.66 1.62 1.82 1.24 1.28 1.60 1.82 1.86 1.98
(0.30) (0.50) (0.50) (0.48) (0.49) (0.53) (0.49) (0.48) (0.47) (0.47) (0.49) (0.38) (0.43) (0.45) (0.49) (0.38) (0.35) (0.14)
3 2.98 2.90 2.76 2.08 2.20 1.42 2.70 2.16 1.92 1.34 1.44 1.18 2.42 1.98 1.44 1.18 1.14 1.02
(0.14) (0.30) (0.59) (0.77) (0.82) (0.49) (0.50) (0.76) (0.74) (0.47) (0.57) (0.38) (0.64) (0.62) (0.57) (0.38) (0.35) (0.14)
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表 5 データ数が多い場合の次元数選択精度
Table 5 Accuracy of dimensionality determination for larger data.
R = 20 R = 25 R = 30
J = 20 J = 25 J = 30 J = 20 J = 25 J = 30 J = 20 J = 25 J = 30
Lt Le BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC
1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.06 1.02 1.04 1.00 1.04 1.02 1.04 1.00 1.02 1.00 1.04
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.31) (0.14) (0.28) (0.00) (0.20) (0.14) (0.28) (0.00) (0.14) (0.00) (0.20)
1 2 2.00 2.00 2.00 2.00 2.00 2.00 2.02 2.00 1.98 1.98 2.00 1.96 1.98 1.98 2.00 1.98 2.00 1.98
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.28) (0.14) (0.14) (0.00) (0.20) (0.14) (0.14) (0.00) (0.14) (0.00) (0.24)
3 3.00 3.00 3.00 3.00 3.00 3.00 2.98 2.94 3.00 2.98 3.00 3.00 3.00 2.98 3.00 3.00 3.00 2.98
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.24) (0.00) (0.14) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00) (0.00) (0.14)
1 3.00 3.00 3.00 3.00 3.00 3.00 2.98 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
2 2 1.00 1.00 1.02 1.02 1.00 1.02 1.00 1.02 1.02 1.02 1.00 1.02 1.00 1.00 1.00 1.02 1.00 1.02
(0.00) (0.00) (0.14) (0.14) (0.00) (0.14) (0.00) (0.14) (0.14) (0.14) (0.00) (0.14) (0.00) (0.00) (0.00) (0.14) (0.00) (0.14)
3 2.00 2.00 1.98 1.98 2.00 1.98 2.02 1.98 1.98 1.98 2.00 1.98 2.00 2.00 2.00 1.98 2.00 1.98
(0.00) (0.00) (0.14) (0.14) (0.00) (0.14) (0.14) (0.14) (0.14) (0.14) (0.00) (0.14) (0.00) (0.00) (0.14) (0.00) (0.14) (0.00)
1 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
3 2 1.98 2.00 2.00 2.00 2.00 2.00 1.96 1.98 1.98 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00
(0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.20) (0.14) (0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
3 1.02 1.00 1.00 1.00 1.00 1.00 1.04 1.02 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.20) (0.14) (0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
得られた結果を表 4 と表 5 に示す．表中の値は，各
条件下において，真の次元数が Lt のときに次元数 Le
を仮定して得られた情報量の順位の平均（カッコ内は
標準偏差）を表す．順位の値が小さいほど，その次元
数 Le が最適値として多く選択されたことを意味する．
まず，真の次元数 Lt = 1 のときの順位に着目する
と，全ての条件において正しい次元数 Le = 1 を精度
よく選択していることがわかる．真の次元数 Lt = 2，
Lt = 3 のときには，評価者数や項目数が増加しデー
タ数が増加するほど，正しい次元数を精度よく選択で
きる傾向があることがわかる．また，AICや BICは
データ数が少ない場合には真モデルより単純なモデル
を選択する傾向があることが知られており [38]，本実
験でも，データ数が少ないときにはこの傾向が読み取
れる．更に，表 5 より，データ数が十分に多いときに
は，漸近一致性を有する BIC [39] が漸近一致性をも
たない AIC に比べて高精度に真の次元を推定してい
ることがわかる．
以上から，情報量規準を用いた提案モデルの次元数
選択が，理論通りに動作する妥当な方法であることが
確認できた．
6. 実データ実験
本章では，実データ適用を通して，提案モデルの
有効性を評価する．本研究では，実データを収集す
るために，34 名の大学生と大学院生にエッセイ課題
を行わせ，各課題に対して提出された回答文を 10 名
の評価者に採点させた．本実験で利用したエッセイ課
題は，NAEP（National Assessment of Educational
Progress）2007 [40] で出題された課題を日本語に翻
訳したものであり，専門知識や特別な事前知識を必要
としない内容である．また，評価者による採点は，松
下ら [7]が開発した表 6 のルーブリックを用いて 4段
階で行わせた．表 6 のルーブリックは，評価項目 1と
2が「問題解決力」を，評価項目 3～5が「論理的思考
力」を測定すると想定して開発されている．本研究で
は，このデータに対して提案モデルを適用する．
6. 1 次元数の決定
本実験では，適切な次元数を決定するために，実
データ U から次元数 L = 1, · · · , 5 を仮定して BIC
と AICを算出した．結果を図 2 に示す．図 2 の横軸
は次元数 L の値であり，縦軸は各次元を仮定したとき
の情報量規準値である．図 2 より，いずれの情報量規
準を用いても最適な能力の次元数は L = 2 となった
ことがわかる．これは，ルーブリック作成者の想定し
た尺度数と合致している．そこで，以降では，L = 2
として提案モデルの適用を行う．
6. 2 尺度の解釈
ここでは，L = 2 の提案モデルで推定されたパラ
メータ値に基づき，各次元の尺度について解釈を行う．
4.で述べたように，提案モデルでは，項目識別力と項
目の内容に着目することで各尺度の意味を解釈できる．
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表 6 実データ実験で使用したルーブリック
Table 6 Rubric used in actual data experiment.
項目 1：背景と問題 項目 2：主張と結論 項目 3：根拠と事実 項目 4：対立意見の検討 項目 5：全体構成
k = 3 与えられたテーマか
ら問題を設定し，論
ずる意義も含め，そ
の問題を取り上げた
理由や背景について
述べている．
設定した問題に対し，展
開してきた自分の主張を
関連づけながら，結論を
導いている．結論は一般
論にとどまらず，独自性
を有している．
自分の主張の根拠が述
べられており，かつ根
拠の真実性を立証する
信頼できる複数のデー
タが示されている．
自分の主張と対立する
幾つかの意見を取り上
げ，それら全てに対し
て論駁 (問題点の指摘)
を行っている．
問題の設定から結論にい
たる論理的な組み立て，
記述の順序，パラグラフ
の接続が整っている．概
要は本文の内容を的確に
要約している．
k = 2 与えられたテーマか
ら問題を設定し，そ
の問題を取り上げた
理由や背景について
述べている．
設定した問題に対し，展
開してきた自分の主張を
関連づけながら，結論を
導いている．
自分の主張の根拠が述
べられており，かつ根
拠の真実性を立証する
信頼できるデータが少
なくとも一つ示されて
いる．
自分の主張と対立する
少なくとも一つの意見
を取り上げ，それに対
して論駁 (問題点の指
摘) を行っている．
問題の設定から結論にい
たる論理的な組み立て，
記述の順序，パラグラフ
の接続がおおむね整って
いる．
k = 1 与えられたテーマか
ら問題を設定してい
るが，その問題を取り
上げた理由や背景の
内容が不十分である．
結論は述べられているが，
展開してきた自分の主張
との関連づけが不十分で
ある．
自分の主張の根拠は述
べられているが，根拠
の真実性を立証する信
頼できるデータが明ら
かにされていない．
自分の主張と対立する
意見を取り上げている
が，それに対して論駁
（問題点の指摘）がなさ
れていない．
問題の設定から結論にい
たるアウトラインはたど
れるが，記述の順序やパ
ラグラフの接続に難点の
ある箇所が散見される．
k = 0 k = 1 未満の水準 k = 1 未満の水準 k = 1 未満の水準 k = 1 未満の水準 k = 1 未満の水準
図 2 実データにおける次元数選択
Fig. 2 Dimensionality selection for actual data.
表 7 項目パラメータ推定値
Table 7 Item parameter estimates.
項目 1 項目 2 項目 3 項目 4 項目 5
αjl=1 0.810 1.073 0.629 0.350 1.084
αjl=2 0.745 0.495 0.383 1.639 0.591
βjk=1 −3.946 −3.884 −3.477 −1.342 −3.606
βjk=2 −0.973 −1.009 −0.502 1.064 −0.875
βjk=3 2.019 1.703 2.687 3.551 2.805
ここで，項目識別力の推定値を表 7 に示す．
まず，評価項目ごとに各次元の識別力を比較すると，
評価項目 1，2，3，5では次元 1の識別力が相対的に
大きく，評価項目 4では次元 2の識別力が大きく推定
されている．これは，評価項目 1，2，3，5 と評価項
目 4がそれぞれ異なる能力尺度を測定していることを
示唆している．ルーブリック作成者は，評価項目 1，2
と評価項目 3，4，5が異なる尺度を構成していると想
定していたが，本分析ではこの解釈とは異なる結果が
得られたことがわかる．ルーブリックの内容を精査す
表 8 評価者パラメータ推定値
Table 8 Rater parameter estimates.
評価者 1 評価者 2 評価者 3 評価者 4 評価者 5
αr 1.000 1.343 0.845 1.072 1.115
r 0.000 −0.652 0.567 −1.327 −0.279
評価者 6 評価者 7 評価者 8 評価者 9 評価者 10
αr 1.059 1.079 1.649 1.033 1.883
r 0.081 0.984 −0.006 0.013 1.112
ると，評価項目 1，2，3，5が自身の主張を正当化す
る論理構成力に重点をおくのに対し，評価項目 4では
他者の視点を想定した分析力が求められていると解釈
できる．
以上のように，提案モデルでは，測定対象の能力尺
度をデータに基づいて分析できることがわかる．
6. 3 項目困難度と評価者特性
提案モデルでは，前節で説明した項目識別力に加え
て，項目困難度と評価者の特性についても分析するこ
とができる．ここで，実データから推定された，項目
困難度を表 7 に，評価者特性値を表 8 に示す．表 7
から，評価項目間で困難度に差異があることがわかる．
例えば，評価項目 4は βj1，βj2 が他の項目より極端
に高く，低得点を得にくい項目であることがわかる．
反対に，評価項目 2は βj3 が最も低く，最高点を得や
すい項目であることがわかる．また，表 8 から，評価
の厳しさや一貫性も評価者間で差異があることが確認
できる．例えば，評価者 3は一貫性が最も低いことか
ら，評価のランダムネスが大きい評価者であると解釈
できる．一貫性と厳しさが最も高い評価者 10 は，評
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図 3 能力推定値
Fig. 3 Ability estimates.
価は相対的に厳しいものの，能力の高い受験者層を精
度よく評価できる評価者であるといえる．また，評価
の厳しさが最も小さい評価者 4は，相対的に評価が甘
い傾向があると解釈できる．
6. 4 能力推定値
提案モデルでは，上述した評価者と評価項目の特性
を考慮して，多次元尺度で受験者の能力を推定するこ
とができる．実データから推定された受験者の能力分
布を図 3 に示す．図 3 は，横軸が 1次元目の能力を，
縦軸が 2次元目の能力を表している．各プロットが個々
の受験者を表す．能力の一次元性を仮定したモデルで
は，このような多次元尺度での能力推定は実現できな
いが，提案モデルでは能力の多次元を導入したことに
よりこれが可能となる．また，提案モデルは，従来の
多次元段階反応モデルとは異なり，評価者の特性を考
慮して能力を推定できるため，より高精度な能力測定
が実現できると期待される．そこで，次節では，提案モ
デルにより，能力測定の精度が向上するかを評価する．
6. 5 能力測定の精度評価
ここでは，評価者の特性を考慮したことによる能力
測定精度の改善について評価するために，能力測定の
精度を，異なる評価者群から推定された能力値の安定
性としてみなして評価を行う [15]．具体的には，同一
の受験者群に対して，ある評価者群 Aを用いて得られ
た能力推定値が，異なる評価者群 Bから得られた能力
推定値と近ければ，能力測定の精度が高いと解釈する．
この考え方に基づき，以下の手順で精度を評価した．
（ 1） 実データを用いてパラメータを推定した．
（ 2） 評価者 10人からランダムに 5人選択して作
表 9 能力測定精度の評価結果
Table 9 Accuracy of ability measurement.
提案モデル 従来モデル 評価者母数
固定モデル
μ = 0.432 μ = 0.514 μ = 0.446
σ = 0.118 σ = 0.088 σ = 0.134
従来モデル t = 30.227 - -
p < 0.01 - -
評価者母数 t = 5.309 t = 24.919 -
固定モデル p < 0.01 p < 0.01 -
成した評価者群を 60群生成した．
（ 3） 手順 (1)で推定した項目パラメータ，評価者
パラメータを所与とし，各評価者群の評点データから
能力パラメータを推定した．
（ 4） 全ての評価者群間で能力推定値の RMSE を
算出し，その平均値と標準偏差を求めた．
上記の実験では，RMSEが小さいほど，評価者の変
化による能力推定値の変動が小さいことを表し，能力
測定精度が高いことを意味する．
本実験では，提案モデルの能力測定精度を 3. 3 で
紹介した従来の多次元段階反応モデルと比較する．た
だし，従来の多次元段階反応モデルでは 3相データを
直接には扱えないため，評価者得点の最頻値を用いて
「受験者」×「評価項目」の 2 相データに変換して適
用を行った．ただし，この方法との比較のみでは，精
度の変化が 2相データ化によるものか，評価者特性を
考慮したことによるものかを明確には区別できない．
そこで，3相データを適用しつつ評価者特性の有無の
影響を分析するために，提案モデルにおける評価者パ
ラメータを αr = 1，r = 0，∀r とした場合について
も精度の評価を行った．また，本実験では，各手法に
よって得られる RMSE の平均値の優位差を評価する
ために，Tukey法による多重比較を行った．
表 9 に実験結果を示す．表では，「従来モデル」が多
次元段階反応モデルの結果を表し，「評価者母数固定モ
デル」が評価者パラメータを固定した提案モデルの結
果を表す．また，μ は RMSE の平均値，σ はその標
準偏差，t は検定統計量を表す．提案モデルを，評価
者パラメータを一定にした提案モデルと比較すると，
提案モデルが優位に高い能力測定精度を示したことが
わかる．これは，能力測定精度が評価者特性に依存す
ることを意味しており，評価者特性を考慮した能力推
定によりこの精度を向上できたことを示している．ま
た，従来の多次元段階反応モデルは，他のモデルと比
べて著しく能力測定精度が低いことがわかる．これは，
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多次元段階反応モデルでは評価者特性を考慮できない
ことに加え，データの 2相化により受験者に対する評
点データが減少するためと考えられる．
以上の実験から，提案モデルが能力測定の能力測定
精度向上に有効であることが確認できた．
7. む す び
本研究では，パフォーマンス評価において，評価者
の特性を考慮して多次元尺度で受験者の能力を測定で
きる新たな項目反応モデルを提案した．提案モデルは，
既存の多値型多次元項目反応モデルに対して，評価者
の特性を表すパラメータを付与したモデルとして定
式化した．また，提案モデルのパラメータ推定手法と
して，MCMCアルゴリズムを用いたアルゴリズムを
提案し，シミュレーション実験によりアルゴリズムの
妥当性を示した．更に，情報量規準に基づくモデル選
択のアプローチを提案モデルに適用することで，能力
尺度の最適な次元数を推定できることを，シミュレー
ション実験により示した．実データ実験では，モデル
のパラメータ推定値に基づいて各次元の能力尺度の意
味を解釈できることを示した．また，提案モデルが評
価者特性を考慮した高精度な能力測定を実現できるこ
とを，従来モデルとの比較により示した．
今後は，より多様なデータに適用して提案モデルの
有効性を検証していきたい．また，本研究では，受験
者は一つの課題を与えられると仮定したが，実際には
複数の課題を与えることが多いため，今後は提案モデ
ルに課題の特性パラメータを付与した 4相モデルへの
拡張についても検討したい．
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の助成を受けたものです．
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