Abstract. We show that the generic zeros of a differential ideal [A] : H ∞ A defined by a differential chain A are birationally equivalent to the general zeros of a single regular differential polynomial. This provides a generalization of both the cyclic vector construction for system of linear differential equations and the rational univariate representation of algebraic zero dimensional radical ideals. In order to achieve generality, we prove new results on differential dimension and relative orders which are of independent interest.
Introduction
Given a system of polynomial differential equations there are several known algorithms to decompose its solution set into the union of the non singular solution sets of differential systems of a specific form on which qualitative features can be read. Algorithms based on passivity, introduced by Riquier [34] , include [35, 43, 33] while algorithms based on coherence, introduced by Rosenfeld [36] , include [28, 8, 9, 38, 23, 11] . Coherence and passivity are notions specific to systems of partial differential equations. For system of ordinary differential equations, we can additionally refer to [13, 42] . Formally, this decomposition can be expressed as follow: the radical differential ideal generated by a finite number of differential polynomials of a differential polynomial ring F{y 1 , . . . , y n } can be decomposed as an intersection
where the A i are (coherent) differential chains [28, 9, 23, 11] . The differential ideals [A] : H ∞ A defined by (coherent) differential chains were called regular in [8] . They have good structural properties and make the link with polynomial algebra through the Rosenfeld lemma [36] . In [9, 23] 1 , such a decomposition is an intermediate decomposition that is refined into a characteristic decomposition { } = . Such differential ideals [C] : H ∞ C were called characterisable [23] . They have the excellent property that the Ritt reduction by C gives a membership test to [C] : H ∞ C . The algorithms of [28, 11] compute characteristic decompositions.
In the present paper we shall be interested with systems of ordinary differential differential equations. Informally speaking, we shall show that the zero set of any regular differential ideal [A] : H ∞ A can be encoded with a single ordinary differential polynomial p; outside of some singular set, the zeros of [A] : H ∞ A are birationally equivalent to the zeros of p. Ritt proved the birational equivalence of a generic zero of a prime differential ideal to the general zero of an irreducible differential polynomial p [35] . Following his terminology we shall call p a resolvent for [ The generalization of Ritt's result we give in this paper seems natural. It nonetheless requires developing a fair amount of new material of independent interest to give the present full generality. For our constructions we shall use classical results of Ritt and Kolchin [35, 28] as well as the recent results about regular and characterisable differential ideals and characteristic decomposition [9, 3, 23] . We furthermore will need some results on differential dimension and (relative) order of prime differential ideals that extend to any ranking the results of Ritt that are restricted to elimination ranking. Though these results are natural, the authors are not aware of previous proofs.
With resolvent representations, finding all the solutions of the initial differential system = 0 thus boils down to solving a finite number of independent equations that are the resolvents of each regular component of { }. It is worth noting that not every regular differential ideal is characterisable while every regular differential ideal admits a resolvent representation. In [15] the authors gave a preliminary method to compute resolvent representations and some examples of resolvent representations were computed. A future paper will be devoted to a full algorithm. We can expect that some qualitative properties of the zeros of the resolvents can be lifted to the zeros of the regular components. This is subject to future research. We also can hope that the existence of resolvent representation for regular differential ideals can be used to achieve efficient algorithm in the line of the works of [19, 21, 40] .
The resolvent representation for regular differential ideals can be seen as a generalization of two other well known constructions: the cyclic vector construction for linear first order differential systems [16, 27, 4, 14] and the rational univariate representation or Kronecker representation [37, 40] for algebraic (radical) zero dimensional ideals.
The paper is organized as follow. Classical results and definitions are exposed in Section 2 and results about regular differential ideals and characteristic decompositions in Section 3. Section 4 extends the theory of relative order introduced by Ritt [35] by using the differential dimension theory of Kolchin [28] . In Section 5 we will define precisely what is a resolvent representation. We shall present the resolvent representation as an extension of the scope of the differential primitive element. The birational equivalence is discussed there too. Section 6 contains the proof of the central result: any regular differential ideal admits a resolvent representation. In Section 7 we detail on an example the course of the proof. Finally the link to cyclic vectors of linear differential systems and to rational univariate representations for algebraic zero dimensional ideals are developed in Section 8 and Section 9 respectively. Before proceeding we give two examples so as to give an idea of what we shall prove in the rest of the paper. We can look for the differential equation satisfied by x. Differential elimination, made with the maple diffalg package [7] leads to say that the above system is equivalent, outside of x = 0, to
A solutionx of the first scalar differential equation that is different from zero can thus be lifted to a solution (x,ỹ) of the system, rationally in the sense thatỹ is given as a rational function ofx and its derivatives. We shall call this equivalent system a resolvent representation. For no elimination ranking on the dependent variables {x, y, z} does differential elimination lead to a resolvent representation. If we nonetheless look for the differential equation satisfied by w = x − y we obtain the following one:
The solution of the original system can be recovered from the solutions of this scalar equation thanks to the following rational equalities:
The differential equation for w together with these set of equalities is a resolvent representation for the Halphen-Darboux system.
Preliminaries and Notations
The purpose of this section is to give the basic information for reading this paper. Our classical sources are the book of Ritt and Kolchin [35, 28] . The results referred to in [28] are to be specialized to characteristic zero 2 and to the ordinary case. More recent definitions and results are essentially taken from [23] . Here again the results referred to need to be specialized to the ordinary case 3 .
Differential Rings
We consider ordinary differential rings (R, ), where R is a commutative integral domain that contains a field isomorphic to Q, and is the free commutative monoid of derivation operators generated by a single derivation δ acting on R.
Let be a subset of R. We denote respectively [ ] and { } the differential ideal and the radical differential ideal generated by . We will also note ( ) and = √ ( ) the (non differential) ideal and radical ideal generated by . (R{Y }, ) denotes the ring of differential polynomials with differential indeterminates Y = {y 1 , . . . , y n } and coefficients in R. The set of derivatives of
The set of derivatives of order less or equal to r ∈ N is noted r Y = {δ
We will only consider rings F{Y } of differential polynomials the coefficients of which belong to a differential field F of characteristic zero. Then F Y denotes the quotient field of F{Y }. Typically we shall consider F = K(t), where K is a finite extension of Q, with δ being the differentiation w.r.t. t. We will often adopt the classical notation of derivations u = δu and u (k) = δ k u. Any radical differential ideal J in F{Y } is the intersection of a finite set of prime differential ideals none of which contains another [28, III.4 , the Basis Theorem and 0.9 Theorem 1]. This unique set is the set of essential prime components of J and forms the minimal prime decomposition of J .
An element q will be said to be a zero divisor modulo a (differential) ideal J if there exists p / ∈ J s.t. p q ∈ J . In particular, we take the convention that the element of J are zero divisors modulo J . If J is a radical differential ideal in F{Y }, q is a zero divisor modulo J iff q belongs to at least one essential prime component of J .
Let S be a subset of a (differential) ring R. We denote by S ∞ the minimal subset of R that contains 1 and S and that satisfies a b ∈ S ∞ ⇔ a, b ∈ S. Let I be a differential ideal of F{Y }. We define the saturation of I by a set S as I : S ∞ = {q ∈ R | ∃ s ∈ S ∞ s q ∈ I }. I : S ∞ is also a differential ideal and we have I ⊂ I : S ∞ .
Rankings
A ranking on a set of indeterminates X is a total order on this set. A differential ranking on a set of differential indeterminates Y is a total order on Y satisfying δu ≥ u and u ≥ v ⇒ δu ≥ δv for any pair of derivatives u, v ∈ Y . When the context is not ambiguous we will only speak of rankings and not of differential rankings. For a derivative u ∈ Y we shall note Y <u and Y ≤u the subset of Y consisting of the elements that are ranked below u, and below or equal to u respectively . An orderly ranking satisfies δ r y i > δ s y j as soon as r > s. An elimination ranking on Y such that y 1 < . . . < y n is given by the order y 1 < y 1 < y 1 < . . . < y 2 < y 2 < . . . < y n < y n < y n < . . . . Let Y and Z be two sets of differential indeterminates endowed with differential rankings R Y and R Z . The elimination block ranking with Y Z is the differential ranking defined by the order on (Y ∪ Z) satisfying that any derivative of Z is higher than any derivative of Y and two derivatives of Y (respectively Z) are ordered according to R Y (respectively R Z ). We will at some points speak of a ranking such that Y Z without specifying R Y or R Z . Either these rankings will be clear from the context or any rankings on Y and Z will do.
Assume we are given a differential ranking R for a set of differential indeterminates Y . Let X be a subset of Y . The ranking induced by R on X is the rankingR such that for any u, v ∈ X, u ≤R v iff u ≤ R v. If X = Ȳ forȲ a subset of Y , the induced ranking is a differential ranking forȲ .
If a differential ranking is associated to a set of differential indeterminates we say by extension that the differential polynomial ring F{Y } is endowed with a ranking. Let p be a differential polynomial of F{Y } endowed with a ranking. The leader u p and the initial i p of p are respectively the highest ranking derivative appearing in p and the coefficient of its highest power in p. . We also define h p to be the product of the initial and the separant of p. For longer expressions we will write lead(p), init(p), rank(p), sep(p) and tail(p) for the leader, initial, rank, separant and tail of p.
A differential polynomial q is partially reduced w.r.t. p if no proper derivatives of u p appears in q; q is reduced w.r.t. p if q is partially reduced w.r.t. to p and the degree of q in u p is strictly less than the degree of p in u p . Let p and q be differential polynomial in F{Y }. With a finite number of differentiations and pseudo-divisions we can compute pd-rem(q, p) and d-rem(q, p) respectively partially reduced and reduced with respect to p such that ∃s ∈ (s p )
∞ and
Characteristic Decomposition and Characterisable Differential Ideals
In this section we define the central objects of this paper, the differential chains and regular differential ideals. We recall their properties. We shall also expand on characteristic sets, characterisable ideals and characteristic decompositions. Though the main result of this paper concerns regular differential ideals, results about characteristic decomposition will be used all along the proofs.
Differential Chains and Regular Differential Ideals
In the ordinary differential case and w.r.t. to an elimination ranking, what Ritt [35] calls a chain coincides with what Kolchin [28] calls an autoreduced set i.e. a subset such that each element of A is reduced w.r.t. all the others. The differential chains introduced here are slightly less restrictive but inherit in a simple way the important features of autoreduced sets. In our context it will simplify some proofs to use differential chains instead of autoreduced sets as they are more convenient to assemble.
Before we can define differential chains we need to define differential triangular set and reduction by those. 1 , a 2 , . . . , a r be the elements of a differential triangular set A such that lead(a 1 ) < lead(a 2 ) < . . . < lead(a r ). We will write A = a 1 a 2 . . . a r . We will also use the notation to construct differential triangular sets by mixing polynomials a and differential triangular sets A, B in the following ways: a A (respectively A a) denotes the differential triangular set A∪{a} if the leader of a ranks lower (respectively higher) than the leader of any element of A; A B denotes the differential triangular set A∪B if the leader of any element of A ranks lower than the leader of any element of B.
We denote L(A) the set of leaders of A, I A and S A the sets of the initials and separants of the elements of A. Also H A = I A ∪ S A . Let u ∈ L(A). A u denotes the element of A having u as leader. A <u (respectively A ≤u ) denotes the differential triangular set consisting of the elements of A the leader of which are ranked lower (respectively lower or equal) than u. In other words
A differential polynomial is said to be (partially) reduced w.r.t. a differential triangular set A when it is (partially) reduced w.r.t. each element of A. Given an element q ∈ F{Y } we can compute s ∈ S Basically the differential chains introduced here are the differential triangular sets to which we can associate an autoreduced set of the same rank 4 . If A is a differential chain, the associated autoreduced set is {d-rem(
Nonetheless not all differential chains (nor autoreduced sets) are consistent.
The notion of regular differential ideal appeared in [8] with a broader scope. They are the link between differential algebra and polynomial algebra. That is revealed by Rosenfeld lemma [36] , [28, III.8 Lemma 5] . For the ordinary case it specializes to the following property which is in fact much easier to prove. 
Characterisable Differential Ideals
The differential ranking on F{Y } induces a preorder on the set of differential chains of F{Y }. First, we shall say that a differential polynomial p has lower rank than q, and write rank(p) < rank(q), if either A key point in the developments of Ritt and Kolchin is the fact that if A is a differential characteristic set of a prime differential ideal P we have
This motivates the definition of characterisable differential ideals. Before we proceed to that, we shall note that we can recognize the differential characteristic sets of a prime differential ideal. We will also be able to recognize the differential characteristic sets of characterisable differential ideals.
A differential chain is said to be irreducible if for all u ∈ L(A), A u is irreducible as a polynomial in u with coefficients considered in the quotient field of [35, . Conversely, any (differential) characteristic set of a prime (differential) ideal is irreducible.
Furthermore, for any other differential characteristic set B of I we also have
A prime differential ideal is characterisable for any ranking. There exist nonetheless differential ideals that are characterisable for one ranking and not for another (see [23, Example 3.6] ).
Together with the following theorem, this definition shows that characterisable differential ideals are the right generalization of prime differential ideals: membership can be decided by reduction by their differential characteristic set and their essential prime components share a similar structure (differential dimension, differential dimension polynomial, . . . ) that can be read off A directly.
P i is such that the differential characteristic set C i of P i has the same set of leaders as A. Theorem 3.6. was first presented in [8, 9] ; For a complete proof see [31] or [23] . The theorem is first shown in the algebraic case (Lazard's lemma) [ We will need a practical way to construct characterisable differential ideals. We shall show that the differential chains that characterize a differential ideal have a specific property. The terminology we introduce owes to the regular chains defined in [26, 3] . 
the initial of A u is not a zero divisor modulo (A <u )
: I ∞ A <u
the separant of A u is not a zero divisor modulo
Thus, a differential regular chain A, when considered algebraically, is a regular chain (point 1. of the previous definition) that is squarefree (point 2.) [26, 3] . It follows that for a differential regular chain (A) :
Note also that differential regular chains are differential chains.
We exhibit an example of a regular differential ideal that is not characterisable. We take for simplicity a purely algebraic, dimension zero example.
Example 3.9. In Q{p, x, y} endowed with a ranking p x y consider the differential chain
. A is not a differential regular chain since the initial of A y is a zero divisor of To conclude this section, let us give a couple of easy criteria of use to assert that a differential regular chain is an irreducible differential chain.
-if A a is a differential regular chain of F{Y } with A irreducible and a of degree one then A a is also irreducible. -if A is a differential regular chain where all its elements have degree one in their leaders, then A is irreducible. -if a A is a differential regular chain such that a is an irreducible polynomial and all the elements of A have degree one in their leaders, then a A is irreducible.
Nonetheless, if A B is a differential regular chain such that A and B are irreducible, nothing ensures that A B is irreducible. A characteristic decomposition of a radical differential ideal J will be said to be prime if the components in the decomposition are prime differential ideals.
Characteristic Decompositions
A characteristic decomposition of a radical differential ideal J will be said to be irredundant if associating each component in the decomposition with the set of its essential prime components yields a partition of the set of the essential prime components of J .
We shall make a couple of comments on this definition. First, a characteristic decomposition of J exists: J is the intersection of prime differential ideals and prime differential ideals are characterisable. An algorithm to produce prime characteristic decompositions of { }, where is a finite subset of F{Y }, is given in [35] in the ordinary case and in [28, IV.9] for the partial case. Factorization free algorithms to produce characteristic decompositions of { }, that do not need to be prime, is presented in [9, 23] .
For an irredundant decomposition of J , the set of zero divisors modulo J is equal to the union of the sets of zero divisors modulo the components. An irredundant prime characteristic decomposition of J is nothing else than the minimal prime decomposition where each of the essential prime components is given by one of its differential characteristic sets.
Note the following easy consequence of Theorem 3.6.: if A is a consistent differential chain and [A] :
Since the decomposition is irredundant, the collection of prime differential ide-
As [23, 10, 25] .
What follows now is a series of results on the manipulation of characteristic decompositions that are used in the proofs of the main results. Though somewhat tedious, there is no essential difficulty in proving them playing with Theorem 3.6., Theorem 3.8. and [23, Theorem 6.2] . Full proofs are detailed in [15] . 
is also an irredundant characteristic decomposition. 
Proposition 3.14. Let J be a radical differential ideal in F{Y } and assume that
J = r i=1 [C i ] : H ∞ C i isJ . Then {J + [c]} : h ∞ c = r i=1 [C i c i ] : H ∞ C i c i , where c i = pd-rem(c, C i ), is an irredundant characteristic decomposition. If furthermore the characteristic decomposition J = r i=1 [C i ] : H ∞ C i is prime, so is {J + [c]} : h ∞ c = r i=1 [C i c i ] : H ∞ C i c i
Orders of a Prime Differential Ideal
We develop in this section the theory of relative orders introduced by Ritt. We in fact generalize to any ranking a whole set of results by Ritt [35] restricted to elimination rankings 5 . We show that a maximally independent set and the relative order of a prime (respectively regular) differential ideal can be read out off its characteristic set (respectively defining differential chain) for whatever ranking. It is not clear though that these results can be extended to the partial differential case. Indeed the parametric set of a differential characteristic set of a prime differential ideal is easily seen to be independent modulo the ideal but the authors are aware of no proof that it is maximally independent, though this is intuitively very reasonable. Only when the ranking is orderly does Kolchin give a positive answer to the question in the computation of the differential dimension polynomial. Consider now Q{x, y} endowed with an orderly ranking and take the differential chain A = x x 2 − 2 y y − x + y 2 . The parametric set of A is empty, the parametric derivatives are x, y, y and the order is 3.
Parametric Set, Order and Prolongation of a Differential Chain
Note that if the parametric set of the differential chain A is U then A is also a differential chain for a differential ranking U Y \ U where the ranking on Y \ U is the one induced by the original ranking on Y and the ranking on U is arbitrary.
If the differential chain A is consistent, considering Theorem 3.6., the characteristic sets of the essential prime components of [A] : H ∞ A have the same set of leaders as A and therefore the same parametric set and order as A. In the two following subsections, we will develop results for prime differential ideals which can be extended without difficulty to regular differential ideals since these results depend only on the parametric sets, the orders and, more simply, on the sets of leaders of the characteristic sets of these prime differential ideals. For instance we can define the order of a regular differential ideal with respect to the parametric set of its defining differential chain.
For a differential chain A and a sufficiently big integer r we shall define the r th prolongation of A as the (algebraic) chain A (r) constructed as follows below. The properties of this prolongation will be used in the proof of Lemma 4.6. Assume A = a 1 . . . a m and U is its parametric set. LetȲ = Y \ U and call R the ranking such that U Ȳ where the differential ranking onȲ is the one induced by the original ranking. For ease of index use we shall name the differential indeterminatesȲ = {y 1 , . . . , y m } so that δ o i y i is the leader of a i , for some positive integer o i . We introduce furthermoreȲ A = {δ 
A and by induction we see that h i,k ∈ H ∞ A as well. 
and (A (r) (r) such that h p ≡p mod (A (r) 
. The second equality also comes from Lemma 3.3.. (r) and the lemma implies
could also be brought using results about triangular sets [24] .
. Letq be the reduction of q by A (r) . Since the elements of rȲ \Ȳ A appear linearly as leaders of
, by Proposition 4. 
Order and Differential Dimension Polynomial
Kolchin established some analogues of the Hilbert dimension polynomial for differential field extensions and prime differential ideals. [28, II.12 Theorem 6] specializes to the ordinary differential case as follow. 
The numerical polynomial ω P (r) = d (r + 1) + o is called the differential dimension polynomial of P . We shall define d to be the differential dimension and o the order of P .
From the proof of this theorem we can say that if C is a characteristic set of P for an orderly ranking then d is the cardinal of the parametric set and o is the order of C. We shall show that in the ordinary differential case d can be taken to be the cardinal of the parametric set of a differential characteristic set of P for any ranking. We shall do that in two steps.
First we prove that if a prime differential ideal P has a characteristic set with an empty parametric set then it has differential dimension zero and the order of P is the order of its characteristic set. Therefore the order of a characteristic set of a prime differential ideal of differential dimension zero is independent of the ranking. This will enable us to prove that the parametric set of a differential characteristic set of a prime differential ideal is always maximally independent, for any ranking. In the partial differential case, it is intuitively true that if the parametric set is empty then the differential dimension is zero. This is true if you have considered an orderly ranking. Using field theoretic arguments [28, chapter II], we can also prove it for elimination ranking [11] . What is easily seen is the fact that if for one ranking the characteristic set has an element with leader δ n δ ,y y for all the derivations δ and for all the y ∈ Y then this is true for all rankings and the typical differential dimension is zero (i.e. the prime differential ideal has finite algebraic transcendence degree).
Relative Orders
Definition 4.7. Let P be a proper prime differential ideal of F{Y }. A subset U of the differential indeterminates Y is independent modulo P if P contains no nonzero differential polynomials involving only indeterminates of U alone (i.e P ∩ F{U } = {0}). U is maximally independent modulo P if furthermore for all y ∈ Y \ U , P contains a differential polynomial in U and y (i.e. P ∩ F{U, y} = {0}).
Ritt [35] called a maximally independent set modulo a prime differential ideal P a parametric set of P . We will reserve this word for differential chains. On the other hand Kolchin [28] defines differential transcendence basis of field extension. The link is clear when we consider the field extension defined by P , that is the quotient field of the differential integral ring F{Y }/P .
[28, II.9 Theorem 4] shows that all differential transcendence bases for a differential extension have the same cardinal number. On the other hand, [35, II §33] shows directly that any two maximally independent sets of a prime differential ideal have the same number of elements. This fact leads to the usual definition of the differential dimension of a prime differential ideal. We give it here as a property since we defined the differential dimension through the differential dimension polynomial.
Proposition 4.8. Let P be a proper prime differential ideal of F{Y }. The cardinal of a maximally independent set modulo P is the differential dimension of P .
Proof . [28, II.9 and II.12 Theorem 6].
If U is a maximally independent set modulo a prime differential ideal P in F{Y } it is possible to find a ranking such that U is the parametric set of a characteristic set of P [35, II §21]. We shall show a converse property.
[35, II §34] shows the following: Let P be a prime differential ideal of F{Y } and U a maximally independent set for P . LetȲ = Y \ U . Consider a characteristic set C of P with respect to an elimination ranking such that U Ȳ . The order of C is independent of the choice of such an elimination ranking. The order of C is thus called the order of P relative to U .
Ritt worked only with elimination rankings. We shall define the relative order in a more intrinsic way and show that the previous result is in fact true for any ranking for which the characteristic set of P admits U as a parametric set. Doing so we shall prove that the parametric set of any characteristic set of a prime ideal provides a maximally independent set. Though this is to be expected, it is a new result and we do not know of its validity for the partial differential case.
Let P be a prime differential ideal of F{Y } and U be an independent set modulo P . LetȲ = Y \ U . The extensionP of P in the differential polynomial ring F U {Ȳ } is a prime differential ideal andP ∩ F{Y } = P . If U is furthermore maximally independent modulo P thenP has differential dimension zero.
Definition 4.9. Let P be a prime differential ideal of F{Y } admitting U ⊂ Y as a maximally independent set. LetȲ = Y \ U . The order of P relative to U is the order of the extensionP of P in F U {Ȳ }.
Before we proceed, let us point out that for two different maximally independent sets the relative order can be different.
Example 4.10. Consider the differential ideal P = {y 1 − y 2 } in F{y 1 , y 2 }. The differential dimension is 1. Either y 1 or y 2 can be chosen as independent modulo P . The order relative to {y 2 } is 1 while the order relative to y 1 is zero. Theorem 4.11. Let C be a characteristic set of a prime differential ideal P in F{Y } endowed with any ranking. The parametric set U of C is a maximally independent set modulo P . Its cardinal gives the differential dimension of P . Furthermore the order of P relative to U is the order of C.
Proof . Note that no nonzero element of F{U } belongs to P since they cannot be reduced to zero by C. Thus U is independent modulo P . We shall consider the differential polynomial ring F U {Ȳ }, whereȲ = Y \ U . The differential ranking onȲ is the one induced by the original differential ranking on Y . C can be considered as a differential chain of F U {Ȳ }. We writeC when this is the case. We shall callP the extension of P in F U {Ȳ }.C is the characteristic set ofP andP ∩ F{Y } = P .
NowC has an empty parametric set. Thus, by Lemma 4.6.,P has differential dimension zero. This implies that for any y ∈Ȳ there exists a differential polynomialp in F U {y} that belongs toP . Clearing out its denominators, this implies that there is a differential polynomial in F{U, y} that belongs to P . Thus U is maximally independent modulo P . Now, the order of P relative to U is in fact the order ofP . By Lemma 4.6. the order ofP is the order ofC which is the order of C.
Resolvent Form and Representation
We shall proceed to introduce the resolvent representation as a generalization of the differential primitive element construction. These two notions coincide over prime differential ideals of differential dimension zero. The birational equivalence we have mentioned in the introduction will then be discussed. . Similarly for B. We thus arrive to the conclusion that [C] :
Resolvent Form of a Differential Chain
is an irredundant characteristic decomposition. C has a resolvent form.
Generic and General Zeros
A n-tupleỸ = (ỹ 1 , . . . ,ỹ n ) in a differential field extension of F is a generic zero of a prime differential ideal P in F{Y } if the set of all differential polynomials of F{Y } vanishing onỸ is equal to P . Any prime differential ideal admits a generic zero [28, IV.2, Proposition 1].
Consider the radical differential ideal generated by a single differential polynomial p in F{Y } that is irreducible, when considered as a polynomial. 
Primitive Element and Resolvent Representation
Seidenberg [41] showed a construction of a differential primitive element that parallels the construction made in the algebraic case. This theorem is also true in the partial case [28, II.8 Proposition 9].
Theorem 5.3. Let F be an ordinary differential field of characteristic zero with a non constant element. Every finitely generated differential extension of F is generated by a single element.
Recall that the existence of a primitive element of an algebraic extension of some field K relies on the following lemma [ F such that p(µ 1 , . . . , µ n ) = 0.
The (differential) primitive element is a (differential) field theoretic result. There is a translation of the result for prime ideals. We shall first explain this connection and then extend the concept to a wider class of differential ideals.
Consider a proper prime differential ideal P in F{Y } of differential dimension zero. LetỸ be a generic zero of P . Note that if F is the quotient field of F{Y }/P then F is isomorphic to F Ỹ . By the above theorem, there exists an elementw of F Ỹ such that F w = F Ỹ ∼ = F . On the one hand there exist differential polynomials α i , κ i in a one-fold differential polynomial ring F{w} such thatỹ i = κ i (w) α i (w) . On the other hand, there exist differential polynomials 
is an irredundant prime characteristic decomposition for the ranking U w Y (Proposition 3.12. and 3.13.).
be an irredundant characteristic prime decomposition for the ranking on F{U, Y }. By Proposition 3.14.,
, where . We name P i these prime differential ideals:
. Thus, to an essential prime component 
. Therefore a general zero of an irreducible factor of c induces a generic zero of an essential prime component of J in a rational way, and conversely. A collection of generic zeros of the essential prime components of J is in this sense birationally equivalent to a collection of general zeros of the irreducible factors of c.
From Definition 5.6. and the discussion following it we see that a necessary condition for a radical differential ideal to admit a resolvent representation relative to U is that U be a maximally independent set modulo each essential prime component of J and that the order relative to U of each essential prime component be the same. Next section is devoted to show that any regular differential ideal admits a resolvent representation. Nonetheless the following example shows that these are not the only radical differential ideals admitting a resolvent representation.
Example 5.7. We shall choose linear differential polynomials to demonstrate our point while leaving out computational difficulties. In Q(t){x, y}, endowed with an elimination ranking x y, consider the differential regular chains A 1 = x −x y −x and A 2 = x −x y −x as well as
Trivially J 1 and J 2 are prime differential ideals. J = J 1 ∩ J 2 cannot be a regular differential ideal since its prime components have distinct sets of leaders. Now, take
, for i = 1, 2, where C 1 = w − w 2 x − w 2 y + w − 2 w and C 2 = w −w 2 x −w 2 y +w −2 w are differential regular chains, w.r.t. to the elimination ranking w x y, with resolvent form in w of order 3. By Theorem 5.
2 y + w − 2 w has a resolvent form. Therefore J admits a resolvent representation though it is not a regular differential ideal.
Resolvent Representation for Regular Differential Ideals
In this section we shall show that any regular differential ideal of F{Y } admits a resolvent representation. In our constructive proof of the existence of resolvent representations for regular differential ideals the differential polynomial ω of order zero and degree one of Definition 5.6. will be taken to be w − µ 1 y 1 − . . . + µ n y n for some separating tuple µ of F. We shall define first this latter notion.
Starting here we will consider that the set of differential indeterminates is practically split into U = {u 1 , . . . , u p } and Y = {y 1 , . . . , y n }, U might be empty though. = (µ 1 , . . . , µ n ) ∈ F n is separating for J relative to U if for two distinct zerosȳ = (ȳ 1 , . . . ,ȳ n ) and In Section 7 we will expand the idea of the proof on an example. The construction of g follows the construction proposed by Ritt for prime differential ideals. The proof of its existence is shown directly by Ritt while we shall use Kolchin's differential field theory and results about characterisable ideals to simplify the proof. Let = {λ 1 , . . . , λ n } be another set of indeterminates. We are interested in examining when the form ω = (λ n z n + . . .
vanishes on the zeros of R + Q. We thus look at the radical differential ideal
We endow the differential polynomial ring F U {Y, Z, }, with a ranking such that Y Z where the ranking on Z copies the ranking on Y and the ranking on is an elimination ranking such that λ 1 < . . . < λ n .
Consider the irredundant prime characteristic decomposition of
Note first that, for any 1 ≤ i ≤ n, R (Q respectively) contains a nonzero differential polynomial p i (q i respectively) in y i (z i respectively) and U alone. Therefore each C k , 1 ≤ k ≤ s, must have an element led by a derivative of y i and another led by a derivative of z i (otherwise the p i and q i could not be reduced to zero by C k ). The parametric sets of the C k are thus included in .
We can assume that the C k are ordered such that for some r ∈ N, 0 ≤ r ≤ s,
is not reduced to zero by C k . Therefore a λ i k must be the leader of an element of
of lower rank than C k and that would contradict the fact that C k is a characteristic set of [
. Therefore the parametric set of C k contains at most n − 1 elements of . By Theorem 4.11. it must be that
contains a non zero differential polynomial in F U { }. Let g k be such an element. We set g to be the product of the g k for r + 1 ≤ k ≤ s. We shall show now that g has the desired property.
Let µ be a n-tuple of 
This contradicts the hypothesis that g does not vanish on µ. . . , C l be differential characteristic sets for them. According to Theorem 3.6., the set of leaders of C i is equal to the set of leaders of A. Thus, by Theorem 4.11., U is a maximally independent set for each P 1 , . . . , P l and these prime differential ideal have, relatively to U , order r. We can write
Obviously ω is partially reduced w.r.t. C i and C i ω is a differential regular chain. By Proposition 3.14.
] admits U as a maximally independent set and its relative order w.r.t. U is r.
Note that µ must also be a separating tuple for any essential prime com- 
This is a resolvent representation for [A] : H

Example
In Q(t){u, y 1 , y 2 }, endowed with the elimination ranking u < y 1 
where λ 1 and λ 2 are two new differential indeterminates, have a zero such that
In the proof we considered a prime characteristic decomposition of J = { 
There is no real need to reproduce here C 0 , C 1 , C 2 , C 3 . We just give the g i .
If we take a pair (µ 1 , µ 2 ) in F 2 such that none of the g i vanishes, the components [ 2 and its characteristic set for this ranking has a resolvent form. We can compute it with diffalg. We obtain:
The Special Case of Linear Differential Systems
Contrary to the nonlinear case, the equivalence of a system of n first order linear differential equations to a single nth order linear differential equation is well known. The usual references are the analogue result of Birkhoff [6] for difference equations and the paper by Cope [16] for differential equations. This equivalence is used to compute the solutions of a linear system, or properties of these or of the Galois group, as long as no algorithm is developed to work directly with systems. The equivalence of a linear differential system with a linear differential equation results from the existence of cyclic vectors for the differential module associated to the linear differential system. The constructive argument of [16] is nonetheless basic. We shall repeat here this argument within the present context of resolvent representation. We will then see how the constructions in the proofs of Lemma 6.2. and Theorem 6.3. can be specialized to eventually bring out the same elements. For linear differential extensions, the link between cyclic vectors and the differential primitive elements was established in [1] . Here we focus on making the bridge between the presented construction for the nonlinear case to the easy and well known construction for linear differential systems. This section has therefore a pedagogical twist in it.
We consider a first order linear differential system Y = M Y where Y = (y 1 , . . . , y n ) t and M is a n × n matrix with entries in The rows of D Y must be linearly dependent over F{ }. Let a 0 , . . . , a n be the coefficients of this linear dependence. Then a n w (n) +. . .+a 1 w +a 0 w ∈ P . Let E be the n × n submatrix of D consisting of the n first rows. Let g ∈ F{ } be the determinant of E. The monomial
appears in g with coefficient 1 since it can come only from the diagonal terms. Thus g is a non zero differential polynomial. Furthermore we can assume that (a 0 , . . . , a n ) is chosen so that a n divides g. By Lemma 5.5. there exists a tuple µ = (µ 1 , . . . , µ n ) in F such that g(µ 1 , . . . , µ n ) = 0. We shall overline the elements of F obtained from the element of F{ } by substituting (µ 1 , . . . , µ n ) for (λ 1 , . . . , λ n ) . For instancē ω = w − µ 1 y 1 − . . . − µ n y n . Let (p 1 , . . . , p n ) For the construction of this resolvent representation we first determined a differential polynomial g discriminating separating tuples. The resolvent representation was then completed by finding a linear dependence relationship and solving a linear system of equations. We can relate this process to the general differential polynomial case applied to this case. The proof of Lemma 6.2. exhibits a differential polynomial discriminating separating tuples. In the next paragraph we shall see that the same g as in Cope's construction can be taken. Then Theorem 6.3. shows that, for a separating tuple µ = (µ 1 , . . . , µ n ), computing a characteristic set of [A ω], whereω = w − µ 1 y 1 − . . . − µ n y n , brings out a resolvent representation for [A] . The computation of this characteristic set preserves the linearity of the differential polynomials. The obtained resolvent representation will thus have the same particularities as the ones mentioned above.
In the proof of Theorem 6.2. we consider two new sets of differential indeterminates Z = {z 1 , . . . , z n } and = {λ 1 , . . . , λ n } and the differential polynomial ring F{Y, Z, }. We choose a ranking on Z that copies the ranking on Y and an elimination ranking on such that λ 1 < . . . < λ n . We then endow Y ∪ Z ∪ with the block elimination ranking with Y Z λ. We consider then ω = (z n − y n ) λ n + . . . A E ω is a prime differential ideal with characteristic set A E ω. Note that no differential polynomial y i − z i belongs to J . It is therefore immediate here that {λ 1 , . . . , λ n−1 } is a parametric set. Thus J contains a nonzero differential polynomial in F{ }. Any such differential polynomial can be used to complete the proof of Theorem 6.2.. We shall show that g = det(E) ∈ F{ }, where E is the matrix constructed within Cope's argument, is such a differential polynomial.
It is sufficient to prove now that g = det(E) ∈ J . Differentiating n − 1 times ω and reducing its tail by A and B, we obtain the differential polynomials that are the components of the vector E (Y − Z), where Y − Z is the vector (y 1 − z 1 , . . . , y n − z n ) t . We thus have the congruences E (Y − Z) ≡ 0 mod J . Since y i − z i ≡ 0 mod J it must be that det(E) ≡ 0 mod J .
Furthermore, we can say here that g = det(E) is the minimal discriminating polynomial. Indeed, from Cope's argument, if a tuple µ is such that g(µ) = 0 then [A w − µ 1 y 1 − . . . − µ n y n ] contains a differential polynomial in F{w} of order less or equal to n − 1. Thus the characteristic set of [A w − µ 1 y 1 − . . . − µ n y n ] for a ranking such that w Y cannot have a resolvent representation since this ideal is of order n.
Links to the Rational Univariate Representations
Zero dimensional (radical) ideals admit shape lemma representations [18, 20, 5] and rational univariate representations [2, 37] . Those can be seen as special types of resolvent representation: the initials are prescribed. Contrary to the cyclic vector construction for linear differential systems, the existence of such representations is not proved as a special case of Theorem 6.3.. This can be seen from the following result that asserts that a zero dimensional ideal defined by a triangular set have a specific property. Thus not every zero dimensional ideal can be defined by a triangular set, though they all admit a resolvent representation. . The induced resolvent representations are C 1 = w − 1 y x − 1 and C 2 = w 2 + w w + y x. With the construction of Theorem 5.2. we can recover a resolvent representation for I , namely C = w 3 − w 2 x − w 2 − w 2 y − w 2 + w. For comparison, the rational univariate (or Kronecker) representation [37, 40] induced by the separating tuple (1, −1) is C = w 3 − w 3 w 2 − 1 y − w 2 + w 3 w 2 − 1 x − w 2 − w.
For the future, we aim at giving algorithms to compute a resolvent representation for regular differential ideals. Such algorithms exist in zero dimensional ideals [37] and can be extended to positive dimensional ideals [40] . The generalisation for ideals defined by a triangular set is particularly easy as one can simply fall back on the dimension zero case by extending the coefficient field with the parametric indeterminates. A first step for computing resolvent representations of regular differential ideals was given in [15] . There is presented an algorithm that decides if a tuple is separating and computes the corresponding resolvent representation. The next step for a first algorithm will be to exhibit a finite family of tuples that at least contains a separating one.
