Introduction.
Let H be a complex Hilbert space, and let Ꮾ(H) denote the algebra of operators (i.e., bounded linear transformations) on H into itself. Given A, B ∈ Ꮾ(H), the (classical) Putnam-Fuglede commutativity theorem says that if A, B are normal operators, and if X is an operator such that AX = XB, then A * X = XB * [9, page 104] .
Various generalizations of the Putnam-Fuglede theorem (henceforth shortened to PFtheorem) have appeared over the past three decades (see [4, 8, 13, 14, 15, 17] and some of the references cited in these papers [7, Theorem] ). An analogue of this result is proved for the case in which S is trace class and either S or S * is injective. We also prove that if A is an isometry such that δ A (S) = 0 (A is a contraction such that A (S) = 0), then min{ δ A (T ) + S , δ A * (T ) + S } ≥ S (resp., min{
A (T )+S , A * (T )+S } ≥ S ) for all T ∈ Ꮾ(H).
Furthermore, if S ∈ Ꮾ(H) is a smooth point, then there exists a rank one operator X such that δ A (X) = 0 = δ A * (X) (resp., A (X) = 0 = A * (X)). We start (see Section 2) 
Characterizing pairs (A, B) ∈ PF(d(S)
). In addition to the notation already introduced, we will use the following further notation. The closure of the range of an operator X will be denoted by ran X. The restriction of X to an invariant subspace M will be denoted by X| M , and the commutator AB − BA of the operators A, B will be denoted by [A, B] . The spectrum, the point spectrum, and the approximate point spectrum of X will be denoted by σ (X), σ 0 (X), and σ a (X), respectively. The trace functional will be denoted by tr. Recall that a (completely nonunitary) contraction A is said to be of the class C .0 of contractions if A * n x → 0 as n → ∞ for all x ∈ H.
Any other notation will be explained as and when required.
The following theorem characterizes pairs of operators (A, B) with the PF(d(S)) property and is the main result of this section.
Theorem 2.1. Let A, B, S ∈ Ꮾ(H), where S has the polar decomposition S = U |S|. Then the pair (A, B) ∈ PF(d(S)) if and only if
Proof. We start by considering the case in which d = δ. If S ∈ ker(δ AB ) and (A, B) ∈ PF(δ(S)), then δ AB (S) = 0 = δ A * B * (S), and so 
denote the quasi-affinity defined by setting S 1 y = S 0 y for each y ∈ ker ⊥ S 0 . Then
. We have
where the second implication follows from the one before by the d = δ case. To prove (iii), we note that
Since B : ker S → ker S, we conclude that AB (U) = 0. To prove the sufficiency of the conditions, we note that (ii) and (iii) imply that S ∈ ker( AB ). As before, let A 1 = A| ran S , B 1 = B| ker ⊥ S and let S 1 : ker ⊥ S → ran S be the quasi-affinity defined by setting
This implies that A * B * (S) = 0, and the proof is complete.
Remark 2.2. The hypothesis (A, B) ∈ PF(d(S)) does not imply that [A, S]
. Thus let U be the (forward) unilateral shift and let 
(V 1 ) = 0, and the argument above shows that V 2 V * 2 (V 1 ) = 0 also. Indeed our Theorem 2.1 generalizes a recent extension by Okuyama and Watanabe [13, Theorem] of the result of [3] , as the following corollary shows.
Corollary 2.3 (see [13, Theorem]). Let A, B ∈ Ꮾ(H), and let C be a partial isometry such that
Proof. With the partial isometry C replacing the operator S, it is clear that hypotheses (ii) and (iii) 
The operators A 1 and B 1 being normal, 
The conclusions of Corollary 2.4 remain valid if the hypothesis that (A, B) ∈ PF[d r (S)] ∩ PF[Ad r (S)] is replaced by the hypothesis that (A, B) ∈ PF[d r (S)] ∩

PF[d r (S)B].
Remark 2.5. Let π : Ꮾ(H) → Ꮾ(H)/(H) denote the Calkin map. Let A, B, S ∈ Ꮾ(H) be such that (π (A), π (B)) ∈ PF[π (d r (S))] ∩ PF[π (Ad r (S))] for all
Range-kernel orthogonality and the PF-property. In this section, we explore the relationship between the range kernel orthogonality of d AB and the PF-property d AB (S) = 0 = d A * B * (S).
Throughout the following, we assume our Hilbert space H to be separable. The operator S will be said to belong to the Schatten p-class
The range-kernel orthogonality of d AB , with respect to the norms · p and · (= the usual operator norm), has been considered by a number of authors in the recent past (see [7, 10] , and some of the references cited there). A definitive result here is the following proposition. Let S have the polar decomposition S = U |S|. [11] . (The space Ꮿ p , 1 < p < ∞, being uniformly convex, every S ∈ Ꮿ p is a smooth point.) The following analogue of Proposition 3.1 will be required in our considerations below.
case d = δ). Recall that the operator S with S = 1 is said to be a smooth point of the unit ball of Ꮾ(H) if · is Gateaux differentiable at S, that is, if the essential norm S e of S satisfies S e < S , and if S attains its norm at a unique (up to multiplication by a constant of modulus one) unit vector f ∈ H
Lemma 3.2. Let S ∈ Ꮾ(H) be a smooth point, and let f be the unique unit vector at which S attains its norm. If A, B ∈ Ꮾ(H), then the following statements are equivalent:
( 
Theorem 3.3. Let S ∈ Ꮾ(H) be a smooth point. (i) If V is an isometry such that δ V (S) = 0, then there exists a rank one operator
(ii) If A is a contraction such that A (S) = 0, then there exists a rank one operator X such that
3)
The proof of the theorem proceeds through a couple of steps, stated below as lemmas. The first of these lemmas states that if A, B are any contractions such that AB (T ) = 0 for some T ∈ Ꮾ(H), then the range of AB is orthogonal to T . This result is then used in the following lemma to prove (and extend) a result of Anderson 
Lemma 3.4. Let A, B be contractions such that AB (S) = 0 for some S ∈ Ꮾ(H). Then
for all X ∈ Ꮾ(H).
Proof. The inspiration for the following proof comes from the proof of [2, Theorem 1]. Given X ∈ Ꮾ(H), a simple calculation shows that
Thus, if S ∈ ker( AB ), then
Letting n → ∞, the proof follows.
Lemma 3.5. Let V be an isometry such that δ V (T ) = 0 for some T ∈ Ꮾ(H). Then
Proof. If δ V (T ) = 0, V is an isometry, then
for all X ∈ Ꮾ(H). That δ V (X) + T ≥ T for all X ∈ Ꮾ(H) now follows from the fact that 12) and hence, since
for all X ∈ Ꮾ(H). This completes the proof.
Results of the type of Lemma 3.4 have been proved earlier, but under the stronger hypothesis that the intertwining operator S is compact (cf. [12] ). The argument of the proof of Lemma 3.5 in fact leads to a stronger result, namely that: if A is left invertible by a contraction, the operator B is a contraction, and if T ∈ ker(δ AB ), then δ AB (X) + T ≥ T for all X ∈ Ꮾ(H).
Proof of Theorem 3.3. If V is an isometry such that δ V (S)
for all X ∈ Ꮾ(H). Assuming now that S is a smooth point, it follows from Lemma 3.2 that there exists a unique (up to multiplication by a constant of modulus one) unit vector f ∈ H such that
The operator X = f ⊗ Sf is then the required rank one operator. Since a similar argument, using this time 
Thus, given an S ∈ Ꮿ p (1 < p < ∞), (3.16) holds for all X ∈ Ꮿ p if and only if S ∈ ker(d AB ) and (A, B) ∈ PF(d(S)) (see also [7] ).
Theorem 3.6. Let A, B ∈ Ꮾ(H), and let S(= U|S|) ∈ Ꮿ p for some 1 < p < ∞. The following statements are equivalent: 
for all X ∈ Ꮿ 1 if and only if
for all X ∈ Ꮿ 1 . (This is proved for the case in which d = δ and A = B in [10] ; the general case follows from a similar argument.) Choose X to be the rank one operator (x ⊗y); x, y ∈ H.Then,since V AX and V X are in Ꮿ 1 for all X ∈ Ꮿ 1 ,
for all x, y ∈ H. Hence, if (3.20) holds, then 
Proof. We have already seen that (i)⇒(ii). To prove that (ii)⇒(i), let X ∈ Ꮿ 1 . Then both V AX and V X are in
Since these equalities remain true when A and B are replaced by A * and B * , respectively, it follows (from above) that (ii)⇒(i).
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