Tail Densities of Skew-Elliptical Distributions by Joe, Harry & Li, Haijun
ar
X
iv
:1
90
1.
06
03
8v
1 
 [m
ath
.PR
]  
18
 Ja
n 2
01
9
Tail Densities of Skew-Elliptical Distributions
Harry Joea, Haijun Lib,∗
aDepartment of Statistics, University of British Columbia, Vancouver, BC, V6T1Z4, Canada
bDepartment of Mathematics and Statistics, Washington State University, Everett, WA 98201, U.S.A.
Abstract
Skew-elliptical distributions constitute a large class of multivariate distributions that account for both skew-
ness and a variety of tail properties. This class has simpler representations in terms of densities rather than
cumulative distribution functions, and the tail density approach has previously been developed to study
tail properties when multivariate densities have more tractable forms. The special skew-elliptical structure
allows for derivations of specific forms for the tail densities for those skew-elliptical copulas that admit prob-
ability density functions, under heavy and light tail conditions on density generators. The tail densities of
skew-elliptical copulas are explicit and depend only on tail properties of the underlying density generator
and conditions on the skewness parameters. In the heavy tail case skewness parameters affect tail densities
of the skew-elliptical copulas more profoundly than that in the light tail case, whereas in the latter case the
tail densities of skew-elliptical copulas are only proportional to the tail densities of symmetrical elliptical
copulas. Various examples, including tail densities of skew-normal and skew-t distributions, are given.
Keywords: Higher-order tail density, copula, regular variation, max-domain of attraction of the Gumbel
distribution, tail dependence, tail order.
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1. Introduction
Several classes of multivariate skew-elliptical distributions have been introduced and studied in the litera-
ture, see, e.g., [4, 8, 5, 12, 1]. These multivariate distributions can account for both skewness and heavy tails,
and have found widespread application in various areas [2, 11, 3, 26]. One general class of skew distributions
consists of selection distributions, which are motivated from various applications in modeling multivariate
observations under constraints.
It is our aim to use the density approach to establish an extreme value theory for the skew-elliptical
distributions introduced in [8] for selection models. We derive the tail density, i.e., the decay rate of some
multivariate skew-elliptical distributions that admit probability density functions, under the conditions that
(1) density generators are regularly varying (the heavy tail case) or (2) density generators are in the quadratic
max-domain of attraction for the Gumbel distribution (the light tail case). By using the copula approach,
we then drive the scale-invariant upper and lower tail densities, i.e., the decay rates of skew-elliptical copula
densities. The scale-invariant tail behaviors can be directly derived for copula families that have tractable
forms. However for distributions such as skew-elliptical distributions, cumulative distributions and the corre-
sponding copulas may not have closed forms. In contrast, our density-based approach becomes particularly
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useful in analyzing tail behaviors of skew-elliptical distributions for which only joint densities are tractably
available.
Our results show that skewness affects tail densities of the skew-elliptical copulas more profoundly in the
heavy tail case due to slow tail decays, whereas skew tail densities in the light tail case are proportional to
the symmetric tail densities, as are illustrated in skew-normal distributions. The logarithms of extreme value
distributions and of extreme value copulas can be expressed as integrals of tail densities, and respectively,
integrals of copula tail densities, and thus our results provide explicitly distributions for multivariate extremes
of observations that are modeled by skew-elliptical densities. Various tail dependence parameters are obtained
for skew-elliptical distributions as by-products.
The remainder of this paper is organized as follows. The preliminaries on skew-elliptical distributions and
terminology for tail densities of copulas are presented in Section 2. The tail densities of the skew-elliptical
copulas are derived in Section 3 under heavy and light tail assumptions on density generators. The results
are illustrated for skew-normal and skew-t distributions and also extended to a finite mixture case in Section
4. All the proofs are detailed in the Appendix.
2. Preliminaries: Skew-Elliptical Distributions and Copula Tail Densities
In this section, we introduce the notation and background for the main results, and review some relevant
properties for elliptical and skew-elliptical distributions. We also list some relevant results obtained in [20]
for the relations of tail densities between multivariate distributions and their copulas. The subsections have
topics of skew-elliptical distributions, copulas and tail properties, and tail density.
In what follows, vectors are row vectors (typically 1 × d) shown as boldfaced letters with elements that
are not boldfaced, and so transposes become column vectors. Random variables/vectors are upper-case
letters and arguments of functions are lower-case letters. Two functions f, g : R → R are said to be tail
equivalent, denoted by f(x) ∼ g(x) as x → a, a ∈ R = R ∪ {+∞}, if limx→a[f(x)/g(x)] = 1. A univariate
Borel-measurable function V : R+ → R+ is said to be regularly varying (RV) at ∞ with tail index ρ ∈ R,
denoted by V ∈ RVρ, if V (tx)/V (t)→ x
ρ as t→∞ for any x > 0. See, for example, [24] for details on these
notions and on theory of regular variation.
2.1. Skew-elliptical distributions
A general class of skew-elliptical distributions has been constructed in [8] using conditional distribu-
tions from symmetrical elliptical distributions. A d-dimensional random vector X is said to be elliptically
distributed with mean vector µ ∈ Rd and dispersion matrix Σ ∈ Rd×d that is nonnegative-definite, if the
characteristic function ϕX−µ of X − µ is a function of the quadratic form zΣ z
⊤, where z⊤ denotes the
transpose of a row vector z ∈ Rd. That is, ϕX−µ(z) = φ(zΣ z
⊤), z ∈ Rd, for a Borel-measurable function
φ : [0,∞) → R, which is called a characteristic generator. We assume that the density of X exists and is
given by
fX(x;µ,Σ) = |Σ|
−1/2gd((x− µ)Σ
−1(x− µ)⊤), x ∈ Rd, (2.1)
where gd(·) is known as the density generator that satisfies that∫ ∞
0
rd/2−1gd(r)dr =
Γ(d/2)
πd/2
. (2.2)
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The elliptically distributed random vectors with densities are denoted asX
D
∼ Ed(µ,Σ, gd). A comprehensive
review of characterizations and properties of elliptical distributions can be found in [9]. We assume through-
out that the density generator gd(t) is continuous over (0,∞) and eventually non-increasing as t→∞. Note
that this assumption is rather weak and all commonly used density generators are continuous functions that
eventually decreasing to zero.
For skew-elliptical distributions, consider a (d+1)-dimensional random vector (X0,X)
D
∼ Ed+1(µ
∗,Σ∗, gd+1),
where X = (X1, . . . , Xd), µ
∗ = (0,µ), µ = (µ1, . . . , µd), gd+1(·) is a density generator, and the dispersion
matrix Σ∗ has the form
Σ∗ =
(
1 δ
δ⊤ Σ
)
with δ = (δ1, . . . , δd) ∈ R
d such that Σ∗ is positive-definite. The distribution of Y := [X|X0 > 0] is called
in [8] a skew-elliptical distribution and denoted as Y
D
∼ SEd(µ,Σ, gd+1, δ), where δ is known as the vector
of skewness parameters. Note that marginally, X
D
∼ Ed(µ,Σ, gd), where
gd(s) =
π1/2
Γ(1/2)
∫ ∞
s
(r − s)−1/2gd+1(r)dr = 2
∫ ∞
0
gd+1(r
2 + s)dr, s ≥ 0, (2.3)
due to the fact Γ(1/2) = π1/2; see (2.23) in [9]. Conditioning onX = y, the conditional variable [X0|X = y]
has a univariate elliptical distribution. It follows from Theorem 2.18 of [9] that P(X0 > 0|X = y) =
F ((y − µ)θ⊤; gq(y)), where F (· ; gq(y)) is the cumulative distribution function of the univariate elliptical
distribution E1(0, 1, gq(y)), and q(y) = (y − µ)Σ
−1(y − µ)⊤, and
gq(y)(s) =
gd+1(s+ q(y))
gd(q(y))
, s ≥ 0, and θ =
δΣ−1
(1− δΣ−1δ⊤)1/2
. (2.4)
It then follows that the density of Y can be written as
fY (y) = 2fX(y;µ,Σ)F
(
(y − µ)θ⊤; gq(y)
)
, y ∈ Rd. (2.5)
As in [8], we assume that δΣ−1δ⊤ < 1 (equivalently, the positive definiteness of the (d+1)×(d+1) dispersion
matrix Σ∗), and thus θ in (2.4) is well-defined. If δ = 0, then θ = 0 and thus fY (·) = fX(·;µ,Σ) in this
case. In general, fY (·) is skewed. It follows from (2.4) and (2.5) that the density fY (·) can be expressed
more explicitly as follows:
fY (y) = 2|Σ|
−1/2
∫ (y−µ)θ⊤
−∞
gd+1(r
2 + (y − µ)Σ−1(y − µ)⊤)dr. (2.6)
The examples of (2.5) include skew-normal and skew-t distributions introduced and studied in [4, 5]. The
distributional properties of this class of skew-elliptical distributions can be found in detail in [8].
2.2. Copulas and tail properties
The tail properties, such as scale-invariant tail dependence and tail asymmetry, can be derived from
joint tails of the underlying copulas. Let F denote a d-dimensional distribution function with continuous
marginal distributions F1, . . . , Fd and corresponding survival functions F 1, . . . , F d. Formally, a copula C is
a multivariate distribution with standard uniformly distributed margins on [0, 1]. Sklar’s theorem (see, e.g.,
Section 1.3 in [16]) states that every continuous multivariate distribution F with margins F1, . . . , Fd can be
written as F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)) for some d-dimensional copula C, where
C(u1, . . . , ud) = F (F
−1
1 (u1), . . . , F
−1
d (ud))
3
and F−1i (ui) is the quantile function of the i-th margin for 1 ≤ i ≤ d. Let (U1, . . . , Ud) denote a random
vector with distribution C and Ui, 1 ≤ i ≤ d, being uniformly distributed on [0, 1]. The survival copula Ĉ is
defined as follows:
Ĉ(u1, . . . , un) = P(1− U1 ≤ u1, . . . , 1− Un ≤ un) = C(1− u1, . . . , 1− un) (2.7)
where C is the joint survival function of C. The survival copula Ĉ can be used to transform lower tail
properties of (U1, . . . , Ud) into the corresponding upper tail properties of (1 − U1, . . . , 1 − Ud). We assume
throughout that the density function f of F exists and the density c(·) of copula C exists, and that c(·) is
continuous in small open neighborhoods near and not containing the corner points 0 and 1 = (1, . . . , 1).
The upper tail density of C with tail order κU , introduced in [20], is defined as follows:
λU (w;κU ) := lim
u→0+
c(1− uw)
uκU−dℓU (u)
> 0, w = (w1, . . . , wd) ∈ [0,∞)
d\{0}, (2.8)
provided that the non-zero limit exists for some κU ≥ 1 and some function ℓU (·) that is slowly varying at 0
(i.e., ℓU (us)/ℓU (u)→ 1 for any s > 0 as u→ 0). Similarly, the lower tail density of C with tail order κL is
defined as follows:
λL(w;κL) := lim
u→0+
c(uw)
uκL−dℓL(u)
> 0, w = (w1, . . . , wd) ∈ [0,∞)
d\{0}, (2.9)
provided that the limit exists for some κL ≥ 1 and some slowing varying function ℓL(·). Clearly, the tail
density functions are homogeneous; that is,
λU (tw;κU ) = t
κU−dλU (w;κU ), λL(tw;κL) = t
κL−dλL(w;κU ), (2.10)
for any t > 0 and w ∈ [0,∞)d\{0}. The tail densities (2.8) and (2.9) describe, respectively, the scale-
invariant decay rates of a copula density near the upper corner 1 and the lower corner 0. The copula tail
densities are a key ingredient in tail risk analysis since the tail risk measures are often expressed in terms of
tail densities of the multivariate copulas of underlying loss distributions [6, 18, 17, 27]. The slowly varying
function ℓ(·) is a non-zero constant in most of the tail dependence and tail risk measures used in practice
(e.g., ℓ(u) = 1 in [26]), and in contrast a general slowly varying function ℓ(·) is employed in (2.8) and (2.9)
for additional flexibility. Since the lower tail density of a copula C is the upper tail density of the survival
copula Ĉ (see (2.7)), we focus only on the upper tail density. The properties of copula tail densities and
their relations to tail densities of multivariate extreme value distributions can be found in [21, 13, 14, 20].
2.3. Tail density results for the Fre´chet and Gumbel cases
The tail densities have special forms when the univariate marginal distributions Fi’s belong to the max-
domain of attraction of one of the following distribution families: Fre´chet, Gumbel or Weibull distribution.
We only focus on Fre´chet and Gumbel cases, because the Weibull case is similar to the Fre´chet case. We
also assume that for the upper tail case, margins F1, . . . , Fd are right-tail equivalent in the sense that
fi(t) ∼ aif1(t), as t→∞, 1 ≤ i ≤ d, (2.11)
where fi is the density of the i-th margin Fi, and 0 < ai < ∞ is a constant, 1 ≤ i ≤ d, with a1 = 1. Note
that (2.11) implies that the usual tail equivalence F i(t) ∼ aiF 1(t), 1 ≤ i ≤ d, as t→∞, but the reverse may
not be true because some densities may have dampened oscillations as t → ∞. The following two results,
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obtained in [20], specify the relations among the tail densities of multivariate distributions and their copulas.
They are useful for establishing joint tail properties if the joint density has a tractable form but not the joint
cumulative distribution function.
Proposition 2.1. (Fre´chet case) Assume that marginal densities are right-tail equivalent in the sense of
(2.11). If the marginal density fi ∈ RV−γ−1, 1 ≤ i ≤ d, γ > 0, and the limit (2.8) with tail order κU holds
locally uniformly for all w ∈ [0,∞)d\{0}, then the tail density λ(·) of F can be expressed in terms of the
upper tail density λU (·) of C as follows: for any w = (w1, . . . , wd) > 0,
λ(w) := lim
t→∞
f(tw)
t−dV κU (t)
= γd
( d∏
i=1
ai
)( d∏
i=1
wi
)−γ−1
λU (a1w
−γ
1 , . . . , adw
−γ
d ;κU ) (2.12)
= λU (a1w
−γ
1 , . . . , adw
−γ
d ;κU )|J(a1w
−γ
1 , . . . , adw
−γ
d )|,
where V (t) ∈ RV−γ and J(a1w
−γ
1 , . . . , adw
−γ
d ) is the Jacobian determinant of the homeomorphic transform
yi = aiw
−γ
i , 1 ≤ i ≤ d.
Proposition 2.2. (Gumbel case) Assume that marginal densities are right-tail equivalent in the sense of
(2.11). Assume also that the marginal density fi, 1 ≤ i ≤ d, is differentiable and satisfies
fi(t+mi(t)x) ∼ fi(t)e
−x ∼ aif1(t)e
−x, x ≥ 0, as t→∞, (2.13)
for some self-neglecting function mi(·) whose derivative converges to 0; i.e., mi(t + mi(t)x) ∼ mi(t), as
t→∞, 1 ≤ i ≤ d. If the limit (2.8) with tail order κU holds locally uniformly for all w ∈ [0,∞)
d\{0}, then
the tail density λ(·) of F can be expressed in terms of the upper tail density λU (·) of C as follows: for any
w = (w1, . . . , wd) ∈ R
d
+\{0},
λ(w) := lim
t→∞
f(t+m(t)w1, . . . , t+m(t)wd)
m−d(t)V κU (t)
(2.14)
=
( d∏
i=1
ai
)
e−
∑d
i=1 wiλU (a1e
−w1 , . . . , ade
−wd ;κU )
= λU (a1e
−w1 , . . . , ade
−wd ;κU )|J(a1e
−w1 , . . . , ade
−wd)|,
where V (t) is a function satisfying that V (t+m(t)x) ∼ V (t)e−x as t→∞ for some self-neglecting function
m(t), and J(a1e
−w1 , . . . , ade
−wd) is the Jacobian determinant of the homeomorphic transform yi = aie
−wi ,
1 ≤ i ≤ d.
Remark 2.1. 1. These results were first established in [20] for the case that ai = 1 for 1 ≤ i ≤ d. Propo-
sitions 2.1 and 2.2 under a more general assumption (2.11) can be proved using the same idea presented
in Propositions 2.1 and 2.2 of [20] (that is, using line-by-line rewrites of the proofs of Propositions 2.1
and 2.2 of [20]).
2. The self-neglecting function m(t) in (2.14) can be taken as m(t) = m1(t) = F 1(t)/f1(t), t ≥ 0. The
function V (t) in both (2.12) and (2.14) can be taken as F 1(t)[ℓ(F 1(t))]
1/κU , for some function ℓ(·) that
is slowly varying at 0.
3. Obviously the tail density λ(·) in (2.12) is homogeneous of order −γκU−d. In contrast, the tail density
λ(·) in (2.14) is not homogeneous, and it satisfies the following stability condition:
λ(w + z1) = λ(w)e−zκU , w > 0,
for any z > 0.
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3. Tail densities of skew-elliptical copulas
Propositions 2.1 and 2.2 in the preceding section can be used to establish the results of skew-elliptical
copulas that involve density generators of skew-elliptical distributions. In this section, we derive the tail
density of (2.5) at which fY (y) decays to zero as y moves to infinity, and obtain the scale-invariant tail
densities of the skew-elliptical copula densities of SEd(µ,Σ, gd+1, δ) under various assumptions on density
generator gd+1(·). In contrast to the cumulative-distribution approach used in the multivariate extreme value
theory, our tail density approach is especially tractable for the skew-elliptical distribution (2.5) because the
elliptical density fX(·;µ,Σ) has an explicit expression and the cumulative distribution F (· ; gq(y)) is only
one-dimensional. It must be mentioned that copula tail densities depend on tail orders and tail behaviors of
slowly varying functions in (2.12) or in (2.14), extracted from skew-elliptical distributions.
Proposition 3.1. Let Y denote a random vector with skew-elliptical density fY (·) specified by (2.5) or
(2.6) having univariate marginal density distributions f1, . . . , fd. If the density generator gd+1 ∈ RV−α,
α > (d+ 1)/2, then for any w > 0,
fY (tw) ∼ 2|Σ|
−1/2t gd+1(t
2)
∫ wθ⊤
−∞
(r2 +wΣ−1w⊤)−αdr, as t→∞. (3.1)
The regular variation of the density generator yields the asymptotics (3.1), which provides the decay rate
of fY (tw) as t goes to infinity and the corresponding copula tail density, as are showed in the next theorem.
The proofs of both Proposition 3.1 and Theorem 3.2 are detailed in the Appendix.
Theorem 3.2. Let Y denote a random vector having the skew-elliptical density fY (·) specified by (2.5)
or (2.6) with Σ = (σij), where σii = 1, 1 ≤ i ≤ d, and univariate marginal density distributions f1, . . . , fd.
Assume that the density generator gd+1 ∈ RV−α, α > (d+ 1)/2.
1. f1, . . . , fd are right-tail equivalent in the sense of (2.11).
2. For any w > 0,
λU (w; 1) = λ(a
1/γ
1 w
−1/γ
1 , . . . , a
1/γ
d w
−1/γ
d )|J(a
1/γ
1 w
−1/γ
1 , . . . , a
1/γ
d w
−1/γ
d )|, (3.2)
where γ = 2α− d− 1 > 0, and
λ(w) = 2K|Σ|−1/2
∫ wθ⊤
−∞
(r2 +wΣ−1w⊤)−αdr, ai =
∫ θ¯i
−∞
(r2 + 1)−αdr∫ θ¯1
−∞(r
2 + 1)−αdr
, (3.3)
where θ¯i = δi/(1− δ
2
i )
1/2, for 1 ≤ i ≤ d, θ is defined in (2.4), and K is a positive constant.
The constant K in (3.3) exhibits flexibility of the limiting decay rate expression of tail density λ(·), and
can be determined in practice (see Section 4.2). Note that the lower tail density of the skew-elliptical copula
can be obtained from the upper tail density of [−X|X0 > 0]. The following corollary is immediate.
Corollary 3.3. Let Y denote a random vector having the skew-elliptical density fY (·) specified by (2.5)
or (2.6) with Σ = (σij), where σii = 1, 1 ≤ i ≤ d, and univariate marginal density distributions f1, . . . , fd.
Assume that the density generator gd+1 ∈ RV−α, α > (d+ 1)/2.
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1. f1, . . . , fd are left-tail equivalent in the sense of
fi(t) ∼ aif1(t), as t→ −∞, ai =
∫ −θ¯i
−∞ (r
2 + 1)−αdr∫ −θ¯1
−∞
(r2 + 1)−αdr
, 1 ≤ i ≤ d, (3.4)
where θ¯i = δi/(1− δ
2
i )
1/2, 1 ≤ i ≤ d.
2. For any w > 0, λL(w; 1) has the same form as the right-hand side of (3.2) with ai from (3.4),
γ = 2α− d− 1 > 0, and
λ(w) = 2K|Σ|−1/2
∫ −wθ⊤
−∞
(r2 +wΣ−1w⊤)−αdr, (3.5)
where θ = δΣ−1/(1− δΣ−1δ⊤)1/2, and K is a positive constant.
Remark 3.1. 1. If δ = 0, then θ = 0 and thus fY (·) = fX(·;µ,Σ) (see (2.5)). In this case, (3.3)
becomes
λ(w) = 2K|Σ|−1/2
∫ ∞
0
(r2 +wΣ−1w⊤)−αdr, ai =
∫∞
0
(r2 + 1)−αdr∫∞
0
(r2 + 1)−αdr
= 1, 1 ≤ i ≤ d,
which, together with (3.2), present the tail density of the (symmetric) elliptical copula.
2. The skewness vector δ ≥ 0 may not imply that θ ≥ 0 since θ is a linearly transformed skewness
vector. If, however, θ ≥ 0, then it follows from (3.3) and (3.5) that the skew-elliptical distribution has
a heavier joint upper tail than the joint lower tail.
Applying (2.2) to the generator gd+1, we have that
∫∞
0
r(d+1)/2−1gd+1(r)dr < ∞, which yields the tail
estimates: as t→∞,
gd+1(t) ≤ κ t
−(d+1)/2−ǫ/2, or gd+1(t
2) ≤ κ t−(d+1)−ǫ, for a small ǫ > 0, (3.6)
where κ is a constant. If gd+1 ∈ RV−α, α > (d+1)/2, as we assume in Theorem 3.2, then the condition (3.6)
is satisfied. Since regular variation with tail index α > (d+1)/2 is stronger than the tail estimate (3.6), this
tail estimate is not used in Theorem 3.2, but it is needed in the Gumbel case.
The following definition is needed for the next proposition.
Definition 3.1. A Borel-measurable function g : [0,∞)→ R+ is said to be in the d-dimensional quadratic
max-domain of attraction for the Gumbel distribution with auxiliary function m(·) if for any d× d positive-
definite matrix Q and for any x ∈ Rd+,
g
(
[t1+m(t)x]Q[t1+m(t)x]⊤
)
∼ g
(
t21Q1⊤
)
exp{−xQ1⊤}, as t→∞, (3.7)
for some self-neglecting function m(·); that is, m(t+m(t)x) ∼ m(t), as t→∞.
Note that (3.7) essentially means that the function g(xQx⊤), x ∈ Rd+, is in a multivariate max-domain
of attraction for the Gumbel distribution. For example, the density generator of the multivariate normal
distribution is given by g(x) = (2π)−d/2 exp{−x/2}, which satisfies (3.7), with auxiliary function m(t) = t−1,
t > 0.
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Proposition 3.4. Let Y denote a random vector with skew-elliptical density fY (·) specified by (2.5) or
(2.6) having univariate marginal density distributions f1, . . . , fd. If the density generator gd+1 is in the
(d+1)-dimensional quadratic max-domain of attraction for the Gumbel distribution with auxiliary function
m(·), then for any w ∈ Rd+,
fY
(
t1+m(t)w
)
∼

2|Σ|−1/2gd
(
t21Σ−11⊤
)
exp{−wΣ−11⊤}, if 1θ⊤ > 0
|Σ|−1/2gd
(
t21Σ−11⊤
)
exp{−wΣ−11⊤}, if 1θ⊤ = 0
2|Σ|−1/2
∫ t1θ⊤
−∞
gd+1
(
r2 + t21Σ−11⊤
)
dr exp{−wΣ−11⊤}, if 1θ⊤ < 0
(3.8)
as t→∞.
The proof can be found in the Appendix. The rapid variation of the density generator yields the asymp-
totics (3.8), which provides the decay rate of fY (t1 +m(t)w) as t goes to infinity and the corresponding
copula tail density. Note that in contrast to regularly varying decay of fY (·) in Theorem 3.2, the decay
of fY (·) in Proposition 3.4 is faster because t1+m(t)w moves more slowly, as compared to scaling tw, to
infinity.
Theorem 3.5. Let Y denote a random vector having the skew-elliptical density fY (·) specified by (2.5)
or (2.6) with Σ = (σij), where σii = 1, 1 ≤ i ≤ d, and univariate marginal density distributions f1, . . . , fd.
Assume that the density generator gd+1 is in the (d + 1)-dimensional quadratic max-domain of attraction
for the Gumbel distribution with auxiliary function m(·). Let θ¯i = δi/(1− δ
2
i )
1/2, 1 ≤ i ≤ d.
1. If θ¯i ≥ 0, 1 ≤ i ≤ d, then f1, . . . , fd are right-tail equivalent in the sense of (2.11).
2. If θ¯i < 0, 1 ≤ i ≤ d, then f1, . . . , fd are right-tail equivalent in the sense of (2.11), provided that
θ¯1 = · · · = θ¯d.
3. In the cases of (1) and (2) above, for any w > 0,
λU (w;κU ) = λ(− ln(w1/a1), . . . ,− ln(wd/ad))|J(− ln(w1/a1), . . . ,− ln(wd/ad))| (3.9)
where κU = 1Σ
−11⊤ > 0 and
λ(w) =
{
2|Σ|−1/2 exp{−wΣ−11⊤}, if 1θ⊤ > 0 or 1θ⊤ < 0,
|Σ|−1/2 exp{−wΣ−11⊤}, if 1θ⊤ = 0,
(3.10)
with θ defined in (2.4).
The proof is detailed in the Appendix. The lower tail density of the skew-elliptical copula can be obtained
from the upper tail density of [−X|X0 > 0], as is shown in the following corollary.
Corollary 3.6. Let Y denote a random vector having the skew-elliptical density fY (·) specified by (2.5)
or (2.6) with Σ = (σij), where σii = 1, 1 ≤ i ≤ d, and univariate marginal density distributions f1, . . . , fd.
Assume that the density generator gd+1 is in the (d + 1)-dimensional quadratic max-domain of attraction
for the Gumbel distribution with auxiliary function m(·).
1. f1, . . . , fd are left-tail equivalent in the sense of
fi(t) ∼ aif1(t), as t→ −∞, 1 ≤ i ≤ d, (3.11)
if θ¯i = δi/(1 − δ
2
i )
1/2 ≤ 0, 1 ≤ i ≤ d. In addition, f1, . . . , fd are left-tail equivalent in the sense of
(3.11) if θ¯1 = · · · = θ¯d > 0.
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2. For any w > 0, λL(w;κL) has the same form as the right-hand side of (3.9) with ai from (3.11),
κL = 1Σ
−11⊤ > 0, and λ(w) is the same as (3.10).
Remark 3.2. 1. The conditions on θ¯i, 1 ≤ i ≤ d, such as having the same sign, are needed in Theorem
3.5 (Corollary 3.6) to ensure the univariate margins are right-tail (left-tail) equivalent in deriving
tail densities for multivariate maximums (minimums) in the upper orthant (lower orthant) of Rd.
In deriving tail densities for multivariate extremes in another orthant of Rd, the marginal skewness
parameters θ¯i have different signs to ensure tail equivalence of univariate margins in that orthant.
This problem is equivalent to analyzing multivariate extremes in the upper or lower orthant of Rd after
orthogonal transforms and the corresponding tail density can then be derived from Theorem 3.5 or
Corollary 3.6.
2. If δ = 0, then θ = 0 and thus fY (·) = fX(·;µ,Σ) (see (2.5)). In this case, (3.9) becomes that
λU (w;κU ) = λ(− ln(w1), . . . ,− ln(wd))|J(− ln(w1), . . . ,− ln(wd))|
where κU = 1Σ
−11⊤ > 0 and λ(w) = |Σ|−1/2 exp{−wΣ−11⊤}, for any w > 0. It is evident from the
proof of Proposition 3.4 (see (A.10)) that even the case that θ⊤ ≥ 0 with only some θi = 0 is still
covered in Theorem 3.5 (1) and (3).
3. In contrast to the heavy tail case, if θ ≥ 0, then the upper tail density and lower tail density are the
same (see Remark 3.1 (2)). Furthermore, since
|J(− ln(w1/a1), . . . ,− ln(wd/ad))| = |J(− ln(w1), . . . ,− ln(wd))|, ∀ w > 0,
the tail density of a skew-elliptical copula is proportional to that of the symmetric elliptical copula
with the same dispersion matrix Σ, and the proportional constant is given by
2 exp{−(lna1, . . . , ln ad)Σ
−11⊤},
that depends only on θ¯i, 1 ≤ i ≤ d.
Note that bivariate tail dependence parameters have been obtained in [15, 25] for elliptical distributions
and in [10, 22] for skew-t distributions. In contrast, our method focuses on the densities, that have explicit
forms for the symmetrical and asymmetrical cases of elliptical distributions. The explicit density expressions
allow us to obtain tail densities of skew-elliptical distributions, from which tail dependence parameters are
obtained as integrals of the tail densities; see Example 4.1. In the heavy tail (regular variation) case, the
insights on multivariate margins and generators obtained from [13, 25, 10] are all shared by analysis using our
method. Importantly, our results shine more light into the importance of regular variation in the asymmetric
setting for skew-elliptical distributions [10]; that is, regular variation is crucial in the emergence and presence
of noticeably distinct upper and lower tail dependence for skew-elliptical distributions due to the skewness
on slowly decayed tails. The techniques of this paper can be used for other families of multivariate densities
which have special structural representations.
4. Tail densities of skew-normal copula and skew-t copula
In this section, it is shown how the theory of Section 3 is applied to some skew-normal and skew-t
distributions. The results obtained in Section 3 cover the case of symmetric, elliptical copulas, and also cover
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the situations that the tail densities of skew-elliptical distributions are asymptotically proportional to the tail
densities of symmetric, elliptical distributions within a subcone in Rd. Intuitively, if F ((ty − µ)θ⊤; gq(ty))
for y ∈ Rd+ in (2.5) converges, as t→∞, to a constant that does not depend y, then deriving the expression
of the skew tail density boils down to finding the tail density of a symmetric, elliptical distribution. This
especially applies to various versions of skew-normal distributions.
4.1. Tail densities of skew-normal distributions
Let X = (Z0, Z1, . . . , Zd) be a random vector with (d + 1)-dimensional normal distribution having the
mean vector of zeros and the positive-definite correlation matrix
µ∗ = (0, 0, . . . , 0), Σ∗ =
(
1 δ
δ⊤ Σ
)
where δ = (δ1, . . . , δd), and the d × d positive-definite submatrix Σ = (σij) with σii = 1, 1 ≤ i ≤ d. The
density generator is given by gd+1(x) = (2π)
−(d+1)/2 exp{−x/2} that satisfies that
gd(x) = 2
∫ ∞
0
gd+1(r
2 + x)dr, x ≥ 0.
A multivariate skew-normal distribution is the distribution of (Y1, . . . , Yd) = [(Z1, . . . , Zd)|Z0 > 0]; see [4]
for details on the properties and application of skew-normal distributions.
It follows from (2.4) that gq(y)(s) = (2π)
−1/2 exp{−s/2}, θ¯i = δi/(1− δ
2
i )
1/2, 1 ≤ i ≤ d, and
θ = (θ1, . . . , θd) =
δΣ−1
(1− δΣ−1δ⊤)1/2
.
For example, in the bivariate case, for any −1 < ρ < 1,
Σ =
(
1 ρ
ρ 1
)
, Σ−1 =
1
1− ρ2
(
1 −ρ
−ρ 1
)
. (4.1)
The i-th univariate marginal density of Yi is given by
fYi(y) = 2φ(y)Φ(θ¯iy), θ¯i = δi/(1− δ
2
i )
1/2, 1 ≤ i ≤ d,
where φ(·) denotes the standard normal density and Φ(·) denotes the standard normal cumulative distribution
function. The joint density of (Y1, . . . , Yd) is given by
fd(y1, . . . , yd) = 2φd(y1, . . . , yd; Σ)Φ
( d∑
i=1
θiyi
)
(4.2)
where φd(·; Σ) is the d-dimensional normal density with the mean vector of zeros and correlation matrix Σ.
Assume that θ ≥ 0 and θ¯i ≥ 0, 1 ≤ i ≤ d, and we consider the joint upper tail to illustrate our results.
The marginal densities are tail equivalent in the sense of (2.11), with for i > 1,
a1 = 1, ai = lim
y→∞
[fYi(y)/fY1(y)] =

1 if θ¯1 = θ¯i = 0 or min{θ¯1, θ¯i} > 0
1/2 if θ¯1 > 0 and θ¯i = 0
2 if θ¯1 = 0 and θ¯i > 0.
(4.3)
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Observe also that the density generator gd+1(x) = (2π)
−(d+1)/2 exp{−x/2} satisfies (3.7), with auxiliary
function m(t) = t−1, t > 0. By Theorem 3.5, the upper tail density of (Y1, . . . , Yd) is given by
λ(w1, . . . , wd) = lim
t→∞
fd(t+m(t)w1, . . . , t+m(t)wd)
gd((t, . . . , t)Σ−1(t, . . . , t)⊤)
=
{
2|Σ|−1/2 exp{−(w1, . . . , wd)Σ
−1(1, . . . , 1)⊤}, if max{θ1, . . . , θd} > 0
|Σ|−1/2 exp{−(w1, . . . , wd)Σ
−1(1, . . . , 1)⊤}, if θ1 = · · · = θd = 0.
Note that in the case that max{θ1, . . . , θd} > 0, Φ
(
t
∑d
i=1 θiyi
)
in (4.2) converges to 1 as t → ∞ for any
(y1, . . . , yd) > 0, and thus fd(y1, . . . , yd) ∼ 2φd(y1, . . . , yd; Σ) when (y1, . . . , yd) moves to positive infinity.
In the bivariate case, when (δ1, δ2) ≥ (0, 0) and ρ ≥ 0, then the upper tail density can be written explicitly
as
λ(w1, w2) =
{
2(1− ρ2)−1/2 exp{−(w1 + w2)/(1 + ρ)}, if θ1 > 0 or θ2 > 0
(1− ρ2)−1/2 exp{−(w1 + w2)/(1 + ρ)}, if θ1 = θ2 = 0.
(4.4)
The upper tail order κU = (1, 1)Σ
−1(1, 1)⊤ = 2/(1+ ρ), and from Theorem 3.5, the upper tail density of the
bivariate skew-elliptical copula is given by
λU (w1, w2;κU ) =
{
2(1− ρ2)−1/2a
−1/(1+ρ)
2 (w1w2)
−ρ/(1+ρ), if θ1 > 0 or θ2 > 0
(1 − ρ2)−1/2(w1w2)
−ρ/(1+ρ), if θ1 = θ2 = 0,
where a2, given by (4.3), depends on skewness parameters δ1, δ2. For the joint lower tail, we need to have
left-tail equivalence in applying Corollary 3.6, and thus we need to assume furthermore that δ1 = δ2, which
implies that a1 = a2 = 1. In this case, κL = 2/(1 + ρ) and the lower tail density is given by
λL(w1, w2;κU ) =
{
2(1− ρ2)−1/2(w1w2)
−ρ/(1+ρ), if θ1 = θ2 > 0
(1− ρ2)−1/2(w1w2)
−ρ/(1+ρ), if θ1 = θ2 = 0.
4.2. Tail densities of skew-t distributions
Let X = (Z0, Z1, . . . , Zd) be a random vector with (d + 1)-dimensional (central) t distribution having
the mean vector of zeros and the positive-definite dispersion matrix
µ∗ = (0, 0, . . . , 0), Σ∗ =
(
1 δ
δ⊤ Σ
)
where δ = (δ1, . . . , δd), and the d × d positive-definite submatrix Σ = (σij) with σii = 1, 1 ≤ i ≤ d. The
density generator is given by
gd+1(x) = k(ν, d+ 1)
(
ν + x
)−(ν+d+1)/2
where k(ν, d+ 1) is a constant defined as
k(ν, d+ 1) =
Γ
(
(ν + d+ 1)/2
)
νν/2
Γ
(
ν/2
)
π(d+1)/2
, ν > 0, d ≥ 0,
that depends only on the degree of freedom ν and dimensionality d+1. A multivariate skew-t distribution is
the distribution of (Y1, . . . , Yd) = [(Z1, . . . , Zd)|Z0 > 0]; see [8] for details on the properties and application
of skew-t distributions.
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For skewness towards the joint upper tail, we assume again that θ¯i = δi/(1− δ
2
i )
1/2 ≥ 0, 1 ≤ i ≤ d, and
(θ1, . . . , θd) =
δΣ−1
(1− δΣ−1δ⊤)1/2
≥ 0.
It follows from (2.6) that for y = (y1, . . . , yd) > 0,
f(y1, . . . , yd) = 2|Σ|
−1/2k(ν, d+ 1)
∫ ∑d
i=1 θiyi
−∞
(
ν + r2 + yΣ−1y⊤
)−(ν+d+1)/2
dr.
Observe that gd+1 ∈ RV−(ν+d+1)/2, where α = (ν + d + 1)/2 > (d + 1)/2, and thus by Theorem 3.2, the
marginal densities of Yi = (Zi|Z0 > 0), 1 ≤ i ≤ d, are tail equivalent with ai, 1 ≤ i ≤ d, specified in (3.3).
In the case that all the skewness parameters are equal and positive; that is, δ1 = · · · = δd =: δ > 0, we
have that ai = 1 for 1 ≤ i ≤ d. In this case, let θ¯ = δ1/(1− δ
2
1)
1/2 > 0, and the upper tail density of the
skew-t distribution is given by
λ(w) = 2K|Σ|−1/2
∫ wθ⊤
−∞
(r2 +wΣ−1w⊤)−(ν+d+1)/2dr,
and the constant K= K1 is given by
K1 =
(
2
Γ
(
(ν + 1)/2
)
ν(ν−2)/2
Γ
(
ν/2
)
π1/2
Tν+1
(
θ¯(ν + 1)1/2
))−1
=
Γ
(
ν/2
)
π1/2
2Γ
(
(ν + 1)/2
)
ν(ν−2)/2Tν+1
(
θ¯(ν + 1)1/2
) (4.5)
where Tν+1(·) is the cumulative distribution function of the t distribution with ν +1 degrees of freedom. In
the symmetrical case, θ = 0, and the tail density becomes
λ(w) = K|Σ|−1/2
∫ +∞
−∞
(r2 +wΣ−1w⊤)−(ν+d+1)/2dr.
The upper tail density of the skew-t copula is given by
λU (w; 1) = 2K|Σ|
−1/2
(1
ν
)d( d∏
i=1
wi
)−1/ν−1 ∫ w−1/νθ⊤
−∞
(r2 +w−1/νΣ−1(w−1/ν)⊤)−(ν+d+1)/2dr
where w−1/ν = (w
−1/ν
1 , . . . , w
−1/ν
d ) > 0. The lower tail density of the skew-t copula is different only in the
upper limit of the integral, and given by
λL(w; 1) = 2K|Σ|
−1/2
(1
ν
)d( d∏
i=1
wi
)−1/ν−1 ∫ −w−1/νθ⊤
−∞
(r2 +w−1/νΣ−1(w−1/ν)⊤)−(ν+d+1)/2dr,
with all the same variables as that in the upper tail case.
Example 4.1. In contrast to skew-normal distributions, skewness parameters affect tail dependence pa-
rameters significantly for the multivariate t distributions due to slower heavy tail decays. To illustrate this
and also the fact that our results match the results reported in [10, 22], we consider the calculations of
bivariate tail dependence parameters. For a bivariate skew-t density with δ1, δ2 that are compatible with ρ,
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θ1 = (δ1 − ρδ2)/D and θ2 = (δ2 − ρδ1)/D where D = [(1− ρ
2)(1− ρ2− δ21 − δ
2
2 +2δ1δ2ρ)]
1/2. The density of
(Y1, Y2) can be written as
f(y1, y2) = 2t2,ν(y1, y2; ρ)Tν+2
(
(θ1y1 + θ2y2)
[ ν + 2
ν + (y21 + y
2
2 − 2ρy1y2)/(1− ρ
2)
]1/2)
,
where Σ is given by (4.1), Tν+2(·) is the cumulative distribution of the t distribution with ν + 2 degrees of
freedom, and the bivariate t density is given by
t2,ν(y1, y2; ρ) = (1 − ρ
2)−1/2
1
2π
(
1 +
y21 + y
2
2 − 2ρy1y2
(1− ρ2)ν
)−(ν+2)/2
.
When i = 1, 2, the i-th marginal skew-t density has the estimate at infinity,
fi(y) ∼ 2
Γ
(
(ν + 1)/2
)
ν(ν−2)/2
Γ
(
ν/2
)
π1/2
νy−(ν+1)Tν+1
(
δi(ν + 1)
1/2(1− δ2i )
1/2
)
and the i-th marginal survival function has the estimate,
F i(y) ∼ 2
Γ
(
(ν + 1)/2
)
ν(ν−2)/2
Γ
(
ν/2
)
π1/2
y−νTν+1
(
δi(ν + 1)
1/2(1 − δ2i )
1/2
)
.
The common tail index is γ = ν with a1 = 1,
a2 := lim
y→∞
f2(y)
f1(y)
=
Tν+1(δ2[ν + 1]
1/2[1− δ22 ]
1/2)
Tν+1(δ1[ν + 1]1/2[1− δ21 ]
1/2)
.
With K1 given by (4.5), the bivariate skew-t density has the following tail density at infinity:
λ(w1, w2) = lim
t→∞
f(tw1, tw2)
t−(ν+2)K−1
= K1(1− ρ
2)(ν+1)/2π−1ν(ν+2)/2
(
w21 + w
2
2 − 2ρw1w2
)−(ν+2)/2
·Tν+2
(
(θ1w1 + θ2w2)
[ (ν + 2)(1− ρ2)
(w21 + w
2
2 − 2ρw1w2)
]1/2)
,
which is consistent with Theorem 3.2. Let
K∗ =
(1 − ρ2)(ν+1)/2ν2Γ(ν/2)
2π1/2Γ([ν + 1]/2)Tν+1
(
δ1[ν + 1]1/2[1− δ21 ]
1/2
) ,
be a constant with fixed δ1, δ2, ρ, ν, and then, for r > 0 and 0 ≤ ω ≤ π/2, the tail density can be rewritten
as
λ(r cosω, r sinω) = K∗r−(ν+2)(1− 2ρ cosω sinω)−(ν+2)/2
·Tν+2
( (θ1 cosω + θ2 sinω)√(ν + 2)(1− ρ2)
(1 − 2ρ cosω sinω)1/2
)
:= h(ω) r−(ν+2).
The tail density of the bivariate skew-t copula has tail order κU = 1 and slowly varying function ℓU (·) = 1.
With transform to polar coordinates s1 = r cosω, s2 = r sinω, and ζ := arctan{a
1/ν
2 }, the bivariate upper
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tail dependence parameter (see [18, 16]) can then be calculated as follows,
bU (1, 1) = lim
u→0+
P(F 1(X1) > 1− u, F 2(X2) > 1− u)
u
=
∫ 1
0
∫ 1
0
λU (w1, w2)dw1dw2
=
∫ ∞
a
1/ν
1
∫ ∞
a
1/ν
2
λ(s1, s2)ds1ds2
=
∫ ζ
0
∫ ∞
a
1/ν
2
/ sinω
λ(r cosω, r sinω) rdrdω +
∫ π/2
ζ
∫ ∞
a
1/ν
1
/ sin(π/2−ω)
λ(r cosω, r sinω) rdrdω
=
∫ ζ
0
∫ ∞
a
1/ν
2
/ sinω
h(ω) r−(ν+2) rdrdω +
∫ π/2
ζ
∫ ∞
a
1/ν
1
/ sin(π/2−ω)
h(ω) r−(ν+2) rdrdω
= a−12 ν
−1
∫ ζ
0
h(ω)(sinω)νdω + ν−1
∫ π/2
ζ
h(ω)[sin(π/2− ω)]νdω.
For the lower tail dependence parameter, use the above expression with (δ1, δ2) replaced by (−δ1,−δ2) and
(θ1, θ2) replaced by (−θ1,−θ2). The calculations via this formula match the results reported in [10, 22] (see
also [23]). However our expressions for the tail dependence parameters have simpler geometric forms and
the limits of the integrands are finite. More importantly, our expressions illustrate how the tail dependence
parameters are affected by skewness via the transform θ1w1 + θ2w2 on the tail densities in the heavy tail
case. The density plots in [26] of the bivariate skew-t copula with standard normal margins provide an idea
of how the skewness parameter affects the relative magnitude of the upper and lower tail densities. 
4.3. Tail densities of bivariate skew-normal distributions of [19]
The method developed in this paper can be applied to the situation where the conditioning variable
X0 in (2.6) can be an elliptically distributed vector. The method can be also applied to the case that
the distribution can be a mixture of skew-elliptical distributions. Instead of developing such a formula,
we consider the general version of the multivariate skew-normal distributions introduced in [19], that can
have different skewness parameters for different variables. We only illustrate the case where the univariate
marginal distributions are the same.
Let (Z1, Z2) have a bivariate normal distribution with zero means, unit variances and correlation ρ ∈
(−1, 1), and let W , independent of (Z1, Z2), have a standard normal distribution. Consider
Yi =
{
Zi, if ηZi > W
−Zi, if ηZi ≤W ,
where η ≥ 0 is the skewness parameter. Note that (Y1, Y2) is a mixture of skew-normal random vectors, with
mixing variable W being random. The univariate marginal densities are
fY1(y) = fY2(y) = 2φ(y)Φ(ηy), i = 1, 2,
where φ(·) denotes the standard normal density and Φ(·) denotes the standard normal cumulative distribution
function. The bivariate density of (Y1, Y2) is given by
f(y1, y2) = 2φ2(y1, y2; ρ)Φ(ηmin{y1, y2}) + 2φ2(y1,−y2; ρ)(Φ(ηy1) + Φ(ηy2)− 1)I{ηy1+ηy2>0},
where φ2(·; ρ) is the density of the bivariate normal distribution with zero means and correlation ρ, and IA
denotes the indicator function of set A. If η = 0, then f(·) becomes the symmetric normal density with
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correlation ρ. If η > 0, then use the auxiliary function m(t) = t−1 and we have
f(t+ y1/t, t+ y2/t) ∼ 2φ2(t+ y1/t, t+ y2/t; ρ) + 2φ2(t+ y1/t,−t− y2/t; ρ), as t→∞.
That is, for the upper tail case, the tail density of (Y1, Y2) is proportional to two normal tail densities. It
then follows from (4.4) that the upper tail density is given by
λ(w1, w2) =
{
1
(1−ρ2)1/2
exp{−(w1 + w2)/(1 + ρ)}, if ρ ≥ 0
1
(1−ρ2)1/2
exp{−(w1 + w2)/(1− ρ)}, if ρ < 0,
That is,
λ(w1, w2) =
1
(1− ρ2)1/2
exp{−(w1 + w2)/(1 + |ρ|)}
and the upper tail order κU = 2/(1 + |ρ|). By Theorem 3.5, the upper tail density of the copula of (Y1, Y2)
is given by
λU (w1, w2;κU ) =
1
(1− ρ2)1/2
(w1w2)
− |ρ|
1+|ρ| ,
where −1 < ρ < 1.
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Appendix A. Proofs
Appendix A.1. Proof of Proposition 3.1
Proof. Note first that α > (d + 1)/2 is equivalent to that the integral in (2.2) is finite for the generator
gd+1. Assume, without loss of generality, that µ = 0. Consider, from (2.6), that for any fixed w > 0,
fY (tw) = 2|Σ|
−1/2
∫ twθ⊤
−∞
gd+1(r
2 + t2wΣ−1w⊤)dr
= 2|Σ|−1/2t
∫ wθ⊤
−∞
gd+1(t
2r2 + t2wΣ−1w⊤)dr
= 2|Σ|−1/2t
∫ ∞
−wθ⊤
gd+1(t
2r2 + t2wΣ−1w⊤)dr
= 2|Σ|−1/2t gd+1(t
2) [A(t) +B(t)] (A.1)
where
A(t) =
∫
{r2+wΣ−1w⊤≤1}∩{−wθ⊤≤r<∞}
gd+1(t
2(r2 +wΣ−1w⊤))
gd+1(t2)
dr
B(t) =
∫
{r2+wΣ−1w⊤>1}∩{−wθ⊤≤r<∞}
gd+1(t
2(r2 +wΣ−1w⊤))
gd+1(t2)
dr.
Since {r : r2 +wΣ−1w⊤ ≤ 1} is compact and wΣ−1w⊤ > 0, the uniform convergence of the integrand in
A(t) for r2 over (wΣ−1w⊤,∞) ensures that we can pass the limit t→∞ through the integral sign in A(t);
that is,
lim
t→∞
A(t) =
∫
{r∈R: r2+wΣ−1w⊤≤1, −wθ⊤≤r<∞}
(r2 +wΣ−1w⊤)−αdr,
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due to the fact that gd+1 ∈ RV−α. To calculate limt→∞B(t), we need to use the Potter bounds (see, e.g.,
[24], page 32). For any sufficiently small ǫ > 0, there exists t0 such that for t ≥ t0 and all r satisfying that
r2 +wΣ−1w⊤ > 1,
(1− ǫ)(r2 +wΣ−1w⊤)−α−ǫ <
gd+1(t
2(r2 +wΣ−1w⊤))
gd+1(t2)
< (1 + ǫ)(r2 +wΣ−1w⊤)−α+ǫ (A.2)
Integrating the functions in (A.2) and taking the limits yield
(1− ǫ)
∫
{r∈R: r2+wΣ−1w⊤>1, −wθ⊤≤r<∞}
(r2 +wΣ−1w⊤)−α−ǫdr (A.3)
≤ lim
t→∞
∫
{r∈R: r2+wΣ−1w⊤>1, −wθ⊤≤r<∞}
gd+1(t
2(r2 +wΣ−1w⊤))
gd+1(t2)
dr = lim
t→∞
B(t)
≤ (1 + ǫ)
∫
{r∈R: r2+wΣ−1w⊤>1, −wθ⊤≤r<∞}
(r2 +wΣ−1w⊤)−α+ǫdr. (A.4)
Since α > 1 and r2 +wΣ−1w⊤ > 1, the Dominated Convergence Theorem implies that the limits of (A.3)
and (A.4) as ǫ→ 0 coincide and thus we have
lim
t→∞
B(t) =
∫
{r∈R: r2+wΣ−1w⊤>1, −wθ⊤≤r<∞}
(r2 +wΣ−1w⊤)−αdr.
Plugging limt→∞ A(t) and limt→∞B(t) into (A.1) yields (3.1). 
Appendix A.2. Proof of Theorem 3.2
Proof. (1) Let Σ = (σij), where σii = 1, 1 ≤ i ≤ d, and δ = (δ1, . . . , δd). Thus, θ¯i = δiσ
−1
ii /(1− δ
2
i σ
−1
ii )
1/2 =
δi/(1− δ
2
i )
1/2, 1 ≤ i ≤ d. It follows from (3.1) that for 1 ≤ i ≤ d,
fi(t) ∼ 2t g2(t
2)
∫ θ¯i
−∞
(r2 + 1)−αdr, as t→∞. (A.5)
Hence, as t→∞,
fi(t)
f1(t)
→
∫ θ¯i
−∞
(r2 + 1)−αdr∫ θ¯1
−∞
(r2 + 1)−αdr
=: ai, 1 ≤ i ≤ d.
That is, f1, . . . , fd are right-tail equivalent in the sense of (2.11).
(2) We first claim that gd+1 ∈ RV−α implies that gd ∈ RV−α+1/2, where gd is the density generator of a
d-dimensional margin of Ed+1(µ
∗,Σ∗, gd+1). This follows from the Tauberian theorem on Stieltjes transforms
of regular variation (see Section 1.7 in [7]) and rewriting (2.3) as follows,
gd(s) =
∫ ∞
s
(r − s)−1/2gd+1(r)dr = 2
∫ ∞
0
gd+1(r + s)dr
1/2.
Using this property d − 1 times, we have that g2 ∈ RV−α+(d−1)/2. Note that if d is odd, then g2 ∈
RV−α+(d−1)/2 also follows directly from Karamata’s theorem (see page 25 in [24]) and the recursive expression
obtained in page 37 in [9].
It follows from (A.5) that fi ∈ RV−2α+d, and this and Karamata’s theorem imply that F i ∈ RV−2α+d+1.
Compare (3.1) to (2.12), we have
1− 2α = −d+ (−2α+ d+ 1)κU ,
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which implies that κU = 1. Let V (t) := t
d+1gd+1(t
2)/K ∈ RV−γ , for some constant K > 0, where
γ = 2α− d− 1 > 0, and then by Proposition 3.1, the tail density is given by
λ(w) = lim
t→∞
f(tw)
t−dV κU (t)
= 2K|Σ|−1/2
∫ wθ⊤
−∞
(r2 +wΣ−1w⊤)−αdr,
and by (2.12), the tail density of the skew-elliptical copula is given by
λU (w; 1) = λ(a
1/γ
1 w
−1/γ
1 , . . . , a
1/γ
d w
−1/γ
d )|J(a
1/γ
1 w
−1/γ
1 , . . . , a
1/γ
d w
−1/γ
d )|
for any w = (w1, . . . , wd) > 0. 
Appendix A.3. Proof of Proposition 3.4
Proof. Assume, without loss of generality, that µ = 0. Consider, from (2.6), that for any fixed w > 0,
fY
(
t1+m(t)w
)
= 2|Σ|−1/2
∫ [t1+m(t)w]θ⊤
−∞
gd+1
(
r2 + [t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
dr
= 2|Σ|−1/2(A(t) +B(t)), (A.6)
where
A(t) =
∫ t1θ⊤
−∞
gd+1
(
r2 + [t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
dr
B(t) =
∫ [t1+m(t)w]θ⊤
t1θ⊤
gd+1
(
r2 + [t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
dr.
(1) Consider the case that 1θ⊤ > 0. Since
A(t) ≥
∫ t1θ⊤
0
gd+1
(
r2 + [t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
dr, and lim
t→∞
m(t)
t
= 0,
the mean-value theorem, together with the tail decreasing property of gd+1, imply that
|B(t)|
A(t)
≤
m(t)|wθ⊤|
t1θ⊤
→ 0, as t→∞. (A.7)
That is, fY
(
t1+m(t)w
)
∼ 2|Σ|−1/2A(t), as t→∞. With substitution r = ts, we have
A(t) = t
∫
1θ⊤
−∞
gd+1
(
t2s2 + [t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
ds
= t
∫
1θ⊤
−∞
gd+1
(
[t+m(t)× 0, t1+m(t)w]Qs[t+m(t)× 0, t1+m(t)w]
⊤
)
ds
where
Qs =
(
s2 0
0⊤ Σ−1
)
, (A.8)
and 0 is the d-dimensional row vector of zeros. Since gd+1 is in the (d+1)-dimensional quadratic max-domain
of attraction for the Gumbel distribution with auxiliary function m(·), we have for any small ǫ > 0, when t
is sufficiently large,
gd+1
(
[t, t1]Qs[t, t1]
⊤
)
exp{−[0,w]Qs[1,1]
⊤}(1− ǫ)
≤ gd+1
(
[t+m(t)× 0, t1+m(t)w]Qs[t+m(t)× 0, t1+m(t)w]
⊤
)
(A.9)
≤ gd+1
(
[t, t1]Qs[t, t1]
⊤
)
exp{−[0,w]Qs[1,1]
⊤}(1 + ǫ), for any s ∈ R.
17
Observe that exp{−[0,w]Qs[1,1]
⊤} = exp{−wΣ−11⊤}. Taking integrals on expressions in above inequalities
and letting ǫ→ 0 lead to
A(t) ∼ t
∫
1θ⊤
−∞
gd+1
(
[t, t1]Qs[t, t1]
⊤
)
exp{−wΣ−11⊤}ds
= t exp{−wΣ−11⊤}
∫
1θ⊤
−∞
gd+1
(
t2s2 + t1Σ−1t1⊤
)
ds
= exp{−wΣ−11⊤}
∫ t1θ⊤
−∞
gd+1
(
r2 + t1Σ−1t1⊤
)
dr (A.10)
= exp{−wΣ−11⊤}
[∫ 0
−∞
gd+1
(
r2 + t1Σ−1t1⊤
)
dr +
∫ t1θ⊤
0
gd+1
(
r2 + t1Σ−1t1⊤
)
dr
]
.
Since gd+1 is integrable (see (3.6)), we have∫∞
t1θ⊤ gd+1
(
r2 + t1Σ−1t1⊤
)
dr∫∞
0 gd+1
(
r2 + t1Σ−1t1⊤
)
dr
→ 0, as t→∞.
This implies that ∫ t1θ⊤
0
gd+1
(
r2 + t1Σ−1t1⊤
)
dr ∼
∫ ∞
0
gd+1
(
r2 + t1Σ−1t1⊤
)
dr. (A.11)
Since gd+1
(
r2 + t1Σ−1t1⊤
)
is symmetric in r, we have
A(t) ∼ 2 exp{−wΣ−11⊤}
∫ ∞
0
gd+1
(
r2 + t1Σ−1t1⊤
)
dr
= exp{−wΣ−11⊤}gd
(
t1Σ−1t1⊤
)
,
where the equality follows from (2.3). Therefore,
fY
(
t1+m(t)w
)
∼ 2|Σ|−1/2 exp{−wΣ−11⊤}gd
(
t1Σ−1t1⊤
)
,
as t→∞.
(2) Consider the case that 1θ⊤ = 0. It follows immediately from the mean-value theorem, (3.6) and (2.3)
that |B(t)|/A(t) converges to zero as t→∞. In this situation, (A.6) becomes
fY
(
t1+m(t)w
)
∼ 2|Σ|−1/2A(t),
where
A(t) =
∫ 0
−∞
gd+1
(
r2 + [t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
dr.
It follows from (A.10) that
A(t) ∼ exp{−wΣ−11⊤}
∫ 0
−∞
gd+1
(
r2 + t1Σ−1t1⊤
)
dr =
1
2
exp{−wΣ−11⊤}gd
(
t1Σ−1t1⊤
)
.
That is,
fY
(
t1+m(t)w
)
∼ |Σ|−1/2 exp{−wΣ−11⊤}gd
(
t1Σ−1t1⊤
)
,
as t→∞.
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(3) Consider the case that 1θ⊤ < 0. Note that in this case, [t1+m(t)w]θ⊤ can be smaller than t1θ⊤.
Since m(t)/t → 0 as t → ∞, the estimate on B(t) in (A.7) is still correct. Thus fY
(
t1 + m(t)w
)
∼
2|Σ|−1/2A(t). Using the same idea as in (A.9), we have
fY
(
t1+m(t)w
)
∼ 2|Σ|−1/2 exp{−wΣ−11⊤}
∫ t1θ⊤
−∞
gd+1
(
r2 + t1Σ−1t1⊤
)
dr,
as t→∞. 
Appendix A.4. Proof of Theorem 3.5
Proof. (1) It follows from (2.6) with µ = 0 and (2.3) that if θ¯i = δi/(1− δ
2
i )
1/2, then
fYi(t) = 2
∫ tθ¯i
−∞
g2(r
2 + t2)dr ∼ 4
∫ ∞
0
g2(r
2 + t2)dr = 2g1(t
2), (A.12)
where the tail equivalence follows from the fact that
∫ tθ¯i
0
g2(r
2 + t2)dr ∼
∫∞
0
g2(r
2 + t2)dr for θ¯i > 0 (see
(A.11)). If θ¯i = 0, then
fYi(t) = 2
∫ 0
−∞
g2(r
2 + t2)dr = 2
∫ ∞
0
g2(r
2 + t2)dr = g1(t
2). (A.13)
Thus f1, . . . , fd are right-tail equivalent in the sense of (2.11). If θ¯1 = 0, then for 1 ≤ i ≤ d,
ai =
{
1 if θ¯i = 0
2 if θ¯i > 0.
If θ¯1 > 0, then for 1 ≤ i ≤ d,
ai =
{
1/2 if θ¯i = 0
1 if θ¯i > 0.
(2) In the case that θ¯i < 0, 1 ≤ i ≤ d, we have
fYi(t) = 2
∫ tθ¯i
−∞
g2(r
2 + t2)dr, i = 1, . . . , d. (A.14)
Using L’Hospital’s Rule, fYi(t)/fY1(t) ∼ g2(t
2(θ¯2i + 1))/g2(t
2(θ¯21 + 1))→ ai = 1, as t→∞.
(3) According to (3.8), the marginal density of Yi satisfies that for x > 0,
fYi(t+m(t)x) ∼

2g1(t
2)e−x if θ¯i > 0
g1(t
2)e−x if θ¯i = 0
2
∫ tθ¯i
−∞ g2(r
2 + t2)dre−x if θ¯i < 0.
This, together with (A.12), (A.13) and (A.14), imply that for any 1 ≤ i ≤ d,
fYi(t+m(t)x) ∼ fYi(t)e
−x, x > 0.
Thus the marginal distribution Fi is in the max-domain of attraction of the Gumbel distribution and the
reciprocal hazard rate F 1(t)/f1(t) ∼ F i(t)/fi(t), 1 ≤ i ≤ d, can be taken as m(t), t ≥ 0. We now show that
the density generator gk, k ≤ d, is in the k-dimensional quadratic max-domain of attraction for the Gumbel
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distribution with auxiliary function m(·). Taking integrals with respect to s on the functions in (A.9) and
letting ǫ→ 0 lead to ∫ ∞
0
gd+1
(
r2 + [t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
dr
∼ exp{−wΣ−11⊤}
∫ ∞
0
gd+1
(
r2 + t1Σ−1t1⊤
)
dr, t→∞. (A.15)
It then follows from (2.3) that for any d× d positive-definite matrix Σ−1,
gd
(
[t1+m(t)w]Σ−1[t1+m(t)w]⊤
)
∼ exp{−wΣ−11⊤}gd
(
t1Σ−1t1⊤
)
, t→∞. (A.16)
That is, the density generator gd is in the d-dimensional quadratic max-domain of attraction for the Gumbel
distribution with auxiliary function m(·). The repeated uses of (A.15) and (A.16) yield the fact that the
density generator gk, k ≤ d, is in the k-dimensional quadratic max-domain of attraction for the Gumbel
distribution with auxiliary function m(·). In particular, the function G(t) := gd
(
t1Σ−1t1⊤
)
satisfies that for
any x > 0,
G(t+m(t)x) = gd
(
[t1+m(t)x1]Σ−1[t1+m(t)x1]⊤
)
∼ exp{−x1Σ−11⊤}gd
(
t1Σ−1t1⊤
)
= exp{−x1Σ−11⊤}G(t), as t→∞.
That is, G1/κU (t+m(t)x) ∼ e−xG1/κU (t), t→∞, where κU = 1Σ
−11⊤ > 0. Let
V (t) := md/κU (t)G1/κU (t), t ≥ 0,
and we have V (t + m(t)x) ∼ e−xV (t), t → ∞, and m−d(t)V κU (t) = gd
(
t1Σ−1t1⊤
)
. It now follows from
Proposition 2.2 and (3.8) that
λ(w) := lim
t→∞
f(t+m(t)w1, . . . , t+m(t)wd)
m−d(t)V κU (t)
=
{
2|Σ|−1/2 exp{−wΣ−11⊤}, if 1θ⊤ > 0
|Σ|−1/2 exp{−wΣ−11⊤}, if 1θ⊤ = 0.
The tail density of the copula of Y is then obtained as in (3.9).
In the case that 1θ⊤ < 0. Let G(t) :=
∫ t1θ⊤
−∞ gd+1
(
r2+t1Σ−1t1⊤
)
dr. Using (A.9), the univariate function
G(t) satisfies that
G(t+m(t)x) ∼
∫ t1θ⊤
−∞
gd+1
(
r2 + [t1+m(t)x1]Σ−1[t1+m(t)x1]⊤
)
dr = exp {−x1Σ−11⊤}G(t).
That is, G1/κU (t+m(t)x) ∼ e−xG1/κU (t), t→∞, where κU = 1Σ
−11⊤ > 0. Let
V (t) := md/κU (t)G1/κU (t), t ≥ 0,
and we have that V (t+m(t)x) ∼ e−xV (t), t→∞, and m−d(t)V κU (t) = G(t), and (3.9) follows in this case.

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