Abstract-Rank-constrained optimization problems have received an increasing intensity of interest recently, because many optimization problems in communications and signal processing applications can be cast into a rank-constrained optimization problem. However, due to the nonconvex nature of rank constraints, a systematic solution to general rank-constrained problems has remained open for a long time. In this paper, we focus on a rank-constrained optimization problem with a Schur-convex/concave objective function and multiple trace/log-determinant constraints. We first derive a structural result on the optimal solution of the rank-constrained problem using majorization theory. Based on the solution structure, we transform the rank-constrained problem into an equivalent problem with a unitary constraint. After that, we derive an iterative projected steepest descent algorithm which converges to a local optimal solution. Furthermore, we shall show that under some special cases, we can derive a closed-form global optimal solution. The numerical results show the superior performance of our proposed technique over the baseline schemes.
I. INTRODUCTION

R
ECENTLY there has been a growing interest in optimization problems that involve a rank constraint. This is because many optimization problems in communications and signal processing applications can be cast into a rank-constrained optimization problem. In general, even a simple convex problem can become a very difficult problem with an additional rank constraint. For instance, the rank constraint will make the problem nonconvex and the optimal solution may have an unknown complexity.
There are several fundamental technical challenges involved in solving for a general rank-constrained optimization problem. They are elaborated here.
• Analytical Property of the Rank Function: We know that the function is quasi-concave and subadditive [1] and the convex envelope of on the set is the nuclear norm of The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Gerald Matz.
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Digital Object Identifier 10.1109/TSP.2010.2084997 [2] . However, we still have limited knowledge on the rank function to solve a general rank-constrained optimization problem directly [1] , [3] , [4] .
• Optimality Analysis of Existing Approaches: Although the existing heuristic approaches may be able to generate reasonable solutions in some cases, little is known about how suboptimal the solutions are due to the lack of understanding about the optimal solution. For some specific problems, e.g. the matrix completion problem [5] (which is cast into a rank minimization problem), the authors have presented a priori effectiveness analysis of the convex relaxation. However, for general rank-constrained optimization problems, most of the existing suboptimality analysis are simulation based [4] .
• Unknown Complexity of Brute-force Search:
Brute-force solutions of a rank-constrained problem have enormous complexity. Although specific examples of rank-constrained optimization problems can be solved with specialized algorithms, the general rank-constrained optimization problem is NP-hard. (e.g. the problem considered in [4] is formulated as a rank-constrained problem and proved to be NP-hard.) As a result, a systematic solution to general rank constrained problems has remained open for a long time [6] . A lot of research interests have been devoted to the rank-constrained optimization problems and significant progress has been made for some specific rank-constrained optimization problems. In this paper, we shall address a not-yet studied but meaningful class of rank-constrained optimization problems, namely rank-constrained optimization with a Schur-convex/concave objective function and multiple trace/log-determinant constraints.
One group of widely studied rank-constrained optimization problems is to find the minimum-rank feasible solution within a convex constraint set. 1 A common solution to this group of problems is by approximating the objective rank function with a convex function, either the nuclear norm [1] (nuclear norm heuristic) or the log-determinant function [7] (log-determinant heuristic). However, both of the approaches are in general heuristic and cannot be extended to optimization problems with a general objective function and rank constraints.
Another group of widely studied rank-constrained optimization problems is minimizing a cost function subject to a rank constraint and some other constraints, which is a form much more similar to the problem in this paper. In [8] and [9] , the authors view the constraint set as an embedded submanifold of the smooth manifold and apply the retraction based Riemannian manifold optimization framework to obtain a local optimal solution with an iterative numerical algorithm. The semidefinite programming (SDP) problem on the same constraint set as [8] is also considered in [10] . The authors reformulate the SDP problem by factorizing the optimization variable as with and then apply the classical gradient/steepest descent algorithm in Eucleadian space to obtain a local optimum of the reformulated problem.
Rank relaxation [3] is another popular approach to solve rank-constrained optimization problems in the literature. By rank relaxation, the rank constraint in the original optimization problem is first dropped and low complexity iterative algorithms are used to derive a solution for the relaxed problem. Due to the relaxation, the solution of the relaxed problem may not satisfy the original rank constraint. As a result, a randomization procedure [3] , [4] is proposed to generate a feasible but suboptimal solution. In [11] , the authors consider a rank-constrained problem with linear objective and constraints. By exploiting the special structure of the linear objective function and constraints, some nice results regarding the conditions for the optimality of the relaxed problems as well as a rank deduction method are proposed. However, the framework fails to extend to general rank-constrained optimization problems with nonlinear objectives, nonlinear constraints or arbitrary rank constraints. Please refer to Section II-C for more detail overview of these approaches.
In this paper, we shall attempt to shed some light over the technical challenges of rank-constrained optimization problems. We focus on a rank-constrained optimization problem with a general Schur-convex/concave objective function and multiple trace/log-determinant constraints. We shall illustrate that there are many interesting application examples that can be cast into a special case of our general problem. Using majorization theory [12] , we first derive a structural result on the optimal solution of the rank-constrained problem without relaxation. Based on the solution structure, we transform the rank-constrained optimization problem into an equivalent problem with a unitary constraint which is related to the complex Stiefel manifold. Using the retraction based Riemannian optimization framework, we derive an iterative projected steepest descent algorithm which converges to a local optimal solution of the unitary constrained problem. Under some special cases, we can derive a closed-form global optimal solution. Finally, we shall illustrate the applications of the framework by two examples, namely the Rank-Constrained Noncooperative Game in -pair MIMO Interference Networks and Transmit Covariance Optimization in MIMO Cognitive Radio (CR) Networks. The performance of the proposed solution is compared with various baseline algorithms and we demonstrate significant gains in performance.
The following notations are used in this paper. Uppercase and lowercase boldface denote matrices and vectors, respectively. The superscript denotes Hermitian transpose. , and denote the trace, determinant, and rank operator, respectively.
denotes the vector with the elements the same as the diagonal elements of the matrix and denotes the diagonal matrix with the diagonal elements the same as the elements of the vector .
denotes an zero matrix. , , and denote the real number space, nonnegative real number space, complex matrix space, and Hermitian matrix space, respectively.
II. RANK-CONSTRAINED SCHUR-CONVEX OPTIMIZATION PROBLEMS
In this section, we shall first define a general rank-constrained Schur-convex optimization problem with a Schur-convex/concave objective function and multiple trace/log-determinant constraints. We shall then illustrate with a few application examples why such a problem is interesting and of practical value. Finally, we shall briefly summarize the existing approach to solve this problem in the literature.
A. Problem Formulations
We first introduce the following definitions regarding the objective function. The general rank-constrained optimization problem we consider in this paper is mathematically formulated as follows:
The objective function is , where is the matrix variable, is nonsingular, , denotes the vector composed by the diagonal elements of matrix and is a Schur-convex/concave function satisfying . Note that a Schur-concave/convex function in general is not concave/convex. The objective function we consider in fact covers a wide range of commonly used optimization objectives in practical systems. We illustrate a few examples:
• Trace Minimization is both Schur-concave and Schur-convex with respect to the diagonal elements of 2 and satisfies for . Many optimization problems in communication and signal processing field can be formulated as trace minimization problems.
-The objective in a transmit power minimization problem is usually written as by setting and . -The objective in an interference leakage minimization problem is written as by setting and , where is the transmit covariance and is the cross channel fading matrix.
• Mutual Information Maximization: The objective in a mutual information maximization problem can be written as , by setting and , where is the transmit covariance, is the channel fading matrix, and is the covariance matrix of noise. Obviously and it is proved in [14] that the maximization of mutual information is equivalent to the minimization of the determinant of the mean square error (MSE) matrix, which is a Schur-concave function of the diagonal elements of the MSE matrix. Constraints (2) represent general log-determinant (data rate) constraints. Constraints (3) represent a couple of linear constraints, namely the trace constraints, which correspond to a wide range of applications in wireless communications such as the transmit power constraint and the interference leakage constraints. Constraint (4) and (5) correspond to the semidefinite positive constraint and the rank constraint, respectively, on the matrix variable . There are two physical justifications for the rank constraint in (P1):
• Besides the multiplexing gain MIMO techniques also provide the advantage of transmit diversity by restricting the number of transmit data streams. In some applications on MIMO communications, the data streams at each transmitter can be restricted to be less than the number of transmit antennas, i.e., , to provide transmit diversity.
• Recent works on interference management have demonstrated that constraining the number of data streams at each transmitter could boost the system throughput in interference network. For example, interference alignment proposed in [15] , which only use half dimensions at each link, is proved to achieve the optimal degree-of-freedom in -pair interference channels. The authors in [16] showed that by imposing limits on the number of independent data streams, one could improve the system throughput significantly.
B. Application Examples and Scenarios
In this section, we shall explain why (P1) is an important problem. For instance, there are a number of interesting application scenarios where the associated optimization problem is a special case of (P1). We shall elaborate two application scenarios.
1) Rank-Constrained Noncooperative Game in -Pair MIMO Interference Networks: Consider a -pair MIMO interference channel with multi-antenna transmit-receive pairs as shown in Fig. 1 . The th transmitter and receiver are assumed to have and antennas, respectively. The received signal of each link is modeled by (6) where is the user index, is the received signal at the th receiver, is the channel fading matrix from the th transmitter to the th receiver, is the additive white Gaussian noise (AWGN) at the th receiver. Treating interference as noise, the mutual information of the each link is given by , where is the transmit covariance matrix at the th transmitter, is the set of all the transmitters' covariance matrices except the th one and is the covariance matrix of the total interference and noise at the th receiver. One could formulate the covariance optimization of the transmitters as a noncooperative interference game. Specifically where is the set of players (i.e., the transmitters);
is the payoff function of th player defined in (6) and is the set of admissible strategies for th player, defined as
The Nash Equilibrium (NE) of the game is formally defined as follows.
Definition 4:
A pure strategy profile is a Nash Equilibrium of game if , , . To achieve the NE, a well-known algorithm is the best-response updates [17] . The best-response covariance matrix of the th transmitter is given by the following optimization problem:
The above best-response problem (P2) is a special case of (P1). For instance, the constraint (8) represents the standard transmit power constraint which is a special case of (3) with . Furthermore, constraint (2) in (P1) is inactive by setting .
2) Transmit Covariance Optimization in MIMO Cognitive Radio (CR) Networks:
Consider a CR network with primary users and a secondary user sharing a spectrum in an overlay approach as illustrated in Fig. 2 , we shall design the transmit covariance at the secondary transmitter so as to maximize its transmit rate while satisfying the interference leakage constraints 3 induced at the primary receivers. Specially, this can be formulated as follows: (11) (12) (13) (14) (15) where constraints (12) represent the interference leakage constraints at the primary receivers, constraints (13) represents the transmit power constraint at the secondary transmitter and constraints (14) and (15) represent the limits on the number of data streams at the secondary transmitter. Alternatively, one can formulate the transmit covariance matrix optimization to minimize the total interference power at the L primary receivers subject to the Quality-of-Service (QoS) constraint [(2) in (P1)] of the secondary user as well as the rank constraint [(4) and (5) (20) Note that both (P3) and (P4) are special forms of (P1). 
C. A Brief Overview of Existing Rank-Constrained Optimization Techniques 1) Rank-Minimization Problems:
A rank-minimization problem as follows is widely studied and has broad applications, e.g., matrix completion, low-dimensional metric embedding and compressed sensing [1] , [2] , [7] In [1] and [2] , the authors approximate the objective rank function with the nuclear norm 4 of based on the fact the nuclear norm is the convex envelope 5 of the rank function , where is the bound of the maximum singular value of all the feasible and denotes the nuclear norm. In [7] , the authors approximate the objective rank function with the log-determinant function ( is a sufficient small constant), which is a smooth surrogate for the rank function. Both of the approaches heuristically convexify the rank-minimization problems and then apply classical polynomial complexity iterative algorithms to solve the approximated optimization problem. However, when rank functions appear as the constraint in problem (P1) we have no idea which function 6 should be used to approximate the rank constraint.
2) Rank-Constrained Optimization Problems:
In what follows, we shall give an overview of three common approaches to solve the rank-constrained optimization problem.
• Riemannian Manifold Optimization Approaches:
In [8] , the authors consider the minimization of 4 The nuclear norm (also known as trace norm or Ky Fan n-norm) of Q is defined as the summation of all the singular values of Q [18] . 5 The convex envelope of function f (on C) is defined as the largest convex function g such that g(x) f(x), 8x 2 C. The authors in [2] prove that the convex envelope of the function rank(X), on C = fX 2 j (X) 1g, is kXk , where k1 k denotes the nuclear norm. Please refer to [2] for more details. 6 We have the intuition that the nuclear norm and log-determinant function of Q usually get smaller as the rank of Q gets smaller, but given rank(Q) k we don't know how small should the nuclear norm or the log-determinant function of Q be.
over the semidefinite positive fixed-rank constraint set . In [9] , the authors consider a minimization problem over the nondefinite low-rank constraint set . By exploiting the fact that both of the constraint sets in [8] and [9] are embedded submanifolds of the smooth manifold , the authors in [8] and [9] view the problems as unconstrained optimization problems on smooth Riemannian manifolds and apply the retraction based Riemannian manifold optimization framework to derive a local optimal solution. The key difference between [8] and [9] is that they involve different Riemannian manifolds, namely the semidefinite positive fixed-rank manifold [8] and the nondefinite low-rank manifold [9] , respectively. Since the retraction in the Riemannian optimization is highly dependent on the specific manifold, the Riemannian optimizers in [8] and [9] search for a local optimum using different retractions. However, for the optimization problem considered in this paper, (P1) has multiple log-determinant and trace constraints which means (P1) can no longer be viewed as an unconstrained Riemannian optimization problem. Furthermore, even without the log-determinant or trace constraints, the retraction associated with the constraint set is unknown.
• Classical Gradient/Steepest Descent Search Approaches: In [10] , the authors consider a SDP problem as follows:
The authors reformulate this problem by substituting the factorization with . After that, the authors apply the classical gradient/steepest descent algorithm in Euclidian space to obtain a local optimum of the reformulated problem. However, this brute-force gradient/steepest descent search cannot exploit the specific property of (P1) especially the Schur-convexity. Note that the methods in [8] , [9] (retraction based Riemannian optimization) and [10] (standard gradient/steepest descent search) do not generalize immediately to the complex-valued case as in (P1) because a nonconstant cost function is not analytic. However, this issue can be solved by defining the gradient for nonanalytic functions as stated in [19] , [20] .
• Rank Relaxation Approaches: In the rank relaxation approaches [3] , [4] , [11] , we first take a relaxation step in which the rank constraint is simply dropped. The relaxed problem of (P1) can be written as Suppose is the optimal solution to the relaxed problem , due to the relaxation, may not satisfy (5) in general. There are two techniques to address this issue: -Randomization technique: In the randomization technique, we eigendecompose and choose as the solution to (P1), where is an randomly generated matrix whose entries satisfy uniform or Gaussian distribution. Please refer to [4] for more details.
-Rank deduction: In [11] , the authors performed a rank deduction procedure on . Using the rank deduction procedure, the authors derived an optimal solution with , where is the number of linear constraints. But this rank deduction technique actually has very limited applications due to the follow two reasons: 1) This technique only apply to problems with linear objective and constraints. Obviously it can not apply to (P1), because our objective is nonlinear in general and has nonlinear constraints (2). 2) This technique cannot produce an optimal solution with arbitrary rank but only less than or equal to the squareroot of the number of linear constraints. So even suppose our objective is linear and we don't have constraints (2) , as long as the number of constraints (3) is larger than , this technique can not work again.
III. STRUCTURAL SOLUTION AND TRANSFORMATION FOR THE RANK-CONSTRAINED PROBLEM
In this section, we shall elaborate on the proposed general solution to the problem (P1). We shall first establish some structural results of the optimal solution without relaxing the rank constraint. Based on the derived structure of the optimal solution, we shall transformed the rank-constrained problem into an equivalent problem with a unitary constraint.
A. Structure of the Optimal Solution
We shall first obtain the structure of the optimal covariance matrix without relaxing the rank constraint in (P1). The main result is summarized in Theorem 1. 7 Theorem 1 (Structure of the Optimal Solution): The optimization problem (P1) is equivalent to the following optimization problem (P5):
The optimal solution to problem (P5), , can diagonalize , and is an optimal solution to (P1 (24) where is the optimal solution which diagonalizes in the following problem with a Schur-concave objective:
is a unitary matrix such that has identical diagonal elements.
Remark 1:
In [14] , the authors studied a Schur-convex optimization problem with a single trace constraint only (neither rank constraints nor multiple incompatible constraints are considered). A similar majorization technique is used to obtain a structural solution of the precoder (diagonalizing the matrix variables in the objective function).
B. Equivalent Problem With a Unitary Constraint
From Theorem 1, the optimal solution structure of consists of two parts, 8 namely unitary matrix and rectangular diagonal matrix . As a result, we shall transform the original rank-constrained optimization problem (P1) (in ) into an equivalent problem with a unitary constraint (in ). Unitary constrained problems can be formulated as optimization problems on the Stiefel manifold [19] , [22] , [23] . We shall first define the complex Stiefel manifold:
Definition 5 (Complex Stiefel Manifold):
The complex Stiefel manifold is the set . Using the optimal solution structure in Theorem 1 and substituting it into (P5), we have the following equivalent problem 9 (P6): (25) (26) (27) (28) (29) 8 The optimal solution F to the Schur-convex objective case consists of one additional unitary matrix B. Notice that the unitary matrix B is to equalize the diagonal elements of a diagonal matrix when given F and the unitary matrix can be computed using the algorithm given in [21] . Hence for the Schur-convex objective case, once F is obtained, we could get the optimal solution F immediately. Moreover, F is the optimal solution to (P5_0) which is essentially a special form of general problem (P5) with a Schur-concave objective function. So in both cases we only need to solve an optimization problem in the form (P5) with Schur-concave objective, whose solution only consists of two parts, namely unitary matrix U and rectangular diagonal matrix 6 6 6.
9 Please refer to our online full version [13] for the derivation details.
where , , , and
IV. SOLUTION TO THE EQUIVALENT PROBLEM WITH A UNITARY CONSTRAINT
In this section, we shall focus on solving the equivalent problem (P6) with a unitary constraint. By exploiting the fact that the complex Stiefel manifold is a smooth manifold, people traditionally consider optimization problems with a unitary constraint as problems of Riemannian geometry. Traditional Riemannian optimization searches for the optimum along the geodesic which is the generalization of the straight line in Euclidean spaces to the locally shortest curve/curved surfaces tangent to the search direction in Riemannian manifold [22] , [24] . Modern Riemannian optimization as in [8] , [19] , and [24] moves along retractions (any curves/curved surfaces prescribed by retractions and tangent to the search direction) which can be considered as low complexity alternatives to geodesics. We shall first describe a retraction based Riemannian optimization algorithm in [19] , namely the classical projected steepest descent algorithm (CPSDA). The CPSDA is used to solve optimization problems with only one unitary matrix variable. We shall then propose a novel extension to the CPSDA to solve our problem in (P6) which involves multiple nonnegative real singular variables, one unitary matrix variable as well as multiple trace/log-determinant constraints. Finally, we shall discuss some special cases where we can obtain closed-form global optimal solutions.
A. Classical Projected Steepest Descent Algorithm
In this part, we introduce the Classical Projected Steepest Descent Algorithm (CPSDA) for minimization only with a unitary constrained matrix variable which is recently proposed in [19] . The projection on the Stiefel manifold is defined as follows.
Definition 6 (Projection on the Stiefel Manifold [19] ): Let be a rank matrix. The projection operator onto the Stiefel manifold is defined to be Moreover, if the singular value decomposition of is , then . The CPSDA 10 on Stiefel Manifold is used to solve optimization problems with only one unitary matrix variable. However, this CPSDA cannot be applied to our unitary constrained problem in (P6) directly due to the following reasons:
• The CPSDA only considered the minimization with one unitary constraint, while our problem (P6) has a number of trace and log-determiant constraints in addition to the unitary constraint.
• The CPSDA only considered the minimization with one complex matrix variable, while our problem (P6) has the scalar variables , in addition to the complex matrix variable .
B. Modified Projected Steepest Descent Algorithm
Recognizing the above limitations of the CPSDA, we shall propose a modified projected steepest descent algorithm (MPSDA) to solve our equivalent problem (P6). First of all, we replace the inequality constraints (26) and (27) in problem (P6) by introducing the logarithmic barrier function into the objective function. As a result, a logarithm barrier function approximated problem (P7) is derived as (30) (31) (32) where is the logarithmic barrier function and .
The logarithmic barrier method guarantees that the optimal value of problem (P6) can be approached with ( is the number of constraints) suboptimal.
Next, to deal with the challenges induced by the additional variables , in (P7), we introduce another projection corresponding to nonnegative variables , , namely the projection on the nonnegative real domain.
Definition 7 (Projection on the Nonnegative Real Domain): Let be a real number. The projection operator onto the nonnegative real domain is defined to be Using the log-barrier function and the projection operation in Definition 7, the proposed MPSDA 11 is elaborated here.
Algorithm 1: Modified Projected Steepest Descent Algorithm
For the cost function in (P7), the following algorithm converges to a local minimum of subject to the constraints that and , . Step 4 and 5 are the Armijo step size rule which ensures a steepest descent algorithm converges to a critical point [19] , [26] , hence, the proposed MPSDA always converges to a local optimal solution of (P7) except when it lands on a saddle point first.
Remark 2 (Semidefinite Positive Fixed-Rank Manifold Optimization): Within the Riemannian geometry optimization framework, one can first introduce the logarithm barrier function to (P1), replace the rank constraint (5) with and searches for a local optimum by optimization on the semidefinite positive fixed-rank manifold instead of the Stiefel manifold.
C. Global Optimal Solutions
In this section, we shall discuss some special situations where we could obtain global optimal solution to (P1). The main result is summarized here.
Theorem 2: Suppose (P1) satisfies the following three conditions:
1) is convex w.r.t. , , where
2) Constraints (2) are loose. 12 3) Constraints (3) are dominated by the th one (an evaluation algorithm for the existence of a dominant trace constraint is provided in Appendix A). The global optimal solution to (P1) is , where . , and are defined in the eigendecomposition and , 13 is the solution to the following convex optimization problem:
V. APPLICATION EXAMPLES
In this section, we shall elaborate how the conclusions in Sections III and IV could be applied to solve the two application examples.
A. Rank-Constrained Noncooperative Game in -Pair MIMO Interference Networks
For best response problem (P2) of the rank-constrained noncooperative game , it can be verified that the three conditions of Theorem 2 are satisfied. Specifically, we have 1) is convex w.r.t. , , where 12 One extreme case is b = inf, 8j. 13 Notice that the diagonal elements in 3 3 3 are arranged in increasing order while the diagonal elements in 3 3 3 are arranged in decreasing order which follows the classical definition of the eigendecomposition [18] .
. 2) There is no constraint in the form of (2) in (P2).
3) There is only one trace constraint in (P2). As a result, using Theorem 2, the closed-form best-response covariance matrix is given by (33) where are defined in the eigendecomposition , , is the solution to the convex optimization problem So , where is the water-filling level chosen such that (Please refer to the classical water-filling algorithm in [25] ).
B. Transmit Covariance Optimization in MIMO Cognitive Radio (CR) Networks
For the transmit covariance optimization problem (P3) in MIMO Cognitive Radio (CR) Networks, the solution is characterized as shown here.
For power limited regime (all the trace constraints in (P3) are dominated by ) or interference limited regime (all the trace constraints in (P3) are dominated by ), it can be verified that the three conditions of Theorem 2 are satisfied and hence, the global optimal solution of the rankconstrained problem is given by
• Power Limited Regimes:
where are defined in the eigendecomposition , .
, is the solution to the following convex optimization problem: So , where is the waterfilling level chosen such that .
• Interference Limited Regimes: and .
Next, we shall apply the proposed MPSDA to solve the above problem (P12) and obtain a local optimal solution and . Specifically,
• The logarithmic barrier function is and the objective after introducing the logarithmic barrier function is . • In step (2) of the MPSDA, the derivative of w.r.t. is: So is a local optimal to problem (P12).
VI. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we provide some numerical examples 14 for the two application examples to illustrate the effectiveness of our rank-constrained Schur-convex optimization techniques. For illustration purpose, we consider three baseline techniques in the literature to solve a rank-constrained optimization problem. Specifically, the three baseline schemes are Baseline1: Retraction Based Riemannian Optimization on Semidefinite Positive Fixed-Rank Matrices [8] , Baseline2: Gradient Search with Factorization, which is an extension of the algorithm in [10] to the complex-valued matrix variable and Baseline3: Rank Relaxation [3] , [4] .
A. Rank-Constrained Noncooperative Game in -Pair MIMO Interference Networks
We consider a 4-pair interference networks, each transmitter or receiver is equipped with 6 antennas. In this scenario, the conditions of Theorem 2 are satisfied and hence, we have the global optimal solution for the rank-constrained problem. Fig. 3 illustrates the link throughput versus the transmit SNR (dB) using closed-form solution in (33), MPSDA 15 and the baseline techniques when the number of data streams is constrained to be less or equal to 3. As observed, the closed-form global optimal solution shows a significant performance gain over the three baselines. This is because both baseline1 and baseline 2 are local optimal (search for a local optimum without exploiting the structure of the optimal solution) and baseline3 is heuristic. 
B. Transmit Covariance Optimization in MIMO Cognitive Radio (CR) Networks
We consider a MIMO cognitive radio network with 3 primary users and one secondary user. Each node is equipped with 6 antennas. Under the power limited and interference limited regimes in this example, the conditions of Theorem 2 are satisfied and we have the global optimal solution for the rank constrained problem. Figs. 4 and 5 compare the secondary user throughput of the closed-form solution (34) or (35) and the baseline techniques in the power limited and interference limited regimes, respectively. We assume transmit SNR constraint , interference leakage constraint in the power limited regime and transmit SNR constraint , interference leakage constraint , in the interference limited regime. The closed-form global optimal solution shows significant performance gains over the three baselines again. This is because the baselines are local optimal or heuristic. For the intermediate regimes, the conditions of Theorem 2 are not satisfied and we apply the proposed MPSDA. Fig. 6 considers the secondary user throughput for the intermediate SNR operating regime where we set . The MPSDA shows significant performance gains over the two baselines again in all of three regimes. This is because both baseline1 and baseline2 search for a local optimum without exploiting the structure of the optimal solution and baseline3 is heuristic.
VII. CONCLUSION
This paper considered a rank constrained optimization problem with a general Schur-convex/concave objective function and multiple incompatible trace/log-det constraints. We have shown that many interesting application examples can be cast into a special form of the general problem. We first establish a structural solution for the rank-constrained problem and exploit this structural result to transform the problem into an equivalent optimization problem with a unitary constraint. Exploiting the Stiefel manifold structure, we proposed a modified projected steepest descent algorithm (MPSDA) which converges to local optimal solution of the equivalent problem. Moreover, we found that under some special conditions, closed-form global optimal solution can be derived for the rank-constrained problem. Simulation results have demonstrated the superior performance of our optimization technique over the existing baseline techniques.
APPENDIX A AN EVALUATION ALGORITHM FOR THE EXISTENCE OF A DOMINANT TRACE CONSTRAINT IN (3) OF PROBLEM (P1)
In this appendix, we shall first give more interpretations of the dominant trace constraint and then proceed to elaborate the evaluation algorithm for the existence of a dominant trace constraint.
By conditions 1) and 2) in Theorem 2, we can rewrite (P1) as follows:
(36) (37) (38) (39)
We say constraints (37) are dominated by the th one is meaning that all the other trace constraints in (37) are redundant, or mathematically, (P15) has the same optimal solution as (P16) defined here , and derive the optimal solution to the problem (P15) by Theorem 2.
3) If for all , then constraints (3) are dominated by the th one; otherwise, set and go to step (2) .
Proof: In
Step (2), we assume the trace constraints (3) are dominated by the th one and get the optimal solution to problem (P16). Notice that the feasible domain of (P16) is a superset of the problem (P15), so is indeed a lower bound of (P15)'s objective (Here (P15) is a minimization problem, otherwise it is an upper bound for a maximization problem). In Step (3), the achievability of this lower bound is guaranteed by verifying for all . If for all , then is also a feasible solution to (P15) and that means the lower bound is achievable. So in the assumption that constraint (37) in (P15) is dominated by a certain , we have found the optimal solution with Algorithm 2.
