Determining columnar water vapor is a fundamental problem in remote sensing. This measurement is important both for understanding atmospheric variability and also fro removing atmospheric effects from remotely sensed data. Therefore, discovering a reliable, and if possible, automated method for determining water vapor column abundance is important. There are two standard methods for determining precipitable water vapor during the daytime from multi-spectral data. The first method is the Continuum Interpolated Band Ratio (CIBR) (see for example King, et al. , 19961). This method assumes a baseline and measures the depth of a water vapor feature as compared to this baseline. The second method is the Atmospheric Pre-corrected Differential Absorption technique (APDA) (see Schläpfer, et al., 19982); this method accounts for the path radiance contribution to the top of atmosphere radiance measurement, which is increasingly important at lower and lower reflectance values. We have also developed two methods of modifying CIBR. We use a simple curve fitting procedure to account for and remove any systematic errors due to low reflectance while still preserving the random spread of the CIBR values as a function of surface reflectance. We also have developed a two-dimensional look-up table for CIBR; CIBR, using this technique, is a function of both water vapor (as with all CIBR techniques) and surface reflectance. Here we use data recently acquired with the Multi-spectral Thermal Imager spacecraft (MTI) to compare these four methods of determining columnar water vapor content.
. The MTI spectral bands E, F, and G and the radiance spectrum around the water vapor spectral feature at 940nm
INTRODUCTION
Atmospheric absorption can lead to misinterpretation of surface features and temperatures. This misinterpretation can come about because one is looking for a mineral or other substance that has a feature within an atmospheric feature; for example iron has a feature near a water vapor line in the near infrared (around 940 nm) . In the thermal infrared the atmosphere can modify the apparent temperature within a pixel. Removing the atmospheric effects can lead to more appropriate temperature retrievals. The Multispectral Thermal Imager (MTI) was launched in the spring of 2000. This spacecraft has a core mission of quantitatively testing and demonstrating certain aspects of remote sensing. Specifically, one of the goals requires determination of accurate ground temperatures. Since the presence of water vapor can effect the ground temperature determination from spacecraft imagery, we are interested in developing reliable methods for determining water vapor column abundances for later removal. Figure 1 shows the relative positions of the MTI spectral bands E, F and G. These bands were chosen to allow easy water vapor calculations to be made (see Clodius et al. , 1998 for a further description of MTI spectral band selections.) We will henceforce use band F to describe the 940 nm water vapor absorption feature and bands E and G to refer to the continuum around the 940 nm absorption feature.
Beyond the MTI interset, many others have an interest in determining accurate water vapor column abundance measurements (WV) from imagery. For atmospheric physicists and climatologists, water vapor is an important physical quantity to be surveyed and studied. Since atmospheric WV is both a greenhouse gas in its own right and a proxy for other greenhouse gases its variability over time and space are often studied by climatologists. Some studies pursued using WV are related to large scale atmospheric variability,4 while others might pursue small scale turbulence ('-'-'50m) and eddies (see for example Kao, et al.5) . The two leading methods for determining water vapor column abundance (WV) are the Continuum Interpolated Band Ratio (CIBR)' and the Atmospheric Pre-corrected Differential Absorption (APDA).2 CIBR is a simple band ratio method for determining water vapor abundance. Due to its simplicity, it is least effective over dark targets (like water) . APDA is a slightly more complex band ratio method. Here the path radiance is subtracted from the total radiances before the ratio is computed, thus accounting for path radiance contributions. Both of these initial methods are described in the preceding paper. 6 We also created two modified versions of CIBR. First we used a simple curve fitting procedure outlined in Balick et al., 2OOO. The other modified version of CIBR uses the surface reflectances as one of the inputs.
CIBR
CIBR is a simple band ratio: This general method has been used with AVIRIS, ATSR, MODIS8'9 and other hyper-spectral and multispectral sensors (see for example Tahl and von Schonermark'°) . This is a very simple and quick method. It works best over bright targets, like forest. It works worst over dark targets, like water 3. APDA APDA is an augmented CIBR.2 This method corrects for path radiance in the absorption band by using MODTRAN4 determined path radiance as a function of water vapor column abundance. Thus the method can be described by iterating between a set of coupled equations, one based on data and the other on MODTRAN:
APDA -
Pathp'(WV) is a second order polynomial fit to the values of PathF as a function of WV calculated from MODTRAN 4. PathE and Pathc are water vapor independent, due to their position outside the water vapor feature at 940nm. A similar relationship is derived for APDAmodel using band averaged radiance values derived from MODTRAN 4 run at a surface reflectance of 0.45 as a function of WV. This APDAmodel (WV) is then interpolated so that a WV value is returned for each value of APDAdata. This is described in much more detail in the preceding paper. 6 The automated version of APDA implemented is not optimal. While it is possible for APDA to do much better than CIBR over dark pixels (like water) , this requires a good knowledge of the aerosols and the visibility. When these quantities are tweaked, APDA does not usually show more than a pixel or two boundary at water (due perhaps to registration issues) , and otherwise the water appears to have the same amount of WV as the land (approximately, and using lake scenes).
MODIFIED CIBR -CURVE FIT
We know that CIBR has trouble over dark targets, due to its failure to correct for path radiance. Here we fit two curves to the relationship between CIBR and TOA reflectance. A linear regression is fit to CIBR for all values of reflectance greater than 0.2. A second curve is fit to all data with a second order plynomial fit to the log of CIBR. The difference between the curves is addedresulting in a modified CIBR which essentially removes some systematic dependence on CIBR at low reflectance while preserving the random spread of the values around a mean CIBR value.7 Figure 2 illustrates before and after CIBR versus surface reflectance has been modified for the AVIRIS image of BOREAS -in an MTI-like form (resampled to the MTI spectral channels).7
MODIFIED CIBR -LOOKUP TABLE FUNCTION OF SURFACE REFLECTANCE
As noted in the previous section, the major trouble with CIBR is its unreliability over dark targets. Presumably, part of this is due to a failure to account for the changes in surface reflectance. Thus, we investigated using multiple lookup tables to transition between CIBR and WV -each at a different value of surface reflectance. We then nearest neighbor sampled for each point in the image, so that it used the closest appropriate lookup Note that we find that running MODTRAN is quite time consuming. Consequently, this method -requiring multiple lookup tables takes the longest time to run (by a factor of almost 6 on a standard linux box with dual pentium three processors running at 500 MHz) . Clearly, though, this method could be run in parallel in future efforts, and sped up through that process.
VALIDATION: CIBR AND APDA
Here we demonstrate that our original APDA and CIBR implementations return reasonable values. We have used data from the following sources to aid in validating both unmodified water vapor algorithms: Savannah River Technology Center radiosonde, Savannah River Technology Center sun photometer, Jet Propulsion Laboratory radiosonde, the radiosonde data available from the NOAA FSL, the Aeronet set of sun photo-meter data, and the line of site (LOS) data from the Southern Great Plains ARM site. Proc. SPIE Vol. 4381 421 Figure 3 . For values of water vapor validation data over 3.5, we find the divergence between CIBR and APDA derived data and the validation data to be greater.
SIDE BY SIDE COMPARISON
We compare all four methods with three very different images. The first image is of Crater Lake. High in the mountains, it should have very low values for water vapor, and a very deep lake -which poses problems both to APDA and to CIBR -see Figure 4 . For APDA (a) we find that the lake has a much lower WV value. This is due to having the visibility set to 23 km. When tropospheric aerosols (50 km visibility) is used, the lake comes out with a higher value). For unmodified CIBR (b) we find that the lake is doing better than APDA, but still not great. Using the fit CIBR (c) does much better over the lake, but it is not clear that the values are quite that high in the lake. Rho dependant CIBR (d) does as well as the fit CIBR -except at the edges of the lake.
The next comparison was at Nauru. Part of the TWP-ARM site, we have validation data for the Nauru image in question. One of the questions was how well the modified CIBR curve fitting would work in the presence of clouds. Since clouds do not occur at a specific reflectance, the empirical curve fitting was using cloud data in its curve fitting routines (along with ground data). The results can be seen in Figure 5 . In (a) APDA derived the water has too low a WV value over water. In (b) the CIBR has too low a WV value over water -but it is a significant improvement over the APDA values (when the aerosol model is not matched perfectly). In (c) there is a little flakiness due to the clouds (especially on the left edge of the image) and due to the fact that the fitting procedure fit each panel within the image -rather than the image as a whole. Since there is no land on the left edge the whole WV value for that edge is effected only by the clouds. Finally in (d) we see that the whole image is smoothly fit. The water vapor values for the image are much higher in this image as well -3.93 as opposed to the values of 3.3 (or so) for the unmodified CIBR. The truth for this image was 4.1, so the fit as a function of surface reflection offers the greatest match to the 'truth. ' Finally, we examined an SGP-ARM image in Figure 6 . What stands out in this image is that the edges of farm fields are visible in the unmodified CIBR image. While the edges of the fields is not erased -and this might be due to very slight (sub-pixel) misregistration within the image, relative differences in water vapor between the fields are lessened in the APDA and both modified CIBR images. Thus any of the modified CIBR images is an improvement in this case. In this case, the APDA in (a) shows some beautiful structure. The fields and other topographic details are not seen. The CIBR image (b) shows each individual field. This is not physical -and therefore a significantly poorer result than the APDA result. The fit CIBR (c) again shows fields -especially on the left edge of the image. It is not an improvement over the unmodified CIBR. Finally, the rho dependant CIBR (d) image shows much less of the field structure. Here the structure apparent in APDA shows up -but to a much smaller extent.
CONCLUSIONS
Four methods for determining water vapor column abundances have been compared. These are a version of CIBR, a version of APDA, a fit CIBR and CIBR as a function of surface reflectance.
Each method has certain limitations. CIBR is a quicker and simpler method than APDA. It has been shown to work consistently poorly over dark targets like water. It does reasonably well over more reflective targets, like green vegetation. Our implementation is within 0.5 cm of water from concurrent ground measurementsunless there is more than 4 cm of water in the concurrent ground measurement.
APDA is a better routine, but only when we know the visibility and the aerosol model reasonably well. We expect that when the Aerosol retrieval for MTI is optimized, we will be able to use that to make APDA into a superior method for determining water vapor over darker surfaces. In the meanwhile, there are some outstanding APDA issues. APDA, in very wet scenes, sometimes fails to converge to physical values (positive WV) in off-nadir images. APDA is not a significant improvement over CIBR as long as the aerosols are not modeled correctly in MODTRAN. APDA is within 0.5 cm of water when compared to concurrent ground measurements unless the ground measurement has more than 4 cm of water. Both of these methods can be trusted to do a first cut at determining which images are wet.
They can also be used in optimizing water temperature retrievals, though they both work best when some land is in the image.
The empirical fitting of CIBR as a function of surface reflectance works best in cloud-free and snow/ice-free images. In images where there is not land in each of the subimages, the current implementation fails. In short, using the unmodified CIBR is preferable to this modified version.
The CIBR as a function of both surface reflectance and WV appears to be the best routine in terms of results, but the most computationally intensive. It does not have problems with clouds. It seems to do better at determining higher amounts of WV. It does not fail on off-nadir imagesas APDA does when the aerosols are not perfectly matched. No land is required in the image for it to work well. 9 . FUTURE WORK Implementing a fitting routine that is for the whole image, rather than the subimage (SCA specific) as it is now implemented will improve the fit results. Unfortunately, as long as their are clouds, this may not be the optimal method.
Parallelizing the multiple look-up tables might make it feasible to use the CIBR as a function of both surface reflectance and WV.
Finally, quantifying the difference between APDA and the CIBR as a function of surface reflectance would be very important in deciding which one is better. It would be best to have a daytime overflight of LIDAR to build a two dimensional validation map for this quantitative assessment.
