In this work was developed a servomechanism vision control system based on hand language. The control images are acquired by a generic webcam and processed, in the working phase, in quasi real time. For this processing, two approaches were considered: in the first one, we used object control moments to identify the desired order; in the second approach, we used image control orientation histograms. The servomechanism considered in this work is compose by a structural static base and a dynamic working table, Fig. 1 . Two hydraulic cylinders, a vertical and an horizontal, of 600 and 350 mm respectively, manipulate the referred working part.
The first step of this work, was the development of a friendly user interface that allows, through a personal computer, the totally servomechanism control and monitoring, Fig. 2 . The next step of this work was the development of the vision control system based on hand gesture. However, although simple, this method presents some disadvantages: the control object has to be represented by a single region, with shape preferably rectangular, the image binary and the number of possible control orders has to be reduced. To overcome those problems, we implemented a methodology based on image orientation histograms.
b) Image b) Image' 's Orientation s Orientation Histograms Histograms
Basically, this methodology consists on calculating the orientation histogram of each acquired image, and compares it with the histograms stored in the learning phase, 
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In Figs. 5 and 6 we can see the implemented interfaces for the vision control system, in its learning and working phases. The considered control orders were the following: left, right, up, down, speed change and stop; in Fig. 7 , is presented a working example images set for this six control orders. 
a) Object a) Object' 's Moments s Moments
In the domain of image analysis, is very common the use of the moments associated with represented objects to characterize and therefore to recognize them. As our problem is indeed a recognition problem, we selected this method to the first approach for our vision control system.
In Fig. 3 we present an example of getting the geometric properties of an object using this method. During the several experimental tests done, we concluded that the methodology based on orientation histograms presented two great advantages: implementation simplicity and execution quickness. The referred approach, works in satisfying manner and could be considered in other kinds of friendly interfaces. However, we also found that this approach presents some limitations as well: As the used webcam does not compensate the changes of the ambient illumination, the vision control system does not react the same way if those variations are significant. Another problem is related with the control object's size and how it domain each control image. This last problem is augmented by the lack of an AutoFocus system in the used webcam. For future work, to turn the control system more robust to the problems referred, we can suggest: a) The tracking of the control object through images sequence using, for example, Kalman filter with active contours. b) The employ of a more sophisticated camera.
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