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Recent advances in optical studies of condensed matter systems have led to the emergence of a
variety of phenomena that have conventionally been studied in the realm of quantum optics. These
studies have not only deepened our understanding of light-matter interactions but also introduced
aspects of many-body correlations inherent in optical processes in condensed matter systems. This
article is concerned with the phenomenon of superradiance (SR), a profound quantum optical process
originally predicted by Dicke in 1954. The basic concept of SR applies to a general N -body system
where constituent oscillating dipoles couple together through interaction with a common light field
and accelerate the radiative decay of the whole system. Hence, the term SR ubiquitously appears
in order to describe radiative coupling of an arbitrary number of oscillators in many situations in
modern science of both classical and quantum description. In the most fascinating manifestation
of SR, known as superfluorescence (SF), an incoherently prepared system of N inverted atoms
spontaneously develops macroscopic coherence from vacuum fluctuations and produces a delayed
pulse of coherent light whose peak intensity ∝ N2. Such SF pulses have been observed in atomic
and molecular gases, and their intriguing quantum nature has been unambiguously demonstrated.
In this review, we focus on the rapidly developing field of research on SR phenomena in solids,
where not only photon-mediated coupling (as in atoms) but also strong Coulomb interactions and
ultrafast scattering processes exist. We describe SR and SF in molecular centers in solids, molecular
aggregates and crystals, quantum dots, and quantum wells. In particular, we will summarize a series
of studies we have recently performed on semiconductor quantum wells in the presence of a strong
magnetic field. In one type of experiment, electron-hole pairs were incoherently prepared, but a
macroscopic polarization spontaneously emerged and cooperatively decayed, emitting an intense SF
burst. In another type of experiment, we observed the SR decay of coherent cyclotron resonance
of ultrahigh-mobility two-dimensional electron gases, leading to a decay rate that is proportional
to the electron density. These results show that cooperative effects in solid-state systems are not
merely small corrections that require exotic conditions to be observed; rather, they can dominate the
nonequilibrium dynamics and light emission processes of the entire system of interacting electrons.
PACS numbers: 78.67.De, 73.20.–r, 76.40.+b, 78.47.jh
I. INTRODUCTION
A. Dicke Phenomena
The legacies of Robert H. Dicke (1916-1997) continue
to influence many disciplines of modern physics, includ-
ing cosmology, gravitation, atomic physics, condensed
matter physics, and applied physics [1]. Although Dicke
is likely to be best known for the development of the
lock-in amplifier, he was also the inventor of a sensi-
tive microwave receiver called the Dicke radiometer [2].
Dicke is also credited with proposing, in 1956, an open
resonator design for amplifying infrared radiation [3], an
essential component of lasers [4]. Dicke’s theory of a col-
lisional suppression of Doppler broadening (Dicke nar-
rowing) [5] is a crucial ingredient of atomic clocks cur-
rently mounted on GPS satellites. Dicke and coworkers
predicted [6] the cosmic microwave background as a rem-
nant of the Big Bang and started searching for it using a
Dicke radiometer, only to become the second to Penzias
and Wilson [7] (who also used a Dicke radiometer). Dicke
is also often cited as a central figure in the renaissance
of gravitation and cosmology [8–12], prolifically report-
ing innovative models, principles, and arguments that are
now widely known under his name, including the Brans-
Dickey theory of gravitation [9], the Dicke anthropic prin-
ciple [10, 11], and the Dicke coincidence [12, 13].
Among these diverse “Dicke phenomena” found in var-
ious branches of physics, this article is concerned with
a particular phenomenon called the Dicke superradiance
(SR) [14], by which Dicke introduced the profound con-
cept of cooperative and coherent spontaneous emission.
This general concept, as detailed below, has been stud-
ied in different areas of contemporary science and en-
gineering, especially quantum optics, condensed matter
physics, optoelectronics, and plasmonics. Within the
original context of atomic SR, many excellent review arti-
cles and monographs [15–19] and textbook chapters [20–
24] exist.
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2B. Dicke Superradiance
In his pioneering paper in 1954 [14], Dicke studied the
radiative decay of an ensemble of N incoherently excited
two-level atoms confined in a region of space with a vol-
ume V smaller than ∼λ3, where λ is the wavelength cor-
responding to the photon energy equal to the level sepa-
ration; see Fig. 1(a). At low densities, the atoms do not
interact with each other, and their spontaneous emission
intensity ISE ∝ N with a decay rate given by T−11 , where
T1 is the spontaneous radiative decay time (population
relaxation time) of an isolated atom. At sufficiently high
densities of inverted atoms, however, their dipole oscil-
lations lock in phase through exchange of photons and
develop a giant dipole P ∼ Nd, where d is the individual
atomic dipole moment, over a characteristic delay time
τd. The macroscopic dipole decays at an accelerated rate
ΓSR ∼ NT−11 by emitting an intense coherent radiation
pulse. The pulse duration τp ∝ 1/N , so that the emitted
light intensity scales as ISR ∝ N/τp ∝ N2, a hallmark
of coherent emission (“For want of a better term, a gas
which is radiating strongly because of coherence will be
called ‘superradiant’ ” [14]).
While Dicke did not distinguish between the terms SR
and superfluorescence (SF), and in fact, never mentioned
SF, subsequent studies (e.g., [25–29]) have established the
following semantic convention: i) SR results when the co-
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FIG. 1: (a) Basic processes and characteristics of SF. An in-
coherent ensemble of N excited two-level atoms is confined
in volume < λ3. At low densities, the spontaneous emission
intensity ∝ N with decay rate T−11 . T1: radiative decay time
of an isolated atom. At high densities, a giant dipole P ∼ Nd
develops via photon exchange. d: individual atomic dipole
moment. The P decays at an accelerated rate ΓSR ∼ NT−11
by emitting a pulse with peak intensity Imax ∝ N2. (b) Typi-
cal level scheme for a SR experiment. Pulsed optical pumping
of electrons from level |f〉 to level |e〉 creates population in-
version between level |e〉 and level |g〉, leading to subsequent
superradiance with photon frequency ω0 = (Ee − Eg)/~.
herent polarization is generated by an external coherent
laser field, and ii) SF occurs when the atomic system is
initially incoherent and the macroscopic polarization de-
velops spontaneously from quantum fluctuations; the re-
sulting macroscopic dipole decays superradiantly at the
last stage. In other words, SF emerges when there is
no coherent polarization initially present in the system.
The existence of this spontaneous self-organization stage
makes SF a more exciting condensed matter subject but
also much more difficult to observe than SR, especially
in solids. In addition, SF is fundamentally a stochastic
process: the optical polarization and the electromagnetic
field grow from initially incoherent quantum noise to a
macroscopic level. Thus, SF is intrinsically random: even
for identical preparation conditions, initial microscopic
fluctuations get exponentially amplified and may result
in macroscopic pulse-to-pulse fluctuations [25–27, 30–32],
e.g., in delay time τd [32–34], pulse width [33], and emis-
sion direction [35]. For a detailed discussion on semantic
confusion between SR and SF, see, e.g., pp. 547-557 of
Ref. [23].
A typical scheme adopted in successful SF experiments
is based on a three-level system, as shown in Fig. 1(b).
Initially, state |f〉 is fully occupied while states |e〉 and |g〉
are unoccupied. At t = 0, a short and intense pump laser
pulse whose central frequency is resonant with the tran-
sition between |f〉 and |e〉 excites many atoms to state
|e〉, thus producing a total population inversion between
state |e〉 and state |g〉. A slightly more complicated con-
figuration is realized when electrons are excited to higher
states and then relax incoherently to state |e〉. Note that
in both scenarios there is no coherent macroscopic polar-
ization present in the system on the |e〉 to |g〉 transition
immediately after the pump pulse. The final stage, after
a macroscopic polarization spontaneously develops, is the
superradiant decay from state |e〉 to state |g〉, emitting
an intense pulse with a central photon energy of ~ω0 =
Ee − Eg.
Being coherent processes, SR and SF emerge only
when the cooperative radiative decay of the system be-
comes faster than any other decoherence (phase break-
ing) processes. For example, SR is observable only when
ΓSR ∼ NT−11 is larger than any other scattering and re-
laxation rates. Requirements for observation of SF are
more stringent. SF pulses can develop only under the
condition that both the pulse duration τp and the delay
time τd can be made shorter than any phase breaking
time scales, particularly, the population relaxation time,
T1, and the polarization relaxation time, T2:
τp, τd < T1, T2. (1)
Since τp ∝ 1/N and τd ∼ τp lnN , achieving a large N ,
i.e., strong inversion, is crucial. Physically, a macroscopic
(giant) polarization, P , must build up and decay in a
time shorter than T2 (which is usually much shorter than
T1 in solids). Alternatively, the cooperative frequency
3Ωc [18, 36–39], which determines the growth rate of the
macroscopic polarization, has to be larger than the deco-
herence rate, i.e.,
Ωc =
√
2piΓ˜ω0d2∆n
n˜2op~
>
1
T1
,
1
T2
. (2)
Here, ∆n is the population inversion density, Γ˜ is the
overlap factor of the electromagnetic radiation mode with
the active medium, and n˜op is the refractive index. This
is a necessary condition for SF, which is not easy to real-
ize in solid-state systems using extended electronic states,
as addressed in Section IV.
Although Dicke’s theory was purely quantum mechan-
ical, some aspects of SR are classical in essence. Particu-
larly, the aspect of synchronization and self-organization
among oscillating dipoles, intrinsic in all SR processes,
has many classical analogues, such as coupled pendu-
lums [40], metronomes [41], clapping hands [42], coupled
plasmonic waveguides [43], and an array of carbon nan-
otube antennas [44]. It is a natural consequence of elec-
tromagnetism that N synchronized dipole oscillators, or
antennas, radiate N2 times more strongly. The essential
idea of SR is that N atoms behave as a giant atom and
collectively decay with a rate that is N times faster than
that for an isolated atom. It must also be noted that
essentially the same concept, known as radiation damp-
ing (RD), was developed by Bloembergen and Pound [45]
in the context of magnetic resonance, also in 1954, inde-
pendently of Dicke’s work on SR [14]. Subsequent studies
have firmly established the equivalence of RD and SR in
a variety of systems [15, 22, 46–55].
Further analogies to pendulum motion can be used in
visualizing the dynamics of a collective Bloch vector rep-
resenting the N two-level atoms during SF, as shown in
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FIG. 2: Bloch vector representation of the SF emission pro-
cess [56]. The plots in the middle show the population in-
version and emitted light intensity (normalized to the peak
intensity) versus time (normalized to the pulse delay) for a
SF system, with the dynamics of a Bloch vector dropping
from the unstable excited state θ = 0◦ to the ground state
θ = 180◦.
Fig. 2. At the initial stage, where all the dipoles are
prepared in the excited state and there is no definite
phase relationship among them, the Bloch vector points
to ‘north’; this is an unstable equilibrium position for an
inverted pendulum. Once the emission process starts, the
Bloch vector will tend to drop towards the ground state
where it points ‘south.’ The equation of motion for the
Bloch vector is indeed equivalent to that for a classical
pendulum [14–16, 31, 56]
dθ
dt
=
−(N + 1) sin θ
2T1
, (3)
where θ is the angle of the Bloch vector direction with re-
spect to the vertical axis. Equation (3) indicates that the
rate of change of θ is proportional to sin θ, and thus, once
it starts moving, the motion gets faster with increasing
θ at the beginning, and reaches the fastest rate at θ =
90◦, and then gradually slows down; it finally stops at
θ = 180◦, where the Bloch vector points ‘south,’ all the
dipoles are in the ground state, and the population in-
version is zero, i.e., all the energy in this system has been
transferred to light through SF emission. Therefore, SF
converts all energy stored in an inverted system into ra-
diation, in contrast to amplified spontaneous emission, in
which no more than half of the initial energy is consumed
by the radiation pulse.
The above pendulum analogy (Fig. 2) also illuminates
the intrinsically quantum nature of SF. Namely, when
the Bloch vector is stable at the north pole (θ = 0◦),
classically, it must stay there forever in the absence of
any external perturbation. However, fluctuations (quan-
tum noise) of vacuum induce a finite tilt, which makes
dθ/dt finite, initiating the whole process of macroscopic
polarization buildup and collective radiative decay. The
amount of such quantum-fluctuation-driven initial tip-
ping has been calculated [25, 26, 31, 57] and mea-
sured [58] in atomic ensembles. The macroscopic po-
larization thus starts from noise and builds up through
photon exchange.
The distinctive feature of SF is that the system of ini-
tially uncorrelated N dipole oscillators evolves into a cor-
related superradiant state, where individual dipoles are
oscillating in phase and contribute constructively to ra-
diation. In principle, there also exists a subradiant state,
which is also highly correlated but in which individual
dipoles are out of phase and interfere destructively [14].
As a result, the net polarization in this state is greatly
reduced. Such states cannot be formed through the de-
velopment of SF starting from initially inverted identi-
cal quantum dipoles. However, if the dipoles are not
identical, such as those in a system of inhomogeneously
broadened two-level atoms, subradiant and superradiant
states can coexist [59]. Subradiant and superradiant cor-
relations have recently been predicted to affect the lasing
threshold for coupled quantum-dot nanolasers [60]. Also,
subradiant states can be accessed in a system of a few
4degrees of freedom, where they are separated in energy
from superradiant states. For example, in a compound
plasmonic disc/ring nanocavity, two partial plasmonic
modes are hybridized into a superradiant state with two
dipole oscillations locked in phase and a subradiant state
with two dipole oscillations out of phase by pi [61]. They
are observed as broad and narrow absorption resonances,
well separated in energy.
Finally, it should be noted that a simple scaling law
of the SR/SF intensity ∝ N2 is valid only for a Dicke
model of a small atomic sample (V  λ3). This con-
dition can be safely met only in microwave experiments,
but not in experiments performed in the infrared and vis-
ible ranges. In most of the successful SR/SF experiments
carried out to date, one or more dimensions of the active
sample under study were much greater than the wave-
length of emitted light. Therefore, propagation, diffrac-
tion, defects, and fluctuations play major roles, and the
emitted SF pulse undergoes strong and complicated non-
linear interactions with the inverted medium while prop-
agating [17, 25, 26, 31, 57, 62–70]. The shape of the pulse
can significantly change through propagation and diffrac-
tion, and ringing can occur due to the coherent nature
of interaction with the medium [71], all of which have to
be taken into account through the Maxwell and Bloch
equations to correctly explain experimental details.
C. Dicke Phase Transition
A general Hamiltonian of a system of N two-level
atoms dipole-coupled to a quantized radiation field is
written as
Hˆ =
N∑
j=1
[
1
2m
{
~pj − e
c
~A(~rj)
}2
+ U(~rj)
]
+ ~ωa†a, (4)
where ~A is the vector potential representing the radiation
field and a and a† denote, respectively, the photon anni-
hilation and creation operators. In Dicke’s model [14],
the following assumptions were made: (a) The long-
wavelength limit (V  λ3) allows the vector poten-
tial to be evaluated at the center common to all atoms
~A(~rj) ' ~A(0); (b) the A2 term is negligibly small;
and (c) the rotating-wave approximation (RWA) is valid.
With these assumptions made, Eq. (4) can be simplified
to
HˆDicke =
~ωba
2
N∑
j=1
σzj + ~ωa†a+
Λ√
N
N∑
j=1
(σ+j a+ σ
−
j a
†),
(5)
where the coupling constant Λ ≡
ωbadba(2pi~/ω)1/2(ρ)1/2, dba is the dipole moment
of the transition, ρ = N/V is the atomic density, and σzj ,
σ+j , and σ
−
j are Pauli matrices used to describe the j-th
atom. HˆDicke is referred to as the Dicke Hamiltonian.
In 1973, based on the Dicke Hamiltonian, Hepp and
Lieb [72] calculated the free energy of the system exactly
in the thermodynamic limit, showing that the system
exhibits a second-order phase transition from a normal
state to a superradiant phase at a certain critical temper-
ature, Tc, when the light-matter coupling strength, Λ, is
sufficiently large. Also in 1973, Wang and Hioe [73] inde-
pendently came to the same conclusion by calculating the
canonical partition function. The transition, which has
come to be known as the Dicke phase transition (DPT),
occurs under strong coupling, 2Λ > ~ωba, at Tc derived
from
(~ωba)2
4Λ2
= tanh
(
1
2
~ωba
kBTc
)
, (6)
where kB is the Boltzmann constant and the resonance
ωba = ω has been assumed for simplicity. It was also
confirmed that this phase transition persists even without
the RWA [74].
However, such a prediction was soon challenged by
Rzażewski, Wódkiewicz, and Żakowicz [75], who demon-
strated that the presence of the DPT is entirely due to
the neglect of the A2 term [assumption (b) above]. When
this term is included, the Dicke Hamiltonian becomes
HˆRWŻ =
~ωba
2
N∑
j=1
z∑
j
+~ωa†a+
Λ√
N
N∑
j=1
(σ+j + σ
−
j )(a+ a
†) + κ(a+ a†)(a+ a†),
(7)
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FIG. 3: Appearance of the superradiant phase, when the
light-matter coupling constant exceeds the critical value, Λc.
5where κ ≡ e22m 2pi~ω ρ. If HˆRWŻ is used, the finite-T clas-
sical phase transition disappears in the case of electric
dipole coupling. More recently, it has been shown that
the Dicke Hamiltonian exhibits a quantum phase transi-
tion (QPT) [76–78], which occurs at T = 0 as a function
of Λ; above the critical coupling constant, Λc = ~ωba/2,
a superradiant phase appears, where the mean photon
number, 〈nph〉, is finite (Fig. 3). Nataf and Ciuti [79]
showed that, when the A2 term is included, the QPT
vahishes for cavity quantum electrodynamics (QED) sys-
tems but still persists for circuit QED systems, where the
wave function of a Cooper pair is different from an atomic
wave function, which is limited by the oscillator strength
sum rule.
The DPT has since been discussed in a variety of situ-
ations [80–85]. Ciuti et al. considered a system in which
a microcavity photon mode is strongly coupled to a semi-
conductor intersubband transition, showing that tuning
quantum properties of the ground state by changing the
Rabi frequency via an electrostatic gate can bring the
system into the strong coupling regime, where correlated
photon pairs can be generated [81]. Experimentally, a
DPT has been realized in an open system formed by a
Bose-Einstein condensate coupled to an optical cavity by
observing the emergence of a self-organized supersolid
phase, which is driven by infinitely long-range interac-
tions between the condensed atoms induced by a two-
photon process involving the cavity mode and a pump
field [82]. By increasing the pump power over time while
monitoring the light leaking out of the cavity, the self-
organization behavior can be observed, in the sense that
a critical pump power leads to an abrupt increase in the
mean intracavity photon number. In contrast with a Bose
gas, superradiance from a degenerate Fermi gas in a cav-
ity is theoretically predicted to be enhanced due to the
Fermi surface nesting effect, thus it can be achieved with
a much smaller critical pumping field strength [85].
Recently, the possibility of realizing a Dicke phase tran-
sition in a graphene cavity QED system has been dis-
cussed theoretically by Hagenmüller et al. [83] and Chi-
rolli et al. [84], who reached opposite conclusions. Ha-
genmüller et al. argued that, by putting graphene in a
perpendicular magnetic field, the ultrastrong coupling
regime characterized by a vacuum Rabi frequency compa-
rable or even larger than the transition frequency can be
obtained for high enough filling factors of the graphene
Landau levels. Due to the linear conical dispersion at
low energies, the role of the A2 term can be negligible
when the lattice constant is much smaller than the mag-
netic length, thus allowing the possibility of a Dicke phase
transition in a graphene cavity QED system for a large
electron density. Chirolli et al., on the other hand, em-
phasized the importance of the A2 term in the strong
coupling regime, which is dynamically generated by in-
terband transitions, and concluded that the Dicke phase
transition is forbidden in such a system [84].
II. SUPERFLUORESCENCE OBSERVATIONS
IN ATOMIC AND MOLECULAR GASES
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FIG. 4: First observation of superfluorescence (SF) by Skrib-
anowitz et al. using a gas of HF molecules. (a) Energy-level
diagram of a HF molecule with the pump and the superradi-
ant (SR) transitions indicated by arrows [see also Fig. 1(b)].
Reproduced (adapted) with permission from [16]. Copyright
1980, American Institute of Physics. (b) Oscilloscope trace
(top trace) of an observed SF pulse at 84µm from a HF gase
at a pressure of 1.3mTorr, pumped by an HF laser beam at
the R2(2) line with a peak intensity of 1 kW/cm2, together
with a theoretical fit (bottom trace) using coupled Maxwell-
Schrödinger equations. Reproduced (adapted) with permis-
sion from [86]. Copyright 1973, American Physical Society.
The first experimental observation of SF was made
in a gas of hydrogen fluoride (HF) molecules by Skrib-
anowitz and coworkers in 1973 [86]. They pumped the
gas with a laser beam at 3µm to excite the molecules
from one of the rotational sublevels in the ground vibra-
tional state (v = 0) to one of the rotational sublevels in
the first vibrational state (v = 1); see Fig. 4(a). Under
strong enough pumping, this excitation scheme produced
a complete population inversion between two sublevels,
the (J + 1)-th and J-th rotational levels, within the v = 1
state, which generated a delayed pulse with a far-infrared
6wavelength. The top trace in Fig. 4(b) is an observed SF
pulse at 84µm, corresponding to the J = 3 → 2 tran-
sition, with a pulse width of ∼20 ns and a delay time
of ∼700 ns. In addition to the first, main pulse, trailing
ringing was also observed. The intensity, pulse width,
and delay time of the main SF pulse changed with the
pump intensity and gas pressure in manners qualitatively
consistent with theoretical expectations [67–69]. Partic-
ularly, as the pressure or pump intensity was reduced,
the pulse delay and width increased while the emission
amplitude decreased. The authors were able to fit their
experimental data using a semiclassical model based on
coupled Maxwell-Schrödinger equations, which was later
elaborated [57]. Adjusting parameters, they were able
to reproduce both the main pulse and ringing; see the
bottom trace in Fig. 4(b). Later, Heizen and cowork-
ers [71] demonstrated that ringing is an intrinsic prop-
erty of SF, reflecting the coherent Rabi-type interaction
of the propagating SF pulse with the medium (termed
the Burnham-Chiao ringing [87]).
Subsequent experiments observed SF in different gas
species and in different wavelength ranges [88–90]. Gross
et al. observed SF in the mid-infrared rage (2.21, 3.41,
and 9.10µm) from a gas of atomic sodium [88]. In this
short-wavelength range, the dephasing process due to the
Doppler effect was much faster than that in the above far-
infrared experiment by Skribanowitz and coworkers, and
consequently, the observed SF pulse widths were much
narrower (in the nanosecond range). In addition, Flus-
berg and coworkers used the 7 2P1/2 → 7 2S1/2 tran-
sition in a vapor of atomic thallium and observed SF
at 1.30µm; superradiant delays of up to 12 ns were ob-
served [89]. Similarly to the experiment by Skribanowitz
et al. in HF [86], these experiments also observed coher-
ent ringing.
Gibbs et al. [91] observed ringing-free, single-pulse SF
in cesium (Cs) gas under the conditions specified by Boni-
facio and coworkers [25, 26] for "pure" SF to be observ-
able: (a) a pure two-level system; (b) the Fresnel number
F = A/λL ≈ 1, where A and L are the cross-sectional
area and length of a pencil-shaped sample, respectively;
and (c) τe < τc < τp < τd < T1, T2, T ∗2 and τP  τd,
where τe = L/c, τc = (τeτp)1/2, τp = 8piT1/3ρλ2L, ρ is
the number density of atoms, and τP is the pump pulse
width. Under these conditions, it was found that single
pulses can be observed for delay times beyond 7 ns. For
shorter delay times, multiple pulses occur with shapes
fluctuating greatly from pulse to pulse even at the same
delay time.
FIG. 5: Single-shot SF experiments in Cs vapor by Gibbs et
al. [91]. Single-pulse (ringing-free) SF is observed under the
conditions for “pure” SF [25, 26]. Reproduced with permission
from [91]. Copyright 1977, American Physical Society.
III. COOPERATIVE SPONTANEOUS
EMISSION FROM ATOMIC-LIKE STATES IN
SOLIDS
This section concerns observations of superradiant
emission in solids utilizing localized states: molecular cen-
ters in solids, molecular aggregates/crystals, semiconduc-
tor quantum dots and nanocrystals. These systems are
atomic-like, i.e., they retain most of the properties of a
dilute ensemble of two-level atoms. The radiative tran-
sition in these systems is typically shielded from deco-
herence processes in the solid matrix, and the density of
active dipoles is sufficiently low so that any nonradiative
interaction between them is negligible. Therefore, all the
concepts and methodologies developed earlier for atomic
SR and SF directly apply to these systems. However, the
solid-state environment enables experiments that are dif-
ficult for gaseous samples (e.g., temperature dependence)
and opens up new device application possibilities for de-
veloping light sources based on cooperative spontaneous
emission.
A. Molecular Centers in Solids
The first observation of SF in solids was made by Flo-
rian, Schwan, and Schmid in crystals of oxygen-doped
alkali halide, KCl:O−2 , at low temperatures (<30K).
A preliminary report on the observation in 1982 [92]
was substantiated by a detailed subsequent study in
1984 [33]. They used ultraviolet pulses (265 nm, pulse
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FIG. 2. Simplified block diagram of the experimental setup.
See text for detailed description.
per mole KC1. When using this procedure the crystals
were always contaminated by significant amounts of
OH . However, by comparing the results obtained with
these crystals to those obtained with samples grown in an
inert-gas atmosphere it was found that the OH did not
influence the Oz superfluorescence, unless the intense uv
irradiation resulted in a formation of F centers. In this
way 02 concentrations between 8&(10' and 7&10'
cm were obtained. The 02 center concentration ob-
tainable simply by growing the crystal in an atmosphere
of oxygen was too low to yield the superfluorescence re-
sults reported in the following sections.
The crystals were cleaved to samples of about 5X5&(10
mm and mounted in a variable-temperature cryostat
(4—300 K, I.eybold-Heraeus). The spectrum shown in
Fig. 1 was obtained using the 253.7-nm line of a mercury
low-pressure arc-discharge lamp for excitation. However,
since the main emphasis of this work was placed on the
time dependence of the fluorescence, in most of the exper-
iments we used single pulses of the fourth harmonic of a
mode-locked Nd:YAG laser (JK, model 2000) with the
following specifications: A, =266 nm, pulse duration =-30
ps, maximum energy of a single pulse 100p J, and peak in-
tensity at the sample surface =40 GW/cm . The lower
harmonics were removed from the exictation pulse using
appropriate filters.
Figure 2 presents an extremely simplified block dia-
gram of the experimental setup. The excitation pulses
were focused to a spot of about O. l-mm diaineter at the
sample surface using a 0.5-m-focal-length lens. The ab-
sorption coefficient of the samples at the excitation wave-
length varied between 1 and 10 cm ' which warranted a
reasonably homogeneous penetration of the excitation
light in the lightly doped samples, whereas in the heavily
doped samples more than 99% of the excitation light was
absorbed. In this way we obtained a thin pencil-shaped
excitation volume in the sample.
The fluorescence light was monitored with a fast vacu-
um photodiode (Valvo, UVHC 20) or a microchannelplate
photomultiplier (Hamamatsu, model R 1294 U-03) using
suitable filters to protect the detector from the excitation
light. The signals were registered using a 1-GHz oscillo-
scope (Tektronix, model 7104) and a digitizing camera
(Thomson CSF, model TSN 1150-10) and recorded using
a microcomputer (Kontron, PSI 80). The overall response
time of the entire setup was about 500 ps. In order to im-
IV. EXPERIMENTAL RESULTS
A. Observation of superfluorescence
The top part of Fig. 3 illustrates the principle of the
basic experiment for the observation of the superfluores-
cence: At excitation pulse energies below 20 pJ one ob-
serves the well-known isotropic spontaneous emission of
the 02 centers with a decay time of 91+2 ns at 4.2 K,
which decreases to (50+3) ns at 300 K. If the excitation is
increased to pulse energies above a threshold of typically
30 pJ (& 10 GW/cm ), the emission of the zero-phonon
line at 629.1 nm becomes highly anisotropic being col-
linear with the pencil-shaped active volume inside the
sample. [Outside the sample there are deviations between
the direction of the excitation pulse (266 nm) and the
fluorescence light (629.1 nm) due to the refraction at the
sample surface. ] At the same time the fluorescence inten-
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FIG. 3. Top: experimental setup for measuring intensities
and delay times of the superfluorescence pulse. Bottom: experi-
mental results for the forward superfluorescence in three in-
dependent shots at identical excitation conditions. The back-
ward superfluorescence can be monitored using the arrangement
indicated by the dashed line in the top part of the figure.
prove the time resolution we determined the response
function of the entire detection scheme using the second
harmonic of the Nd: YAG laser as a reference signal. This
response function could then be deconvoluted from the
recorded signals yielding an estimated time resolution of
100 and 150 ps for detection with the photodiode and the
photomultiplier, respectively. For the registration of the
spectra we used a 0.6-m monochromator (Jobin-Yvon,
model HRP) with a holographic grating (1800 lines per
mm). For the determination of the exact position and the
linewidth of the zero-phonon lines a 1.5-m monochroma-
tor was used (Jobin- Yvon, model THR) with a holograph-
ic grating (2400 lines per mm).
TIME-RESQI.VING EXPERIMENTS ON DICKE. . .
sities, both in the forward and the backward direction, in-
crease by a factor of more than 10 . The Fresnel number
I' =SILL is close to u ity for this radiation, 5 being the
cross section of the active volum , l. the l ngth of the
sample, and A, the wavelength.
The bottom part of Fig. 3 illustrates the time depen-
dence of this radiation, which in the following will be
identified as Dicke superfluorescence. A small fraction of
the excitation pulse is reflected by a beam splitter to the
photodiode to monitor the excitation pulse prior to the ex-
citation. It is seen on the left-hand side of this figure
(reference). The second pulse (excitation) originates from
the fraction of the excitation pulse which penetrates
through the sample and which is properly attenuated in
front of the detector. It gives the tim reference for the
excitation event. The thi d pulse (superfluorescence) mon-
itors the light emitted from the sample. It is recorded in
Fig. 3 for three different shots at identical excitation on-
ditions. The density of initially excited Oz centers was
estimated to be in the order of 10' cm
In spite of the identical excitation the fluorescence
varies strongly from shot to shot. The pulse intensities
fluctuate by more than a factor of 10, the pulse widths be-
tween 0.5 and 6 ns (full width at half maximum) and pulse
delay times between 0.5 and 10 ns have been observed.
Such fluctuations of pulse intensities and pulse delay
times are phenomena predicted for the superfluorescent
process ' since the ini iation of each pulse is an intrinsi-
cally random process induced by the microscopic fluctua-
tions of the initial dipole moments. The observation of
these fluctuations therefore gives a first hint that the ob-
served pulses are due to superfluorescence. It will be cor-
roborated by the observations reported in the following
sections. It should be mentioned that the occurrence of
this radiation does not depend on the orientation of the
sample. This rules out an accidental laser activity caused
by unintended specular reflections.
An important quantity of interest is the coherence time
of the superfluorescence pulses, since it gives information
about fluctuations of the phase of the electromagneticfiel. By selldlilg tile pulse 'tllrollgll a Mlcllelsoli llltel'-
ferometer with different lengths of the two arms it was
possible to estimate the coherence time to be longer than
100 ps,
Coincident with the forward superfluorescence pulse
recorded in Fig. 3 there always occurs a backward super-
fluorescence which can be monitored simultaneously using
the arrangement sketched in dashed lines in the top part
of Fig. 3. In spite of the large fluctuations in the results
of different shots the forward and the backward pulse are
always identical in pulse intensity, delay time, and pulse
width within the limit of error (+10% for the intensity,
+ 100 ps foi the delay tliile and plllse width).
Using an inteferometer arrangment it could be demon-
strated that the wavelengths of the forward and the back-
ward pulse were identical and that they were coherent
with respect to each other.
B. Statistics of super6uorescence pulses
One of the most dominant features of the observed
coherent emission is the fluctuation of both the pulse in-
tensities and the dday times. In Fig. 4 we have collected
the results of 300 individual experiments for which the ex-
citation conditions were identical within less than +10%.
Both the intensities and the delay times vary by almost a
factor of 10 and there is an obvious relation beween the
pulse intensities and the delay times: For short delay
times high pulse intensities (combined with short pulse
widths) are more likely. In the top part of Fig. 4 the pulse
intensities are plotted versus the accompanying delay
times. In the histogram in the bottom part of Fig. 4 the
number of pulses in a 100-ps time interval is plotted as a
function of the delay time. The behavior illustrated by
this figure is in qualitative agreement with the theoretical
results obtained by Haake et a/, ' However, no quantita-
tive comparison has yet been performed.
In his original paper Dicke has treated the coherent
spontaneous emission of an ensemble of two-level systems.
Clearly the Qq center is a much more complicated sys-
tem. The observed fluorescence spectrum (Fig. 1) is readi-
ly explained m the conventional configurational-
coordmate diagram ' (Fig. 5): Following the optical exci-
tation the system is in a nonequilibrium state and relaxes
towards a new equilibrium position. The ensemble of the
relaxed excited 62 centers is now in a totally inverted
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FIG. 4. Top: intensity of the superfluorescence pulse as a
function of the delay time for 300 different shots at identical ex-
citation conditions. BottoIYl: probability density for the ob-
served delay times.
FIG. 6: Superfluoresc nce observed in a KCl crystal contain-
ing O−2 centers [33, 92]. (a) SF pulses observed under different
conditions. (b) Intensity of observed SF pulses versus delay
time, showing the tendency that the intensity is higher when
the delay time is shorter. (c) Histogram of observed delay
times for 300 SF pulses. Reproduced (adapted) with permis-
sion from [33]. Copyright 1984, American Physical Society.
duration ∼ 30 ps, peak intensity ∼ 10GW/cm2) from
a frequency-quadrupled mode-locked Nd-YAG laser to
excite the crystal and observed SF pulses with visible
wavelengths (592.8 nm and 629.1 nm) in the time do-
main; see Fig. 6(a). Around the same time, Zinov’ev et
al. reported possible SR in a diphenyl crystal contain-
ing pyrene molecules at 4.2K [93]. They excited pyrene
molecules with the third harmonic of a Y3Al5O12:Nd
laser and observed emission at 373.9 nm. Above a thresh-
old excitation intensity, a drastic reduction in the radia-
tive decay time occurred (from 110 ns to 5-6 ns). At the
same time, the emission was highly directional (solid an-
gle ∼ 0.1 sr) and the linewidth increased with the pump
intensity, suggesting that the observed emission in this
regime was due to SR or SF. However, delayed pulses,
expected for SF, were not observed.
In the time-domain experiments by Florian, Schwan,
and Schmid [33], the intrinsically random nature of SF,
as discussed in Section IB, was clearly demonstrated.
Even under identical excitation conditions, the intensity,
pulse width, and delay time of SF were found to vary
strongly from shot to shot. The pulse intensities fluctu-
ated by more than a factor of 10, while the pulse width
varied between 0.5 and 6 ns and the pulse delay time
changed between 0.5 and 10 ns. Figure 6 summarizes
their analysis of 300 individual SF pulses for which the
excitation conditions were identical. Figure 6(b) plots
the pulse intensity against delay time, which shows the
correlation between the two that for a shorter time delay
the intensity is higher, while Fig. 6(c) is a histogram of
the observed delay times.
FIG. 7: Observed transition from superfluorescence to ampli-
fied spontaneous emission in an O−2 -doped KCl crystal as a
function of temperature from 10K to 27K [94]. Reproduced
with permission from [94]. Copyright 1987, American Physi-
cal Society.
In a subsequent study on KCl:O−2 by Macuit et al.,
a transition from SF to amplified spontaneous emission
(ASE) was observed [94]. The transition occurred as the
dephasing time increased from 10−10 s to 3 × 10−11 s
as the lattice temperature increased from 10K to 27K.
As shown in Fig. 7, at 10K a sharp SF pulse was ob-
served at a time delay of 160 ps with a pulse width
8of 60 ps. As the temperature was increased, the pulse
broadened and the peak intensity dropped. The time de-
lay initially increased but then began to decrease, and
at the highest temperature (27K), there was essentially
no time delay. These observations are consistent with
the prediction [95] that the emission is characteristic of
SF if T2 > (τpτd)1/2, and is characteristic of ASE if
(τpτd)
1/2 > T2 > τp. Here, τp = 8piT1/3ρλ3L is the
pulse width, τd = τp[ln(2piN)1/2]2/4 is the time delay, ρ
is the number density of atoms, L is the length of the
sample, and N is the total number of atoms.
B. Molecular Aggregates and Crystals
Cooperative spontaneous emission processes have
also been investigated in molecular solids, such
as molecular aggregates and crystals, including J-
aggregates [96, 97], LH-2 photosynthetic antenna com-
plexes [98], pi-conjugated polymer thin films [99, 100],
H-aggregates [101, 102], and tetracene thin films and
nanoaggregates [103]. In all these studies, accelerated ra-
diative decay was observed and attributed to cooperative
emission, although SF, in the form observed in atomic
systems (Section II) and molecular centers in crystals
(Section IIIA), has not been reported and some of the
reported results and claims remain controversial.
FIG. 8: Normalized emission spectra for a thin film of pi-
conjugated PPV derivatives at various pulsed excitation flu-
ences [99]. I1 = 10µJ/cm2, I2 = 2I1 (× 1/3), I3 = 3I1 (×
1/8), I4 = 5.4I1 (× 1/26), I5 = 25I1 (× 1/200). The inset
shows the amplification at 625 nm close to the threshold in-
tensity I2. Reproduced with permission from [99]. Copyright
1997, American Physical Society.
Frolov et al. studied thin films of pi-conjugated poly
(p-phenylene vinylene) (PPV) derivatives at room tem-
perature [99]. At low pump densities, a broad peak
(with FWHM ∼ 80 nm) was observed, but it collapsed
into a much narrower (FWHM ∼ 7 nm) and stronger
emission peak at high densities (n > n0 ∼ 1017 cm−3),
accompanied by nonlinear amplification, as shown in
Fig. 8. In an organic quaterthiophene semiconductor
whose molecules are arranged in H-aggregate fashion,
time-resolved photoluminescence measurements showed
that the radiative lifetime had a linear correlation with
the inverse of the number of the coherently emitting
dipoles, i.e., τrad ∝ 1/N [102]. More recently, phospho-
rescence SR was demonstrated in heavy-metal-containing
pi-conjugated polymers, as a result of the significant spin-
orbit interaction provided by the large atomic number el-
ements [100]. These experiments on cooperative emission
from polymers and molecular crystals have also been dis-
cussed using the theory of SR for Frenkel excitons [104].
C. Semiconductor Quantum Dots and Nanocrystals
Zero-dimensional semiconductors, or artificial atoms,
including quantum dots (QDs) and nanocrystals, provide
another class of atomic-like systems in a solid-state en-
vironment for exploring cooperative emission [105–112].
Scheibner et al. [113] investigated light emission prop-
erties of self-assembled CdSe/ZnSe QDs with individual
dot sizes of 6-10 nm. In order to examine whether there
exists any correlation between the number of QDs in the
sample and the decay rate, they prepared a series of
mesa-shaped samples with different sizes [see Figs. 9(a)
and (b)] and measured photoluminescence lifetimes un-
der weak excitation. They found that the decay rate in-
creases with increasing mesa size [Fig. 9(c)], from which
the average range of interaction between QDs was es-
timated to be ∼150 nm; this value is much larger than
the size of individual QDs but close to the effective
wavelength of the emitted radiation for ZnSe (∼180 nm).
Based on these observations, the authors claimed that
superradiant QD-QD coupling occurs when one QD is
placed within an average distance of one wavelength from
another QD.
More recently, time-resolved photoluminescence exper-
iments on ensembles of CuCl nanocrystals embedded in
a NaCl matrix have exhibited signs of cooperative emis-
sion, including a delayed pulse [114–116]. Population
inversion between the biexciton and exciton states was
efficiently achieved via resonant two-photon excitation of
biexcitons; this strategy avoids direct excitation of the
exciton state since the biexciton energy is smaller than
twice the exciton energy. Time profiles of photolumi-
nescence for different excitation intensities are shown in
Fig. 10(a). A clear peak appeared at a time delay of
∼3 ps for the highest pump fluence (3.5mJ/cm2), and its
peak intensity increased superlinearly with the excita-
tion intensity, as shown in Fig. 10(b). The peak intensity
exhibited a fourth-power dependence on the excitation
intensity, indicating that the density of excited QDs is
proportional to the square of the excitation intensity un-
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Figure 3 PL decay times for an ensemble of isolated QDs. a, Extracted radiative decay times at the maximum of the PL signal for mesas with different sizes. Every point is
the average of three measurements. The error bars are the standard deviation of the average. The dashed line indicates the decay time for the unstructured part of the
sample. Inset: Comparison of PL decays at different wavelengths from the unstructured part of the sample (black) and 60 nm mesas (red). b,c, PL signals from the
unstructured part of the sample (black) and 60 nm mesas (red) under quasi-resonant (b) and non-resonant (c) excitation conditions.
ground-state energies of excitons in the QD ensemble.
Consequently, the density of QDs with a specific exciton ground-
state energy is highest in the centre of this distribution. It is also
obvious that at the centre of the PL signal, the radiation field of the
QDs is densest. Considering this, we may return to the question
asked in the beginning of this paper. Are QDs that are spatially
separated by less than one wavelength of their emitted radiation
field really independent of each other?
If this observed change in radiation rate is related to a radiative
interaction between QDs it has to scale accordingly. As mentioned
above, the fingerprint of a radiative interaction (an altered emission
rate) depends linearly on the number of QDs, N , and the effect
should decrease as 1/R, where R is the distance between QDs12,13.
This alteration is superimposed on the spectral dependence that is
present even in the case of no coupling, funcoupled(l). With this, we
can write for the emission rate, in the case of coupling (see also
Supplementary Information):
fcoupled(l) = funcoupled(l)[1+!(N (l),R(l))]
with !(N (l),R(l))∝ N (l)
R(l)
.
The time-integrated PL spectrum obtained under non-resonant
excitation conditions contains information on the number of QDs
emitting at a certain wavelength and their respective separation.
Therefore, it can be used to calculate the spectral dependence of
the change in radiation rate expected in the case of a radiative
interaction. With the intensity of the PL signal, I(l), being to first
approximation proportional to the number of QDs,N (l), emitting
at a wavelength, l, it follows that for a fixed area, A, (for example,
the area of the laser spot) the separation, R(l), between those N (l)
QDs relates to the intensity as
I(l)∝ N (l)
A
∝ 1
R(l)2
⇒ 1
R(l)
∝√I(l)
and the change in radiation rate due to coupling should vary as
!(N (l),R(l))= N (l)
R(l)
∝ I(l) ·√I(l)
with the wavelength. This dependence can now be compared with
the measured change in PL decay time. For that purpose, the
absolute change of the radiation rates !(1/τqr(l),1/τnr(l)) is
calculated, assuming 1/τnr(l) =ˆ funcoupled(l).
!(1/τqr(l),1/τnr(l))= τnr(l)
τqr(l)
−1.
The comparison of both dependences reveals a very good
correlation (see Fig. 2d). Thus, the observed effect can indeed be
attributed to a radiative interaction between the QDs.
Final proof of the suggested mechanism can be given if the
effect (a reduced lifetime/increased emission rate at the centre
of the PL spectrum) disappears when the interaction between
the QDs is inhibited, for example, by removing QDs from the
sample. As mentioned above, this can be achieved by etching mesas
into the sample structure with nominal sizes down to a few tens
of nanometres (see Fig. 1b). The same quasi-resonant excitation
conditions as in Fig. 2 were applied. Again, a strong variation of
the PL decay time is observed at the maximum of the PL signal,
whereas the variation is reduced on either side of the PL spectrum
where the density of QDs with the same energy is smaller than at the
maximum (see inset in Fig. 3a and Supplementary Information).
Figure 3b and c compare the temporal evolution of the PL
signal at the maximum of the PL spectrum from an unstructured
part of the sample and mesas of size 60 nm× 60 nm, for quasi-
resonant as well as non-resonant excitation. The emission rate is
clearly reduced for the 60 nm mesas in the case of quasi-resonant
excitation. It should be emphasized that this is in contrast to an
expected decrease of the exciton lifetime due to increased non-
radiative losses at the generated surfaces. Figure 3a demonstrates
that the radiative lifetime increases steadily with reducing mesa
size and therefore the number of QDs that could couple. With
the QD density inferred from Fig. 1, a 60 nm × 60 nm mesa
contains less than 4 QDs on average. Therefore, effects due to QD
coupling can be assumed to be strongly reduced compared with the
unstructured case.
A radiative coupling of QDs implies that the difference
of their optical transition energies must be smaller than their
homogeneous linewidth. This is similar to the cooperative
radiative decay of N periodic quantum wells, for which an
N times faster decay compared with a single quantum well
was predicted25, and experimentally verified with quantum wells
that exhibited a non-radiative broadening that was about 20
times larger than the radiative linewidth26. Such a situation
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In 1954, Dicke pointed out that the description of a
spontaneously radiating gas has to include the fact that all
atoms or molecules interact with a common radiation field1.
Consequently, the individual particles may not be considered
as independent sources of radiation. In this regard, the
question arises of whether quantum dot (QD) systems may
also exhibit signatures of cooperative radiation and hence
have to be considered as coupled quantum systems. Here, we
present experimental evidence for a long-range electromagnetic
interaction between laterally arranged QDs. The experimental
results suggest that the QDs do not behave like independent
objects as long as they form an ensemble of QDs. By removing
QDs from the sample, we found that the coupling was reduced.
The range of interaction is shown to be at least 150 nm. This
may therefore provide a mechanism to couple discrete quantum
objects on a large scale.
Quantum dots (QDs) are often treated as independent
quantum-mechanical systems. This is based on a comparison
between the density with which they are fabricated (for example,
≤1011 cm−2 by epitaxy) and the wavefunction dimensions of
particles such as electrons, holes or excitons, residing in these
structures. To make use of these structures in future information
processing devices, much effort is being spent on trying to couple
at least two of these QDs. So far, the separation between QDs that
have been coupled successfully is typically of the order of just a few
nanometres2–6. The range of a radiative interaction would, by its
nature, be of the order of the wavelength of the emitted radiation.
Thereby, radiative coupling between QDs becomes considerably
interesting for use in quantum-computation schemes7–9, especially
as laser control of spontaneous collective radiation is predicted to
be feasible10.
It has been proposed that superradiant effects might also
be observable in (inhomogeneously broadened) solid-state
systems11–13, such as structures that contain many QDs (QD
ensembles). To couple QDs through their radiation field, the use
of semiconductor microcavities has been suggested7,14, and strong
coupling between single QDs and the cavity mode has already
been demonstrated15,16.
We have investigated a sample containing just one single layer
of self-assembled CdSe/ZnSe QDs without a microcavity by means
of photoluminescence (PL) spectroscopy. The experimental results
suggest that the QDs in this sample do not behave like individual
independent objects as long as they form an ensemble of QDs. By
470 475 480 485 490 495
No
rm
al
ize
d 
in
te
ns
ity
Wavelength (nm)
a b
Ensemble
Ensemble of
single QDs
Single
QDs
M
es
a 
si
ze
Figure 1 Isolation of QDs from an ensemble. a, Typical PL spectra of single mesas
with edge sizes of 25µm, 1µm, 350 nm and 175 nm (top to bottom). b, Besides
single mesas, mesas arranged in grid-like patterns were etched into the sample, to
study the radiation of an ensemble of QDs (gas of artificial atoms) versus the
radiation of an ensemble of single QDs (diluted gas of artificial atoms). The grid-like
patterns serve the purpose of statistical averaging.
successively removing QDs from the sample, we found that the
coupling was reduced.
The existence of zero-dimensional states was proved by high
spectrally and spatially resolved PL spectroscopy using single
nanometre-sized mesas. Successive reduction of the sampling area
leads to the appearance of spectrally sharp lines, which resemble
the discrete density of states typical for zero-dimensional quantum
objects (see Fig. 1 or ref. 17). For this sample, a QD density of
n ≤ 1011 cm−2 can be deduced, which is equivalent to an average
separation between the centres of neighbouring QDs greater than
35 nm. The lateral size of the QDs studied here is 6–10 nm (ref. 18),
and the bulk exciton Bohr radius in CdSe (ZnSe) is 5.3 nm (9 nm).
Thus, they are independent quantum objects in terms of quantum-
mechanical tunnel coupling. In addition, the static dipole moments
in the lateral direction (in the QD plane) can be neglected for this
type of QDs17.
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FIG. 9: Radiative coupling between self-assembled
CdSe/Z Se qua tum dots as evidenced by a decay rate
that increases with increasing umber of dots within the
wavelength (a) Ph toluminescen e pectra of si gl me as
with edge sizes of 25µm, 1µm, 350 m, and 175 nm (top
to bottom). (b) Schematic representations of a series of
mesa-shaped samples containing different number of dots.
(c) Measured radiative decay times for mesas with different
sizes, showing an accelerated decay rate for larger number
of dots. Reproduced (adapted) with permission from [113].
Copyright 2007, Nature Publishing Group.
der two-photon xcitation.
IV. COOPERATIVE SPONTANEOUS
EMISSION FROM EXTENDED STATES IN
SOLIDS
Section III described some of the initial observations
of cooperative spontaneous emission processes in solids.
However, in those systems, emission arose from an en-
semble of atomic-like states, and thus, the essential
physics was identical to that of SR and SF in atomic and
molecular gases (Section II). Isolated atomic-like emit-
ters (molecules, nanocrystals, and quantum dots) were
embedded in a passive matrix without any free carriers
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Figure 4. (a), (b) Time-resolved PL contour maps under resonant two-photon excitation of the biexciton corresponding to excitation by
linearly polarized and circularly polarized light, respectively, at 2.0 mJ cm−2. (c) The time-resolved PL contour map under resonant excitation
of the excitons. The energy of the photons used for excitation is 3.209 eV and the excitation intensity is 2.3 mJ cm−2. The scale of the
intensity in each figure is normalized to see the change in the PL intensity clearly.
Figure 5. Time profiles of the FM band. (a) The time profiles obtained from experiments with excitation intensities of 3.5 mJ cm−2 (black
line), 2.80 mJ cm−2 (blue line), and 2.3 mJ cm−2 (red line). (b) The extraction of time profiles of the FM band from the time profile obtained
in the experiment (black-solid curve). The green-dotted curve and blue-dashed curve represent the contribution of the scattered excitation
light and the rising part of the BM band, respectively. The time profile of the FM band extracted from the profile obtained from the experiment
is shown by red circles. The red-solid curve represents the calculated values obtained by assuming that the time profile of superfluorescence is
given by the convoluted result of equation (1) and the time window function of the measurement shown in the inset.
the biexciton state, the polarization of the excitation light was
examined. Figures 4(a) and (b) show the contour maps of the
time-resolved PL spectra obtained using linearly polarized and
circularly polarized excitation light, respectively. It is clear that
along with the M and BM bands, the FM band also disappeared
when the excitation light was circularly polarized. This result
confirms that the FM band originated in the biexciton states.
Figure 4(c) shows the contour map of the time-resolved PL
spectra obtained with the resonant excitation of the exciton
band; the excitation photon energy was set to 3.209 eV. The M
band is dominant relative to the BM band, and its time profile
shows a slow rise to the PL peak with a very short decay time.
However, the FM band did not appear under resonant excitation
of the excitons. Consequently, it is hypothesized that complete
population inversion between the biexciton and exciton states
is necessary to produce the FM band. The above results suggest
that the FM band may be due to superfluorescence.
Time profiles of the FM band for different excitation
intensities are shown in figure 5(a). The peak at delay time
t ∼ −3 ps is due to partial scattering of the excitation light at
the sample edge, while that at t = 0 ps is due to the scattering
of the primary excitation beam inside the sample. The FM band
appears at a delay time of t ∼ 3 ps, and its intensity increases
superlinearly with the excitation intensity, indicating that the
FM band is a consequence of luminescence from the actual
biexciton state and not the scattering of the excitation light. In
order to confirm that the FM band exhibits superfluorescence
originating in the biexciton state, the time profile of the FM
band was obtained as explained below.
The time profiles of the FM band were extracted carefully
from the raw time profiles by considering the contributions of
the tails of the band corresponding to the scattered excitation
light and the BM band. Figure 5(b) shows the extracted time
profile of the FM band (red circles) obtained by subtracting
the sum of the normalized profiles of the scattered excitation
light at 0 ps (green-dotted curve) and the rise of PL in the BM
band (blue-dashed curve) from the experimental profile (black-
solid curve). The extracted time profile of the FM band was
4
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Figure 6. (a), (b) The dependence of peak intensity I0 and pulse width τr for the FM band, respectively, on the excitation intensity, obtained
by fitting the time profiles (red circles) to a curve as mentioned in the text. The blue lines show the predicted dependences in ideal
superfluorescence under the assumption that the number of excited dots is proportional to the square of the excitation intensity (peak intensity
∝ I 4exc and pulse width ∝ I−2exc ).
fitted to a curve that was the convolution of the time window
function shown in the inset and an ideal time profile of the
superfluorescence with an infinite dephasing time [3], as given
below:
I (t) ∝ I0 sech2
(
t − τ0
τr
)
, (1)
where I0 is the peak intensity, τ0 is the delay time of the pe k
intensity and τr is the pulse width. In figure 5(b), the values
of the PL intensity for the FM band calculated using (1) are
shown by the solid-red curve. The dependences of I0 and τr
on the excitation intensity in the above analysis are shown in
figures 6(a) and (b), respectively. For superfluorescence from
the QD ensemble, I0 and τr are related to N in the following
manner:
I0 ∝ N2 (2)
τr ∝ 1/N. (3)
The experiments showed that the increase in I0 had almost
a fourth-power dependence on the excitation intensity.
This dependence clearly follows the relation expressed in
equation (2), under the assumption that the density of excited
QDs is proportional to the square of the excitation intensity
under two-photon excitation. In addition, beyond∼2 mJ cm−2,
τr w s found to decre se with increasing excitation in nsity.
This dependence qualitatively agrees with the superfluorescent
behavior. These results strongly suggest that the FM band
can be attributed to superfluorescence from the biexciton
states. It is to be noted that the observed delay time remained
almost constant, although it was expected to decrease with
an i cr ase in the number of excited QDs. In the present
experiment , insufficie t time re olution of the measurement
led to difficulties in the evaluation of the excitation intensity
dependence of the delay time since no change in the latter
could be observed. Furthermore, the experimental time
profiles were obtained by averaging many pulses, while the
characteristics of superfluorescence had to be evaluated for
individual pulses [29]. Therefore, we are unable to discuss
the quantitative agreement of the delay time τ0 with the
superfluorescent behavior.
In order to induce superfluorescence, the dephasing time
needs to be longer than both τr and τ0. In CuCl QDs embedded
in a NaCl matrix, exciton superradiance, which occurs in a
shorter time than the dephasing time of the exciton, has been
observed to have a radiative time of more than ∼100 ps [13].
Furthermore, the dephasing time of excitons for CuCl QDs
in glass has been reported to be 130 ps [30]. From these
reports, it c n be concluded that the exciton dephasing time
in the CuCl QD is sufficiently long for superfluorescence to
occur. Although the dephasing time for the biexcitons has not
been reported, we assume that it is longer than the duration of
the presence of the FM band, for the following reasons. The
biexciton–acoustic phonon scattering time in bulk crystals was
reported to be ∼3.2 ps at 20 K [31], which was estimated
using the spectral width of the two-photon absorption band
of biexcitons. On the other hand, the biexciton dephasing
time according to a four-wave-mixing measurement was 16 ps
at 5 K [32]. In general, the zero-phonon line width of the
biexciton is expected to be narrower in QDs than in bulk
crystals because quantization of the acoustic phonon energy in
the QD results in a decrease in the biexciton–acoustic phonon
interaction. This mechanism to narrow the spectral width has
been reported for excitons in the CuCl QDs [33]. In addition,
collisions among biexcitons, which cause dephasing of the
biexcitons under high-density excitation, can be neglected in
QDs because it is improbable that more than two biexcitons
exist in a QD. Consequently, it is reasonable that the dephasing
time of a biexciton in CuCl QDs is sufficiently long to produce
superfluorescence.
For cooperative spontaneous emission, it is necessary
that the QDs possess a common transition energy to interact
through the electromagnetic field. Therefore, one has to take
into account the inhomogeneously broadened spectral width of
biexciton luminescence due to the QD size distribution. In our
experiments, the QD density was estimated from the averaged
dot radius of 5.5 nm and CuCl concentration of 1 mol% in the
fabrication process to be ∼1.3× 1016 cm−3, and consequently
the number of QDs per effective wavelength (∼260 nm in
NaCl) was est mated to be ∼230 at 3.172 eV. Given the
homogeneous spectral width of ∼200 µeV at 15 K [34] and
inhomogeneous broadening of the exciton band by ∼15 meV,
we estimate that several QDs only interact with one another if
the exciton luminescence shows superfluorescence. However,
5
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FIG. 10: Time-resolved evidence for coopera ive emissio
from CuCl nanocrystals in a NaCl matrix. (a) Time-
resolved ph toluminescence ignal with excitation intensi-
ties of 3.5mJ/cm2 (black line), 2.80mJ/cm2 (blue line), and
2.3mJ/cm2 (red line). (b) Photoluminescence peak in ensity
versus excitation intensity, showing superlinear dependence.
The blue line shows the ideal superfluorescence behavior un-
der the assumption that the number of excited dots is propor-
tional to the square of the excitation intensity. Reproduced
(adapted) with permission from [114]. Copyright 2007, IOP
Publishing.
around, and none of the bo a fide solid-state physics el-
ments, such as ultrafast dephasing, hot carrier relax-
ation via phonon emission, and excitonic correlations,
were important. In this section, genuine solid-state SR
and SF phenomena, explicitly involving exte ded tates
and strong Coulomb interactio s, are reviewed.
A. Excitonic Superradiance in Semiconductor
Quantum Wells
A large body of work has been devoted to itonic
SR in semiconductors, where accelerated electron-hole re-
combination occurs through cooperation. Very fast (∼ a
few ps) decay of photoluminescence from resonantly ex-
cited excitons in semiconductor quantum wells (QWs)
has been observed in a number of experimental stud-
ies [117–119]. Theor tical studies ensued [120–124], and
the following physical picture has emerged.
When the surface of a high-quality semiconductor crys-
tal is illuminated by a coherent laser pulse at an excitonic
resonance, a coherent polariton mode is xcited. The co-
h ent polarizati n de ays ue to rious dephasi g pro-
cesses and also due to radiation from the surfaces. This
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radiative decay can be rather weak in the case of a bulk
sample and at liquid helium temperatures at which most
experiments have been done. The situation changes in
QWs, where the excitons are excited in a 2D layer of
thickness much smaller than the wavelength (λ) of light
at the resonance frequency [125]. In this case, the exci-
tonic polarization strongly couples to the photon modes
outgoing from the surface, and thus, its decay can be
dominated by radiative processes. Since the coherent po-
larization has been resonantly excited by an ultrashort
laser pulse within a large macroscopic area, it then de-
cays radiatively as a giant dipole, i.e., the decay is su-
perradiant by definition. The largest area from which
the excitonic polarization coherently decays into a given
electromagnetic mode is simply the size of a transverse
mode, i.e., ∼ λ2. Therefore, the maximum enhancement
of the radiative decay scales as the number of excitons
within this area, i.e., in proportion to (λ/aB)2, where aB
is the Bohr radius of the 1s exciton state. If the exci-
tons are localized by scattering or disorder to a length
Lc < λ, the enhancement scales as (Lc/aB)2. It has also
been suggested that Bose-Einstein condensation of exci-
tons may increase the coherence area and the resulting
decay rate [126, 127].
Furthermore, cooperative emission properties of semi-
conductor QW systems can be modified and enhanced
through quantum engineering of electronic and photonic
states by optimization of periodicity, thicknesses, and di-
mensionality. Inter-QW superradiant coupling can be in-
duced and/or employed in multiple-QW periodic struc-
tures with Bragg resonances [128–131], quasi-periodic Fi-
bonacci multiple-QW structures [132], and quasi-periodic
double-period QW structures [133]. Moreover, theoreti-
cal studies of excitonic SR in quantum wires [134–136]
and quantum dots [105–111] have provided additional
predictions and incentives for experimental studies.
Experimentally, size-dependent radiative decay in
nanocrystals, expected for excitonic SR as described
above, have been demonstrated [137, 138]. Nakamura,
Yamada, and Tokizaki studied the radiative decay of res-
onantly excited excitons confined in CuCl semiconduct-
ing nanocrystals with radii, R, of 18-77Å in glass ma-
trices. They found that the radiative decay rate was
proportional to R2.1, which is consistent with a theoret-
ical estimate based on excitonic SR [120]. Figure 11(a)
shows time-resolved photoluminescence data for various
nanocrystals with different sizes, while Fig. 11(b) plots
the extracted decay time as a function of crystal size,
together with a theoretical prediction (solid line).
B. Superfluorescence from Semiconductor
Quantum Wells
As described in Sections II and III above, SF has been
observed in many atomic and molecular systems since the
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FIG. &. Emission spectra of CuCl microcrystallites embedded
in glasses with different sizes at 77 K. Curve a, 650 C for 15
min (R 77 A); b, 600'C for 15 min (R 61 A); c, 575'C for
15 min (R 51 A); d, 550 C for 15 min (R 33 A); and e,520'C for 30 min (R 25 A). The arrow indicates the Z3 exci-
ton energy of the CuCl bulk crystal.
this 6gure. Calculating decay curves by the convolution
of a kinetics function with the instrumental response, we
have obtained decay times. The convoluted curves giving
rise to the best fits to the experimental points are shown
by solid curves in Fig. 2. In curves b e, -the temporal be-
havior can be 6tted by single exponential decay. The de-
cay time of the largest microcrystallites with a radius of
77 A [curve (b)] is 80 ps, while the decay time increases
to 400 ps for the smaller microcrystallites with a radius of
33 A [curve (e)l. These results suggest the size-de-
pendent decay of exciton luminescence.
When the crystal size is reduced to less than -25 A.,
decay behavior does not exhibit single exponential decay
as shown in curve (f) of Fig. 2. Consequently, we have
calculated decay curves by the convolution assuming the
two exponential functions. The decay times 250 and 750
ps are obtained for curve (f). The intensity ratio of the
two components is dependent on the samples examined.
Since the two-exponential decay behavior is noticed for
the samples with smaller microcrystallites, the shorter de-
cay time is presumably attributed to the microcrystallites
which are strongly infiuenced by the matrix glass. '
Therefore, we regard the longer decay times originating
from the more ideal microcrystallites as radiative lifetimes
in this range of the crystal size.
The obtained decay times of Z3 excitons are summa-
rized as a function of radii and con6nement energies in
3lA
g 2
crystal. In the crystal-growth procedures, the higher the
heat-treatment temperature and the longer the duration,
the larger the crystallite size is produced. When the crys-
tal size is decreased from 77 to 25 A, the energy shift from
the Z3 exciton energy increases from 2.3 to 23 meV. This
behavior of emission bands is consistent with the quantum
confinement of Zs excitons which was observed for the ab-
sorption spectra of CuC1 embedded glasses. ' We have
also measured absorption spectra and indeed recon6rmed
the same results. Therefore, the emission band originates
from the Z3 excitons and the translational motion of these
excitons are three-dimensionally con6ned.
We mention that these emissions are very efficient com-
pared to the bulk CuC1 crystal indicating the high quan-
um efficiency of the confined exciton luminescence. Un-
fortunately, the relative quantum efficiency of the micro-
crystallite could not be quantitatively discussed from these
spectra, since these samples contained the CuC1 micro-
crystallites with the different concentrations. Thus the
relative intensity of the spectra in Fig. 1 does not mean the
change in the quantum efficiency.
To investigate the volume-dependent radiative decay of
Z3 excitons, we hav m asured decay times of Z3 exciton
luminescence in different samples. Figure 2 sho~s decay
curves of the Z3 exciton band at 77 K. Since the decay
behavior was not changed within the emission band, the
decay curves measured at the peak position were shown in
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FIG. 2. Decay curves measured at the peak positions of the
Z3 exciton bands of CuC1 microcrystallites with different radii.
Curve a, the instrumental response function for curves b-e; b,
R 77 A; c, R 61 A; d, R 51 A; e, R 33 A; f, R 25 A.
Solid curves represent convoluted ones. The instrumental
response function for the curve f exhibiting the different
response at the negative time is not shown.
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FIG. 3. The decay times of the Z3 excitons confined three di-
mensionally as a function of the radius R (the confinement ener-
gy hE). The open circles represent the decay times determined
from the single exponential decay and the closed circles repre-
sent the longer decay times of two-component decay. The
dashed line and solid line show the dependence of R 2' and the
calculated radiative lifetimes, respectively.
Fig. 3. When the radii are decreased from 77 to 21 A, the
decay times (open and closed circles) increase from 80 to
850 ps and they are saturated for R & 20 A. We can find
that the measured decay times depend on R
In a spherical microcrystallite of semiconductors where
R«A. , the confined exciton can be a coherent excitation
inside the whole microcrystallite and has a macroscopic
polarization. The radiative-decay rate of confined exci-
tons in this situation has been calculated. As long as the
translational motion of Wannier excitons is confined, the
decay rate r„' of the lowest excitons is given by the fol-
lowing expression:
~r 64m 4 It -1'y y 3hZ, '
where ( p,„[ is the matrix element of the interband dipole
transition. The decay rate is enhanced by the factor
(R/an) compared to the interband transition in the bulk
crystaL Accordingly, the radiative lifetimes should de-
pend on R s if the excitons are three-dimensionally
confined in microcrystallites. While the quantum
con6nement becomes stronger for smaller crystallites, the
smaller volume of the crystallite in which a macroscopic
or mesoscopic polarization is formed decreases the
radiative-decay rate.
We note that this size-dependent lifetime of excitons is
analogous to the reduction of lifetime of impurity-bound
excito s b cause of the giant oscillator strength depending
on the extent of a bound exciton. '5 The confinement of an
exciton in this case results from the Coulomb interaction
instead of the externally imposed con6nement.
The calculated lifetimes for Zs excitons in CuC1 micro-
crystallites are shown by the solid line in Fig. 3. We used
the transverse-longitudinal splitting &LT 5.7 meV, '
dielectric constant e 5.59 (Ref. 16) and an 6.8 A for
the calculation. As shown in Fig. 3, the values of the ex-
perimental lifetimes are in good agreement with the calcu-
lated ones in the range 21-80 A. without any adjustable
parameters. This agreement confirms that the observed
lifetimes are mainly determined by the radiative recom-
bination of the con6ned exciton.
The observed radius dependence of the lifetimes is
R 2', which is smaller than the expected dependence of
R . In the theoretical model, the in6nite barrier poten-
tial is assumed outside the quantum sphere consisting of
the ideal crystal and the effect of the polarization charge
induced at the surface is neglected. In the CuC1 micro-
crystallites embedded in glasses, the con6nement potential
of the glass is finite and the dielectric constants are
different for two materials. Since the 6nite potential bar-
rier weakens the quantum connnement for the smaller ra-
dius, the radius dependence of the decay rate is expected
to be reduced. Considering the validity to directly apply
this model to our system, this discrepancy of the R depen-
dence is rather acceptable. Therefore, the general agree-
ment of the observed results with the theory allows us to
conclude that the radiative-decay rate of the con6ned Z3
exciton is nearly volume dependent. Since the microcrys-
tallites with a radius R «A, are well separated from each
other in the glass matrix (volume fraction ~ 1%), the
condition that each CuC1 microcrystallite interacts in-
dependently with the light is ful611ed. Therefore, this
size-dependent decay of the confined exciton is the super-
radiant behavior in the sense that the coherent polariza-
tion is involved &7, &8
The large radiative-decay rate in the small microcrys-
tallite can be also interpreted in terms of the vanishing of
the polariton effect. In bulk crystals, the translational
motion of the exciton is designated by a wave vector K be-
cause of the translational symmetry and such an exciton is
coupled to the photon with the same wave vector K to
form a polariton in the crystaL Since the polariton cannot
become an external photon unless it is transported to the
crystal surfaces, the radiative rate is very small. In the
microcrystallite with R &X,, however, the polariton con-
cept and the translational symmetry break down. Since
the exciton is no more trapped in the bulk, it can radia-
tively decay with a very short lifetime by its macroscopic
polarization.
Here, we notice the deviation from the theory for
R & 20 A. Since the confinement of the relative motion of
excitons appears simultaneously in this range (R/an & 3),
the decrease in the oscillator strength per quantum sphere
as a function of R is suppressed as discussed by Kayanu-
ma. ' Therefore, we can expect the suppression of in-
crease in the lifetimes. However, an alternative explana-
tion is related with the effect of the nonradiative transition
on the exciton decay for the smaller microcrystallites in
this range. Although we have regarded the longer decay
times as the radiative lifetimes, nonradiative processes
arising from the surface imperfections of Cucl microcrys-
tallites might acct the exciton decay for the smaller crys-
tal size of R/aa & 3.
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FIG. 11: (a) Time-dependent photolum nescence data for
CuCl nanocrystals with different radii, R. Curve a: instru-
mental response function. b: R = 77Å. c: R = 61Å. d:
R = 51Å. e: R = 33Å. f : R = 25Å. (b) Extracted de-
cay time versus R. Dashed line: ∝ R2.1 dependence. Solid
line: calculated lifetime expected for excitonic SR. Repro-
duced (adapted) with permission from [137]. Copyright 1989,
American Physical Society.
1970s. However, in semiconductor materials, SF has been
difficult to observe due to the inherently fast scattering
of carriers. Typically, in semiconductors, photogenerated
nonequilibrium carriers are spread over energy bands,
limiting the number of dipole oscillators, e.g., electron-
hole (e-h) pairs, within the radiation bandwidth, keeping
the cooperative frequency below the threshold for achiev-
ing SF. One possible way to overcome these limitations
is to place the system in a strong perpendicular magnetic
field (B) and at low temperature (T ) [36, 38]. A strong B
can effectively increase the dipole moment as well as the
number of carriers contributing to SF, through wavefunc-
tion shrinkage and an increase in the density of states.
Scattering is suppressed in a strong B due to the reduced
phase space available for scattering, which leads to longer
relaxation times [effective T1 and T2 in Eq. (1)]. Low T
increases quantum degeneracy and suppress scattering.
By optically exciting e-h pairs in an InGaAs/GaAs
quantum well (QW) system, we have made the first SF
observation using extended states in a solid [56]. This
provides a good system in which to study many-body
physics in a highly controllable environment through B,
T , and pair density (laser power, P ). For an e-h plasma
in semiconductor QWs, quantum dipole oscillators are e-
h pairs, and their SF is a process of collective radiative
recombination. A high enough pump fluence is needed
to provide strong Fermi degeneracy of the photoexcited
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nonequilibrium carriers. This maximizes the population
inversion in Eq. (2) and ensures that stimulated recombi-
nation prevails over the inverse process of the interband
absorption. In addition, Fermi degeneracy gives rise to
a many-body Coulomb enhancement of the gain (Fermi
edge singularity) [139, 140], which makes coherent and
cooperative spontaneous emission possible even without
a strong B if T is sufficiently low.
1. Sample and Experimental Methods
FIG. 12: Schematic diagram of the experimental geometry
for observing coherent spontaneous emission from photoex-
cited semiconductor QWs in a magnetic field. The magnetic
field is applied perpendicular to the QWs, parallel to the in-
cident pump beam. Spontaneous emission (SE) is emitted
isotropically, while SF is emitted in the QW plane and de-
tected through the edge fiber. Reproduced (adapted) with
permission from [141]. Copyright 2015, American Physical
Society.
The sample we studied was a multiple-QW sample
grown by molecular beam epitaxy, consisting of 15 layers
of 8-nm In0.2Ga0.8As separated by 15-nm GaAs barriers
grown on a GaAs buffer layer and GaAs (001) substrate.
The confinement of the QW potential resulted in the for-
mation of a series of subbands, both for electrons in the
conduction band and holes in the valence band. Due to
the strain caused by the lattice mismatch between the
In0.2Ga0.8As and GaAs layers, a relatively large energy
splitting (75meV) occurred between the E1H1 and E1L1
subbands, so only the E1H1 transition was relevant to
our spectral range. In the presence of an external B ap-
plied perpendicular to the QW plane, each subband splits
into a series of peaks due to Landau quantization. For
example, the E1H1 transition splits into (Ne,Nh) = (00),
(11), (22), ... transitions, where Ne (Nh) is the electron
(hole) Landau level (LL) index.
We performed time-integrated photoluminescence
(TIPL) spectroscopy, time-resolved photoluminescence
(TRPL) spectroscopy, and time-resolved pump-probe
spectroscopy measurements on the InGaAs QW sample
under a variety of B, T , and P conditions, at the Ultra-
fast Optics Facility of the National High Magnetic Field
Laboratory in Tallahassee, Florida (using either a 31-T
DC resistive magnet or a 17.5-T superconducting mag-
net), and at Rice University with a 30-T pulsed magnet
system [142]. The main laser system used was an am-
plified Ti:sapphire laser (Clark-MXR, Inc., CPA 2001, or
Coherent Inc., Legend), producing 150 fs pulses of 775 nm
(1.6 eV, with CPA 2001) or 800 nm (1.55 eV, with Leg-
end) radiation at a repetition rate of 1 kHz. In addition,
an optical parametric amplifier (OPA) was used to pro-
duce intense outputs with tunable wavelengths between
850 nm and 950 nm.
For TIPL and TRPL measurements, the sample was
mounted on a sapphire plate, and a µ-prism was placed
at one edge of the sample to redirect in-plane emission;
see Fig. 12. Two fibers, center and edge fibers, were used
for PL collection; the former was used for monitoring
spontaneous emission (which was emitted in all 4pi spa-
tial directions with equal probability), while the latter
was used to observe SF (which was emitted in the plane
of the QWs) [56, 140, 141, 143]. TIPL was measured
with a CCD-equipped monochromator, and TRPL was
measured either using a streak camera system or a Kerr-
gate method. Pump-probe measurements were made in
a transmission geometry in the Faraday configuration,
where the pump and probe beams were parallel to the B
and normal incident to the QWs. For a particular transi-
tion, the differential transmission, ∆T/T , was monitored
by a photodiode, which is proportional to the population
inversion for that transition.
2. Time-Integrated Emission Spectra
TIPL showed very different behaviors between the cen-
ter and edge collections. Figures 13(a) and 13(b) show
the B dependence of time-integrated center-fiber and
edge-fiber-collected PL, respectively, from B = 0T to
10T with P = 2mW and at T = 4K [141]. The only
feature observed in the center-fiber-collected PL, shown
in Fig. 13(a), is the lowest-energy, (Ne,Nh) = (00) tran-
sition, whose emission peak slightly blue-shifts with in-
creasing B through the diamagnetic shift [144]. In con-
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FIG. 13: Magnetic field dependence of time-integrated PL
collected with the (a) center fiber and (b) edge fiber at 4K
with an average excitation laser power of 2mW. Reproduced
with permission from [141]. Copyright 2015, American Phys-
ical Society.
trast, the intensity of edge PL emission drastically in-
creases with B, as shown in Fig. 13(b). In the low B
regime (< 4T), the edge PL emission spectrum is char-
acterized by two peaks at ∼1.32 eV and ∼1.43 eV, cor-
responding to the E1H1 1s and E1L1 1s transitions, re-
spectively, whose shape and intensity are more or less sta-
ble with B. However, a further increasing in B leads to
emission from other LLs, which becomes much brighter,
sharper, and better spectrally separated. As shown in
Fig. 13(b), ten peaks, due to the (00), (11), ... (99) inter-
band transitions, can be clearly observed. These differ-
ences of PL emission between the center and edge collec-
tions lie in the gain distribution in the InGaAs QW sys-
tem. Optical gain exists only for electromagnetic waves
propagating along the QW plane, which leads to in-plane
SF emission; no optical gain is available in the direction
perpendicular to the QW plane, leading to ordinary spon-
taneous emission (SE) in the center collection.
3. SF Bursts in Strong Magnetic Fields
In order to obtain the direct evidence of SF emis-
sion, time-resolved pump-probe and PL measurements
were performed at the same time. Figure 14 shows the
simultaneously taken pump-probe differential transmis-
sion and TRPL data for the (22) transition at 17T and
5K [56, 145]. Here, the differential transmission corre-
sponds to the population dynamics in the system. Af-
ter the optical pump, the population inversion is quickly
built up in the system, then suddenly drops to zero at a
delay time around 70 ps, while at the same time a strong
pulse of emission appears, as indicated by the TRPL
data. Generally, in order to observe this salient SF emis-
sion feature, a high B, low T , and large P is required.
Results of pump-probe measurements on the (00)
and (11) transitions at different B are summarized in
Fig. 15 [56, 145]. Figure 15(a) shows B-dependent time-
resolved pump-probe differential transmission for the
(11) transition at 5K. At low B, such as 10T, the pop-
ulation difference of the (11) transition exhibits a slow
exponential decay. However, as B increases, the tem-
poral profile begins to exhibit a sudden drop that, with
increasing B, becomes faster and sharper and occurs at a
shorter time delay, becoming ∼80 ps at 17.5T. The (22)
transition shows a similar dependence on B, except that
the population drops at an even earlier delay time com-
pared with that of the (11) transition (∼60 ps at 17.5T),
as shown in Fig. 15(b). Figure 15(c) shows that a de-
creasing T has a similar effect to an increasing B, which
leads to a more sudden decrease in population that oc-
curs at a shorter delay time as T changes from 150K to
5K.
We measured spectrally and temporally resolved SF
bursts at different B, T , and pump pulse energies, as
shown in Fig. 16. Figure 16(a) shows a PL intensity map
as a function of time delay and photon energy at 17.5T,
5K, and 5µJ [56, 145]. Three SF bursts, coming from
the (00), (11), and (22) transitions, are clearly resolved,
both in time and energy. Each burst emerges after a
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FIG. 14: Simultaneously taken pump-probe and TRPL data
for the (22) transition at 17T and 5K, showing direct evi-
dence of SF in the InGaAs QW system.
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Figure 2 |Observation of a sudden population drop through ultrafast pump–probe spectroscopy. a, Sample studied and schematic diagram of energy
levels in the system. b, Experimental configuration of pump–probe measurements. c, Pump–probe data for the (11) level at different magnetic fields at 5 K.
d, Pump–probe data for the (22) level at different magnetic fields at 5 K. e, Pump–probe data for the (22) level at 17.5 T at different temperatures.
Pump–probe measurements were made in a transmission
geometry in the Faraday configuration (Fig. 2b), where the pump
and probe beams were parallel to the magnetic field and incident
normal to the quantumwells. The differential transmission,1T/T ,
when tuned to a particular transition, is proportional to the popu-
lation inversion for that transition, which is equal to the difference
between the number of occupied and unoccupied exciton states.
Figure 2c,d demonstrates that at the lowest temperature, 5 K, there
is a sudden decrease in population inversion when the magnetic
field, B, is higher than 10 T. At lower B, the population dynamics of
the (11) transition exhibits a typical long exponential decay, as seen
in Fig. 2c. With increasing B, the exponential decay transforms into
a sudden decrease that becomes faster and occurs at a shorter time
delay, ⇠80 ps, for the (11) transition at 17.5 T. The (22) transition
under the same conditions shows similar results, except that the
sudden decrease in population occurs at an even shorter delay time,
⇠60 ps, for the highest B, as shown in Fig. 2d. Finally, Fig. 2e shows
that decreasing the temperature, T , and increasing B have a similar
effect, that is, the change in population becomes more sudden and
occurs at a shorter time delaywhenT changes from150K to 5K.
Spectrally and temporally resolved photoluminescence,
collected in the geometry depicted in Fig. 3a, revealed
superfluorescent pulses under various B, T and pump
conditions, as shown in Fig. 3b–g. Figure 3b shows time-resolved
photoluminescence data at 17.5 T and 5K, spectrally selected
for the (00) transition, taken with pump pulse energies, 0.25 nJ
and 10 µJ, to be compared with Fig. 1b. For weak excitation
(0.25 nJ), the photoluminescence, measured from the centre
fibre, shows an initial slow increase due to exciton formation,
followed by interband relaxation with an exponential decay time of
hundreds of picoseconds. The photoluminescence measured from
the edge fibre provided a similar decay, but the signal was ⇠40
times lower, indicating that the emission under weak excitation
is typical spontaneous emission radiated in all directions with
equal probability. In contrast, for strong excitation (10 µJ), we
observe a giant, delayed pulse of radiation from the edge fibre.
The photoluminescence measured in the centre fibre showed
no pulse of radiation and the peak intensity was ⇠100 times
lower. Quantitatively, Fig. 3b shows that an increase in pump
pulse energy by roughly four orders of magnitude results in a
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FIG. 15: Magnetic-field-dependent time-resolved pump-probe differential transmission traces probing the (a) (11) and (b) (22)
transitions at 5K. (c) Temperature-dependent ump-probe differential transmission traces probing the (22) transition at 17.5T.
Reproduced (adapted) with permission from [56]. Copyright 2012, Nature Publishing Group.
time delay, and the delay is longer for lower LLs, i.e.,
the highest-energy transition, (22), emits a pulse first,
and each lower-energy transition emits a pulse directly
after the transition just above it. Figure 16(b) shows
the effects of a reduced B on SF bursts: smaller energy
separations between LL, and a longer delay time for a
given transition. Figure 16(c) suggests that a lower pump
pulse energy leads to weaker SF emission. Increasing T
has a similar effect on SF emission to a decreasing B, as
shown in Fig. 16(d). With increasing T , emission from
all transitions weakens sig ificantly and moves to lat r
delay times.
Due to a relatively large dispersion due to the graded-
index collection fiber used and the monochromator in
front of the streak camera, the time resolution in the
above SF studies was limited to 20–30 ps, which is not
high enough to measure the true pulse widths of the SF
bursts. In order to provide information on the widths
of SF bursts quantitatively, TRPL e surements via a
Kerr-gate technique were performed with a 30-T pulsed
magnet in free space. Figure 17 shows a SF burst for
the (11) transition at 10T and 19K [142]. By taking
vertical and horizontal slices at the peak of the burst,
the pulse width was estimated to be ∼ 10 ps, and the
spectral width to be ∼ 5meV. Further investigation is
needed to determine how the pulse width and delay time
vary with B, T , and P .
(a) (b) 
(d) (c) 
FIG. 16: Steak camera images of SF bursts as a function of
photon energy and delay time at different magnetic fields,
temperatures and pump puls energies. (a) 17.5T, 5K,
and 5µJ. (b) 15T, 5K, and 5µJ. (c) 17.5T, 5K, and 2µJ.
(d) 15T, 75K, and 5µJ. Reproduced (adapted) with permis-
sion from [145]. Copyright 2012, Wiley.
4. Fluctuations in SF Pulse Direction
As described in Section I, randomness is expected in
SF properties, such as intensities, pulse widths, delay
times, and directions, due to quantum fluctuations [25–
27, 30, 31]. In order to investigate randomness in the
direction of SF emission in the present case, single-shot
TIPL measurements were performed in a two-fiber ge-
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FIG. 17: (a) SF burst for the (11) transition at 10T and 19K
measured with a Kerr-gate method. (b) Vertical slice at the
intensity peak, showing a spectral width of ∼5meV. (c) Hor-
izontal slice at the intensity peak, showing a pulse width of
∼10 ps. Reproduced (adapted) with permission from [142].
Copyright 2013, AIP Publishing.
FIG. 18: (a) Schematic setup for single-shot TIPL measure-
ments. (b) Four representative TIPL emission spectra from
two edges at high fluence. Normalized emission strength for
the (00) transition versus shot number in the (c) SF regime
and (d) ASE or regime. Reproduced (adapted) with permis-
sion from [35]. Copyright 2006, American Physical Society.
ometry, as indicated in Fig. 18(a), where emissions from
two edge fibers were simultaneously taken upon sin-
gle pulse excitation [35, 146]. The measurement was
taken under two excitation conditions: 9.7mJ/cm2 with
a 0.5-mm spot size (corresponding to the SF regime),
and 0.02m˙J/cm2 with a 3-mm spot size (corresponding
to the ASE or SE regime). Some representative spec-
tra for the (00) transition at 9.7mJ/cm2 is shown in
Fig. 18(b). Figure 18(c) plots the normalized emission
strength for the (00) peak versus shot number under
the high (9.7mJ/cm2) and low (0.02mJ/cm2) excitation,
from which a strong anti-correlation signal from the two
fibers can be observed at high pump fluence, indicating
a collimated but a randomly changing SF emission di-
rection from shot to shot. In Fig. 18(d), omnidirectional
emission on every shot is observed, as expected in the
ASE or SE regime.
5. Many-Body Coulomb Enhancement of SF at the Fermi
Edge
As shown in Fig. 16, SF bursts from different LL tran-
sitions occur in a sequential manner: SF from the high-
est occupied LL is emitted first, which is followed by
emission from lower and lower LLs. When the magnetic
field or temperature is changed, the delay time for each
SF burst changes; however, the delay times of different
bursts change in such a way that the sequential order
is preserved. Namely, the relative timing of the bursts
coming from different LLs is not random.
To further this sequential emission process, TRPL
measurements were performed using a streak camera at
different B while T and P were kept constant. Fig-
ures 19(a)-19(e) show SF emission as a function of photon
energy and time delay at various B [140]. With increas-
ing B, the number of peaks decreases, and the energy
separation between LLs increases due to increasing Lan-
dau quantization. Interestingly, at low B, the emission is
characterized by a red-shifting continuum, which gradu-
ally evolves into discrete SF bursts at high B. At a given
B, sequential SF emission is clearly observed: SF emis-
sion occurs only after all higher-energy SF bursts occur,
and the delay time is longer for a burst from a lower LL.
This sequential behavior can be even more clearly seen
in Fig. 19(f), which summarizes the peak positions of the
SF bursts as a function of photon energy and time. Fur-
thermore, Fig. 19(f) indicates that, at the same photon
energy, a higher B can induce a SF burst earlier.
Figures 20(a)-20(f) demonstrate that increasing T has
an effect similar to decreasing B on the delay time of SF
emission [141]. These data were taken at 10T and 2mW
at T = (a) 4K, (b) 50K, (c) 75K, (d) 100K, (e) 125K,
and (f) 150K. At each T , multiple SF bursts coming
from different LLs can be seen, with delay times that are
shorter for those arising from higher LLs. With increas-
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() (a) (b) (c) 
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FIG. 19: Time-resolved PL spectra at (a) 0T, (b) 6T, (c) 10T, (d) 14T, (e) 17.5T with an excitation power of 2mW at 5K.
(f) Peak shift of emission as a function of time at different magnetic fields. Reproduced (adapted) with permission from [140].
Copyright 2013, Nature Publishing Group.
ing T , the intensity of SF gradually decreases, and finally,
at T > 150K, no SF bursts can be observed. Figure 21(a)
plots the temperature dependence of SF delay times for
different transitions. The delay time increases monotoni-
cally with increasing T for all peaks except the (00) peak.
Figure 21(b) shows the temperature dependence of inte-
grated intensities for different transitions, showing that
SF vanishes at high T .
We interpret these phenomena in terms of Coulomb
enhancement of gain near the Fermi energy in a high-
density e-h system, which results in a preferential SF
burst near the Fermi edge. After relaxation and ther-
malization, the photogenerated carriers form degenerate
Fermi gases with respective quasi-Fermi energies inside
the conduction and valence bands. The recombination
gain for the e-h states just below the quasi-Fermi energies
is predicted to be enhanced due to Coulomb interactions
among carriers [139], which causes a SF burst to form at
the Fermi edge. As a burst occurs, a significant popu-
lation is depleted, resulting in a decreased Fermi energy.
Thus, as time goes on, the Fermi level moves toward the
band edge continuously. This results in a continuous line
of SF emission at zero field and a series of sequential SF
bursts in a magnetic field.
6. Theory of SF from Quantum Wells
We use the semiconductor Bloch equations (SBEs) to
study SF from a high-density e-h plasma in the presence
of many-body Coulomb interactions. The usual form of
the SBEs [147] is for a bulk semiconductor or a 2D elec-
tron gas, when the states can be labeled by a 3D or 2D
wavevector ~k. Here, we rederive SBEs following the same
basic approximations but in a more general form, which
accommodates the effects of a finite well width and the
quantization of motion in a strong B.
We begin with a general Hamiltonian in the two-band
approximation and e-h representation,
Hˆ =
∑
α
[(E0g + E
e
α)a
†
αaα + E
h
αb
†
α¯bα¯]
+
1
2
∑
αβγδ
(V eeαβγδa
†
αa
†
βaδaγ + V
hh
α¯β¯γ¯δ¯b
†
α¯b
†
β¯
bδ¯bγ¯
+ 2V ehαβ¯γδ¯a
†
αb
†
β¯
bδ¯aγ)− E(t)
∑
α
(µαa
†
αb
†
α¯ + µ
∗
αaαbα¯),
(8)
where E0g is the unperturbed bandgap, a†α and b
†
α¯
are the creation operators for the electron state α
and hole state α¯, respectively, E(t) is the optical
16
(11)
(11)
(11)
(11)
(a) (b) (c)4 K 75 K50 K
(d) (e) (f)100 K 150 K125 K
0
(00)
(11)
(22)
(44)
(33)
E1L1
(00)
(11)
(22)
(44)
(33)
E1L1
(11)
(22)
(44)
(33)
E1L1
E1L1 E1L1
FIG. 20: Time-resolved PL spectra at different temperatures at a magnetic field of 10T and an excitation laser power of 2mW.
Reproduced (adapted) with permission from [141]. Copyright 2015, American Physical Society.
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pendence of spectrally and temporally integrated SF peak in-
tensities at 10T and 2mW for all emission peaks as well as the
(00) and (11) peaks. Reproduced (adapted) with permission
from [141]. Copyright 2015, American Physical Society.
field, µα is the dipole matrix element, and Vαβγδ
are Coulomb matrix elements, for example, V eeαβγδ =´
d~r1
´
d~r2Ψ
e∗
α (~r1)Ψ
e∗
β (~r2)
e2
|~r1−~r2|Ψ
e
γ(~r1)Ψ
e
δ(~r2). Here,
we denote the hole state which can be recombined with
a given electron state α optically by α¯, and assume that
there is a one-to-one correspondence between them. For
the interband Coulomb interaction, V eh
αβ¯γδ¯
a†αb
†
β¯
bδ¯aγ is the
only nonzero matrix element due to the orthogonality
between the Bloch functions of the conduction and va-
lence bands [148]. The electron and hole wave functions
can be written as Ψeα(~r) = ψeα(~r)uc0(~r) and Ψhα¯(~r) =
ψhα¯(~r)u
∗
v0(~r), respectively. In the problems we study here,
the conduction band and valence band states connected
by an optical transition always have the same envelope
wave function, so we take ψhα¯(~r) = ψe∗α (~r). Then, the
Coulomb matrix elements are related with each other
through V hh
α¯β¯γ¯δ¯
= V eeγδαβ and V
eh
αβ¯γδ¯
= −V eeαδγβ , and we
can drop the superscript by defining Vαβγδ ≡ V eeαβγδ.
Using the above Hamiltonian, we can obtain the equa-
tions of motion for the distribution functions neα = 〈a†αaα〉
and nhα = 〈b†α¯bα¯〉, and the polarization Pα = 〈bα¯aα〉. Us-
ing the Hartree-Fock approximation (HFA) and the ran-
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dom phase approximation (RPA), we arrive at the SBEs:
i~
d
dt
Pα =
(
E0g + E
eR
α + E
hR
α
)
Pα
+
(
neα + n
h
α − 1
)µαE(t) +∑
β
VαββαPβ

+ i~
d
dt
Pα
∣∣∣∣
scatt
, (9)
~
d
dt
neα = −2 Im
µαE(t) +∑
β
VαββαPβ
P ∗α

+ ~
d
dt
neα
∣∣∣∣
scatt
, (10)
~
d
dt
nhα = −2 Im
µαE(t) +∑
β
VαββαPβ
P ∗α

+ ~
d
dt
nhα
∣∣∣∣
scatt
, (11)
where EeRα =
(
Eeα −
∑
β Vαββαn
e
β
)
and EhRα =(
Ehα −
∑
β Vαββαn
h
β
)
are the renormalized energies, and
the scattering terms account for higher-order contribu-
tions beyond the HFA and other scattering processes such
as longitudinal-optical phonon scattering.
These equations, together with Maxwell’s equations for
the electromagnetic field, can be applied to study the full
nonlinear dynamics of interaction between the e-h plasma
and radiation. Here, we derive the gain for given carrier
distributions neα and nhα, which was used to plot Fig. 22.
Assuming a monochromatic and sinusoidal time depen-
dence for the field E(t) = E0e−iωt and the polarization
Pα(t) = P0αe−iωt, we can find Pα from Eq. (9) and de-
fine the quantity χα(ω) = P0α/E0, which satisfies
χα(ω) = χ
0
α(ω)
1 + 1
µα
∑
β
Vαββαχβ(ω)
 , (12)
where
χ0α(ω) =
µα
(
neα + n
h
α − 1
)
~ω − (E0g + EeRα + EhRα )+ i~γα . (13)
Here, we have written the dephasing term phenomeno-
logically as dPα/dt|scatt = −γαPα. The optical suscepti-
bility is then
χ(ω) =
1
V
∑
α
µ∗αχα(ω), (14)
where V is the normalization volume. The gain spectrum
is given by [147]
g(ω) =
4piω
nbc
Im[χ(ω)], (15)
where nb is the background refractive index, and c is
the speed of light. We use the above general results to
analyze optical properties under different conditions.
In a QW of thickness Lw, the envelope functions for
electrons and holes are ψe,h
n,~k
(~r) = ϕn(z) exp
(
i~k · ~ρ
)
/
√
A,
where ~ρ = (x, y), ϕn(z) is the envelope wave function
in the growth direction for the n-th subband, and A is
the normalization area. To calculate the Coulomb ma-
trix element Vαββα, we define V˜αβ ≡ Vαββα and put α
=
{
n,~k, s
}
, β =
{
n′,~k′, s′
}
, where s denotes the spin
quantum index. Then one gets
V˜n,~k,s;n′,~k′,s′ = V
2D(q)Fnn′n′n(q)δss′ , (16)
where q = |~q| = |~k − ~k′|, V 2D(q) = 2pie2/Aq,  is the
dielectric function, and the form factor Fnn′n′n(q) is de-
fined as
Fn1,n2,n3,n4(q)
=
ˆ
dz1
ˆ
dz2ϕ
∗
n1(z1)ϕ
∗
n2(z2) exp (−q |z1 − z2|)
× ϕn3(z1)ϕn4(z2). (17)
Throughout this section, we assume that only the lowest
conduction and valence subbands are occupied. In this
case, we can define V˜ (q) = V 2D(q)F1111(q). The dielec-
tric function (~q, ω), which describes the screening of the
Coulomb potential, is given by the Lindhard formula for
a pure 2D case [147]; it can be generalized to the quasi-2D
case as
(~q, ω) = 1 + V˜ (q) (Πe(~q, ω) + Πh(~q, ω)) , (18)
where Πe(h)(~q, ω) is the polarization function of an elec-
tron or hole, which is given by
Π(~q, ω) = 2
∑
~k
n~k+~q − n~k
ω + i0+ − E~k+~q + E~k
. (19)
Here, we dropped the subscripts e or h, n~k is the distribu-
tion function, the factor of 2 accounts for the summation
over spin, and the spin index is suppressed. For simplic-
ity, we will choose the static limit, namely, ω = 0.
Given the dielectric function (q, 0), the screened
Coulomb matrix element is V˜s(q) = V˜ (q)/(q, 0). For
simplicity, we will still write it as V˜ (q). Applying Eq.
(12) to the case above, we get the equation for χ~k(ω):
χ~k(ω) = χ
0
~k
(ω)
1 + 1
µ~k
∑
~k′
V˜
(∣∣∣~k − ~k′∣∣∣)χ~k′(ω)
 , (20)
where χ0~k(ω) becomes
χ0~k(ω) =
µ~k
(
ne~k + n
h
~k
− 1
)
~ω −
(
E0g + E
eR
~k
+ EhR~k
)
+ i~γ~k
. (21)
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To solve Eq. (20), we notice that χ0~k(ω) does not de-
pend on the direction of ~k, so χ~k(ω) will not depend on it,
either. Then, after converting the summation in Eq. (20)
into the integral, the integration over the azimuthal angle
is acting on V˜ (|~k − ~k′|) only. If we define
V˜ (k, k′) =
1
2pi
ˆ 2pi
0
dφV˜
(√
k2 + k′2 − 2kk′ cosφ
)
,(22)
then Eq. (20) can be written as
χk(ω) = χ
0
k(ω)
[
1 +
A
2piµk
ˆ ∞
0
k′dk′V˜ (k, k′)χ′k(ω)
]
.(23)
After discretizing the integral, we have a system of lin-
ear equations for χk(ω), which can be solved by using
LAPACK [149]. The band structure for our sample con-
sisting of undoped 8-nm In0.2Ga0.8As wells and 15-nm
GaAs barriers on a GaAs substrate is calculated using
the parameters given by Vurgaftman, Meyer, and Ram-
Mohan [150]. The strain effect is included using the re-
sults of Sugawara et al. [151]. Examples of calculated
gain spectra are shown in Figs. 22(a) and 22(b).
For a QW structure in a strong perpendicular B, the
electronic states are fully quantized. Considering only
the lowest subband in the QW, the equation for the sus-
ceptibility is written as
χν,s = χ
0
ν,s
[
1 +
1
µν,s
∑
ν′
Vν,ν′χν′,s
]
, (24)
where ν is the Landau level index, s is the spin index,
and Vν,ν′ is the Coulomb matrix element given by
Vν,ν′ =
e2
2pi
ˆ 2pi
0
dθ
ˆ ∞
0
dq
×
∣∣∣∣ˆ dxeiqx cos θφν(x)φ∗ν′(x+ qa2H sin θ)∣∣∣∣2 , (25)
where φν(x) is the x-dependent part of the wave function
of the ν-th Landau level and a2H = ~c/eB. The renor-
malized electronic energies in the expression for χ0ν,s are
EeRν,s = E
e
ν,s −
∑
ν′
Vν,ν′n
e
ν′ , (26)
and a similar equation holds for holes. The gain is cal-
culated as
g(ω) =
4piω
nbc
1
pia2H
Im
[∑
ν
µ∗ν,sχν,s
]
. (27)
An example of the calculated gain for B = 17T is shown
in Figs. 22(c) and 22(d).
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FIG. 22: Theoretical calculations of Coulomb-induced many-
body enhancement of gain at the Fermi energy at zero mag-
netic field and 17T. (a) Gain spectrum for the InGaAs sample
without a magnetic field with (solid line) and without (dashed
line) considering Coulomb effects; (b) Peak gain (upper panel)
and peak gain energy (lower panel) as a function of e-h den-
sity at zero magnetic field. (c) Calculated gain spectrum in a
magnetic field of 17T with (solid line) and without (dash line)
considering Coulomb effects; (d) Peak gain (upper panel) and
peak gain energy (lower panel) at 17T as a function of fill-
ing factor. Reproduced (adapted) with permission from [140].
Copyright 2013, Nature Publishing Group.
C. Superradiant Decay of Coherent Cyclotron
Resonance in Ultrahigh-Mobility Two-Dimensional
Electron Gases
Solid-state Dicke SR arising from extended states can
also happen in intraband transitions in semiconductors,
such as cyclotron resonance (CR) [53] and intersubband
transitions [54] in QWs. In this section, we deal with
SR of CR. Specifically, we show that superradiant decay
can dominate the nonequilibrium dynamics of interact-
ing electrons in a Landau-quantized, high-mobility two-
dimensional electron gas (2DEG). The coherence in such
a system is created through resonant excitation by an ex-
ternal light field, as in the case of excitonic SR (Section
IVA), as opposed to the spontaneously emerged coher-
ence in the case of SF.
From a quantum mechanical point of view, CR is the
evolution of a coherent superposition of adjacent Lan-
dau levels (LLs), with massive degeneracy, as schemat-
ically shown in Fig. 23. How rapidly the coherence of
this many-body superposition state decays has not been
well understood. Even though the CR frequency, ωc, is
immune to many-body interactions due to Kohn’s the-
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FIG. 23: Coherent THz pulse creates a superposition of ad-
jacent Landau levels with massive degeneracy. The Landau
level spacing equals ~ωc, where ωc is the cyclotron frequency.
The free induction decay of such a superposition state can be
observed after the excitation pulse.
orem [152], the decoherence of CR can be affected by
electron-electron interactions. Theoretical studies pre-
dicted that the linewidth of CR should oscillate with the
LL filling factor since the screening capability (i.e., the
density of states at the Fermi energy) of a 2DEG oscil-
lates with the filling factor [153–157]. However, despite
several decades of experimental studies of CR in 2DEGs
using continuous-wave spectrometers [158–164], no clear
evidence for the predicted CR linewidth oscillations has
been obtained for high-mobility, high-density samples.
Here, we present a systematic study on CR decoher-
ence in high-mobility 2DEGs by using time-domain THz
magneto-spectroscopy. We found that the polarization
decay rate at the CR, ΓCR (≡ τ−1CR) increases linearly with
the electron density, ne, which is the signature of SR (or
radiation damping) [14, 22, 45]. Namely, the decay of CR
is dominated by a cooperative radiative decay process,
which is much faster than any other phase-breaking scat-
tering processes for an individual electron. This model
explains the absence of CR linewidth oscillations with
respect to the filling factor and a low temperature satu-
ration of the CR decay time, τCR.
Two samples of modulation-doped GaAs QWs were
used. Sample 1 had an electron density ne and mobility
µe of 1.9 × 1011 cm−2 and 2.2 × 106 cm2/Vs, respectively,
in the dark, while after illumination at 4K they changed
to 3.1 × 1011 cm−2 and 3.9 × 106 cm2/Vs; intermediate
ne values were achieved by careful control of illumination
times. Sample 2 had ne = 5 × 1010 cm−2 and µe = 4.4
× 106 cm2/Vs.
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FIG. 24: (a) A schematic of the polarization-resolved THz
magneto-transmission experiment in the Faraday geometry.
(b) Coherent cyclotron resonance oscillations in the time do-
main. Each blue dot represents the tip of the THz electric field
at a given time. The red traces are the projections of the wave-
forms onto the Ex-t and Ex-Ey planes. The bottom trace is
the difference between the top (0T) and middle (2.5T) traces.
Reproduced (adapted) with permission from [53]. Copyright
2014, American Physical Society.
1. Observation of Superradiant Decay of CR
We performed time-domain THz magneto-
spectroscopy [165, 166] experiments. The incident
THz beam was linearly polarized by the first polarizer,
and by rotating the second polarizer, the transmitted
THz field was measured in both x- and y-directions
[Fig. 24(a)]. Figure 24(b) shows transmitted THz
waveforms in the time domain. Each blue dot represents
the tip of the THz electric field, ~E = (Ex,Ey), at
a given time. The red traces are the projections of
the waveforms onto the Ex-t plane and Ex-Ey plane.
The top and middle traces show the transmitted THz
waveforms at 0T and 2.5T, respectively. The 2.5T
trace contains long-lived oscillations with circular po-
larization. The bottom trace is the difference between
the two, E0 T(t) − E2.5 T(t), which is the free induction
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FIG. 25: (a) Magnetic field dependence of τCR at 3K.
(b) Temperature dependence of τCR at 2.5T. All the data
are for Sample 1. Reproduced (adapted) with permission
from [53]. Copyright 2014, American Physical Society.
decay signal of CR. Hence, CR decay time, τCR, can be
accurately determined through time-domain fitting with
A exp(−t/τCR) · sin(ωct + φ0), where A and φ0 are the
CR amplitude and the initial phase, respectively.
Figure 25(a) shows the magnetic field dependence of
τCR; τCR slightly decreases with increasing B. Fig-
ure 25(b) shows that τCR saturates at ∼9.5 ps when T .
10K. The values were much shorter than the DC scatter-
ing time, τDC =m∗µe/e, of the same samples at the same
temperature. Furthermore, no correlation was found be-
tween τCR and τDC; on the other hand, τCR showed
strong correlation with ne. As ne was increased, τCR was
found to decrease in a clear and reproducible manner.
As shown in Figs. 26(a) and 26(b). The low-density sam-
ple (Sample 2) exhibited the longest τCR value of ∼40 ps.
Figure 26(c) shows that the decay rate, ΓCR, increases
linearly with ne, which, as described below, is consistent
with superradiant decay of CR.
A qualitative picture of superradiant decay of CR is
as follows. A coherent incident THz pulse induces a po-
larization in the 2DEG, i.e., macroscopic coherence as a
result of individual cyclotron dipoles oscillating in phase.
The resulting free induction decay of polarization occurs
in a superradiant manner, much faster than the dephas-
ing of single oscillators. The SR decay rate, ΓSR, is
roughly N times higher than the individual radiative de-
cay rate, where N ∼ neλ2 ∼ ne/ωc2 is the number of
electrons within the transverse coherence area of a radi-
ation wavelength λ. The spontaneous emission rate for
individual CR, which is a quantum harmonic oscillator,
is proportional to ωc2. Therefore, the collective radiative
decay rate ΓSR has no explicit ωc or B dependence. In
an ultraclean 2DEG, ΓSR can be higher than the rates
of all other phase-breaking scattering mechanisms. This
scenario explains not only the ne dependence of τCR but
also its weak B dependence [Fig. 25(a)] as well as the
saturation of τCR at low temperature.
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duced (adapted) with permission from [53]. Copyright 2014,
American Physical Society.
2. Theory of Superradiant Decay of Coherent CR
We developed a quantum mechanical model for THz
excitation and coherent CR emission of a 2DEG in a
perpendicular B [53], based on the master equation for
the density operator in the coordinate representation,
dρˆ/dt = −(i/~)[Hˆ, ρˆ] + Rˆ(ρˆ), where Rˆ(ρˆ) is the relax-
ation operator. Here, the Hamiltonian for an electron of
mass m∗ in a confining potential U(r) interacting with
an optical and magnetic field described by the vector po-
tential ~A = ~Aopt + ~AB is
Hˆ =
pˆ2
2m∗
+ U(r)− e
2m∗c
(
~A · ~ˆp+ ~ˆp · ~A
)
+
e2
2m∗c2
| ~A|2,
(28)
where ~ˆp = −i~∇.
As shown in [53], the density matrix equations in-
cluding both the electric field of the excitation pulse,
~E0 = (E0x(t), 0, 0) and the field radiated by the circu-
larly polarized electron current j+ = jx − ijy, result in
the following equation of motion for j+:
dj+
dt
+ (iωc + ΓCR)j+ = αE0x(t), (29)
where α = ω2p/4pi and ωp = (4pie2ρˆ/m∗)1/2 is the plasma
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frequency. The CR decay rate, ΓCR, includes the collec-
tive radiative contribution proportional to ne
ΓCR = 2γ⊥ + ΓSR, (30)
where
ΓSR =
4pie2ne
m∗(1 + nGaAs)c
. (31)
Here, γ⊥ is the relaxation rate of the off-diagonal compo-
nent of the density matrix and nGaAs = 3.6 is the refrac-
tive index of the GaAs substrate. As shown by the dashed
line in Fig. 26(c), Eq. (31) reproduces the observed linear
ne dependence of ΓCR without any adjustable parameters,
strongly supporting the notion that superradiant decay
(radiation damping) dominates the CR decay process in
these high-µe samples. Equation (30) also allows us to
determine 2γ⊥ as ΓCR−ΓSR. In particular, we interpret
the small but non-negligible B-dependence of ΓCR shown
in Fig. 26(c) to be the B-dependence of γ⊥.
Furthermore, ΓSR is inversely proportional to the car-
rier effective mass, m∗, indicating that SR decay of CR is
stronger in narrow bandgap semiconductors, e.g., InSb.
In a 2D hole gas (2DHG), on the other hand, weaker
SR decay is expected due to the much heavier effective
mass; this was confirmed by recent experiments in a high-
mobility GaAs 2DHG, where ΓSR was comparable with
the intrinsic dephasing rate γ⊥ [167]. In general, SR de-
cay of CR could also happen in 3D semiconductors, but
the scattering rate there is expected to be higher because
of a continuous spectrum of carriers.
To reveal the intrinsic phase-breaking scattering pro-
cesses of CR in high-mobility, high-density 2DEGs, sup-
pression of SR decay is required. The spontaneous decay
rate can be modified by changing the dielectric environ-
ment or putting the sample into a high-Q cavity. Es-
pecially in the strong light-matter coupling regime, the
reversible emission/absorption leads to the exchange of
energy between light and matter, and thus, the radiation
decay is suppressed. Experimentally, such a situation has
been achieved by strongly coupling CR to plasmons [168]
or cavity photons [169].
V. SUMMARY
We reviewed the current state of the field of coopera-
tive spontaneous emission, first put forward by Dicke [14],
in the novel context of nonequlilibrium condensed mat-
ter systems. Unlike the corresponding concepts in tra-
ditional atomic and molecular gases, these phenomena
acquire different appearances in solid-state environments
because of the inherently fast dephasing and strong
Coulomb interactions. Excitonic interactions and cou-
pling between electrons and holes are particularly impor-
tant both in superradiant decays and superfluorescent
bursts [56]. Massively Fermi-degenerate electrons and
holes, which would never occur in atomic-like systems,
can lead to many-body enhancement of gain, which in-
duces preferential production of a superfluorescent burst
at the Fermi edge [140]. This is still a rapidly progressing
field of research, expanding to encompass more and more
nontraditional physical situations for SR and SF, such as
plasmon excitations [43, 61] and exciton-plasmon cou-
pling [170, 171], with unique solid-state cavities to create
nonintuitive many-body playgrounds [60, 169, 172].
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