We consider the Eden model on the d-dimensional hypercubical unoriented lattice, for large d. Initially, every lattice point is healthy, except the origin which is infected. Then, each infected lattice point contaminates any of its neighbours with rate 1. The Eden model is equivalent to first passage percolation, with exponential passage times on edges. The Eden conjecture states that the limit shape of the Eden model is a Euclidean ball.
The Eden model: definitions and previous results
We consider the first passage percolation on a d-dimensional hypercubical unoriented lattice ( [ADH15] ) as stated in [CEG11] . Let {α(x, y)|(x, y) ∈ edges of Z d } be a family of i.i.d random variables, with exponential law of parameter 1. Let n ∈ N. For a path W : x 0 → x 1 → ... → x n of neighbouring vertices, we define the passage time along W: α(W) = For all t ∈ R we set B t = {x ∈ Z d |D(0, x) ≤ t}. Richardson (1973) and Cox-Durett (1981) have shown that there exists a compact convex B * ⊂ R d such that for all > 0
(1 + )B * , for t big enough = 1.
Eden conjectured that this limit form B * was a Euclidean ball in every dimension.
For all n ∈ N we note P 
n is chosen so that it is at the same Euclidean distance from 0 as P 
This means that a lower bound on the time of infection along the diagonal has been found. 
From now on, we only consider the model of unidirectional infection in our computations. 
Notations
(1)
Figure 1: The cluster C (in blue) and the set of perimeter bounds S (in red)
For an edge e = (x, y) such that x ∈ C and y / ∈ C, we set v + (e) = y (i.e. v + (e) is the endpoint of e which is not in C). We define
Recursive inequality
Let t 1 be the time at which the first contamination occurs. At time t 1 , a site in cluster C contaminates either one of its neighbours in P 
At time t + 1 , the new infected site x is uniformly distributed among the |S| + i possibilities.
0 , then the infection goes on, starting from configuration C = C ∪ {x}. Because of the memoryless property of the exponential distribution, we have the Markov property
Therefore we obtain
: choice of one edge among |S|+i
We have
The right-hand side is decreasing in |S| and |S| ≤ s i thus
which is inequality (8) in [Dha88] (note a small misprint in Dhar's inequality (8)). This recursive inequality and a rough bound on T n leads to a tight bound on T 1 :
The numerical results for the bound on E(τ d 1 ) can be found in subsection 4.2, page 9.
An upper bound for
Idea We consider the same unidirectional infection. We still use µ
Upper bound on
and
Le B be the set of edges from C 0 to healthy sites in P Using the same method that in the previous section we have
This leads to
Like in the previous section the right hand-side of the inequality is decreasing in the variables |S 0 | and |S 1 | + |B| (the proof is in annex). Morover |S 0 | ≥ s i and |S 1 | + |B| ≥ s j + |i − j| + . This leads to
And by taking the maximum of
With the recursion inequality 9. It is now possible to recursively compute an upper bound on T 1,0 = E(τ 2 ).
Boundary conditions
The computation is also done backwards. For initialization, we use the upper bounds for T i that we obtained in the previous section.
As shown in Fig. 4 we roughly bound borders and then appply the backward inequation 9:
The last inequality is obtained by considering the iM ax disjoint paths x → x + (1, 0, 0) → x + (2, 0, 0) for x in C 0 . The length of each such path is the sum of two independent exponential r.v., i.e. a Gamma(2,1). The numerical results can be found in subsection 4.2, page 9. 
Expansion to E(τ
Using the same technique, we can compute the upper bound E(τ d n ) for all n.We have to dynamically fill a n-dimensionnal array which remains reasonnably time consuming for n ≤ 5. We still get initialising bounds with the previous calculation and the straight forward paths to P n .
For E(τ 3 ) we obtain a dynamic equation of level 3 with the following bounding conditions:
For the numerical computations of E(τ
, the method is the same. We did not go any further in the calculus because filling the hypercube began to be very time consuming. The numerical results can be found in subsection 4.2, page 9.
Implementation and numerical results

Numerical Tricks
Sensitivity to boundary data. To get the upper bound of E(τ n ), one can see from the dynamic equations that we use the T i 1 ,...,i n−1 previously computed for E(τ n−1 ) to initialize the boundary of the hypercube. We saw numerically that the resulting upper bound is very sensitive to this initialisation. With a better precision of this boundary data, we get far better upper bounds.
Choice of parameters iMax, jMax, kMax. We used this property to efficiently chose the size of the box. It's more efficient to put the computational effort on boundary data than on the recursion. For instance, imagine we want to compute the upper bound on T 1,0,0 . We have recursion with order 3, and limit conditions involving the calculus of T i,j . To compute the bound on T 1,0,0 we may want to build a 1000 × 1000 × 1000 box to fill it. But we can obtain faster results by filling a 1000 × 100 × 100 box, and using a 10000 × 1000 box to compute the limits-condition T i,j .
Numerical results
We did the implementation for the computation of the bounds on E(τ 
Future work
We focused on µ axis ≤ E(T n − T n−1 ). This lead to a slightly different recursion inequality on a bound for E(T n − T n−1 ) which allowed us to catch the dimension d = 16. Unfortunately neither Dhar or us finaly managed to find a correct proof of E(T n+1 − T n ) ≤ E(T n − T n−1 ).
A Annex
Goal: prove that 1
is decreasing in |S 0 | and
The maximization is over a finite set, this means that there exists S * 0 , S * 1 and B * such that
We can rewrite the inequality as: 
