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Abstract
We initiate the study of fair classifiers that are robust to perturbations in the training distribution.
Despite recent progress, the literature on fairness has largely ignored the design of fair and robust classifiers.
In this work, we develop classifiers that are fair not only with respect to the training distribution, but
also for a class of distributions that are weighted perturbations of the training samples. We formulate
a min-max objective function whose goal is to minimize a distributionally robust training loss, and at
the same time, find a classifier that is fair with respect to a class of distributions. We first reduce this
problem to finding a fair classifier that is robust with respect to the class of distributions. Based on
online learning algorithm, we develop an iterative algorithm that provably converges to such a fair and
robust solution. Experiments on standard machine learning fairness datasets suggest that, compared
to the state-of-the-art fair classifiers, our classifier retains fairness guarantees and test accuracy for a
large class of perturbations on the test set. Furthermore, our experiments show that there is an inherent
trade-off between fairness robustness and accuracy of such classifiers.
1 Introduction
Machine learning (ML) systems are often used for high-stakes decision-making, including bail decision and
credit approval. Often these applications use algorithms trained on past biased data, and such bias is reflected
in the eventual decisions made by the algorithms. For example, Bolukbasi et al. [9] show that popular word
embeddings implicitly encode societal biases, such as gender norms. Similarly, Buolamwini and Gebru [10]
find that several facial recognition softwares perform better on lighter-skinned subjects than on darker-skinned
subjects. To mitigate such biases, there have been several approaches in the ML fairness community to design
fair classifiers [4, 20, 37].
However, the literature has largely ignored the robustness of such fair classifiers. The “fairness” of such
classifiers are often evaluated on the sampled datasets, and are often unreliable because of various reasons
including biased samples, missing and/or noisy attributes. Moreover, compared to the traditional machine
learning setting, these problems are more prevalent in the fairness domain, as the data itself is biased to begin
with. As an example, we consider how the optimized pre-processing algorithm [11] performs on ProPublica’s
COMPAS dataset [1] in terms of demographic parity (DP), which measures the difference in accuracy between
the protected groups. Figure 1 shows two situations – (1) unweighted training distribution (in blue), and
(2) weighted training distributions (in red). The optimized pre-processing algorithm [11] yields a classifier
that is almost fair on the unweighted training set (DP ≤ 0.02). However, it has DP of at least 0.2 on the
weighted set, despite the fact that the marginal distributions of the features look almost the same for the two
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Figure 1: Unweighted vs Reweighted COMPAS dataset. The marginals of the two distributions are almost the
same, but standard fair classifiers show demographic parity of at least 0.2 on the reweighted dataset.
scenarios. This example motivates us to design a fair classifier that is robust to such perturbations. We also
show how to construct such weighted examples using a few linear programs.
Contributions: In this work, we initiate the study of fair classifiers that are robust to perturbations in the
training distribution. The set of perturbed distributions are given by any arbitrary weighted combinations of
the training dataset, say W. Our main contributions are the following:
• We develop classifiers that are fair not only with respect to the training distribution, but also for the
class of distributions characterized by W. We formulate a min-max objective whose goal is to minimize a
distributionally robust training loss, and simultaneously, find a classifier that is fair with respect to the
entire class.
• We first reduce this problem to finding a fair classifier that is robust with respect to the class of distributions.
Based on online learning algorithm, we develop an iterative algorithm that provably converges to such a
fair and robust solution.
• Experiments on standard machine learning fairness datasets suggest that, compared to the state-of-the-art
fair classifiers, our classifier retains fairness guarantees and test accuracy for a large class of perturbations
on the test set. Furthermore, our experiments show that there is an inherent trade-off between fairness
robustness and accuracy of such classifiers.
Related Work: Numerous proposals have been laid out to capture bias and discrimination in settings where
decisions are delegated to algorithms. Such formalization of fairness can be statistical [14, 20, 22, 23, 30],
individual [13, 33], causal [25, 27, 38], and even procedural [19]. We restrict attention to statistical fairness,
which fix a small number of groups in the population and then compare some statistic (e.g., accuracy, false
positive rate) across these groups. We mainly consider the notion of demographic parity [14, 22, 23] and
equalized odds [20] in this paper, but our method of designing robust and fair classifiers can be adapted to
any type of statistical fairness.
On the other hand, there are three main approaches for designing a fair classifier. The pre-processing
approach tries to transform training data and leverage standard classifiers [11, 14, 22, 37]. The in-processing
approach, on the other hand, directly modifies the learning algorithm to meet the fairness criteria [4, 15, 24, 36].
The post-processing approach, however, modifies the decisions of a classifier [20, 30] to make it fair. Ours is
an in-processing approach and mostly related to [4, 5, 24]. Agarwal et al. [4] and Alabi et al. [5] show how
binary classification problem with group fairness constraints can be reduced to a sequence of cost-sensitive
classification problems. Kearns et al. [24] follow a similar approach, but instead consider a combinatorial
class of subgroup fairness constraints. Recently, [7] integrated and implemented a range of such fair classifiers
in a GitHub project, which we leverage in our work.
In terms of technique, our paper falls in the category of distributionally robust optimization (DRO),
where the goal is to minimize the worst-case training loss for any distribution that is close to the training
distribution by some metric. Various types of metrics have been considered including bounded f -divergence
[8, 28], Wasserstein distance [2, 18], etc. To the best of our knowledge, prior literature has largely ignored
enforcing constraints such as fairness in a distributionally robust sense. Further afield, our work has similarity
with recent work in fairness testing inspired by the literature on program verification [6, 17, 34]. These papers
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attempt to automatically discover discrimination in decision-making programs, whereas we develop tools
based on linear program to discover distributions that expose potential unfairness.
2 Problem and Definitions
We will write ((x, a), y) to denote a training instance where a ∈ A denotes the protected attributes, x ∈ X
denotes all the remaining attributes, and y ∈ {0, 1} denotes the outcome label. For a hypothesis h,
h(x, a) ∈ {0, 1} denotes the outcome predicted by it, on an input (x, a). We assume that the set of hypothesis
is given by a class H. Given a loss function ` : {0, 1} × {0, 1} → R, the goal of a standard fair classifier is to
find a hypothesis h∗ ∈ H that minimizes the training loss ∑ni=1 `(h(xi, ai), yi) and is also fair according to
some notion of fairness.
We aim to design classifiers that are fair with respect to a class of distributions that are weighted
perturbations of the training distribution. Let W = {w ∈ Rn+ :
∑
i wi = 1} be the set of all possible weights.
For a hypothesis h and weight w, we define the weighted empirical risk, `(h,w) =
∑n
i=1 wi`(h(xi, ai), yi). We
will write δwF (f) to define the “unfairness gap” with respect to the weighted empirical distribution defined by
the weight w and fairness constraint F (e.g., demographic parity (DP) or equalized odds (EO)). For example,
δwDP (f) is defined as
δwDP (f) = max
a,a′∈A
∣∣∣∣∣
∑
i:ai=a
wif(xi, a)∑
i:ai=a
wi
−
∑
i:ai=a′ wif(xi, a
′)∑
i:ai=a′ wi
∣∣∣∣∣ . (1)
Therefore, δwDP (f) measures the maximum weighted difference in accuracy between two groups with respect to
the distribution that assigns weight w to the training examples. On the other hand, δwEO(f) = 1/2(δ
w
EO(f |0) +
δ2EO(f |1))1, where δwEO(f |y) is defined as
δwEO(f |y) = max
a,a′∈A
∣∣∣∣∣
∑
i:ai=a,yi=y
wif(xi, a)∑
i:ai=a,yi=y
wi
−
∑
i:ai=a′,yi=y wif(xi, a
′)∑
i:ai=a′,yi=y wi
∣∣∣∣∣ .
Therefore, δwEO(f |0) (resp., δwEO(f |1)) measures the weighted difference in false (resp., true) positive rates
between the two groups with respect to the weight w. We will develop our theory using DP as an example of
a notion of fairness, but our experimental results will concern both DP and EO.
We are now ready to formally define our main objective. For a class of hypothesis H, let HW = {h ∈ H :
δwF (h) ≤  ∀w ∈ W} be the set of hypothesis that are -fair with respect to all the weights in the set W . Our
goal is to solve the following min-max problem:
min
h∈HW
max
w∈W
`(h,w) (2)
Therefore, we aim to minimize a robust loss with respect to a class of distributions indexed byW . Additionally,
we also aim to find a classifier that is fair with respect to such perturbations.
We allow our algorithm to output a randomized classifier, i.e., a distribution over the hypothesis H. This is
necessary if the space H is non-convex or if the fairness constraints are such that the set of feasible hypothesis
HW is non-convex. For a randomized classifier µ, its weighted empirical risk is `(µ,w) =
∑
h µ(h)`(h,w),
and its expected unfairness gap is δwF (µ) =
∑
h µ(h)δ
w
F (h).
3 Design
Our algorithm follows a top-down fashion. First we design a meta algorithm that reduces the min-max
problem of Equation (2) to a loss minimization problem with respect to a sequence of weight vectors. Then
we show how we can design a fair classifier that performs well with respect a fixed weight vector w ∈ W in
terms of accuracy, but is fair with respect to the entire set of weights W.
1We consider the average of false positive rate and true positive rate for simplicity, and our method can also handle more
general definitions of EO. [30]
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3.1 Meta Algorithm
ALGORITHM 1: Meta-Algorithm
Input: Training Set: {xi, ai, yi}ni=1, set of weights: W, hypothesis class H, parameters T and η.
Set η =
√
2/Tm and w0(i) = 1/n for all i ∈ [n]
h0 = ApxFair(w0) /* Approximate solution of argminh∈HW
∑n
i=1 `(h(xi, ai), yi). */
for each t ∈ [Tm] do
wt = wt−1 + η∇w`(ht−1, wt−1)
wt = ΠW(wt) /* Project wt onto the set of weights W. */
ht = ApxFair(wt) /* Approximate solution of minh∈HW
∑n
i=1 wt(i)`(h(xi, ai), yi)]. */
end
Output: hf : Uniform distribution over {h0, h1, . . . , hT }.
Algorithm 1 provides a meta algorithm to solve the min-max optimization problem defined in Equation (2).
The algorithm is based on ideas presented in [12], which, given an α-approximate Bayesian oracle for
distributions over loss functions, provides an α-approximate robust solution. The algorithm can be viewed as
a two-player zero-sum game between the learner who picks the hypothesis ht, and an adversary who picks
the weight vector wt. The adversary performs a projected gradient descent every step to compute the best
response. On the other hand, the learner solves a fair classification problem to pick a hypothesis which is
fair with respect to the weights W and minimizes weighted empirical risk with respect to the weight wt.
However, it is infeasible to compute an exact optima of the problem minh∈HW
∑n
i=1 wt(i)`(h(xi, ai), yi)]. So
the learner uses an approximate fair classifier ApxFair(·), which we define next.
Definition 1. ApxFair(·) is an α-approximate fair classifier, if for any weight w ∈ Rn+, ApxFair(w) returns
a hypothesis ĥ such that
n∑
i=1
wi`(ĥ(xi, ai), yi) ≤ min
h∈HW
n∑
i=1
wi`(h(xi, ai), yi) + α.
Using the α-approximate fair classifier, we have the following guarantee on the output of Algorithm 1.
Theorem 1. Suppose the loss function `(·, ·) is convex in its first argument and ApxFair(·) is an α-approximate
fair classifier. Then, the hypothesis hf , output by Algorithm 1 satisfies
max
w∈W
Eh∼hf
[
n∑
i=1
wi`(h(xi, ai), yi)
]
≤ min
h∈HW
max
w∈W
`(h,w) +
√
2
Tm
+ α
The proof uses ideas from [12], except that we use an additive approximate best response.2
3.2 Approximate Fair Classifier
In this section, we develop an α-approximate fair and robust classifier by following three steps.
1. Discretize the set of weights W , so that it is sufficient to design an approximate fair classifier with respect
to the set of discretized weights. In particular, if we discretize each weight up to a multiplicative error ,
then developing an α-approximate fair classifier with respect to the discretized weights gives O(α+ )-fair
classifier with respect to the set W.
2. Set up a two-player zero-sum game for the problem of designing an approximate fair classifier with respect
to the set of discretized weights. Here, the learner chooses a hypothesis, whereas an adversary picks the
most “unfair” weight in the set of discretized weights.
3. Design a learning algorithm for the learner’s learning algorithm, and design an approximate solution to the
adversary’s best response to the learner’s chosen hypothesis.
2All the omitted proofs are provided in the supplementary material.
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We point out that Agarwal et al. [4] was the first to show that the design of a fair classifier can be formulated
as a two-player zero-sum game (step 2). However, they only considered group-fairness constraints with
respect to the training distribution. The algorithm of Alabi et al. [5] has similar limitations. On the other
hand, we consider the design of robust and fair classifier and had to include an additional discretization
step (1). Finally, the design of our learning algorithm and the best response oracle is significantly different
than [4, 5, 24]. For the remainder of this subsection, we assume that the meta algorithm (Algorithm 1) has
called the ApxFair(·) with a weight vector w0 and our goal is to design a classifier that minimizes weighted
empirical risk with respect to the weight w0, but is fair with respect to the set of all weights W, i.e., find
f ∈ arg minh∈HW `(h,w0).
3.2.1 Discretization of the Weights
We first discretize the set of weights W as follows. Divide the interval [0, 1] into buckets B0 = [0, δ),
Bj+1 = [(1 + γ1)
jδ, (1 + γ1)
j+1δ) for j = 0, 1, . . . ,M − 1 for M = dlog1+γ1(1/δ))e. For any weight w ∈ W,
construct a new weight w′ = (w′1, . . . , w′n) by setting w′i to be the upper-end point of the bucket containing
wi, for each i ∈ [n].
We now substitute δ = γ12n and write N (γ1,W) to denote the set containing all the discretized weights of
the set W . The next lemma shows that a fair classifier for the set of weights N (γ1,W), is also a fair classifier
for the set of weights W up to an error 4γ1.
Lemma 1. If ∀w ∈ N (γ1,W), δwDP (f) ≤ , then we have δwDP (f) ≤ + 4γ1 for any w ∈ W.
Therefore, in order to ensure that δwDP (f) ≤ ε we discretize the set of weights W and enforce ε − 4γ1
fairness for all the weights in the set N (γ1,W). This result makes our work easier as we need to guarantee
fairness with respect to a finite set of weights N (γ1,W), instead of a large and continuous set of weights W.
However, note that, the number of weights in N (γ1,W) can be O
(
logn1+γ1(2n/γ1)
)
, which is exponential in
n. We next see how to avoid this problem.
3.3 Setting up a Two-Player Zero-Sum Game
We formulate the problem of designing a fair and robust classifier with respect to the set of weights in N (γ1,W)
as a two-player zero-sum game. LetR(w, a, f) =
∑
i:ai=a
wif(xi,a)∑
i:ai=a
wi
. Then δwDP (f) = supa,a′ |R(w, a, f)−R(w, a′, f)|.
Our aim is to solve the following problem.
min
h∈H
n∑
i=1
w0i `(h(xi, ai), yi) (3)
s.t. R(w, a, h)−R(w, a′, h) ≤ ε− 4γ1 ∀w ∈ N (γ1,W) ∀a, a′ ∈ A
We form the following Lagrangian.
min
h∈H
max
‖λ‖1≤B
n∑
i=1
w0i `(h(xi, ai), yi) +
∑
w∈N (γ1,W)
∑
a,a′∈A
λa,a
′
w (R(w, a, h)−R(w, a′, h)−ε+4γ1). (4)
Notice that we restrict the `1-norm of the Lagrangian multipliers by the parameter B. We will later see how
to choose this parameter B. We first convert the optimization problem define in Equation (4) as a two-player
zero-sum game. Here the learner’s pure strategy is to play a hypothesis h in H. Given the learner’s hypothesis
h ∈ H, the adversary picks the constraint (weight w and groups a, a′) that violates fairness the most and sets
the corresponding coordinate of λ to B. Therefore, for a fixed hypothesis h, it is sufficient for the adversary
to play a vector λ such that either all the coordinates of λ are zero or exactly one is set to B. For such a pair
(h, λ) of hypothesis and Largangian multipliers, we define the payoff matrix as
U(h, λ) =
n∑
i=1
w0i `(h(xi, ai), yi) +
∑
w∈N (γ1,W)
∑
a,a′∈A
λa,a
′
w (R(w, a, h)−R(w, a′, h)− ε+ 4γ1)
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Now our goal is to compute a ν-approximate minimax equilibrium of this game. In the next subsection, we
design an algorithm based on online learning. But we first see how both the h- and λ-players compute their
best responses. These are the main components of the algorithm discussed later.
Best response of the h-player: For each i ∈ [n], we introduce the following notation
∆i =
∑
w∈N (γ1,W)
∑
a′ 6=ai
(
λai,a
′
w − λa
′,ai
w
) wi∑
j:aj=ai
wj
With this notation, the payoff becomes
U(h, λ) =
n∑
i=1
w0i `(h(xi, ai), yi) + ∆ih(xi, ai)− (ε− 4γ1)
∑
w∈N (ε/5,W)
∑
a,a′∈A
λa,a
′
w
Let us introduce the following costs.
c0i =
{
`(0, 1)w0i if yi = 1
`(0, 0)w0i if yi = 0
c1i =
{
`(1, 1)w0i + ∆i if yi = 1
`(1, 0)w0i + ∆i if yi = 0
(5)
Then the h-player’s best response becomes the following cost-sensitive classification problem.
ĥ ∈ arg min
h∈H
n∑
i=1
{
c1ih(xi, ai) + c
0
i (1− h(xi, ai))
}
(6)
Therefore, as long as we have access to an oracle for the cost-sensitive classification problem, the h-player can
compute its best response. Note that, the notion of a cost-sensitive classification as an oracle was also used
by [4, 24]. In general, solving this problem is NP-hard, but there are several efficient heuristics that perform
well in practice. We provide further details about how we implement this oracle in the section devoted to the
experiments.
Best response of the λ-player: Since the fairness constraints depend on the weights non-linearly (e.g., see
Eq. (1)), finding the most violating constraint is a non-linear optimization problem. However, we can guess
the marginal probabilities over the protected groups. If we are correct, then the most violating weight vector
can be found by a linear program. Since we cannot exactly guess this particular value, we instead discretize
the set of marginal probabilities, iterate over them, and choose the option with largest violation in fairness.
This intuition can be formalized as follows. We discretize the set of all marginals over |A| groups by the
following rule. First discretize [0, 1] as 0, δ, (1 + γ2)jδ for j = 1, 2, . . . ,M for M = O(log1+γ2(1/δ)). This
discretizes [0, 1]A into M |A| points, and then retain the discretized marginals whose total sum is at most
1 + γ2, and discard all other points. Let us denote the set of such marginals as Π(γ2,A). Algorithm 2 goes
through all the marginals pi in Π(γ2,A) and for each such tuple and a pair of groups a, a′ finds the weight w
which maximizes R(w, a, h)−R(w, a′, h). Note that this can be solved using a linear Program as the weights
assigned to a group is fixed by the marginal tuple pi. Out of all the solutions, the algorithm picks the one
with the maximum value. Then it checks whether this maximum violates the constraint (i.e., greater than ε).
If so, it sets the corresponding λ value to B and everything else to 0. Otherwise, it returns the zero vector.
As the weight returned by the LP need not correspond to a weight in N (γ1,W), it rounds the weight to the
nearest weight in N (γ1,W). For discretizing the marginals we will set δ = (1 + γ2)γ1n , which implies that
the number of LPs run by Algorithm 2 is at most O(log|A|1+γ2(
n
(1+γ2)γ1
)) = O(poly(log n)), as the number of
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groups is fixed.
ALGORITHM 2: Best Response of the λ-player
Input: Training Set: {xi, ai, yi}ni=1, and hypothesis h ∈ H.
for each pi ∈ Π(γ2,A) and a, a′ ∈ A do
Solve the following LP:
w(a, a′, pi) = arg max
w
1
pia
∑
i:ai=a
wih(xi, a)− 1
pia′
∑
i:ai=a′
wih(xi, a
′)
s.t.
∑
i:ai=a
wi = pia
∑
i:ai=a′
wi = pia′ wi ≥ 0 ∀i ∈ [n]
n∑
i=1
wi = 1
Set val(a, a′, pi) = 1
pia
∑
i:ai=a
w(a, a′, pi)ih(xi, a)− 1pia′
∑
i:ai=a′ w(a, a
′, pi)ih(xi, a′)
end
Set (a∗1, a∗2, pi∗) = arg maxa,a′,pi val(a, a
′, pi)
if val(a∗1, a∗2, pi∗) > ε then
Let w = w(a∗1, a∗2, pi∗).
For each i ∈ [n], let w′i be the upper-end point of the bucket containing wi.
return λa,a
′
w =
{
B if (a, a′, w) = (a∗1, a∗2, w′)
0 o.w.
else
return ~0
Lemma 2. Algorithm 2 is an B(4γ1 + γ2)-approximate best response for the λ-player—i.e., for any h ∈ H,
it returns λ∗ such that U(h, λ∗) ≥ maxλ U(h, λ)−B(4γ1 + γ2).
Learning Algorithm: We now introduce our algorithm for the problem defined in Equation (4). In this
algorithm, the λ-player uses Algorithm 2 to compute an approximate best response, whereas the h-player
uses Regularized Follow the Leader (RFTL) algorithm [3, 32] as its learning algorithm. RFTL is a classical
algorithm for online convex optimization (OCO). In OCO, the decision maker takes a decision xt ∈ K at
round t, an adversary reveals a convex loss function ft : K → R, and the decision maker suffers a loss of ft(xt).
The goal is to minimize regret, which is defined as maxu∈K{
∑T
t=1 ft(xt)− ft(u)}, i.e., the difference between
the loss suffered by the learner and the best fixed decision. RFTL requires a strongly convex regularization
function R : K → R≥0, and chooses xt according to the following rule:
xt = arg min
x∈K
η
t−1∑
s=1
∇fs(xs)Tx+R(x).
We use RFTL in our learning algorithm as follows. We set the regularization function R(x) = 1/2‖x‖22,
and loss function ft(ht) = U(ht, λt) where λt is the approximate best-response to ht. Therefore, at iteration
t the learner needs to solve the following optimization problem.
ht ∈ arg min
h∈H
η
t−1∑
s=1
∇hsU(hs, λs)Th+
1
2
‖h‖22. (7)
Here with slight abuse of notation we write H to include the set of randomized classifiers, so that h(xi, ai)
is interpreted as the probability that hypothesis h outputs 1 on an input (xi, ai). Now we show that the
optimization problem (Eq. (7)) can be solved as a cost-sensitive classification problem. For a given λs, the
best response of the learner is the following:
ĥ ∈ arg min
h∈H
n∑
i=1
c1i (λs)h(xi, ai) + c
0
i (λs)(1− h(xi, ai))
7
Writing Li(λs) = c1i (λs)− c0i (λs), the objective becomes
∑n
i=1 Li(λs)h(xi, ai). Hence, ∇hsU(hs, λs) is linear
in hs and equals the vector {Li(λs)}ni=1. With this observation, the objective in Equation (7) becomes
η
t∑
s=1
n∑
i=1
L(λs)h(xi, ai) +
1
2
n∑
i=1
(h(xi, ai))
2
≤ η
n∑
i=1
L
(
t∑
s=1
λs
)
h(xi, ai) +
1
2
n∑
i=1
h(xi, ai) =
n∑
i=1
(
ηL
(
t∑
s=1
λs
)
+
1
2
)
h(xi, ai).
The first inequality follows from two observations – L(λ) is linear in λ, and, since the predictions h(xi, ai) ∈
[0, 1] we replace the quadratic term by a linear term, an upper bound.3
Finally, we observe that even though the number of weights in N (γ1,W) is exponential in n, Algorithm 3
can be efficiently implemented. This is because the best response of the λ-player always returns a solution
where all the entries are zero or exactly one is set to B. Therefore, instead of recording the entire λ vector
the algorithm can just record the non-zero variables and there will be at most T of them. The next lemma
provides performance guarantees of Algorithm 3.
ALGORITHM 3: Approximate Fair Classifier (ApxFair)
Input: η > 0, weight w0 ∈ Rn+, number of rounds T
Set h1 = 0
for t ∈ [T ] do
λt = Bestλ(ht)
Set λ˜t =
∑t
t′=1 λt′
ht+1 = arg minh∈H
∑n
i=1(ηLi(λ˜t) + 1/2)h(xi, ai)
end
return Uniform distribution over {h1, . . . , hT }.
Theorem 2. Given a desired fairness level ε, if Algorithm 3 is run for T = O
(
n
ε2
)
rounds, then the ensemble
hypothesis ĥ provides the following guarantee:
n∑
i=1
w0i `(ĥ(xi, ai), yi) ≤ min
h∈H
n∑
i=1
w0i `(h(xi, ai), yi) +O(ε) and δ
w
DP (ĥ) ≤ 2ε ∀w ∈ W.
4 Experiments
We evaluated our algorithm on four datasets commonly-used in the literature: COMPAS [1], Adult [26],
Communities and Crime [31], and Law School [35]. (See the supplementary material for details.) We compared
our algorithm to: a pre-processing method of [22], an in-processing method of [4], a post-processing method
of [20]. For our algorithm, we use scikit-learn’s logistic regression [29] as the learning algorithm in Algorithm 3.
We also show the performance of unconstrained logistic regression. Code is available at the github repo:
https://github.com/essdeee/FairnessChecking.
Setup. We compute the maximum violating weight by solving a LP that is the same as the one used
by the best response oracle (Algorithm 2), except that we restrict individual weights to be in the range
[(1− )/n, (1 + )/n], and keep protected group marginals the same. (See supplementary material for details.)
This keeps the `1 distance between weighted and unweighted distributions within .
Results. Figure 2 compares the robustness of our classifier against the other classifiers, and we see that
for both DP and EO, the fairness violation of our classifier grows more slowly as  increases, compared
to the others, suggesting robustness to -perturbations of the distribution. Our algorithm also performs
comparatively well in both accuracy and fairness violation to the existing fair classifiers, though there is a
3Without this relaxation we will have to solve a regularized version of cost-sensitive classification.
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Figure 2: DP and EO Comparison. We vary the `1 distance  on the x-axis and plot the fairness violation
on the y-axis. We use five random 80%-20% train-test splits to evaluate test accuracy and fairness. The
bands across each line show standard error. For both DP and EO fairness, our algorithm is significantly more
robust to reweightings that are within `1 distance  on most datasets.
trade-off between robustness and test accuracy. The unweighted test accuracy of our algorithm drops by
at most 5%-10% on all datasets, suggesting that robustness comes at the expense of test accuracy on the
original distribution. However, on the test set (which is typically obtained from the same source as the
original training data), the difference in fairness violation between our method and other methods is almost
negligible on all the datasets, except for the COMPAS dataset, where the difference it at most 12%. See the
appendix for full details of this trade-off.
5 Conclusion and Future Directions
In this work, we study the design of fair classifiers that are robust to weighted perturbations of the dataset.
An immediate future work is to consider robustness against a broader class of distributions like the set of
distributions with a bounded f -divergence or Wasserstein distance from the training distribution. We also
considered statistical notions of fairness and it would be interesting to perform a similar fairness vs robustness
analysis for other notions of fairness.
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A Appendix
A.1 Maximum violating weight linear program
In our experiments, we use the following linear program to find the maximum fairness violating weighted
distribution, while keeping individual weights to the range [(1− )/n, (1 + )/n], and keep protected group
marginals the same:
max
w
1
pia
∑
i:ai=a
wih(xi, a)− 1
pi′a
∑
i:ai=a′
wih(xi, a
′)
s.t.
∑
i:ai=a
wi = pia ∀a ∈ A
1− 
n
≤ wi ≤ 1 + 
n
∀i ∈ [n]∑
i
wi = 1.
Here, the pia are the original protected group marginal probabilities.
A.2 Proof of Theorem 1
The proof of this theorem is similar to the proof of Theorem 7 in [12] except that we use additive approximate
oracle. Let v∗ = minh∈HW maxw∈W `(h,w). Recall that the w-player plays projected gradient descent
algorithm, whereas the h-player uses ApxFair(·) to generate α-approximate best response. By the guarantee
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of the projected gradient descent algorithm, we have
1
Tm
Tm∑
t=1
`(ht, wt) ≥ max
w∈W
1
Tm
Tm∑
t=1
`(ht, w)− max
w∈W
‖w‖2
√
2
Tm
≥ max
w∈W
1
Tm
Tm∑
t=1
`(ht, w)−
√
2
Tm
The last inequality follows because the weights always sum to one, so ‖w‖2 ≤
√‖w‖1 ≤ 1.
v∗ = min
h∈HW
max
w∈W
`(h,w) ≥ min
h∈HW
1
Tm
Tm∑
t=1
`(h,wt) ≥ 1
Tm
Tm∑
t=1
min
h∈HW
`(h,wt)
≥ 1
Tm
(
Tm∑
t=1
`(ht, wt)− α
)
=
1
Tm
Tm∑
t=1
`(ht, wt)− α
≥ max
w∈W
1
Tm
Tm∑
t=1
`(ht, w)−
√
2
Tm
− α
The third inequality follows from the α-approximate fairness of ApxFair(·). Now rearranging the last inequality
we get maxw∈W 1Tm
∑Tm
t=1 `(ht, w) ≤ v∗ +
√
2/Tm + α, the desired result.
A.3 Proof of Lemma 1
Recall the definition of demographic parity with respect to a weight vector w.
δwDP (f) =
∣∣∣∣∣
∑
i:ai=a
wif(xi, a)∑
i:ai=a
wi
−
∑
i:ai=a′ wif(xi, a
′)∑
i:ai=a′ wi
∣∣∣∣∣
For a given weight w, we construct a new weight w′ = (w′1, . . . , w′n) as follows. For each i ∈ [n], w′i is the
upper-end point of the bucket containing wi. Note that this guarantees that either wi ≤ δ or w
′
i
1+γ1
≤ wi ≤ w′i.
We now establish the following lower bound.∑
i:ai=a
wif(xi, a)∑
i:ai=a
wi
≥ 1
1 + γ1
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
≥ (1− γ1)
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
(8)
Also note that, ∑
i:ai=a
w′i ≤
∑
i:ai=a,wi>δ
wi +
∑
i:ai=a,wi≤δ
δ ≤ (1 + γ1)
∑
i:ai=a,wi>δ
w′i + nδ
This gives us the following.∑
i:ai=a
wif(xi, a)∑
i:ai=a
wi
≤
∑
i:ai=a
w′if(xi, a)
1
1+γ1
∑
i:ai=a
w′i − nδ1+γ1
≤ (1 + γ1)
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i − nδ
Now we substitute, δ = γ1/(2n) and get the following upper bound.∑
i:ai=a
wif(xi, a)∑
i:ai=a
wi
≤ (1 + γ1)
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i − γ1/2
≤ 1 + γ1
1− γ1
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
≤ (1 + 3γ1)
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
(9)
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Now we bound δwDP (f) using the results above. Suppose
∑
i:ai=a
wif(xi,a)∑
i:ai=a
wi
>
∑
i:ai=a
′ wif(xi,a′)∑
i:ai=a
′ wi
. Then we have,
δwDP (f) ≤ (1 + 3γ1)
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
− (1− γ1)
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
≤
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
−
∑
i:ai=a
w′if(xi, a)∑
i:ai=a
w′i
+ 4γ1
≤ δw′DP (f) + 4γ1
The first inequality uses the upper bound for the first term (Eq. (9)) and the lower bound for the second term
(Eq. (8)). The proof when the first term is less than the second term in the definition of δwDP (f) is similar.
Therefore, if we guarantee that δw
′
DP (f) ≤ ε, we have δwDP (f) ≤ ε+ 4γ1.
A.4 Proof of Lemma 2
We need to consider two cases. First, suppose that R(w, a, h)−R(w, a′, h) ≤ ε− 4γ1 for all w ∈ N (γ1,W)
and a, a′ ∈ A. Then, δwDP (h) = supa,a′∈A |R(w, a, h)−R(w, a′, h)| ≤ ε− 4γ1 for any weight w ∈ N (γ1,W).
Therefore, by Lemma 1, for any weight w ∈ W , we have δwDP (h) ≤ ε. Now, for any marginal pi ∈ Π(γ2,A), and
a, a′ consider the corresponding linear program. We show that the optimal value of the LP is bounded by ε.
Indeed, consider any weight w satisfying the marginal conditions, i.e.,
∑
i:ai=a
wi = pia and
∑
i:ai=a′ wi = pia′ .
Then, the objective of the LP is
1
pia
∑
i:ai=a
wih(xi, a)− 1
pia′
∑
i:ai=a′
wih(xi, a
′) ≤ sup
w∈W
δwDP (h) ≤ ε.
This implies that the optimal value of the LP is always less than ε. So Algorithm 2 returns the zero vector,
which is also the optimal solution in this case.
Second, there exists w ∈ N (γ1,W) and groups a, a′ such that R(w, a, h)−R(w, a′, h) > ε− 4γ1 and in
particular let (w∗, a∗1, a∗2) ∈ arg maxw,a,a′ T (w, a, h)− T (w, a′, h). Then the optimal solution sets λa
∗
1 ,a
∗
2
w∗ to B
and everything else to zero. Let pia∗1 and pia∗2 be the corresponding marginals for groups a
∗
1 and a∗2, and let
pi′a∗1 and pi
′
a∗2
be the upper-end points of the buckets containing pia∗1 and pia∗2 respectively. As pia∗1 is marginal
for a weight belonging to the set N (γ1,W) and any weight in N (γ1,W) puts at least 2γ1/n on any training
instance, we are always guaranteed that
pia∗1 ≥
2γ1
n
≥ δ
1 + γ2
.
This guarantees the following inequalities
pi′a∗1
1 + γ2
≤ pia∗1 ≤ pi′a∗1 .
Similarly, we can show that
pi′a∗2
1 + γ2
≤ pia∗2 ≤ pi′a∗2 .
Now, consider the LP corresponding to the marginal pi′ and subgroups a∗1 and a∗2.
1
pi′a∗1
∑
i:ai=a∗1
wih(xi, a
∗
1)−
1
pi′a∗2
∑
i:ai=a∗2
wih(xi, a
∗
2)
≥ 1
(1 + γ2)pia∗1
∑
i:ai=a∗1
wih(xi, a
∗
1)−
1
pia∗2
∑
i:ai=a∗2
wih(xi, a
∗
2)
≥ (1− γ2)R(w, a∗1, h)−R(w, a∗2, h)
≥ R(w, a∗1, h)−R(w, a∗2, h)− γ2
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Therefore, if the maximum value of R(w, a, h)−R(w, a′, h) over all weights w and subgroups a, a′ is larger
than ε+ γ2, the value of the corresponding LP will be larger than ε and the algorithm will set the correct
coordinate of λ to B. On the other hand, if the maximum value of R(w, a, h)−R(w, a′, h) is between ε− 4γ1
and ε+ γ2. In that case, the algorithm might return the zero vector with value zero. However, the optimal
value in that case can be as large as B × (4γ1 + γ2).
A.5 Proof of Theorem 2
We first recall the following guarantee about the performance of the RFTL algorithm.
Lemma 3 (Restated Theorem 5.6 from [21]). The RFTL algorithm achieves the following regret bound for
any u ∈ K
T∑
t=1
ft(xt)− ft(u) ≤ η
4
T∑
t=1
‖∇ft(xt)‖2∞ +
R(u)−R(x1)
2η
Moreover, if ‖∇ft(xt)‖∞ ≤ GR for all t and R(u)− R(x1) ≤ DR for all u ∈ K, then we can optimize η to
get the following bound:
∑T
t=1 ft(xt)− ft(u) ≤ DRGR
√
T .
The statement of this theorem follows from two lemmas. Lemma 4 proves that if Algorithm 3 is run for T
rounds, it computes a (2M +B)
√
n/T +B(4γ1 + γ2)-minmax equilibrium of the game U(h, λ). On the other
hand, Lemma 5 proves that any ν-approximate solution (ĥ, λ̂) of the game U(h, λ) has two properties
1. ĥ minimizes training loss with respect to the weight w0 up to an additive error of 2ν.
2. ĥ provides ε-fairness guarantee with respect to the set of all weights in W upto an additive error fo M+2νB .
Now substituting ν = (2M +B)
√
n/T +B(4γ1 + γ2) we get the following two guarantees:
n∑
i=1
w0i `(ĥ(xi, ai), yi) ≤ min
h∈H
n∑
i=1
w0i `(h(xi, ai), yi) + 2(2M +B)
√
n
T
+ 2B(4γ1 + γ2)
and
∀w ∈ W δwDP (ĥ) ≤ ε+
M
B
+ 2(4γ1 + γ2) +
(
1 +
2M
B
)√
n
T
.
Now we can set the following values for the parameters B = 3M/ε, T = 36n/ε2, 4γ1 + γ2 = ε/6, and get the
desired result.
Lemma 4. Suppose |`(y, ŷ)| ≤M for all y, ŷ. Then Algorithm 3 computes a (2M +B)√n/T +B(4γ1 + γ2)-
approximate minmax equilibrium of the game U(h, λ) for h ∈ H and λ ∈ R|N(γ1,W)|×|A|2+ , ‖λ‖1 ≤ B.
Proof. At round t, the cost is linear in ht, i.e., ft(ht) =
∑n
i=1 L(λt)iht(xi, ai). Let us write λ¯ =
1
T λt and D
to be the uniform distribution over h1, . . . , hT . Since we chose R(x) = 12‖x‖22 as the regularization function
and the actions are [0, 1] vectors in n-dimensional space, the diameter DR is bounded by
√
n. On the other
hand, ‖∇ft(ht)‖∞ = maxi |L(λt)i|. We now bound |L(λt)i| for an arbitrary i. Suppose yi = 1. The proof
when y = 0 is identical.
|L(λt)i| =
∣∣c1i − c0i ∣∣ = ∣∣w0i ∣∣ |`(0, 1)− `(1, 1)|+ |∆i|
≤ 2M +B
The last line follows as w0i ≤ 1 and since λt is an approximate best reponse computed by Algorithm 2, exactly
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one λ variable is set to B. Therefore, by Theorem 3, for any hypothesis h ∈ H,
T∑
t=1
n∑
i=1
L(λt)iht(xi, ai)−
n∑
i=1
L(λt)ih(xi, ai) ≤ (2M +B)
√
nT
⇔
T∑
t=1
U(ht, λt)− U(h, λt) ≤ (2M +B)
√
nT
⇔ 1
T
T∑
t=1
U(ht, λt) ≤ U(h, λ¯) + (2M +B)
√
n√
T
(10)
On the other hand, λt is an approximate B(4γ1 + γ2)-approximate best response to ht for each round t.
Therefore, for any λ we have,
T∑
t=1
U(ht, λt) ≥
T∑
t=1
U(ht, λ)−BT (4γ1 + γ2)
⇔ 1
T
T∑
t=1
U(ht, λt) ≥ Eh∼DU(h, λ)−B(4γ1 + γ2) (11)
Equations (10) and (11) immediately imply that the distribution D and λ¯ is a (2M +B)
√
n/T +B(4γ1 + γ2)-
approximate equilibrium of the game U(h, λ) [16].
Lemma 5. Let (ĥ, λ̂) be a ν-approximate minmax equilibrium of the game U(h, λ). Then,
n∑
i=1
w0i `(ĥ(xi, ai), yi) ≤ min
h∈H
n∑
i=1
w0i `(h(xi, ai), yi) + 2ν
and
∀w ∈ W δwDP (ĥ) ≤ ε+
M + 2ν
B
Proof. Let (ĥ, λ̂) be a ν-approximate minmax equilibrium of the game U(h, λ), i.e.,
∀h U(ĥ, λ̂) ≤ U(h, λ̂) + ν and ∀λ U(ĥ, λ̂) ≥ U(ĥ, λ)− ν
Let h∗ be the optimal feasible hypothesis. First suppose that ĥ is feasible, i.e., T (w, a, ĥ)−T (w, a′, ĥ) ≤ ε−4γ1
for all w ∈ N(γ1,W) and a, a′ ∈ A. In that case, the optimal λ is the zero vector and maxλ U(ĥ, λ) =∑n
i=1 w
0
i `(h(xi, ai), yi). Therefore,
n∑
i=1
w0i `(ĥ(xi, ai), yi) = max
λ
U(ĥ, λ) ≤ U(ĥ, λ̂) + ν ≤ U(h∗, λ̂) + 2ν ≤
n∑
i=1
w0i `(h
∗(xi, ai), yi) + 2ν
The last inequality follows because h∗ is feasible and λ is non-negative. Now consider the case when ĥ is not
feasible, i.e., there exists w, a, a′ such that T (w, a, ĥ)− T (w, a′, ĥ) > ε− 4γ1. In that case, let (ŵ, â, â′) be
the tuple with maximum violation and the optimal λ, say λ∗, sets this coordinate to B and everything else to
zero. Then
n∑
i=1
w0i `(ĥ(xi, ai), yi) = U(ĥ, λ
∗)−B(T (ŵ, â, ĥ)− T (ŵ, â′, ĥ)− ε+ 4γ1)
≤ U(ĥ, λ∗) ≤ U(ĥ, λ̂) + ν ≤ U(h∗, λ̂) + 2ν ≤
n∑
i=1
w0i `(h
∗(xi, ai), yi) + 2ν.
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The previous chain of inequalities also give
B
(
max
(w,a,a′)
T (w, a, ĥ)− T (w, a′, ĥ)− ε+ 4γ1
)
≤
n∑
i=1
w0i `(h
∗(xi, ai), yi) + 2ν ≤M + 2ν.
This implies that for all weights w ∈ N(γ1,W) the maximum violation of the fairness constraint is (M+2ν)/B,
which in turn implies a bound of at most (M + 2ν)/B + ε on the fairness constraint with respect to any
weight w ∈ W.
B Description of the Experiment
We used four datasets for our experiments, averaging over the results from five different 80%-20% train-test
splits. For Adult, Communities and Crime, and Law School we used the preprocessed versions found in the
accompanying GitHub repository of [24]4. For COMPAS, we just used a sample from the original dataset.5
All three datasets have a binary outcome variable, and a single binary protected attribute.
• Adult. In this dataset [26], each example represents an adult individual, the outcome variable is whether
that individual makes over $50k a year, and the protected attribute is gender. We work with a balanced
and preprocessed version with 2,020 examples and 98 features, selected from the original 48,882 examples.
• Communities and Crime. In this dataset from the UCI repository [31], each example represents a
community. The outcome variable is whether the community has a violent crime rate in the 70th percentile
of all communities, and the protected attribute is whether the community has a majority white population.
We used the full dataset of 1,994 examples and 123 features.
• Law School. (US LSAC study) Here each example represents a law student, the outcome variable is
whether the law student passed the bar exam or not, and the protected attribute is race (white or not
white). We used a preprocessed and balanced subset with 1,823 examples and 17 features [35].
• COMPAS. In this dataset, each example represents a defendant. The outcome variable is whether a certain
individual will recidivate (commit another crime), where the features include the individual’s demographic
information and criminal history. The protected attribute is race (white or black). We used a 2,000 example
sample from the full dataset, to match the training set size to the other datasets we evaluated.
To find the correct hyperparameters of B, η, T , and Tm for our algorithm, we simply fixed T = 10 for EO
and T = 5 for DP, and used a Grid Search technique on the hyperparameters B, η, and Tm. Because we aimed
for acceptable performance on validation accuracy and validation fairness for Tm and T much below the
worst-case bound, empirically tuning B and η were necessary. We fixed Tm = 500 and T = 10 for each dataset
in EO and Tm = 1, 000 and T = 10 for each dataset in DP, and we tuned η and B accordingly on validation
data for the results in this paper. For higher values of Tm, we found that accuracy increased and fairness
violations decreased, at the cost of computing resources. For full description of the used hyperparameters, we
refer the reader to our code in the supplementary material.
C Fairness vs. Accuracy Tradeoff
In Figure 3, we see the accuracy and fairness violation of our algorithm against the other state-of-the-art fair
classifiers. We find that, though the fairness violation is mostly competitive with the existing fair classifiers,
robustness against weighted perturbations comes at the expense of somewhat lower test accuracy.
4https://github.com/algowatchpenn/GerryFair
5https://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis
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Figure 3: Fairness v. Accuracy. We plot the accuracy (x-axis) vs. the fairness violation (y-axis) for
demographic parity and equalized odds for our robust and fair classifier. The reported values are averages
over five random 80%-20% train-test splits, with standard error bars. We observe that the fairness violation
is mostly comparable to existing state-of-the-art fair classifiers, though robustness comes at the expense of
somewhat lower test accuracy.
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