We propose a new multiplicative bias correction method for multivariate density estimation that improves over kernel methods with regard to bias reduction and variance reduction under some circumstances. The transformation kernel density estimation method is extended to the multivariate case and is combined with our proposal. The distribution theory for the bias reduction method, the transformation method, and the combined method is derived. The methods are applied to a fire insurance data set.
Introduction
This paper is about estimating density functions nonparametrically in multiple dimensions. This is an important problem in many fields of application, but it has received less attention than the univariate problem. Scott (1992) and Wand and Jones (1995) provide useful introductions.
A major issue for estimation of multivariate densities is the curse of dimensionality whereby the optimal rate of convergence declines rapidly with dimensions, Stone (1980) . Perhaps more importantly the finite sample performance of standard nonparametric estimators is poor even when dimension is quite small, see Silverman (1986) . One approach is to work with restricted models that reduce the dimensionality. For example, assuming that the vector of random variables is elliptically symmetric reduces the effective dimensionality to one. Stone (1986) showed for a very general class of such models that the curse of dimensionality does not operate at least in an asymptotic sense since the optimal rate of convergence is like that for one dimensional density or regression estimation. In many cases though it may be felt too unrealistic to rely so much on a restrictive model. When the model is not true the proposed estimators are not consistent and may be badly biased leading to misleading inferences.
Instead we shall retain the high dimensional model assumption and seek to improve the performance of standard kernel estimators. We will do this by employing lower dimensional models that serve as an approximation to the true density and using them to 'center' our estimation strategy.
Specifically, we propose a multiplicative bias correction along the lines of Jones, Linton, and Nielsen (1995) and Hjort and Glad (1995) except that our pilot density estimator is obtained from a structured nonparametric model intermediate between a parametric model and a fully nonparametric model. Our procedures are consistent and asymptotically normal over a large class of multivariate densities not just over the subclass of the restricted model. However, when the auxiliary lower dimensional model is correct or approximately correct, our method achieves bias reduction and improved convergence rate. In this sense our procedure adapts to the true dimensionality of the estimation problem. A nice feature of the multiplicative method is that positivity is retained. The Jones, Linton, and Nielsen (1995) and Hjort and Glad (1995) multiplicative bias correction proposals are more or less identical in the univariate and multivariate cases, whereas our method is only applicable in the multivariate case and is tailored to this case. The extreme positions contained in the parametric auxiliary model and the fully nonparametric auxiliary model are quite far apart and our method uses intermediate structures that lie between. There has been much recent work on such intermediate structures in regression and other problems, Hastie and Tibshirani (1991), and we hope that our method can take full advantage of this rapidly improving technology.
In practice one is often interested in a functional of the joint density, and the bias reduction we obtain for the density itself carries over to the bias of the estimated functional. In cases like regression functionals there are already developed bias reduction strategies like our own based on parametric or nonparametric starts. Since one is often interested in a number of different functionals it seems more sensible to us to define the bias reduction procedure once for the underlying density and then compute the functionals of interest from that estimator. If one believes in the smoothness of the underlying density then this approach has some advantages.
Our proposal is used to solve a practical problem in the analysis of insurance related data. In this context, one needs to predict the frequency and the severity of future claims given some characteristics of the risk that is covered by the contract. By combining covariates, a risk score is calculated and used to fix a price for the insurance contract (Dionne and Vanasse, (1992); Bowers et al. (1997) ).
The severity of accident claims is measured in monetary units and is usually referred to as "loss" or claim amount. The probability density function of claim amounts (called the loss distribution) is usually right skewed, showing a big bulk of small claims and some relatively infrequent large claims.
For insurance companies, density tails are of special interest due to their economic magnitude and their influence on the re-insurance agreements. Since large claims are highly unpredictable while they are responsible for financial instability and solvency is a major concern for insurance managers and regulators, the behaviour of claim amounts must include the extremes in all the analyses (Embrechts to bivariate models for insurance losses and the allocated loss adjustment expenses. Here, we aim at proposing a method that can cope with multivariate density estimation in the presence of heavytailed variables and provide a natural semi-parametric model framework. We would like to analyse data sets in a global way and not in the traditional EVT approach, where there is essentially a need to fix a threshold above which observations are called peaks over thresholds (POT). Multivariate extremes have recently been treated extensively in a large variety of applications, from environmental impact assessment to financial risk management or Internet traffic modelling. Dependence and the extrapolation of joint tails have mainly driven the research in this domain, where the modelling strategy is based on assuming a form of the conditional distribution of one variable given that it has an extreme component (Hefferman and Tawn (2004)).
In our multivariate density estimation approach, functionals like the expected value over a given threshold will be derived from the initial estimation of the joint density. We think that classical EVT is adequate in the analysis of large claims; but our paper aims at providing a visualizing and practical tool that guides the understanding of loss distributions in higher dimensions. Quantities of interest to us are high quantiles of loss distributions or the mean excess of loss (i.e. the expectation of the conditional distribution above a fixed threshold). Our modelling strategy needs to incorporate information on covariates in order to visualise jointly the size of claims and the risk score (for example, the expected maximum loss).
In section 2 we describe the statistical setup for the multiplicative bias reduction method for joint and conditional densities and illustrate the setup with examples. In section 3 we describe the multivariate transformation approach. In section 4 we combine the multiplicative bias reduction with the transformation approach. In section 5 we present some asymptotic theory. In section 6 the methods are applied in a Monte Carlo study and in a application on fire insurance data set. Section 7 is the conclusion.
Multiplicative Bias Correction by Structured Nonparametric Model
Suppose that X = (X 1 , . . . , X d ) is a d-dimensional absolutely continuous random vector and we are interested in estimating the density function f based on a random sample of vectors X 1 , . . . , X n . We are primarily concerned with the case where the support is unbounded in at least some directions.
We are also interested sometimes in the conditional density of X 1 given X 2 , . . . , X d , and functionals thereof like the conditional expectation and conditional median. A commonly employed estimator of f (x) is the kernel estimator
where K is a multivariate kernel function and H is a d × d bandwidth matrix so that
For pedagogic simplicity we consider the special case where H = hI d . In practice one needs to make scale adjustments when the components of X have different marginals but we shall avoid this for notational simplicity. The conditional density f (
is the corresponding estimator of the density of (X 2 , . . . , X d ). See Chen, Linton, and Robinson (2001) for a discussion of issues regarding conditional density estimation.
Suppose that there is an auxiliary model for X with density denoted by g. The sort of model we have in mind is semiparametric: it depends in a known fashion on parameters θ ⊆ Θ ∈ R p and on unknown one-dimensional functions m 1 , . . . , m R for some R. We can capture this with the general notation g(.) = G(.; θ, m 1 , . . . , m R ). The function m j is defined on the domain of a one-dimensional random variable Z j , where Z j = ψ j (X) for some known measurable function ψ j . It is natural to assume that R ≤ d here. This type of model is studied quite widely; we give some examples below.
Suppose that we can estimate θ and m 1 , . . . , m R by estimates b θ and b
We will discuss this later on a case by case basis. Then estimate f (x) by the multiplicative correction estimator
In the case of conditional density f (
, it is natural to start with an auxiliary model for the conditional density g(x 1 |x 2 , . . . , x d ), and suppose that one has an estimate (2) and (3) is that of prewhitening. The advantage of our approach over the parametric pilot approach is in terms of the bias: since our auxiliary model is in some sense larger, we expect to achieve smaller biases.
We next give some well known examples of structured nonparametric models that are in widespread use in their own right. In each example we indicate how our procedure is carried out in order to estimate the multivariate density f. The second example directly relates to the shown application.
Examples

Example 1
Suppose that the auxiliary model is that the components are mutually independent, i.e.,
where f j is the marginal density of X j . This model contains quite strong restrictions but sometimes provides a good approximation or benchmark, Scott (1992). Indeed, there are many tests of independence in the literature, see for example Blum, Kiefer, and Rosenblatt (1961). We can estimate
is an estimate of the marginal density f j . Here, k is a univariate kernel function and h g is a bandwidth sequence.
Friedman, Stuetzle, and Schroeder (1984) propose fitting a multivariate density by projection pursuit, which can be interpreted as using an auxiliary model of the form
where θ j are unit parameter vectors and m < d. Another related example is considered by Ker (2002). In this case there are many samples with possibly different multivariate densities f j and the auxiliary model is that these densities are identical. The pooled density assuming equality embodies some dimensionality reduction provided the number of samples is large.
Example 2
Suppose that the auxiliary model is an additive nonparametric regression with independent errors, i.e.,
where ε is independent of X 2 , . . . , X d with unknown density w. Supposing also for simplicity that the covariates are mutually independent. Then
This sort of semiparametric regression model has been widely used with q j being linear functions, although the emphasis there is often on the conditional distribution of
case the assumption of independent covariates can be dispensed with and one takes g(
Under quite general conditions on the true joint density f, q j (.) exist and are uniquely defined as the best (least squares) approximation of
Tibshirani (1991).
We can estimate g(x) by 
, and use (3).
An alternative to the additive specification is the multiplicative regression, which is particularly suitable for positive Y = X 1 and scalar X, and is used in the application below. This is the regression
where ε is independent of X with unknown density f ε . In this case, g(y|x) = f ε (y/m(x))/m(x). The estimation strategy is very similar to the additive case and a full discussion is not given here.
A more general version of the additive model is the Generalized Additive Model, Hastie and Tibshirani (1991), in which the distribution of X 1 |X 2 , . . . , X d is fully specified as lying in an exponential family. Thus suppose that
is the natural parameter and φ is the dispersion parameter.
For normal data we take μ = θ and a constant so that
2 . This latter case is similar to the multiplicative regression model considered below. In these cases, the only unknown quantity is the systematic component η. By specifying this to be additive, say, we obtain maximal reduction of dimensionality for the conditional model.
Example 3
Copulas are a useful tool in the study of association and dependence, see Nelsen ( 
Here, c θ (u) is called the copula density. Chen and Fan (2002) have developed a comprehensive theory of estimation for this semiparametric model.
be the empirical marginal distributions, and let b θ be an estimate of θ, for example the estimator of Chen and Fan (2002). Then let
where b f j (x j ) are as defined in Example 1.
Example 4
Suppose that the auxiliary model is that X i are elliptically symmetric, which means that there exists
and some univariate density function q(.) such that
We normalize so that det ( The following estimator is discussed in Stute and Werner (1991). Define:
The Multivariate Transformation Approach
The univariate transformation approach first proposed by Wand, Marron, and Ruppert (1991) has been interpreted elsewhere as a prewhitening/multiplicative bias correction of a slightly different nature. We propose a multivariate version of this method. An advantage of the 'transformation' method, evident from the theoretical analysis, is that it can work well in the tail by effectively increasing the bandwidth there, and indeed has been interpreted as a form of variable bandwidth method, Yang and Marron (1999).
Consider the invertible transformations u = T (x; λ) depending only on parameters λ ∈ Λ ⊆ R p and known functions T. It follows by the transformation theorem that
where f U is the density of U = (U 1 , . . . , U d ) = T (X; λ), while J is the Jacobian of the transformation, in this case
|∂T (x; λ)/∂x j |. Then suppose that there exists an estimator b λ computed from the data and let
where
In general the transformed variable u can have the same support as x or different support, for example the unit cube. Usually it is convenient to take just marginal transformations so that 
Multiplicatively Corrected Transformation Approach
In the following we propose to combine the transformation approach with the multiplicative bias reduction method. The advantage of this is that we are doing our density estimation and our primary multiplicative bias correction on a scale of our choosing, for example on the unit cube. If the transformation is particularly good one has almost equally spaced data on the unit cube and bandwidth choice can be less crucial. Jones, Signorini and Hjort (1999) recommend a different iterative multiplicative bias correction scheme: first do the Hjort and Glad (1995) semiparametric bias correction method and then use that estimator in further Jones, Linton, and Nielsen 1995) step.
In their case both steps are quite similar whereas in our case the two steps are different.
The full algorithm is given below.
1. Estimate the structured model density b g(x) using appropriate techniques.
2. Transform the data to b U i = T (X i ; b λ) and the implied structured model density to b g U (u), where
3. Estimate the density of U by the multiplicative transformation method
4. Transform back from U to X to obtain
One advantage of transforming into the unit cube is that the issue of different scaling of the variables is automatically handled.
5 Distribution Theory
Full Model Case
In this section we derive the distribution theory for our procedures in a general setting. The main insight is that although there are nonparametric components in the model g, they are of lower dimension than f and so the estimation error in b g is of smaller order and can be ignored under the general model assumption. Define g(x) as the limiting value of b g(x). We assume that this is well-defined. It will depend on the method used to compute b g. Define also
where r(
When h = O(n −1/(d+4) ) one obtains convergence in distribution at rate n −2/(d+4) , which is the optimal rate under our conditions. The limiting variance is the same as the standard kernel estimator but the bias is different. It depends on the curvature of r rather than f : when r(x) is flat (i.e., g is close to f near x) then the bias is small. Note that when the model is true, i.e., g(x) = f(x), the bias constant is zero, and the rate of convergence can potentially be increased by taking a larger bandwidth; we discuss this more below. Jones, Linton, and Nielsen (1995) obtained bias reduction under stronger smoothness conditions when b g is taken to be b f.
We next present the distribution theory for the transformation estimator. Define
Suppose that assumptions A and B are satisfied. Then as n → ∞,
In this case, both the bias and the variance are different from the kernel estimator. The bias depends on the curvature of the density of the transformed variable, so that when U is actually uniform (the transform T (x; λ 0 ) is the c.d.f. of X) the bias constant is zero. The variance can be smaller in the tails due to the Jacobian term, i.e., when J(x) < 1, v T (x) < v(x); this condition is likely to be met out in the tails provided the transformation is well chosen. For example, when
In this case, the transformation estimator has finite relative error in the tail, in the sense that
By comparison, the relative error of b f (x) (and hence of e f (x)) in the tail becomes infinite.
Finally, we provide the theory for the combination estimator. Define r U (u) = f U (u)/g U (u) and
The variance is the same as the variance of the transformation estimator, while the bias is slightly different. Specifically, the magnitude of the bias depends on the curvature of r U (u) = f U (u)/g U (u) in u-space. If the auxiliary model g is 'good', i.e., g U is close to the uniform, and if the transformation T is 'good', i.e., f U is close to uniform, then the ratio f U (u)/g U (u) is also close to the uniform.
However, it can be that f U (u)/g U (u) is approximately constant even when the two functions f U (u) and g U (u) are not constant, and in such cases one will have small bias. Note that when r(x) = 1 for all x, then r U (u) = 1 also.
Finally, we present the theory for the conditional density estimator (3). This theory parallels the theory for the joint density estimators and so we omit the results for the transformation estimator and the combined estimator. Define:
,
T 4. Suppose that assumptions A are satisfied. Then as n → ∞,
The asymptotic variance is the same as that of b 
Home Turf Case
We now consider what happens under the 'home turf' assumption, for brevity we just consider the case of Theorem 1. We suppose therefore that the lower dimensional density model is true, i.e., g(x) = f (x). We shall also suppose that b g(·) behaves like a one-dimensional smoother in the sense that it has an expansion of the form
for x 0 in a neighborhood of x, where β g (·) and ω 1/2 (·) are bounded continuous deterministic functions,
is a sum of independent random variables satisfying Z n (x 0 ) =⇒ N (0, 1) for each x 0 , and R n (·)
is a remainder term that is of smaller order. The quantity h g is a bandwidth sequence that we shall suppose is of order n −1/5 . This type of expansion has been established for many of the examples considered above. We have the following corollary C 1. Suppose that assumptions A1,A2, and C1,C2 are satisfied. Then as n → ∞,
This shows that under the home turf case one obtains the faster rate of convergence provided bandwidth is chosen correctly. Furthermore, one also achieves a bias correction -the asymptotic distribution is centered at zero. Compare this with the result in Hjort and Glad (2005, section 8.3).
They establish root-n consistency of their density estimator under a fixed bandwidth assumption but their estimator is not as efficient as the parametric start itself.
Bandwidth Choice
The issue of bandwidth choice is very important but notoriously difficult to resolve. Our procedures e f and e f C involve smoothing to compute b g and then further smoothing to compute e f or e f C . One approach would be to use a least squares cross validation procedure as defined in Wand and Jones (1995, p109) to jointly select the bandwidths but this can be quite computationally demanding.
Instead we recommend using a rule of thumb plug-in method based on the asymptotic mean squared error expansions given above. Regarding the bandwidth for the auxiliary models we propose to use procedures developed for those models.
For example, we propose the following method of bandwidth choice for the estimator e f(x) based on estimating the weighted integrated mean squared error expansion
for some weighting function π that eliminates boundary issues (this is only relevant when we have some restriction on the support of X). The difficult part is how to estimate the squared bias term B 2 , and we propose to use a parametric approach there. Specifically, suppose that
for parameters α, δ, Γ. Then ∇ 2 r(x) = trace(Γ) ≡ γ. The quantity r(x) is a likelihood ratio and perhaps one should instead take a log quadratic functional form here, i.e., take log r(x) in place of r(x) in (16). In this case,
Let b α, b δ, b γ be the coefficients from a least squares regression of b r( (16) and (17) using the corresponding parameter estimates. Then let
This method is quite simple to implement. Note that in the home turf case, d ∇ 2 r(x) → 0 in probability and so the bandwidth will be of larger order than n −1/(4+d) .
Estimation of Functionals
Suppose that one is interested in a functional μ(f), for example
for some given threshold S. The plug-in estimators μ( e f ) or μ( e f T ) generally inherit the bias reduction features of the density estimators themselves. For example, in the case (19) the asymptotic bias
The plug-in estimator μ( e f ) also has the same asymptotic variance as μ( b f ) in general.
Numerical Results
In this section, we first analyze a commercial fire insurance data set from the Danish general insurance company Codan Insurance that contains claims reported from 1995 to 2004. The data set specifies for each individual claim, two characteristics, the claims amount, Y , and the risk score that is provided by the expected maximum loss (EML), here called X. Our application corresponds to the two-dimensional case where d = 2. We will estimate the joint density of (Y , X) and the conditional density of (Y |X) and we will apply the conditional density to predict the expected loss above a given threshold. The transformation approach in the density estimations is suitable to visualize the dependence structure between the two variables. Moreover, since the fire insurance data set is heavy-tailed, the estimation will benefit from the tail properties of the transformation approach, as described in section 3. A Monte Carlo simulation study shows that the transformation approach can be improved by using a multiplicative correction, without losing the visualization properties and the tail estimation properties from the transformation approach.
Application
Data are taken from fire policies, which normally consist of three types of coverage: buildings, contents and loss of production. The analysis presented here only covers the fire claims on buildings.
The data set consists of 2810 fire claims from a main trade group covering residences. This main trade group constitutes approximately 30% of the total claims cost of the fire building claims in the firm and it is therefore an important group of risk.
Descriptive statistics for the data set are found in Table 1 Dkr. and it is right-skewed as well. The histogram for the EML is shown in Figure 1 (right) on a log-scale. We expect that large claims sizes arise from policies with a large EML. This is confirmed in Figure 2 (left), which shows a plot of (log(X), log(Y )).
In the first estimation step we estimate the transformation kernel density for (Y, X), b f T (y, x), by use of (11) Figure 2 (right). We observe that the data are almost uniformly distributed. The conditional density of Y given X is obtained from the joint and the marginal density and is denoted b f T (y|x). In the left plot in Figure 3 the estimated joint density
is shown. In the right plot in Figure 3 the conditional density of U 1 given
, is shown. The hills in the bottom left corner and the upper right corner confirm the expectation that small policies (small EML's) have lower expected claim sizes than large policies (large EML's).
The estimation approach described so far has treated the multivariate (bivariate) aspects of the estimation problem and also addressed the skewness by using the transformation approach. However, since we expect that multiplicative correction will improve the results substantially, we suppose that the model is (6) where the error has median zero for identification (and is estimated with local polynomials and bandwidth b x ). To simplify the bandwidth selection problem, we use U instead of X as explanatory variable and use a constant bandwidth of two times the Silverman's normal scale bandwidth which is approximately b u = 0.28 for this data set. The auxiliary model is therefore
From the auxiliary model we obtain the conditional density of Y given X, b g(y|x), and the corresponding conditional density on the transformed axes, b g U (u 1 |u 2 ). By use of the estimated marginal density of X, we obtain the joint densities of (Y, X) and ( Figure 4 . The tendencies in the densities correspond to the nonparametric densities in Figure 3 , however, the auxiliary model introduces structure into the model which results in a more smooth density function.
Finally, the multiplicative corrected estimator of the joint density is obtained on the transformed
, as in (12) where the same bandwidth is used for each component, calculated according to section 5.3. By back transformation (13) the multiplicative corrected estimator e f C (y, x) appears on the original axes.
The conditional densities on the transformed and the original axes, e f U (u 1 |u 2 ) and e f C (y|x) are found by means of the marginal densities. In Figure 5 the multiplicative corrected estimate of the joint density of (U 1 , U 2 ), e f U (u 1 , u 2 ), and the conditional density of
shown. The tendencies of hills in the bottom left and the upper right corner, meaning that large policies generate larger claims on average, is significant for the multiplicative corrected estimator as well. However, the smooth structure which was obtained in the auxiliary model is now corrected nonparametrically. The target functionals
are estimated by substituting f Y |X (y|x) with the corresponding estimates, i.e.: b f T (y|x), b g T (y|x) and e f C (y|x).
To validate the three estimators we compute a validation study as follows: First, we divide the data set randomly into two data sets which are approximately of the same size. This is done K = 100 times. For the k'th division, the two data sets are called I k and I −k and I k ∪ I −k is equal to the full data set. The data set, I −k , is used for estimation and we compute b f
The data set I k is used for validation. We compute the estimator e μ [S,∞] 
C (y|x) which we will call e μ [S,∞),1 (.), e μ [S,∞),2 (.) and e μ [S,∞),3 (.), respectively.
These estimators are validated against the corresponding quantities observed in the data set I k and we define for j = {1, 2, 3}
Likewise we compute IMSE and IMAE for e λ [S,∞),1 , e λ [S,∞),2 and e λ [S,∞), 3 . Table 2 states IMSE and Table 2 shows that the results based on the multiplicative corrected density outperforms the results obtained from the other two densities in this data set. In particularly, we see that the auxiliary model improves the performance substantially compared to the nonparametric density, and this performance is even better after the multiplicative correction.
To conclude, our method works well on the fire insurance data set. When the insurer has to calculate the price of an insurance contract the insurer has to take as much information about the risk as possible into account. The covariates that explain the claiming behaviour are known as risk factors. In the pricing process normally GLM and GAM methods are used. These methods that makes it possible to handle many covariates, are widely used to model small claims. However, these methods are not usable for large losses because there is much more randomness, and the explanatory power of covariates decreases. The density of the claim amounts (the losses) in the fire data set is certainly right skewed, because small losses occur very frequently and large losses rarely occur.
Therefore in practice the final analysis combines GLM and GAM methods for small claims with a large loss model. In the large loss model, there are two main quantities of interest: one is the tail probability and the other one is the excess of loss, i.e., expected claim amount above a given threshold. Information on the EML is always available from the beginning of the contract so the strategy to predict the expected clamming behaviour is to estimate the conditional density of the claimed amount given the sum insured and then derive the other quantities and particularly the price.
The proposed combined method of multivariate density estimation has three distinctive features that make it useful in the analysis of insurance data. It allows us to derive a conditional density IMSEe μ [S,∞),2 4.67e+07 3.13e+08 6.68e+08 1.65e+09 2.92e+09 3.78e+09 2.74e+09
IMSEe μ [S,∞),3 4.20e+07 3.01e+08 6.51e+08 1.62e+09 2. IMAEe π [S,∞),3 1.02e-03 8.45e-04 6.93e-04 4.85e-04 3.14e-04 1.97e-04 5.10e-05 Table 2 : IMSE and IMAE for e μ [S,∞),j and e π [S,∞),j , where j is 1 (non-par), 2 (aux) or 3 (bias.cor).
The thresholds S are noted in quantiles of the data set.
estimate for claim amounts given the covariates with little assumptions. This is especially interesting since loss models have, up until now, been generally based on univariate approaches (risk classes based on covariates were constructed prior to density estimation). When dividing data sets in risk classes, some combinations of risk factors lead to small sample sizes implying that standard EVT could not be applied and a ruder risk classification was employed.
Monte Carlo
In the last part of the section we perform an additional study of the performance of the multiplicative correction by setting up a Monte Carlo experiment.
We base the simulation on the same data set as described in section 6.1 and describe the relationship between EML and claims in the data set by two multiplicative models
After taking log on each side of (23) and (24) To simulate data of "real-world" amounts, we first sample n values from X, (the EML's in the data set) and call the data set X * . Corresponding to X * we thereafter, simulate n random variables, 
Moreover, for each sample we define the performance measure, ISE, for an estimatorf
We compute 100 samples and estimate for each sample, (X * , Y * 1 ), the nonparametric density estimator,f 1,T (y|X * = x), the auxiliary density estimator,ĝ 1,T (y|X * = x), the multiplicative corrected density estimator,f 1,C (y|X * = x), and the performance measure ISE, for each of the estimators.
Thereafter, we average over the ISE for each estimator to produce the mean integrated squared error (MISE) for each estimator. Likewise for each sample, (X * , Y * 2 ), we calculatef 2,T (y|X * = x), g 2,T (y|X * = x),f 2,C (y|X * = x) and the average performance measure, MISE, for each estimator.
The results are collected in Table 3 .
n = 100 n = 500 n = 1000 Table 3 : Monte Carlo experiment with 100 samples and n number of observations in each sample.
We mention that the performance of MISE(f 1,C (y|x)) is comparable to MISE(ĝ 1,T (y|x) (a little bit worse for n = 100, the same for n = 500 and a little bit better for n = 1000). This means that when the auxiliary model is the correct model of the data set, the multiplicative correction makes as good results as the (correct) auxiliary model. However, MISE(f 2,C (y|x)) is smaller than MISE(ĝ 2,T (y|x)) for all n in the Monte Carlo experiment, which means that, in the much more realistic case, where the auxiliary model is not the correct model of the data set, the multiplicative correction of the auxiliary model improves the performance of the auxiliary model. This means that the multiplicative corrected estimator is as good as the auxiliary models when this model is correct, and that the multiplicative corrected estimator improves the estimation when the auxiliary model is not correct.
Conclusion
In the multivariate case there are many alternative bias reduction methods for density estimation.
Our proposal has involved the use of semiparametric and structured nonparametric models that can be quite good approximations to unconstrained densities in certain aspects without being completely correct. These models have been the subject of quite a lot of recent work, and the estimation technology and distribution theory has provided a firm foundation for their use in applications. We also believe that they can greatly assist in the estimation of unconstrained multivariate densities and our theoretical and empirical work supports this.
Appendix
Here we state the regularity conditions. A A.
1. Suppose that f is twice continuously differentiable on its support X ⊂ R d , and strictly positive at the interior point x.
Suppose that
, where k is a continuous density function symmetric about zero (a second order kernel) with compact support.
3. Suppose that nh d → ∞ and lim sup n nh d+4 < ∞.
4.
The function g is well defined and twice continuously differentiable at x. For some > 0,
Assumption A4 is satisfied under a variety of conditions for many estimators in structured nonparametric and semiparametric models, it just requires that b g converges to some limit g faster than b f. Typically, one can obtain one-dimensional uniform convergence rates for b g(x), i.e.,
, which would imply (26) . In simple cases like Example 1 this would be immediate. In other more complicated models some relevant results are available, see for example, Linton and Nielsen (1995) and Mammen, Linton, and Nielsen (1999).
A B.
There exists a λ
2. The transformation T : R d 7 −→ R d is invertible and twice continuously differentiable in λ.
Furthermore, there exists a non-negative function d(.) with Ed(X) < ∞ such that for some sequence δ n → 0,
3. The kernel k is twice continuously differentiable.
A C.
1.
The bandwidth h satisfies hn 1/5d → ∞ 2. For some > 0, the expansion (15) holds with
).
In the sequel for sequences A n , B n , let A n ' B n mean that A n /B n → 1.
in the sense that e
Firstly, note that
by the Markov inequality because by a change of variables and dominated convergence
K has compact support, and sō
By the triangle inequality:
. By continuity and positivity of g at x, inf |x−x 0 |≤ g(x 0 ) > 0. It follows from Assumption 4 that
by the CLT for kernel smoothers. Specifically,
by a change of variable and Taylor expansion. Furthermore,
The Lindeberg central limit theorem (29) follows because the kernel is of bounded support. 
, where
We have
One shows that e
We claim that e f(x 1 |x 2 , . . . , x d ) is well approximated by f(x 1 |x 2 , . . . , x d ). This follows by the same arguments in Theorem 1. Then write
is an average of the stochastic part of a one-dimensional kernel smoother over a lot of terms (a consequence of the large bandwidth assumption), and therefore is of smaller order. Therefore, e f (x) − f (x) = 1 p nh g ω 1/2 (x)Z n (x) + o p (n −2/5 ) and the result follows.
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