This paper studies the values of the sums
Introduction
The computation of the trace function applied to polynomials of F 2 m [x], where F 2 m is the finite field of order 2 m , is related with several general problems, especially in coding theory. This problem is strongly connected with the study of the weights of some cyclic codes, but also with the study of the spectrum of some sequences and of some Boolean functions.
E-mail address: Pascale.Charpin@inria.fr 0097-3165/$ -see front matter © 2004 Elsevier Inc. All rights reserved. doi:10.1016/j.jcta.2004.07. 001 We treat binary cyclic codes which have two nonzeros only. Such a code is here of length n = 2 m − 1, m = 2t, and of dimension 2m. To study its weights is actually to compute the sums S k (a) = x∈F 2 m (−1) T r(x k +ax) , a ∈ F 2 m , where k and n are coprime and Tr is the trace function on F 2 m . These sums can be seen as the Fourier-transforms of the Boolean function x → T r(x k ). Moreover, the function a → S k (a) provides the crosscorrelation function of one m-sequence of length n with its decimation by k. Our work is based on [9] ; in this paper, Helleseth proved that S a (k), a in F * 2 m , takes on at least three values, if and only if k is not a power of 2. At the end of [9] , the author stated two conjectures on m-sequences which can be replaced in these two general problems: P 1 : Determine the values of m and k such that S k (a) takes on at least four values when a runs through F * 2 m . P 2 : Fixing m, determine the integers k such that S k (a) = 0 for at least one nonzero a. In this case, which elements a provide S k (a) = 0?
In the next section, we briefly explain the context and the connections between several objects (codes, sequences and Boolean functions). We state or recall some useful properties.
Our results are presented in Section 3. We treat a specific class of values of k, the so-called Niho exponents; these exponents are such that k modulo 2 t − 1 is a power of 2. We also assume that gcd(k, n) = 1 and that k is not a power of 2. We will denote by N m this set of Niho exponents with respect to the finite field F 2 m , m = 2t.
Our main result is related with the problem P 1 , since we prove that for k ∈ N m the sum S k (a) takes on at least four values (Theorem 2) when a runs through F * 2 m . We first establish that the values 0 and −2 t always appear for some nonzero a (Corollary 1).
Several derived results are presented later, in Section 3.1. We propose lower bounds on the maximal value of S k (a), depending on the values k and m. These bounds can be reached (see Example 1) . We contribute to Problem P 2 , by characterizing those k ∈ N m such that S k (1) = 0 (Proposition 3). We deduce that S k (1) = 0 is impossible when m ≡ 2 modulo 4.
To conclude, we recall some conjectures and open problems. We emphasize that the conjectures due to Helleseth [9] are here strengthened, but remain open problems.
Main notation:
• wt (u) is the Hamming weight of the vector u;
• Tr is the trace-function on F 2 m ; • T r s the trace-function from F 2 r to F 2 s ; • gcd(A, B) is the greatest common divisor of A and B; • N m is the set of integers k satisfying (8) and (9).
Preliminaries
We assume that the reader is familiar with finite algebraic objects which are presented here. Our main reference for algebraic coding theory is [14] . For cyclic codes with two zeros and for sequences, more details can be found in [5, 10] .
Context
In this paper, our ambient field is F 2 m , the finite field of order 2 m with m = 2t. We denote by a primitive root of F 2 m . The trace-function from F 2 m to F 2 is denoted by Tr.
We are interested in the weight polynomials of some binary cyclic codes of length n = 2 m −1 which have two nonzeros only, −1 and −k , where 3 k 2 m −2 and gcd(k, n) = 1. Such a code is denoted by C k . Any codeword of C k , say c(y) = n−1 i=0 c i y i , can be simply expressed by its so-called ms-polynomial:
providing, Q c ( i ) = c i for all i 1 . For any pair (u, v) of elements of F 2 m the corresponding codeword of length n is the ordered sequence of binary symbols:
We denote by wt (c) the Hamming weight of c, the integer sum of the Q c ( i ). A codeword is said to be balanced when wt (c) = 2 m−1 .
Since k and n are coprime, to study the weight polynomial of C k is to study the weights corresponding to the pairs (1, v) , v ∈ F 2 m . In other words, to know the values x∈F 2 m (−1) T r(x k +ax) , a ∈ F 2 m , and the number of times they occur, is exactly to know the weight polynomial of the code C k .
The Simplex code is the [n, m] binary cyclic code composed of codewords c, as previously defined (see (2)), with ms-polynomials
A maximum-length sequence, called m-sequence, is simply a codeword of the Simplex code. More generally, choosing any primitive root of F 2 m , say k , m-sequences are produced by T r(ux k ), for some u.
The distance between an m-sequence s and all cyclic shifts of another m-sequence s is computed with the crosscorrelation function. When the sequence s is a decimation of s by k, the crosscorrelation function between s and s becomes:
To compute the values of k is to compute the crosscorrelation spectrum of s and s . Note that k ( ) = S k ( ) − 1.
In this paper, we need basic tools for computing the Fourier-spectrum of Boolean functions. Our Boolean functions are of the form f (x) = T r(P (x)), x ∈ F 2 m and P is some polynomial on F 2 m . Let us define the linear Boolean functions as follows:
The Fourier transform of f in some point a ∈ F 2 m is denoted F a (f ) and calculated as follows:
The values of these coefficients form the Fourier-spectrum of f, generally denoted S f . Recall the well-known Parseval's relation
and also this inverse formula
It is easy to see that not all values in S f have the same sign. This is because 
which implies that it is impossible to have F a (f ) 0 for all a as well as F a (f ) 0 for all a, unless f is affine.
Lemma 1. Let f be any non-affine Boolean function. Then there are at least two values in its Fourier-spectrum S f , say and , such that > 0 and < 0.
Let g = f + a , for some a. Considering the sequence of values
as a codeword of length 2 m , the weight of v is related to F a (f ) via
The nonlinearity of f is the minimal value of wt (v) when a runs through F 2 m , i.e. the maximal absolute value of F a (f ). The function g is said to be balanced if and only if v is a balanced codeword. That is F a (f ) = 0.
To compute the values F a (f ), when f (x) = T r(x k ), is exactly to compute S k (a), a ∈ F 2 m . We will be interested later in the maximal absolute value of S k (a), which we denote by L(k) (see Proposition 2). This is exactly the so-called nonlinearity of the function x → T r(x k ).
Basic properties
The next lemma is an instance of a classical formula, but we prove it for clarity. Note that the duality is defined here with respect to the inner product (x, y) → T r(xy).
Lemma 2. Let f be any Boolean function on
Proof. Simply by writing
The next result is connected with Problem P 2 of Section 1, concerning the determination of balanced codewords. 
We denote by N i the number of times i occurs
Proof. This result is directly deduced from Parseval's relation (see (3)). From hypothesis we can
Let us suppose that i=1 N i = 2 m − 1. We have
If m is even then 2t = m and i=1 N i a 2 i = 2 m . These two cases lead each to some contradiction. For case 1, it is because we get i=1 N i 2 m−1 . When m is even, we get a sum of 2 m − 1 squares, each a 2 i repeated N i times, which is equal to 2 m . This would imply that a 2 j = 2 and (N j = 1) for one j.
Main results
Let n = 2 m − 1 where m = 2t. Let us denote by G the cyclic subgroup of F * 2 m of order 2 t + 1. Let k be an integer in the range [1, n − 1]. From now on, we consider the sums
with the hypothesis
and
Such exponents k are currently called the Niho exponents since they were first studied by Niho in his thesis [13] . We denote by N m the set of Niho exponents defined by (8) and (9). Without loss of generality, we can assume that k is in the so-called normalized form, that is
Note that k ≡ −2s + 1 modulo 2 t + 1. From now on, we use this notation
The next result appeared first in [13] and a proof can be found in [7] . To be clear with our terminology, we indicate the proof. We denote by T r s , the trace-function from F 2 r to F 2 s , s dividing r. Theorem 1. Let k ∈ N m ; k and are defined by (10) and (11) . Then S k (a) = (N (a)−1)2 t , where N(a) is the number of y ∈ G such that
Proof (Sketch). Let be a primitive root of F 2 m . Since 2 t − 1 and 2 t + 1 are coprime, any element z ∈ F * 2 m can be expressed as follows:
Then we have for any fixed a = 0 and for all z ∈ F * 2 m :
Thus S k (a) = (N (a) − 1)2 t , where N(a) is the number of those y ∈ G which satisfy y + ay ∈ F 2 t , that is
The proof is completed by multiplying the equation above by y . Therefore, according to the previous theorem, we can apply Lemmas 1 and 3 to the Boolean non-affine function defined by f (x) = T r(x k ). Indeed, there is only one suitable negative value of S k (a) and the nonzero Fourier-coefficients of such f are divisible by 2 t . Corollary 1. Let S k (a) be defined by (7) with k ∈ N m . Then there is at least one a = 0 and one b = 0 such that, respectively, Indeed, if there is e > 1 which divides gcd( , 2 t + 1) then e divides k, a contradiction since gcd(k, 2 t + 1) = 1. On the other hand, if = 2 t then 2 t ≡ k (modulo 2 t + 1). Since k = (2 t − 1)s + 1, we get 2 t ≡ −2s + 1 which implies 2s − 2 ≡ 0. This is impossible unless k = 2 t . Proof. We assume that k is in its normalized form, as in (10); is defined by (11) . Let us denote by V the set of values S k (a), a ∈ F * 2 m . We know that the cardinality of V is at least 3 [9] . We assume that it is exactly 3. Then, from Theorem 1 and Corollary 1, we actually suppose that V = {0, −2 t , }, where = 2 t , with > 0.
First, we consider (12) for any nonzero a in the subfield F 2 t . We get
Clearly y = 1 is a solution, for any a. Also, y ∈ G is a solution if and only if y 2 t is a solution. Thus, for any a ∈ F 2 t , the number N(a) of solutions of the above equation is such that N(a) = 1 + 2 for some . According to Theorem 1, we get = 2 t+1 . Now we apply Lemma 2 to the Boolean function defined by f (x) = T r(x k ). With S k (a) = F a (f ), we get
because f (x) = 0 for all x ∈ F 2 t . But in the sum above (on the left), each nonzero term is divisible by 2 t+1 and then, by hypothesis, must be equal to . Thus 2 m = L , for some L, providing = 2 with t + 1. In order to prove that the cardinality of V cannot be three, it remains to prove that there is some a ∈ F * 2 m such that S k (a) is not in {0, −2 t , 2 }. In other words, there is some a ∈ F * 2 m such that:
Consider now S k (a) with a ∈ G \ {1}. As aa 2 t = 1, (12) becomes
Thus N(a) is equal to the number of solutions y ∈ G satisfying y +1 + a 2 t = 0 (17) or y −1 + a = 0.
Note that y cannot be a solution of both equations above. Indeed, this would imply y 2 = 1, which is impossible since 2 and 2 t + 1 are coprime. Also, it is impossible to have + 1 = 2 t + 1 (see Remark 1) .
We set e = gcd( + 1, 2 t + 1) and e = gcd( − 1, 2 t + 1). Let be a generator of G. Then we have:
1. If e = e = 1 then (17) and (18) each have one and only one solution providing N(a) = 2. Thus (16) is satisfied for any a.
2. Assume that e > 1 and e = 1. There is only one solution for (18), for any a. Choosing a = −( +1) (for instance) then the solutions of (17) are
We get N(a) = e + 1 which satisfies (16), since N(a) − 1 is odd. Note that the situation is similar when e = 1 and e > 1, by choosing a = −1 .
3. Now suppose that e > 1 and e > 1. Note that gcd(e, e ) = 1, since gcd( − 1, + 1) 2; in particular e = e .
By taking a = −( +1) , then (17) has e solutions. Moreover there is no solution of (18) for this a, because this would imply that e divides + 1 too. Hence N(a) = e. Similarly, choosing a = −1 we obtain N(a ) = e . Thus, we get two different values, N(a) 3 and N(a ) 3 corresponding to two distinct elements of G. At least one of these values satisfies (16), completing the proof.
Remark 3.
It is important to complete Theorem 2, by noticing that S k (a) takes exactly four values for k = 2 t+1 − 1(see Example 1 later). This case was fully solved by Niho in his thesis where these values and the number of times they occur were given, even when gcd(k, n) = 1 [13] . This result was generalized to odd characteristics by Helleseth [9] .
Derived results
This section is an extension of the previous one, where we focused on the number of values S k (a). Notation is as in the previous section. Notably, k ∈ N m and are defined by (8)- (11) . The proof of Theorem 2 leads us to several partial results concerning V, the set of the values of S k (a). We have from Theorem 1, Corollary 1 and Theorem 2:
where j = N(a) − 1 for some a. It appeared that S k (a) ≡ 0 modulo 2 t+1 for all a ∈ F 2 t (see (14) ). Moreover some such S k (a) are not zero. Indeed we can deduce from (15):
Therefore, the maximal value of S k (a), which we denote by L(k), is greater than or equal to 2 t+1 . If L(k) = 2 t+1 then V, which must have at least four elements, contains 0, ±2 t and 2 t+1 only. Moreover, in this case, any nonzero S k (a), with a ∈ F 2 t , is equal to 2 t+1 . More generally, assume that V has four elements only, three of them being 0, −2 t and 2 t for some odd . Then all nonzero S k (a), with a ∈ F 2 t , are equal to the fourth element of V. Moreover, as before by using (15), we claim that this fourth weight is 2 with t + 1. In the cases 1. and 2. of the proof of Theorem 2, we obtained odd values for N(a) − 1 (for some a ∈ G). Thus we proved the following property. Proposition 1. Assume that the sum S k (a), k ∈ N m , takes four values only, when a runs through F 2 m . Recall that e = gcd( + 1, 2 t + 1) and e = gcd( − 1, 2 t + 1).
If e = 1 or e = 1 then S k (a) = 2 with t + 1, for all a ∈ F 2 t such that S k (a) = 0.
Moreover we have:
• if e = e = 1 then V = {0, ±2 t , 2 };
• if e = 1 and e > 1 then V = {0, −2 t , e 2 t , 2 };
• if e > 1 and e = 1 then V = {0, −2 t , e2 t , 2 }. Now look at other consequences of our results on S k (a) for a ∈ G \ {1}. In the case 1, we show that S k (a) = 2 t for any such a. With the hypothesis of 2, we characterize some a such that S k (a) = e2 t with e 3. With the hypothesis of 3, we obtain some a such that S k (a) = (e − 1)2 t and some a such that S k (a ) = (e − 1)2 t with e 3, e 3 and e = e . Hence L(k) = 2 t+1 is possible in the case 1 only. In any case, we get a lower bound on L(k).
When t is odd then 3 divides 2 t + 1, which implies that 3 is not a divisor of (see Remark 1) . Then either − 1 or + 1 (and not both) are divisible by 3. Thus, when t is odd then the case 1 is impossible and we are sure that L(k) > 2 t+1 . We summarize these results in the next proposition. Recall that k ∈ N m , m = 2t. Proposition 2. (i) For all a ∈ F 2 t , S k (a) ≡ 0 modulo 2 t+1 ; moreover at least 2 (and at most 2 t−1 ) such a provide S k (a) = 0. Therefore
(ii) If L(k) = 2 t+1 then e = e = 1 and S k (a) takes exactly four values, {0, ±2 t , 2 t+1 }; the value 2 t+1 occurs at least 2 t−1 times. (iii) If e = e = 1 then S k (a) = 2 t for all a ∈ G \ {1}. (iv) If only one element of the pair (e, e ) is equal to 1, say e = 1, then L(k) e2 t and there is some a such that S k (a) = e2 t . (v) If e > 1 and e > 1 then S k (a) takes the value (e − 1)2 t for some a and the value (e − 1)2 t for another a; therefore:
Example 1. Lower bounds on L(k) are proposed in the previous proposition; they are reached for some values of k (and m). We illustrate this by two well-known examples. The first one is given in Remark 3, that is k = 2 t+1 − 1. We have to solve (12) with = 3, − 1 = 2 and + 1 = 4, implying e = e = 1. In this case L(k) = 2 t+1 . When k = 2 t + 3, we consider its normalized form:
It is known that L(k) = 3×2 t (see [9, Theorem 4.8] ). According to the previous proposition we are sure that at least one element of the pair (e, e ) is equal to 1. If t is odd then 3 divides 2 t + 1 and − 1; thus we must have e = 1 and e = 3. For instance for m = 10 and k = 35 we get = 16, 2 t + 1 = 33, − 1 = 15 and + 1 = 17. But take for instance m = 8 and k = 19; here we have e = e = 1 since 2 t + 1 is prime.
We can also derive some results related with the problem P 2 , to characterize some set of balanced codewords. In accordance with Theorem 1, S k (a) = 0 if and only if the equation
has one and only one solution y ∈ G. Moreover, in this case, gcd(y 2 + y +1 + y −1 + 1, y 2 t +1 + 1) = y + 1.
Notably, if t is odd then S k (1) = 0.
In other words, the binary codeword c of length 2 2t − 1 with ms-polynomial Q c (x) = T r(x k + x) is balanced if and only if t, k and are such that e = e = 1.
Proof. It is simply deduced from
The polynomial above has one and only one root in G (which is y = 1) if and only if gcd( − 1, 2 t + 1) = gcd( + 1, 2 t + 1) = 1.
As we previously noticed, this last condition is impossible when t is odd.
Example 2.
For m = 8 and 16 then 2 t + 1 is equal, respectively to 17 and 257, which are prime numbers. Thus, in these cases, S k (1) = 0 for any k ∈ N m . On the contrary, if m = 4s with s odd, there are different situations. Take for instance m = 12; so t = 6, 2 t − 1 = 63 and 2 t + 1 = 65:
• If k = 67 = 64 + 3 then = 32 (see Example 1). Since gcd(65, 31) and gcd(65, 33) are equal to 1 then S k (1) = 0. • If k = 5 × 63 + 1 then = 56. Since gcd(65, 55) = 5 and gcd(65, 57) = 1 then S k (1) = 0. Moreover L(k) 5 × 2 6 . When = 3, Eq. (12) becomes y 6 + ay 4 + a 2 t y 2 + 1 = 0, which has at most three solutions. Therefore, we deduce from Theorem 1 that L(k) 2 t+1 , implying that the set of values of S k (a) is exactly {0, ±2 t , 2 t+1 }. (see, for instance, Example 1). This suggests a method for finding L(k) for some values of k. Research problem: Characterize an infinite class of Niho exponents k satisfying:
1. on the one hand, Proposition 2 provides a lower bound for L(k), say b2 t , using gcd( ± 1, 2 t + 1). 2. on the other hand, is such that the equation (12) cannot have more than b + 1 solutions.
Conclusion
In this paper, we studied the Boolean functions on F 2 m , m = 2t, of the form f : x → T r(x k ) where k ∈ N m , i.e., gcd(2 m − 1, k) = 1 and k modulo 2 t − 1 is a power of 2. We noticed that these functions can be seen as a concatenation of linear functions on F 2 t . We notably gave an upper bound on their nonlinearity. To find the exact nonlinearity remains an open problem.
It is a long-standing problem to find weight enumerators of cyclic codes with two nonzeros. Most recently, these codes were studied in relation with some cryptographic problems. It appeared that, their minimum weight, the number of their weights and their divisibility are of most interest in this context (see [2] [3] [4] and their references).
Concerning the number of weights of codes C k , the most recent result is due to McGuire, who proved that, for m even and k ≡ 0 (mod 3), C k cannot have three weights only [12] . We define here another large class of codes C k (for k ∈ N m ) which cannot have three nonzero weights. Moreover we prove that, for these codes, the number of balanced codewords is strictly greater than 2 t−1 (2 m − 1). Note that the next well-known conjecture is satisfied when k is a Niho exponent (see Proposition 2). Conjecture 1. Let m = 2t; let C k be the [2 m −1, 2m] binary cyclic code with two nonzeros, −1 and −k . Then the minimum distance of C k is smaller than or equal to 2 m−1 − 2 t .
Consider two binary m-sequences, any m-sequence and its decimation by k. For even m, we exhibit here a large class of k such that these sequences cannot have a 3-valued crosscorrelation. Our result strengthens the conjecture stated by Helleseth in [9] : Conjecture 2. Two binary m-sequences of length n = 2 m − 1 cannot have a 3-valued crosscorrelation function when m is a power of two.
Calderbank et al. [1] proved that these three values (above) cannot be −1, −1 + A and −1 − A (see also [11] ). We contribute to the second conjecture of Helleseth [9, Conjecture 5.1] which can be expressed as follows:
Conjecture 3. For any m and k such that gcd(2 m −1, k) = 1, the sum x∈F 2 m (−1) T r(x k +ax) is null for at least one nonzero a.
Recall that when m is even the maximal nonlinearity of balanced Boolean functions is not known; the most recent results can be found in [6] .
