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1. Introducción
1. INTRODUCCIÓN
EI principio es la mitad de todo.
Pitágoras. (Filósofo griego. 571 - 497 a.c.).
La máquina analitica no tiene pretensión alguna de originar nada. Sólo hace lo que
nosotros sabemos cómo ordenarle que haga.
Ada Byron. (Condesa de Lovelace).
EI computador puede calcular mejor que ningún humano. Pero hay algo más alla del
cálculo, y ese algo es nuestra comprensión sobre la naturaleza deI ajedrez.
Garry Kasparov. (Ajedrecista ruso campeón del mundo. 1963 -).
Desde la antigiiedad no ha dejado de transmitirse el mito de la existencia de
máquinas inteligentes. Entre las primeras referencias a una actividad reveladora de la
inteligencia artificial se halla la Ilíada (en la que el dios Hefaistos había construido
mesas con ruedas de funcionamiento autónomo y mujeres de oro que le servían) y la
tradición judía del Golem (en la que un rabino daba vida a un hombre hecho de madera
o arcilla).
Sin embargo no fue hasta el siglo XVI, en el que la medicina descubrió como el
funcionamiento de los órganos internos se asemejaba a distintas máquinas (el corazón a
una bomba, los pulmones a un fuelle, etc.) cuando se hizo natural la idea de que podría
construirse un mecanismo inteligente sin ayuda divina.
Los autómatas más logrados fueron los diseñados por Vaucanson en el siglo
XVIII (un flautista que tocaba una tonadilla y un pato que nadaba, batía las alas, tragaba
comida y devolvía excrementos simulados). Hacia el final de ese siglo un autor
anónimo publicó el primer trabajo verdadero de inteligencia artificial: la descripción de
un método automático para componer minuetos.
Figc^ra 1.1. Pato de VaucansorT.
Ya en el siglo XX la inteligencia artificial se populariza a través de los escritores
de ciencia ficción y surge el termino robot, acuñado por el escritor checo Karel Capek
en 1920 y que en su idioma significa trabajo forzado (en clara referencia a que los
robots eran destinados a realizar labores que el hombre no deseaba hacer).
Pero no fue hasta mediados del siglo XX cuando el mito comenzó a convertirse
en realidád. E1 año 1956 es considerado como un punto de inflexión a raíz de una
1
1. Introducción
reunión que organizó John McCarthy en el Dartmouth College y en la cual se acuña por
primera vez el término inteligencia artifrcial (IA). También asistieron Marvin Minsky,
Allan Newell y Herbert Simon que, junto con McCarthy, son considerados como los
pioneros de la inteligencia artificial. Los asistentes confiaban en hacer progresar la
cibernética estudiando los modelos del cerebro y extendiendo las posibilidades de los
mecanismos de regulación, pero durante esta reunión Newell y Simon presentaron su
"Logic Theorist" ( un programa que podía demostrar téoremas de la lógica de
proposiciones) mostrando así a los participantes como utilizar las posibilidades de
manipulación de símbolos del ordenador.
De esta forma surgió una división dentro de los investigadores de la IA. Por un
lado estaban aquellos que planteaban la emulación de la actividad cerebral y, en la
medida de lo posible, la réplica de su estructura. Las técnicas utilizadas se denominaron
técnicas conexionistas ya que pretendían emular las redes neuronales biológicas
mediante redes de neuronas artificiales. Por otro lado estaba la perspectiva simbólica en
la que se trataba de emular el proceso de razonamiento humano pero no así su
estructura. Lo que se trataba era de desarrollar al máximo los métodos de programación
para tratar los símbolos y las estructuras, entre los que cabe destacar el lenguaje LISP
desarrollado por John McCarthy a partir de 1960. Para más información sobre el
nacimiento de la inteligencia artificial se puede consultar (Pirat, 1991).
Lós primeros esfuerzos de la inteligencia artificial se destinaron a los juegos y a
la traducción del lenguaje natural. Los éxitos iniciales que se obtuvieron motivaron que
Newell y Simon pronunciaran una famosa predicción en 1958: "antes de 1968 será
campeón de ajedrez un programa y se demostrará un importante teorema matemático".
Sin embargo esta predicción ha quedado bastante lejos de Ilegar a cumplirse. Esto es
debido a que el entusiasmo inicial de los investigadores de IA estaba puesto en sistemas
que hacían un amplio uso de la combinatoria, es decir, ensayaban muchas posibilidades
sin examinar ampliamente ninguna de ellas. Tales procedimientos permitían obtener
resultados mínimamente aceptables en numerosos campos, pero muy raramente hacían
posibles resultados óptimos.
Así, los programas de juegos analizaban jugadas con una profundidad escasa
pero analizaban una gran cantidad de variantes. De la misma forma los programas de
traducción automática se basaban en la utilización de un enorme diccionario en la que
se tenían en cuenta algunos elementos de gramática. Los resultados podían llegar a ser
aceptables, pero nunca serían clasificados como muy buenos. Gónzalez y Dankel (1993)
citan el ejemplo de una compañía aérea que a principio de los 80 anunciaba orgullosa
que su flota disponía de asientos forrados en cuero con el lema "fly in leather". Las
máquinas de traducción automática de la época tradujeron esta frase al español como
"vuele en cueros" que, evidentemente, no tiene el mismo significado.
Si queremos aumentar el rendimiento de estos sistemas es necesario ampliar la
profundidad de análisis de las jugadas en los programas de juegos y ampliar las posibles
interpretaciones de las palabras (incluyendo giros locales, dobles interpretaciones, etc.)
en los sistemas de traducción. Pero esto implica que se produzca una explosión
combinatoria y que el número de casos a tratar sea impracticable. La única solución a
este problema es la inclusión de técnicas que permitan podar el árbol de búsqueda para
centrarnos sólo en aquellas opciones más prometedoras (de la misma forma que un
jugador de ajedrez no analiza todas las variantes sino que desecha automá^ticamente
aquellas que representan desventajas evidentes).
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Los sistemas de inteligencia artificial aplicados a juegos han tenido siempre una
gran repercusión. Existen sistemas para todo tipo de juegos: el jugador de backgammon
de Berliner (1980), el jugador de damas de Samuel (1963) que incluía capacidades de
aprendizaje, etc. Pero si hay un juego cuyo dominio se considera exclusivo de la
inteligencia humana, debido a su complejidad y su elevado número de posibles
combinaciones que pueden darse, es el juego del ajedrez.
Desde siempre se ha utilizado al ajedrez como paradigma del alcance de la
lógica y el razonamiento humano. Baste citar que en 1968, en la famosa película de
Stanley Kubrick y Arthur C. Clarke "2001: Una Odisea Espacial", el supercomputador
HAL derrotaba al ajedrez a un resignado Frank Poole que veía su derrota como
inevitable. Inicialmente la escena se había rodado con el astronauta jugando a un juego
denominado "Pentominoes" que acababa de salir en aquella época y se buscaba su
popularización. Sin embargo Kubrick acabó rechazándola porque quería que los
espectadores percibieran cuan inteligente era HAL y la mejor forma de hacerlo era
derrotando de forma irremisible al ser humano.
Otro ejemplo de la visión que se tenía sobre el ajedrez es una historia corta de
Arthur C. Clarke titulada "Cuarentena" (Clarke, 1977). En ella dos supercomputadores
inteligentes se asombraban ante el descubrimiento de una infección que afectaba a sus
máquinas, se trataba de un problema que no podría analizarse completamente ni siquiera
durante el tiempo de vida del universo. Lo más asombroso del problema era que sólo
utilizaba seis operadores: Rey, Reina, Alfil, Caballo, Torre y Peón. También en la
famosa serie Star Trek el capitán Kirk y Mr. Spock llegaban a jugar tres veces al ajedrez
ganando Kirk las tres (demostrando así la superioridad de la intuición humana frente a
los procesos eminentemente lógicos de los vulcanianos).
Desde siempre se destinó un gran esfuerzo al desarrollo de programas que
jugaran al ajedrez. El primer autómata de este tipo lo construyó el Baron Kempelen en
1776 y se llamaba Turco (Figura 1.2). Este autómata obtuvo gran repercusión sobre
todo al ganar al mismísimo Napoleón y posteriormente Maelzel (el inventor del
metrónomo) lo exhibió en Estados Unidos a principios del siglo XIX. Sin embargo
Turco no era más que un fraude, un experto y diminuto jugador de ajedrez se escondía
dentro de sus mecanismos y se encargaba de controlar el autómata. Edgar Allan Poe
publicó en 1836 un largo estudio en el que denunciaba la superchería y reflexionaba
sobre las propiedades de un mecanismo capaz de jugar al ajedrez (Poe, 1983).
_ , . __. __ __... .
^ ---_ ..i ,._ .^._._. ..)
^.1. ............._.._..._^.^ .^
Figura l.? E! jugaclor d^ ajedre^ de Keinpelen ex{^ibido por Mael_el en Estados Unidos.
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^ Hubo que esperar hasta el siglo XX para que se emprendieran trabajos más
serios. En 1912 el español L. Torres y Quevedo construyó un autómata que jugaba las
finales Rey y Torre contra Rey; en 1945 Zuse programó las reglas del juego y en 1949
Claude Shannon (promotor de la teoría de la información) indicó los principios básicos
de un método al efecto. Al año siguiente Alan Turing propuso un programa de ajedrez
que había simulado a mano.
Entre las primeras máquinas construidas destacan los trabajos de Alex Bernstein
en el MIT entre 1958 y 1959; el MacHack de Richard Greenblatt en 1967 0 los
programas de Slate y Atkin: el Chess 3.0 en 1970, Chess 4.0 en 1976 y Belle en 1983, el
último de los cuales alcanzó un ELO de 2552 (Hsu, 1990). Una buena descripción sobre
las técnicas que emplean las computadores de ajedrez aparece en (Levy, 1986).
El computador de ajedrez más famoso hasta el momento es Deep Blue
desarrollado por IBM. Su fama se debe a dos matches a 6 partidas que jugó con el
campeón del mundo de ajedrez Garry Kasparov. En el primero Kasparov resultó
vencedor, pero en el segundo (jugado en mayo de 1997) Deep Blue venció por una
puntuación global de 3.5 a 2.5. De esta forma caía un viejo mito y por primera vez en la
historia un computador conseguía vencer en un match a un campeón del mundo. Para
obtener más información se puede consultar el documento on-line (IBM, 1997).
La amplia repercusión de esta derrota por los medios de comunicación hizo que
la gente pensara que había Ilegado la época en la que, definitivamente, la máquina se
había hecho superior al hombre en su tarea más preciada, el razonamiento y la
inteligencia. Sin embargo esto no es así, la potencia de Deep Blue no se basa en unos
procesos de razonamiento lógicos que estén al nivel de los procesos de razonamiento
humano sino que se basa en una arquitectura paralela que le permite analizar unos 200
millones de posiciones por segundo y hasta 14 niveles de profundidad. Es decir,
resuelve los problemas de la misma forma que hacían los primeros computadores de
ajedrez, basándose en la fuerza bruta para analizar el mayor número de jugadas e
incluyendo una función de evaluación (que no tendría porque ser demasiado compleja)
para discriminar entre las diferentes posibilidades (baste decir que Deep Blue se ha
programado en el lenguaje C, caracterizado por su rapidez pero también por estar más
cercano al lenguaje máquina que al lenguaje natural). Lo que hace diferente a Deep
Blue es que la tecnología actual ha permitido que el número de posiciones analizadas
sea considerablemente superior a las capacidades del hombre (recordemos que un
maestro suele analizar una tres jugadas por segundo).
No deberíamos vernos más alterados al ver a Deep Blue derrotar a Kasparov que
al ver a una moto vencer a un corredor olímpico. Es más, el hecho de ver qué clase de
tecnología es necesaria para vencer a los lentos pero eficaces procesos de razonamiento
humano no hace más que ensalzar a estos últimos. Además Deep Blue siempre presenta
un mismo estilo de juego (sin adaptarse a las características de su rival). E1 propio
Kasparov ha reconocido que lo derrotó en el primer match porque pudo analizar la
primera partida y descubrir su forma de jugar y sus debilidades.
Las técnicas empleadas con éxito por los programas de ajedrez no tienen por qué
ser igual de adecuadas en otros dominios en los que deben predominar capacidades de
razonamiento a alto nivel. Así aún existe una gran distancia entre las técnicas de
reconocimiento de patrones utilizadas en el ajedrez y las utilizadas en otros aspectos de
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la inteligencia. Una buena discusión sobre estos temas puede encontrarse en (Stork,
1997a) y (Stork, 1997b). ^
Los propios constructóres ' de Deep Blué recónocen que su estrategia se basa
fundamentalmente en la fuerza bruta y que los árboles de búsqueda alfa-beta que utiliza
contrastan con los tipos de búsquedas realizadas por los grandes maestros (Figura 1.3).
Es más, lo que .pretenden ensalzar no es el propio programa de razonamiento de Deep
Blue sino su arquitectura subyacente denominada RS/6000 a la que consideran capaz de
realizar grandes cosas pero no directamente relacionadas con la inteligencia (diseño,
modelado, soporte de un servidor web escalable, etc.).
s
Figura 1.3. Ejemplo de árbol de búsqueda alfa-beta en donde casi la mitad del mismo (en líneas
discontínuas) no ha sido necesario analizarlo para obtener la mejor jugada (suponiendo
siempre las mejores respuestas por parte del contrincante). En sombreado se presentan la ŝ
jugadas propias y en doble línea el análisis final resultante. Los números representan la
evaluación de la posición gue se obtiene tras cada jugada.
Pero este trabajo, aunque hasta ahora no se haya hablado mucho, trata sobre la
validación de sistemas inteligentes, analicemos pues el rendimiento de Deep Blue. La
máquina sólo ha jugado doce partidas en dos años, todas contra el mismo contrincante.
En el primero de los matches sólo fue capaz de ganar una partida, para el segundo
match los ingenieros de Deep Blue tenían a su disposición las partidas jugadas por
Kasparov en el anterior match así como en otros campeonatos y pudieron adaptar su
estrategia de forma conveniente. Kasparov no tenía ningún conocimiento de las
capacidades de Deep Blue salvo por las 6 partidas anteriores. Esto tuvo una clara
influencia en la estrategia seguida por Kasparov, hacer jugadas extrañas intentando
salirse de posiciones conocidas almacenadas por la computadora. El problema era que
estas posiciones también eran desconocidas por él. Su derrota en la última partida del
segundo match fue debida a un gran error que debería haber visto pero que por
cansancio pasó por alto. En palabras del subcampeón del mundo Vishwanathan Anand
"IBM no quiere arriesgar la reputación de su baby ante cualquier máquina o mortal, por
ello unos seis mil millones de personas en el mundo (exceptuando a Kasparov) tiene
1. Introducción
más preguntas que respuestas después del match". Evidentemente los resultados de
Deep Blue son prometedores (vencer a un campeón del mundo) pero hasta que la
muestra utilizada en la comprobación de su rendimiento no sea más grande es imposible
decir de que es capaz.
En otro tipo de juegos, como el japonés Go en donde el factor de ramificación es
de 360, la estrategia de fuerza bruta no ha sido tan exitosa como en ajedrez. En estos
casos se utilizan completas bases de conocimiento de reglas que propongan aquellas
jugadas que pudieran ofrecer alguna posibilidad, aunque la calidad de los juegos así
realizados todavía es bastante mala. De esta forma, a pesar de existir un premio de dos
millones de dólares, ningún programa de Go ha conseguido derrotar a los mejores
jugadores.
1.1. Definición de inteligencia artificial
Puede Ilegar el día en que la inteligencia humana sea definida como aquello no factible
por las máquinas.
Herman Kahn. (Matemático estadounidense. 1.922 - ).
La tontería es infinitamente más fascinante que la inteligencia. La inteligencia tiene sus
límites, la tontería no.
C/aude Chabrol. (Cineasta francés. 1.930 - ).
Inteligencia militar son dos términos contradictorios.
Groucho Marx. (CÓmico éstadounidense. 1.890 - 1. 977).
Hemos hablando de la inteligencia artificial, pero aún no la hemos definido de
forma precisa. Una definición académica la definiría como "el subcampo de la ciencia
de la computación que se centra en la capacidad del ordenador en manipular símbolos
no numéricos e inferir nuevos hechos a partir de un conjunto conocido de hechos"
(Carrico et al., 1989). Sin embargo una definición mucho más práctica sería "la IA es el
estudio de ideas que permiten a los computadores ser inteligentes" (Winston, 1984).
Es muy dificil encontrar una definición que sea universalmente aceptada por
todos. Russell y Norvig (1995) plantean que todas las posibles definiciones caen en
cuatro categorías (Tabla l.l). Por un lado tenemos una dimensión que distingue a las
definiciones entre aquellas que hacen referencia a los procesos mentales de los sistemas
o a su conducta. Por otro lado tenemos otra dimensión que hace referencia al elemento
de comparación del sistema (la eficiencia humana o la racionalidad, entendiendo que un
sistema es racional si hace lo correcto).
Sistemas que piensan como humanos ^ Sistemas que piensan racionalmente
Tabla 1.1.
. . .
Agrupación de las definiciones de Inteligencia Artificial según Russell y Norvig
Sistemas que actúan como humanos Sistemas que actúan racionalmente
Las definiciones que caen dentro de la categoría "sistemas que actúan como
humanos" han dado lugar a uno de los más populares métodos de validación, la prueba
de Turing, propuesta por el matemático Alan Turing (1950) y que básicamente consiste
en definir a una máquina como inteligente si su forma de actuar es indistinguible de la
forma de actuar de los humanos. Dentro de la categoría "sistemas que piensan como
humanos" podemos destacar los trabajos de Newell y Simon (1961) con su solucionador
s
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general de problemas, con el que pretendían no sólo resolver correctamente los
problemas propuestos sino también seguir líneas de razonamiento similares al
razonamiento humano.
Por otro lado, y dejando a un lado la comparación humana, tenemos los
"sistemas que piensan racionalmente", en donde se incluye la tradición logicista por
crear sistemas inteligentes y los "sistemas que actúan racionalmente" en donde
incluimos a los agentes racionales (sistemas capaces de percibir y actuar de forma
racional).
E1 problema de que existan tantas definiciones de inteligencia artificial es debido
a que no existe un definición clara del término inteligencia: ^es la habilidad de razonar?,
^,es la capacidad de adquirir conocimientos y aplicarlos? ^o es la capacidad de percibir
y manipular objetos? (Cortés et al., 1993). Todo esto entra ya dentro del campo de la
filosofía por lo que intentaremos simplificar las cosas definiendo a qué se dedica la IA
sin entrar más en cuestiones de si los sistemas son verdaderamente inteligentes o rio. La
IA se ocupa de aquellos problemas para los que no existen soluciones algorítmicas
satisfactorias, o bien aquellos que sobrellevan un manejo explícito del conocimiento.
La inteligencia artificial cubre un amplio rango de áreas entre las que podemos
destacar la ciencia cognitiva, la robótica, la visión artificial, la comprensión del lenguaje
natural, el reconocimiento de sonidos, los sistemas basados en conocimiento, etc
(Carrico et al., 1989).
1.2. Sístemas basados en conocimiento y sistemas expertos
Un experto es uno que ha cometido todos los errores que pueden cometerse, en un
campo reducido.
Niels Henrick Bórh. (Fisico danés. 1.885 - 1.962).
La experiencia es esa cosa maravillosa que te permite reconocer un error cuando
vuelves a cometerlo.
James Jones. (Escritor estadounidense. 1.921 - 1.977) .
Lo que tenemos que aprender a hacer lo aprendemos haciéndolo.
Aristóteles, (Filósofo griego. 384 - 322 a.c.).
Los sistemas o programas de IA presentan cierto comportamiento inteligente a
partir de la aplicación de una serie de técnicas (búsquedas heurí ŝticas, inferencias, etc.)
mediante las cuales no garantizan encontrar soluciones óptimas, pero sí permiten
garantizar el hallazgo de soluciones aceptables.
Dentro de estos sistemas podemos destacar a los sistemas basados en
conocimiento, que representan por sí mismos toda un área de estudio. Estos sistemas se
definen, desde una perspectiva conceptual, como "sistemas computerizados que emulan
la capacidad de resolución del ser humano, utilizando sus mismas fuentes de
conocimiento en un dominio específico". Desde el punto de vista de la arquitectura la
principal característica de los sistemas basados en conocimiento es que separan el
conocimiento del dominio de las estructuras de control quP se encargan de manejarlo.
Esta separación entre conocimiento y control es muy importante ya que las
personas que desarrollan este tipo de programas (generalmente conocidas como
ingenieros del conocimiento) fijan todo su esfuerzo en la construcción de la base de
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conocimientos del sistema, reutilizando las estructuras de control que ya se han probado
con éxito y que no tienen por que ser excesivamente complejas. En palabras del pionero
de la IA Edward Feigenbaum "el poder reside en el conocimiento no en los métodos de
control" (Luger y Stubblefield, 1993).
Los sistemas basados en conocimiento se subdividen a su vez en otros tipos de
sistemas: sistemas expertos (SSEE), sistemas gestores basados en el conocimiento,
sistemas inteligentes de desarrollo de software (ICASE), sistemas tutores inteligentes,
etc (Cortés et al., 1993). De entre éstos destacaremos a los sistemas expertos, que son
especializaciones de los sistemas basados en conocimiento que tratan de resolver
problemas del mundo real, limitados en tamaño, pero intelectualmente complejos, y que
habitualmente son resueltos por expertos humanos. La construcción de sistemas
expertos va a requerir el empleo de las técnicas desarrolladas para construir programas
de inteligencia artificial, y la utilización de las arquitecturas definidas para el desarrollo
de sistemas basados en el conocimiento.
Existen programas que realizan análisis similares a los de los expertos humanos
en un campo determinado utilizando su mismo conocimiento y que, sin embargo, no son
clasificados como sistemas expertos. Así, por ejemplo, programas destinados a calcular
los voltajes en circuitos eléctricos, esfuerzos en construcciones arquitectónicas, riesgos
en los préstamos, etc. actúan en el mismo dominio que expertos humanos, de forma más
eficiente y utilizando su mismo conocimiento (ecuaciones matemáticas). Sin embargo
estos sistemas no presentan una separación entre conocimiento y control, y su
naturaleza es típicamente algorítmica mientras que los sistemas expertos emplean
conocimiento heurístico (proveniente de la experiencia).
Las principales ventajas de usar un sistema experto en un domino en particular
son las siguientes:
l. Consistencia de las respuestas. Diferentes expertos humanos pueden
presentar diferentes respuestas ante un mismo problema. El mismo experto
humano también puede ofrecer resultados ligeramente diferentes en varias
ocasiones. En algunos casos, estas variaciones son debidas a inconsistencias
menores que no tienen ninguna, o casi ninguna, consecuencia. Sin embargo,
en otros casos pueden ser debidas a errores como consecuencia del estado de
salud, del estado emocional o del estrés que está sufriendo el experto. Los
sistemas expertos, por otro lado, son siempre consistentes en sus respuestas
ya que no se ven afectados por cuestiones emocionales o de salud que varíen
su rendimiento.
2. Reproducen un conocimiento que es escaso y permiten su amplia
distribución y fácil accesibilidad. Generalmente el conocimiento de los
expertos humanos es un bien muy preciado que no poseen muchas personas
dentro de cada dominio de aplicación. Con los sistemas expertos puede
formalizarse este conocimiento y llevarse a cualquier parte del mundo.
3. Son fáciles de modifrcar. Al tener separado el conocimiento de la forma de
manejarlo las modificaciones se pueden realizar de forma sencilla y pueden
adaptarse a cambios en el dominio.
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4. E.rplican sus conclusiones. Los sistemas expertos suelen incluir módulos de
explicación que muestran cómo se ha llegado a una determinada conclusión.
Estas explicaciones pueden utilizarse para justificar o clarificar resultados y
adicionalmente para el entrenamiento de expertos en el domino.
5. Solucionan problemas con datos incompletos. Algunos sistemas expertós son
capaces de resolver problemas para los cuales no están disponibles todos los
datos o existen inexactitudes en los mismos. Esto es importante ya que en el
mundo real no siempre se tiene información completa y exacta sobre un
problema.
Sin embargo presentan una serie de inconvenientes como los que citamos a
continuación:
l. Las respuestas pzreden no ser siempre correctas. El conocimiento de los
expertos humanos puede tener errores que pueden ^ heredar los sistemas
expertos.
2. EI conocimiento está limitado al dominio. El conocimiento del sistema
inteligente es muy específico, aunque un problema caiga fuera del rango de
aplicación de su dominio el sistema siempre intentará obtener una respuesta.
3. Los sistemas expertos carecen de sentido común. Así un sistema inteligente
puede encontrar normal que se le introduzca en la información de entrada la
existencia de agua líquida a 15 grados bajo cero. Esto se podría solucionar
incluyendo en el conocimiento el hecho de que el agua se hiela por debajo de
cero grados a presión normal, pero es prácticamente imposible contemplar
todas las posibles soluciones.
1.3. Verificación y validación de sistemas expertos
La calidad nunca es un accidente; siempre es el resultado de un esfuerzo de la
Inteligencia.
John Ruskin (Escritor y crítico inglés. 1.819 - 1.900).
EI hombre que ha cometido un error y no lo corrige comete otro error mayor.
Confucio. (Filósofo chino. 551 - 479 a.c.).
Hasta ahora hemos visto que en la definición y en las ventajas de utilización de
un sistema inteligentes o un sistema experto se destacaba sobremanera su capacidad
para actuar a niveles similares a los expertos humanos en determinados dominios. Pero
^cómo podemos asegurarnos de que un sistema inteligente está actuando de forma
similar a un experto humano?. La respuesta a esta pregunta la encontramos en el
proceso de verificación y validaĉión de sistemas expertos (conocido popularmente
como V&V).
Los términos verificación y validación son ampliamente usados en la
bibliografía y han aparecido múltiples definiciones de los mismos. Sin embargo lo más
importante que podemos destacar de todas estas definiciones es que el principal objetivo
de estos dos procesos es asegurar que los sistemas expertos ofrecen la respuesta
correcta, de la forma correcta cuando se les plantea un problema determinado (Gonzalez
y Dankel, 1993).
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La verificación y la validación de un sistema inteligente permiten:
Asegurar la calidad del producto desarrollado. De forma que todo sistema
inteligente que llegue a sus últimas fases de desarrollo cumpla unos
estándares de calidád. Para ello es necesario que en la propia metodología de
conŝtrucción de sistemas expertos se incluya una fase de V&V (López et al.,
1990).
2. Asegurar su utilización en dominios críticos. Existen dominios en los cuales
las decisiones que se tomen son muy importantes ya que, debido a sus
consecuencias, no nos es posible reconsiderarlas. Estos dominios se
denominan "dominios críticos" y la aceptabilidad de un sistema inteligente
en ellos depende, en gran medida, de la realización de una fase formal de
validación. Como ejemplos de dominios críticos tenemos sistemas que
trabajan en UCIs, en plantas nucleares, en vehículos espaciales, etc.
3. Asegurar su aceptabilidad en la rutina diaria. Un sistema sólo será aceptado
dentro de una rutina diaria si cumple las expectativas para las que fue
construido y no comete errores. Si el sistema no tiene una fiabilidad
determinada los usuarios no lo utilizarán (O'Leary, 1993).
Sin embargo la validación de sistemas expertos no constituye un campo de
investigación bien estructurado. Se han desarrollado muchas aproximaciones ad-hoc al
problema de la validación pero no existe una visión integral del mismo. Asimismo no
existe una clasificación global de los problemas de validación ni tampoco existe una
clara relación entre estos problemas y las técnicas destinadas a solucionarlos (López et
al., 1990). Gupta (1993) señala que, entre los principales problemas existentes en la
validación, cabe destacar: la falta de métricas de evaluación prácticas y rigurosas; la
falta de especificaciones, lo que conducen a evaluaciones subjetivas; y la falta de
herramientas de validación desarrolladas.
Otro problema que aparece a la hora de validar los sistemas expertos es que no
existen, como en el caso del software tradicional, procedimientos que guíen el
desarrollo de dichos sistemas. De esta forma la construcción de sistemas expertos
^aparece como un arte enigmático aplicado por unos pocos elegidos. La carencia de una
metodología de desarrollo es, en parte, debida a que la inteligencia artificial es un
campo de investigación relativamente reciente.
La creación de una metodología de construcción de sistemas expertos permitiría
el desarrollo de este tipo de sistemas de una forma más eficiente, y con la inclusión de
una fase de V&V en dicha metodología se podría comprobar mas formalmente la
calidad del producto desarrollado.
1.4. Organización del trabajo
En el capítulo 2 de este trabajo se explicarán las distintas metodologías de
desarrollo de sistemas convencionales existentes dentro de la ingeniería del software, y
se hará una descripción de los procesos de validación que se implementan dentro de
estas metodologías. Si bien las diferencias existentes entre el software convencional y
los sistemas expertos impiden la aplicación directa de estos métodos, las metodologías y
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modelos de validación empleados en los sistemas expertos se basan frecuentemente en
aquellos provenientes de la ingeniería del software.
En el capítulo 3 nos centrámos más en la ingeniería del conocimiento y en las
diferencias que presenta con la ingeniería del software, exponemos las metodologías de
desarrollo de sistemas expertos más comunes y cómo se estructuran los procesos de
validación dentro de estas metodologías. También se describen otras fases (además de la
validación y la verificación) que forman parte del proceso global de análisis de
comportamiento de los sistemas expertos.
En los siguientes capítulos ya entramos más de lleno en lo que es la V&V. Así el
capítulo 4 trata sobre la verificación de sistemas expertos, centrándonos básicamente en
la verificación de la base de conocimientos. Se incluyen los distintos tipos de
verificación existentes y las distintas herramientas desarrolladas. El capítulo 5 trata
sobre la validación de sistemas expertos, centrándose básicamente en una validación
orientada a los resultados y analizando los principales paradigmas a tener en cuenta. Los
principales métodos estadísticos que hemos empleado en la validación se describen con
detalle en el capítulo 6.
En el capítulo 7 se desarrolla una nueva metodología de validación de sistemas
expertos en la que se combinan distintas técnicas estadísti ĉas para intentar determinar la
calidad del sistema desarrollado. En dicha metodología se puede ver como las
características del dominio, del sistema o de la fase de desarrollo pueden afectar a la
selección de las herramientas estadísticas que son más adecuadas para llevar a cabo la
validación.
En el capitulo 8 se describe la herramienta SHIVA (Sistema Heurístico e^
Integrado de VAlidación) que permite aplicar la metodología del capítulo 7 de forma
sencilla y directa. Esta metodología ha sido aplicada con éxito en diversos sistemas
como se muestra en el capítulo 9.
El capítulo 10 comprende la discusión del trabajo, las conclusiones a las que
hemos llegado y las principales aportaciones que se han producido, así como una breve
descripción de lo que pretende ser el trabajo futuro. Finalmente incluimos varios
apéndices con distinta información útil y describimos las referencias bibliográficas
utilizadas en el texto.
1.5. Resumen
En este capítulo hemos tratado de exponer una perspectiva histórica de la
inteligencia artificial, desde sus mitos y leyendas iniciales, pasando por los autómatas
que tanto fascinaron a las gentes del siglo XVIII, hasta llegar al desarrollo actual de este
campo, cuyo comienzo podemos fijar en 1956. En esta época se gestó lo que podríamos
llamar el "mito del ajedrez" y que consiste en utilizar al juego del ajedrez como
paradigma de la inteligencia humana.
La inteligencia artificial ha sido definida de múltiples formas diferentes aunque
Russell y Norvig (1995) han establecido una clasificación de las mismas según el
elemento de comparación del sistema (la eficiencia humana o la racionalidad) o a la
parte del sistema que se considera inteligente (la conducta o el pensamiento).
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Dentro de la inteligencia artificial podemos destacar el desarrollo de los sistemas
basados en conocimiento, y mas concretamente, los sistemas expertos (que son
especializaciones de los sistemas basados en conocimiento que tratan de resolver
problemas del mundo real, limitados en tamaño, pero intelectualmente complejos, y que
habitualmente son resueltos por expertos humanos).
Para asegurar la calidad de los sistemas expertos y permitir su utilización en la
rutina diaria (especialmente si se trata de dominios críticos) estos sistemas deben ser
validados de forma rigurosa a través de las fases de verificación y validación.
Al final de este capítulo se realiza un esquema de los principales puntos que
forman este trabajo.
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2. INGENIERÍA DEL SOFTWARE
La programación, hoy en día, es una carrera entre los ingenieros del software, que se
esfuerzan en constituir más grandes y mejores programas a prueba de idiotas, y el
universó, que trata de producir más grandes y mejores idiotas. Por ahora, el universo
está ganando.
Rich Cook.
Nunca hay tiempo para hacerlo de forma adecuada, pero siempre hay tiempo para
rehacerlo completamente.
Ley de Iversen.
La Ingeniería del Software es una disciplina dentro de la computación que se
ocupa de desarrollar métodos y técnicas para definir, construir y mantener software de
calidad (Mayrhauser, 1990). Existen otras muchas definiciones resaltando aspectos
como el estudio de principios y metodologías (Zelkowitz, 78), la inclusión de la
documentación en los desarrollos (Boehm, 1976), o incidir en el aspecto práctico del
software desde dos puntos de vista: hace lo deseado y es económicamente factible
(Bauer, 1972). Todas estas definiciones tienen en común el hecho de incidir en la
importancia de una disciplina de ingeniería para el desarrollo del software.
La ingeniería del software nació como respuesta a lo que se dio en llamar la
crisis del software, frase melodramática que hace referencia a la gran cantidad de
problemas asociados a los métodos de desarrollo del software convencional.
Un elemento fundamental dentro de la ingeniería del software es la construcción
de modelos que permitan guiar el desarrollo de los sistemas, desde las primeras etapas
de análisis hasta su implementación final, a través de una serie de pasos o fases bien
definidas y que van indicando a cada momento que es lo que hay que hacer. Existen
muchos modelos de desarrollo de programas, también conocidos como ciclos de vida. A
continuación veremos una breve descripción dé los más utilizados.
2.1. Modelo "codifíca y corrige"
Los primeros desarrollos de software seguían una "metodología" denominada
codifica y corrige (code & fix) y que contenía dos pasos fundamentales (Boehm, 1988):
a) Escribir una parte del código.
b) Corregir los problemas encontrados en el código.
es decir, el programador empezaba codificando y ya se preocuparía más tarde de los
requisitos, el diseño, el test o el mantenimiento. Este modelo se representa en la Figura
2.1.
Especificacibn del
sistema (quizás)
Figura 2.1. Esquema del modelo "codifica y corrige" (code & fix).
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Entre las ventaj as que presenta el modelo destacamos las siguientes
(McConnell, 1996):
a) No conlleva ninguna gestión: no se pierde tiempo en la planificación, en la
documentación, en el control de calidad, en el cumplimiento de los
estándares, o en cualquier otra actividad que no sea la codificación pura.
b) Como se pasa directamente a codificar, se pueden mostrar inmediatamente
indicios de progreso.
c) Requiere poca experiencia. Cualquier persona que haya escrito alguna vez un
programa de ordenador está familiarizada con el modelo y puede utilizarlo.
Evidentemente este modelo presenta muchos problemas e inconvenientes, como
por ejemplo:
a) Después de una serie de correcciones el código está poco estructurado, de tal
forma que las subsecuentes modificaciones son muy costosas.
b) Muchas veces el software es desarrollado de forma adecuada pero no
responde a las necesidades de los usuarios. Esto provoca que el proyecto sea
rechazado o rediseñado de una forma muy costosa.
c) El código es complicado de corregir debido a una escasa preparación para el
test y el mantenimiento.
En la Tabla 2.1 podemos ver de forma resumida estas ventajas e inconvenientes.
No conlleva gestión
.
Poca estructuración del código
Progresa inmediatamente Diseños poco adecuados
Requiere poca experiencia Complicado mantenimiento
Tabla 2.1. Ventajas e inconvenientes del método "codifica y corrige ".
Este modelo es adecuado para pequeños proyectos pero puede resultar peligroso.
Así, puede que evitemos tareas de gestión pero al basarse exclusivamente en la
codificación, si se encuentran errores graves de diseño cuando la codificación está muy
avanzada^, su solución es muy costosa. Por ello se deduce que una forma de actuar más
correcta sería postergar la codificación hasta que se halla realizado un análisis y un
diseño detallado del problema a resolver. Por ello los modelos de desarrollo del
software dividen la construcción de los programas en una serie de fases sucesivas.
2.2. Modelo en cascada
En este nuevo modelo de fases la codificación no es el núcleo central del
desarrollo sino una fase más del proceso. Entre los modelos de fases, el más popular y
el que más aceptación tiene es el modelo en cascada también conocido como "ciclo de
vida clásico".
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Según el modelo en cascada la construcción del software se háce de fornia
secuencial ^a través de una serie de fases que permiten bucles de retroalimentación de tal
forma que se ^minimice el coste de corrección de un error determinado. Este modelo se
representa en la Figura 2.2. ^
Figura 2.2. Modelo en cascada de desarrollo de software.
Las fases de las que consta el modelo son las siguientes:
1. Análisis del sistema: Se realizan estudios para comprobar la viabilidad del
sistema y estudios de coste-beneficio.
2. Especificación de requisitos: Se genera un documento en el que se describén
todas las metas que se quieren alcanzar y las características del sistema a
construir.
3. Diseño: Es una fase crítica dentro del modelo. Un sistema perfectamente
diseñado será relativamente fácil de implementar, validar y mantener. El
diseño se divide en diseño preliminar y diseño detallado. En el diseño
preliminar se determina la estructura de alto nivel del software, incluyendo
diagramas de flujo de datos, gráficos estructurales, y la posibilidad de
determinación del lenguaje de implementación. En el diseño detallado, por
otro lado, se especifican detalles de bajo nivel incluyendo los diagramas de
^ flujo de los módulos definidos en los gráficos estructurales y las estructuras
de datos a utilizar. En definitiva, el diseño pretende traducir los requisitos en
una representación del software que pueda ser establecida de forma que
obtenga la calidad requerida antes de que comience^ la codifica ĉión.
4. Codificación: El diseño debe traducirse en una forma legible para la
. máquina. Esta etapa incluye la escritura y el depurado del código para cada
modulo, la integración de estos módulos y la comunicación del sistema con
componentes externos.
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5. Prueba: Una vez que se ha construido el sistema hay que comprobar su
funcionamiento. Estas pruebas incluyen verificar si se cumplen los requisitos
iniciales y si el sistema obtiene las soluciones adecuadas al problema
planteado.
6. Mantenimiento: Esta fase incluye todas las modificaciones que se realicen en
el software después de su desarrollo. Los cambios ocurrirán debido a que se
han encontrado errores, debido que el software debe adaptarse por cambios
del entorno externo o debido a que el clierite requiere aumentos funcionales
o del rendimiento. Esta fase es la más costosa del modelo incluyendo entre
un 30% y un 80% del esfuerzo total del proyecto (Shooman, 1983). Según
Pressman ( 1998) el coste del mantenimiento ha crecido rápidamente durante
los últimos 20 años debido a lo cambianté de los sistemas informáticos. Sólo
siguiendo una metodología formal se puede minimizar el impacto del
mantenimiento en un sistema.
El modelo en cascada es el ciclo de vida más usado dentro de la ingeniería del
software. Permite realizar el progreso del proyecto a través de uná secuencia ordenada
de pasos realizandó una revisión al final de cada etapa para determinar si se está
preparado para pasar a la siguiente. De esta forma los errores se encuentran antes de que
su corrección sea demasiado costosa. Sin embargo con el paso de los años han
aparecido una serie de críticas que podemos resumir en los siguientes puntos (Pressman,
1998):
1. Los proyectos reales raramente siguen el flujo secuencial que propone el
modelo. Siempre ocurren iteraciones y se crean problemas en la aplicación
del paradigma.
2. El modelo presupone que el cliente podrá establecer explícitamente al
principio todos los requisitos. Sin embargo, lo normal es que esto no sea
cierto y que aparezcan incertidumbres que son diflciles de acomodar
3. El cliente debe tener paciencia. Una versión funcionando del programa no
estará disponible hasta las etapas finales del desarrollo del proyectó. El coste
de un error importante no detectado hasta que el programa esté funcionando
puede ser muy elevado.
Un resumen de las ventaj as e inconvenientes del modelo en cascada puede verse
en la Tabla 2.2.
Realización del proyecto de forma ordenada
.
Complicaciones si el flujo no es secuencial
Permite detectar errores importantes en las
primeras fases dél desarrollo
Dificultades en establecer todos los requisitos
en la primeras fases
Resultados visibles sólo en las etapas finales
Tabla 2.2. Ventajas e inconvenientes del modelo en cascada.
Debido a estas características él modelo en cascada es apropiado en aquellos
dominios en los que los errores en las primeras fases de análisis de requisitos y diseño
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son improbables. Estos dominios son generalmente aquellos sobre los que se tiene una
amplia información, es decir, dominios bien conocidos (Lowry y Duran, 1989).
2.3. Modelo de prototipos
Una posible solución a los problemas expuestos para el modelo en cascada pasa
por la construcción de pYOtotipos. El desarrollo del prototipo es un proceso que facilita
al programador la creación de un modelo de software a construir. Los prototipos pueden
ser de tres formas (Pressman, 1998): prototipo en papel, describiendo las interacciones
hombre-máquina de forma que facilite al usuario la comprensión de cómo se producirá
tal interacción; prototipo funcional, que implementa algunos subconjuntos de la función
requerida al software deseado; o un pYOtotipo ya existente, que no es más que un
programa que ya existe y que ej ecuta parte o toda la función deseada, pero que tenga
otras caracteristicas que deban ser mejoradas en el nuevo trabajo de desarrollo.
Botting (1985) distingue también otros dos tipos de prototipos: las maquetas
(mock-ups) que muestran sólo el interfaz de usuario de forma que el usuario vea la
forma en la que se producirá la interacción con el programa; y los paneles de pruebas
(breadboards) en donde se implementan una serie de funciones del producto software
pero no su interfaz y suelen ser construidos por los desarrolladores para comprobar la
implementación de dichas funciones.
Idealmente el prototipo sirve como mecanismo para identificar los requisitos del
software. El desarrollo de un programa mediante esta técnica seguirá las siguientes fases
(Amescua et al., 1995):
1. Análisis inicial. Analizamos el problema en términos globales, con el
objetivo de conseguir una base sólida para los siguientes pasos.
2. Diseño y realización. Se construye la primera versión del prototipo.
3. Evaluación. Los usuarios finales manejan y comprueban el prototipo.
4. Modificación. El prototipo es modificado hasta que los usuarios eŝtán
satisfechos con él.
5. Definición de requisitos del sistema. Después del análisis del prototipo se
pueden definir de forma casi completa los requisitos del sistema.
Estos pasos los podemos ver de forma gráfica en la Figura 2.3.
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---------.----------------------------.
Figura 2.3. Modelo de prototipos para el desarrollo de software.
En el modelo del prototipádo el usuario tiene una labor más activa en el
desarrollo del sistema. Sin embargo esta técnica no está exenta de problemas (Pressman,
1998): , ^
1. El usuario ve funcionando lo que parece ser una versión del software
ignorando que el prototipo se ha hecho sin tener en cuenta aspectos de
calidad o mantenimiento a largo plazo. Generalmente después de la
presentación al usuario, si este está satisfecho, pide que se le apliquen "las
pequeñas mejoras" al prototipo para. convertirlo en el producto final, pero no
entiende que es necesaria un reconstrucción completa del mismo para
asegurar su buen funcionamiento a largo plazo.
2. El técnico de desarrollo realiza frecuentemente ciertos ĉompromisos de
implementación para a obtener un prototipo que funcione rápidamente, Así,
se pueden ^utilizar herramientas inapropiadas simplemente porque están
disponibles o porque se conocen. Finalmente el proyecto final se desarrolla
con estas herramientas no ideales que una previa planificación hubiera
rechazado.
Las ventajas e inconvenientes de los prototipos pueden verse en la Tabla 2.3.
Sigue un diseño estructurado como el modelo en
.
Puede crear la falsa ilusión de que el proyecto está
cascada casi finalizado
Permite clarificar los requisitos en etapas tempranas Las herramientas utilizadas para el diseño rápido del
del proyecto prototipo pueden comprometer el posterior desarrollodel proyecto
Tabla 2.3. Ventajas e inconvenientes del modelo de prototipos.
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Una clave importante para la aceptación de los prototipos está en que usuario e
ingeniero del software deben acordar que el prototipo es sólo un mecanismo de
definición de requisitos que, posteriormente, ha de ser de ŝcartado (al menós en parte)
para construir el software real con los ojos puestos en la calidad y en el manténimiento.
La técnica del protótipado es útil cuando los requisitos cambian con rapidéz,
cuando el usuario es incapaz de definir de forma detallada los requisitos iniciales, o
cuando los desarrolladores no están seguros de la arquitectura ó los algoritmos
adecuados a utilizar.
2.4. Modelo incremental
El modelo de prototipos sigue siendo el módelo en cascada pero con variaciones
a la hora de establecér los requisitos. Barry Boehm (1981), entre otros autores, sugirió
que el desarrollo del software podía ser realizado de forma incremental combinando
elementos del modelo en cascada y del modelo de prototipos (Figura 2.4).
Análisís del
sistema
; <-
Diseño detallado
r--
Especificación
. ;de requisitos
Codificación
Diseño
preliminar
Diseño detallado
Diseño detallado
Codificación
Prueba
Codificación
. - _-_----_--
Prueba
Mantenimiento
Mantenimiento
Figura 2.4. Modelo incremental de desarrollo de software.
En esta aproximación se comienza el desarrollo del ^ sistema para sati ŝfacer un
subconjunto de requisitos especificados. Las siguientés versiones, que pueden
desarrollarse en paralelo, implementarán los requisitos que faltan. De esta forma
podemos ir construyendo las partes más elementales del sistema (y validarlas con los
usuarios) mientras dejamos las partes más desconocidas o complicadas para posteriores
diseños incrementales. A diferencia del modelo de prototipos, en el modelo incremental
cada desarrollo es un producto operacional .
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Las ventaj as de este modelo son las siguientes:
1. Se logra una pronta disponibilidad del sistema que, aunque todavía
incompleto, es por lo menos utilizable y satisface algunas de las necesidades
básicas de información.
2. Los sucesivos desarrollos incrementales son más fáciles de validar que un
producto global. .
3. Permite incluir la experiencia de los usuarios para redefinir el producto de
una forma menos cara que si tuviéramos que hacer un rediseño total.
El inconveniente de esta técnica es que no todos los sistemas pueden
subdividirse en incrementos funcionales y, en caso de ser posible dicha subdivisión,
pueden aparecer interdependencias imprevistas por los desarrolladores. Además la
validación separada de los distintos desarrollos incrementales no asegura que el
funcionamiento del sistema global sea correcto. Un resumen de las ventajas e
inconvenientes de este método puede verse en la Tabla 2.4.
Pronta disponibilidad del sistema
.
No todos los sistemas pueden subdividirse en
incrementos funcionales
Facilidades en la validación de los desarrollos Las interdependencias imprevistas entre los
incrementales ^ diferentes incrementos funcionales pueden
complicar el desarrollo
EI proyecto se puede redefinir después de cada La validación separada de los desarrollos
desarrollo incrementales no asegura una validación globalcorrecta
Los distintos desarrollos se pueden realizar en
paralelo
Tabla 2.4. Ventajas e inconvenientes del modelo incremental.
El modelo incremental es adecuado para aquellos proyectos que se pueden
subdividir fácilmente en módulos funcionales o que su desarrollo es necesario hacerlo
en distintas etapas de complejidad creciente.
2.5. Modelo evolutivo
El modelo evolutivo (McCracken y Jackson, 1982) hace énfasis en lograr un
sistema flexible que se pueda expandir de tal manera que se pueda realizar muy
rápidamente una versión modificada del mismo cuando los requisitos cambien. Sucede
una situación parecida cuando se realiza un nuevo prototipo para ajustarse a los cambios
de los requisitos de los usuarios.
El modelo evolutivo se diferencia del prototipado clásico en el concepto que
tiene sobre los requisitos de diseño. En el prototipado se supone que estos requisitos
^ existen y se utilizan técnicas de refinamiento para establecerlos. En el modelo evolutivo
se supone que los requisitos son cambiantes a corto plazo y se pretende diseñar un
sistema que sea rápidamente reemplazable por uno nuevo cuando se produzca un
cambio en dichos requisitos. ^
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El modelo evolutivo también se diferencia del modelo incremental en que en el
primero se desarrolla una nueva versión de todo el sistema, mientras que en el ŝegundó
se parte de una versión previa sin cambios, más un número de nuevas funciones. Por
supuesto, es posible desarrollar un sistema de forma incremental y al mi ŝmo tiempo
seguir una aproximación evolutiva para desarrollar componentes particulares del mismo
(Amescua et al., 1995).
Este modelo es apropiado para aquellos dominios poco conocidos o en sistemas
altamente interactivos (Lowry y Duran, 1989). Un representación del mismo sería la
Figura 2.5.
Figura 2. S. Esguema del modelo evolutivo.
Sin embargo el modelo evolutivo también tiene sus dificultades (Boehm, 1989):
1. Generalmente es difícil de distinguir del viejo mo^delo de "codifica y corrige"
cuyo código "espagueti" y su falta de planificación fueron las motivaciones
para la construcción de modelos de desarrollo del software.
2. Está basado en la asunción no realista de que el sistema será lo
suficientemente flexible para acomodar los caminos evolutivos no
planificados. Además a medida que el sistema se vaya desarrollando máŝ
dificil será su modificación.
Las ventaj as e inconvenientes de este modelo se resumen en la Tabla 2.5 .
Fácil adaptacibn a requisitos cambiantes
.
Puede Ilevarnos de nuevo a la técnica "codifica y
"corrige
Produce un sistema completamente funcional en EI sistema no siempre será los suficientementeflexible para acomodar caminos evolutivos no
cada iteración
. planeados
Tabla 2. S. Ventajas e inconvenientes del modelo evolutivo.
2.6. Modelo en espiral
Este modelo fue desarrollado por Boehm en 1988 en un intento de aunar las
ventajas de los modelos anteriormente vistos (Boehm, 1988). Así el modelo en espiral
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incluye validaciones tempranas del producto a travé ŝ de prototipos y también un
desarrollo incremental del software.
El modelo en espiral consiste en la repetición cíclica de una serie de pasos
(Figura 2.6). Estos pasos cambian ligeramente según en la etapa de desarrollo en la que
nos encontremos, pero siguen una estructura similar a la del modelo en cascada.
También incluye una nueva función . que no está considerada en otras metodologías
como es el análisis de riesgos. .
Determinar
objetivos,
alternativas,
restricciones
evisión de final de ciclo
Planificar las
siguientes
fases
Plan de requisitos
Plan del ciclo de vida
Plan de
desarrol lo
Integración y
plan de test
Figura 2.6. Esguema del modelo espiral.
Análisis de
riesgos
Análisis de
riesgos
Análisis de ^
riesgos
^ ..............
Proto-
tipo 1
Prototipo 2
^ Simulaciones
Requisitos ^^^
software ^
Requisitos de
validación .
Diseño de verificación
y validación/
Prototipo 3
Modelos
Diseño del
producto
Evaluar
alternativas,
identificar y
resolver
riesgos
Prototi po
final
Desarrollar y
verificar el
producto del
siguiente nivel
En este modelo la dimensión radial representa el coste acumulado incurrido al
realizar los distintos pasos, mientras que la dimensión angular representa el progreso
realizado en cada ciclo en particular. Los ciclos del modelo se dividen en las siguientes
fases: . ^
1. Identificación. Determina los objetivos del ciclo, las diferentes alternativas
que pueden utilizarse para cumplir los objetivos y que restricciones existen
en estas alternativas. ^
2. Evaluación. Examina los objetivos y las restricciones impuestas en las
alternativas para descubrir los riesgos implicados.
3. Formulación. Desarrolla una estrategia que resuelve las incertidumbres y los
riesgos. Puede incluir el desarrollo de cuestionarios, pruebas "benchmark",
simulaciones y/o prototipos.
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4. Desarrollo del producto. Este paso dentro del ciclo depende de los riesgos
remanentes que todavía existen. Si estos riesgos afectan al rendimiento del
sistema o a aspectos relativos al interfaz de usuario se sigue un desarrollo
evolutivo. Sin embargo, si los riesgos existentes hacen referencia al
desarrollo del programa o al control del interfaz, se sigue una aproximación
en cascada, modificada de forma apropiada para incluir el desarrollo
incremental.
5. Validación. Se valida el sistema construido y se planifican lo que serán las
subsecuentes fases.
6. Revisión de final de ciclo. En la que se desarrolla una revisión que cubre
todos los productos desarrollados durante el ciclo anterior, incluidos los
planes para el siguiente ciclo y los recursos requeridos para llevarlos a cabo.
El principal objetivo de esta revisión es asegurarse de que todas las partes
están comprometidas con la aproximación para la siguiente fase.
Sin embargo, esta división del modelo no debe tomarse de forma literal. No es
importante que la espiral tenga cuatro ciclos, y no es importante tampoco que se
realicen exactamente las seis fases como se indica, aunque se trata de un orden
apropiado a utilizar. Las iteraciones de la espiral se pueden adaptar a las demandas de
cada proyecto en concreto.
Las ventajas de este modelo son las siguientes (Pressman, 1998):
1. Mantiene un enfoque sistemático correspondiente a los pasos sugeridos por
el ciclo de vida clásico, pero incorporándolo dentro de un marco de trabajo
interactivo que refleja de forma más realista el mundo real.
2. Utiliza la creación de prototipos como un mecanismo de reducción de
riesgos pero, lo que es más importante, permite a quién lo desarrolla aplicar
el enfoque de creación de prototipos en cualquier etapa de la evolución del
producto.
3. Demanda una consideración directa de riesgos técnicos en todas las etapas
del proyecto y, si se aplica adecuadamente, debe reducir los riesgos antes de
que se conviertan en problemáticos.
4. Es adecuado para sistemas software grandes, complejos y/o ambiciosos.
Sin embargo el modelo en espiral también presenta una serie de inconvenientes:
1. Requiere una considerable habilidad para la valoración del riesgo, y cuenta
con esta habilidad para el éxito. Si no se descubre un error a tiempo,
indudablemente surgirán problemas.
2. Se trata de un modelo complicado que requiere una gestión concienzuda,
atenta y conocimientos profundos. Puede ser difícil convencer a grandes
clientes (particularmente en situaciones bajo contrato) que el enfoque
evolutivo es controlable.
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3. El modelo en sí mismo es relativamente nuevo y no se ha usado tanto como
el modelo en cascada o la creación de prototipos. Pasarán unos cuantos años
antes de que se pueda determinar con absoluta certeza la eficacia de este
importante nuevo paradigma.
Las ventajas y los inconvenientes del modelo se resumen en la Tabla 2.6.
Sigue un esquema de desarrollo incremental que
.
Requiere una considerable habilidad para la
refleja de forma realista el mundo real valoración del riesgo
Permite la creación de prototipos en cualquier Se trata de un modelo complicado que requiere una
etapa de Ia evolución del producto. gestión concienzuda, atenta y conocimientosprofundos
Reduce los riesgos del proyecto antes de que se Es un modelo relativamente nuevo y no se ha
conviertan en problemáticos ^ usado tanto como el modelo en cascada o la
creación de prototipos
Es adecuado para sistemas software grandes,
complejos y/o ambiciosos
Tabla 2. 6. ventajas e inconvenientes del modelo incremental.
2.7. Nuevas técnicas en la ingeniería del software
Los distintos modelos de construcción del software vistos en los apartados
anteriores pueden mejorarse a partir de la utilización de nuevas técnicas de ingeniería
del software. Dentro de estás técnicas podemos destacar las siguientes:
a) Reutilización de componentes. Consiste en establecer bibliotecas de
componentes software que estén disponibles para los desarrolladores y que
. permitan su reutilización cuando sea necesario.
b) Técnicas de cuarta generación. Se orientan hacia la posibilidad de
especificar el software a un nivel más próximo al lenguaje natural y de
automatizar los procesos de la ingeniería del software a través de
herramientas CASE (Computer Aided Software Engineering).
c) Métodos formales. Utilizan la base matemática para describir los sistemas de
computadoras. Dentro de estos podemos destacar metodologías como el
"cleanroom" o"sala limpia" que se basa en la prevención de errores en vez
de en su corrección. Esta metodología utiliza la teoría matemática para el
desarrollo y la teoría estadística para las pruebas ( Simon and Herz, 1998).
Presenta los problemas de consumir mucho tiempo, requerir de los
ingenieros del software un conocimiento de los métodos formales y no ser
fácil la comunicación de las especificaciones o del diseño a un cliente no
preparado (Sobey, 1998)
Para una discusión en profundidad de la ingeniería del software se puede
consultar (Pressman, 1998), (McConnell, 1996), (Jones, 1990), (Shooman, 1983) o
(Macro y Burton, 1987).
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2.8. Verificación y validación en sístemas convencionales
Como hemos podido ver a la hora de describir las metodologías de ĉonstrucción
de sistemas convencionales ^^én ^ todas ' ellas se incluyéri fases para llevar a cabo la
verificación y la validación del software. Esta verificación y esta validáción se lleva a
cabo a través de una estrategia de prueba del software que describe los pasos a llevar a
cabo como parte de la prueba; cuándo se deben planificar y realizar esos pásos y cuánto
esfuerzo, tiempo y recursos serán requeridos.
La verificación y la validación se basan en lo que se denominan pruebas del
software, que no son más que un conjunto de actividades que se pueden planificar por
adelantado y llevar a cabo sistemáticamente. Las pruebas difieren según el punto en que
nos encontremos y son realizadas por el desarrollador del software y, en ĝrandes
proyectos, por grupos de prueba independientes.
Pero qué es la verificación y la validación. La verificación se puede definir
como el conjunto de actividades que aseguran que el software implementa
correctamente una función específica, mientras que la validación se definiría como el
conjunto de actividades que aseguran que el software construido se ajusta a los
requisitos del cliente. Boehm (1981) lo establece de otra forma:
Verificación: ^Estamos construyendo el producto correctamente?
Validación: ^Estamos construyendo el producto correcto?
La estrategia de prueba del software convencional consta de cuatro pasos qué se
llevan a cabo secuencialmente. Estos pasos se representan en la Figura 2.7.
Módulo
Prueba
de
unidad ,^
. .
.^= -^--^... ^
Información ;^^^ . Requisitos del
de diseño ^ software
Prueba de
validación
Software
ensamblado
Prueba de
integración
Módulo
unidad
de
Prueba
Módulo
probado
Módulo Prueba
de
unidad
Figura 2. 7. Pasos de prueba del software según Pressman (1988).
Software
validado
Prueba del
sistema
Sistema
operacional
Inicialmente la prueba se centra en cada módulo individual, asegurando qué
funcionan adecuadamente como una unidad (prueba de unidad). A continuación se
deben ensamblar o integrar los módulos para formar el paquete de software completo.
Otros
elementos
del sistema
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La prueba de integración se dirige a todos los aspectos asociados con el doble problema
de verificación y construcción del programa. Finalmente a través de la prueba de
validación se comprueba si el software satisface todos los requisitos funcionales y de
rendimiento. La prueba restante queda fuera de los límites dé la ingeniería del software
entrando en el más amplio contexto de la ingeniería de sistemas computacionales. Así la
prueba del sistema se encarga de comprobar que cada elemento del sistema global
(software, hardware, bases de datos, usuarios) encajan de forma adecuada y que se
alcanza la funcionalidad y el rendimiento del sistema total.
2.8.1. Prueba de unidad
La prueba de unidad centra el proceso de verificaĉión en la menor unidad del
diseño del software, el módúlo. Usando la descripción del diseño detallado como guía,
se prueban los caminos de control importantes con el fin de descubrir errores dentro del
ámbito del módulo.
Las pruebas de unidad son siempre pruebas de la caja blanca. Estas pruebas se
basan en comprobar que la operación interna del módulo se ajusta a las especificaciones
y que todos los componentes internos se han comprobado de forma adecuada, es decir,
se basan en el minucioso examen de los detalles procedimentales.
Así en la prueba de unidad se examinan las estructuras de datos locales, las
condiciones límite de los bucles, los caminos básicos de las estructuras de control, etc.
2.8.2. Prueba de integración .
Aunque hallamos probado todos los módulos por separadó en la prueba de
unidad, esto no quiere decir que cuando los integremos en el sistema su funcionamiento
seguirá siendo el correcto (algunos módulos pueden tener efectos no deseados sobre
otros, las estructuras de datos globales pueden presentar problemas, la .imprecisión
aceptada individualmente puede crecer hasta niveles inaceptables, etc).
La prueba de integración es una técnica sistemática para construir la estructura
del programa mientras que al mismo tiempo se llevan a cabo pruebas para detectar
errores asociados con la interacción.
La integración de módulos se suele hacer de forma incremental de forma que sea
más fácil detectar el origen de los posibles errores. Después de la integración de un
módulo se llevan a cabo una serie de pruebas para probar que el funcionamiento es el
correcto.
Existen dos técnicas básicas de hacer esta integración:^ (a) descendente, y(b)
ascendente. En la técnica descendente los módulos. se integran moviéndose hacia abajo
por la j erarquía de control comenzando con el módulo principal, y siguiendo con los
módulos subordinados en una estrategia primero-enprofundidad (siguiendo una
secuencia de módulos encadenados hasta su final), o primero-en-anchura (no bajamos
de nivel hasta que no se hayan integrado todos los módulos de un nivel determinado).
Esto tiene la ventaj a de que probamos las estructura de control principales primero, pero
tiene el inconveniente de que tenemos que simular la actuación de los módulos de bajo
nivel que no han sido integrados (los módulos simulados se denominan resguardos).
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En la técnica de integración as ĉendente se empieza por la integración y prueba
de los módulos de más bajo nivel agrupándolos generalmente en grupos que realizan
una función específica. La ventaja de esta técnica es que elimina la necesidad de
resguardos pero tiene el inconveniente de que el programa como entidad no existe hasta
que se ha añadido el último módulo (Myers, 1979).
La mejor estrategia suele ser generalmente una estrategia de compromiso entre
ambas técnicas, utilizando la aproximación descendente para los niveles superiores de la
estructura del programa, y la ascendente para los niveles subordinados.
Durante la integración se pueden llevar a cabo pruebas de la caja blanca, pero las
técnicas que más prevalecen son las de diseño de casos de prueba de la caja negra. Las
pruebas de la caja negra se centran en la comprobación de que el producto cumple la
función específica para la que fue diseñado. De esta forma se ignora la estructura de
control y se concentra la atención en la detección de errores como: (1) funciones
incorrectas o ausentes, (2) errores de interfaz, (3) errores en estructuras de datos o en
áccesos a bases de datos externas, (4) errores de rendimiento, y(5) errores de
inicialización o terminación.
2.8.3. Prueba de validación
Durante las pruebas de unidad y las pruebas de integración realizamos tareas que
comprenden básicamente a la fase de verificación del software, comprobando si se está
cónstruyendo el producto correctamente. También se pueden llevar a cabo tareas de
validación pero generalmente estas se encuadran en lo que se conoce como prueba de
validación.
En la prueba de validación comprobamos que el software funciona de acuerdo
con las expectativas razonables del cliente. Estas expectativas se hallan contenidas en la
especificación de requisitos del software, que contiene una sección denominada
Criterios de Validación. La información contenida en esa sección forma la base de la
aproximación a la prueba de validación.
La validación del software se consigue mediante una serie de pruebas de la caja
negra en las que se comprueban que se satisfacen los requisitos funcionales, que se
alcanzan los requisitos de rendimiento, que la documentación es correcta e inteligible y
que se cumplen otro tipo de requisitos como portabilidad, compatibilidad, recuperación
de errores, facilidad de mantenimiento, etc.
Es virtualmente imposible que el encargado de desarrollo del software pueda
prever como un cliente usará realmente un programa. Por ello se llevan a cabo pruebas
que requieren la participación del usuario final, como son las pruebas alfa y las pruebas
beta. La prueba alfa es conducida por el usuario en el lugar de desarrollo. El
programador se encuentra siempre presente registrando los distintos errores y problemas
de uso que pueden aparecer. Las pruebas alfa se llevan a cabo en un entorno controlado.
Las pruebas beta se llevan a cabo por los usuarios en sus lugares habituales de trabajo,
es decir, entornos no controlados por el desarrollador del software qúe generalmente no
está presente. El cliente registra todos los problemas que encuentra durante la prueba e
informa regularmente al equipo de desarrollo. En base a estos informes se modifica el
programa y se prepara la versión definitiva del software.
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2.8.4. Prueba del sistema
El software no es algo aislado sino que forma parte de un sistema mayor de
tratamiento de la información. Una vez que el software ha sido ampliamente validado es
incorporado a otros elementos del sistema. La prueba del sistema cae fuera del alcance
del proceso de ingeniería del software y no la realiza únicamente el desarrollador del
software. .
Dentro de las pruebas del sistema podemos destacar las siguientes: .
1. Pruebas de recuperación. Fuerza el fallo del sistema de muchas formas y
verifica que la recuperación sé lleva a cabo apropiadamente. Si la
recuperación es automática (llevada a cabo por el propio sistema) hay que
evaluar sus mecanismos de inicialización, recuperación del estado,
recuperación de los datos y rearranque. Si la recuperación requiere la
intervención humana, hay que evaluar los tiempos medios de reparación para
determinar si están dentro de unos límites aceptables.
2. Pruebas de seguridad. Verifica que los mecanismos de protección
incorporados en el sistema lo protegen de la penetración impropia. El
responsable de esta prueba ataca al sistema con todo tipo de medios,
intentando demostrar que el coste de una entrada ilegal es mayor que el valor
de la información obtenida.
3. Pruebas de resistencia. Se fuerza a los programas a situaciones anormales
para comprobar su robustez. Consiste en ejecutar un programa de forma que
demande recursos en cantidad, frecuencia o volúmenes anormales, y se
evalúa el funcionamiento del sistema.
4. Pruebas de rendimiento. Se realiza en sistemas en tiempo real o sistemas
empotrados en los que el software adémás de cumplir las funciones
requeridas tiene que ajustarse a una serie de requisitos de rendimiento. Las
pruebas de rendimiento van, a menudo, emparejadas con las pruebas de
resistencia. ^
2.9. Resumen
En este capítulo hemos descrito los principales^ modelos de construcción del
software convencional que existen en la ingeniería del software, así como las
principales características que se incluyen en la validación de dichos sistemas.
Los primeros métodos de construcción del software consistían básicamente en
ponerse a programar después de haber especificado brevemente el sistema (lo que se ha
dado en llamar "codifica y corrige"). Ante los evidentes problemas que tenía esta
técnica (código poco estructurado, difícil mantenimiento, etc.) surgió la idea de dividir
el proceso de construcción del software en fases bien estructuradas. De esta forma nació
el modelo de desarrollo más ampliamente conocido y utilizado: el modelo en cascada.
Sin embargo, la rigidez de este modelo provoca que su aplicación sólo sea efectiva en
dominios estables y bien conocidos.
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Se han desarrollado varios tipos de métodos para paliar los problemas del
modelo en cascada, la mayoría de ellos basados en un enfoque incremental, es decir, no
hay porque desarrollar el sistema como un todo sino que se puede dividir el desarrollo
en incrementos funcionales. Entre los modelos increméntales más populares está el
modelo en espiral propuesto por Barry Boehm (1988).
En este capítulo también se realiza una introducción a la verificación y
validación de sistemas convencionales que, generalmente, se dividen en varias fases
como la prueba de unidad, la prueba de integración, la prueba de validación y la prueba
del sistema.
Como veremos en los siguientes capítulos muchos de los modelos y métodos
desarrollados para la ingeniería del software son válidos, con sus correspondientes
modificaciones, en la iñgeniería del conocimiento.
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3. INGENIERÍA DEL CONOCIMIENTO
La imaginación es más importante que el conocimiento
A/bert Einstein (Físico y matemático de origen a/emán. 1.879 - 1.955 )
Si la confusión es el primer paso hacia el conocimiento, yo debo de ser un genio
Larry Leissner
EI conocimiento de ningún hombre puede ir más allá de su experiencia
John Locke (Filósosfo inglés. 1632 - 1704)
EI verdadero conocimiento está en conocer que no conoces nada
Socrates (Filósofo griego. 470 - 399 a. c.)
Una vez que has acumulado suficientes conocimientos, eres demasiado viejo para
recordarlos.
Anónimo
Mientras que los desarrolladores de software conven ĉional han sido
denominados con el término ingenieros del software, los desarrolladores de sistemas
basados en conocimiento y sistemas expertos han pasado a denominarse ingenieros del
conocimiento. La misión de la ingeniería del conocimiento es adquirir, formalizar,
representar y usar grandes cantidades de conocimiento de álta calidad y específico de
una tarea. (Borrajo et al., 1993). Este conocimiento se integra dentro de un sistema
computacional para resolver problemas complejos que normalmente requieren un alto
nivel de experiencia humana (Maté y Pazos, 1988).
Durante el desarrollo de un sistema experto, el ingeniero del conocimiento tiene
que .afrontar retos y problemas desconocidos para los ingenieros del software. Como su
propio nombre indica, la ingeniería del conocimiento está fuertemente relacionada con
el conocimiento implicado en la resolución de problemas. Por ello, los sistemas
expertos exhiben ciertas características estructurales diferenciales que describiremos a
continuación.
3.1. Estructura de un sístema experto
Un sistema experto es simultáneamente un elemento software y un modelo del
conocimiento y del razonamiento humano que, como todos los modelos, nunca será
perfecto. Esto añade una dificultad más a la hora de validar el sistema (O'Keefe y
O'Leary, 1993).
Las diferencias en la estructura entre un sistema experto y un programa
convencional se hacen más evidentes si vemos un diagrama de bloques de los
principales elementos que forman un sistema experto, como se muestra en la Figura 3.1
(Geissman y Schultz, 1988).
En este diagrama distinguimos, en primer lugar, una base de conocimientos que
contiene una descripción de cómo resolver determinados problemas, y hechos
importantes que deben ser tenidos en cuenta. El conocimiento se expresa a través de un
método de representación que puede variar mucho de un sistema a otro (el más común
es la representación a través de reglas IF - THEN). La base de conocimientos es
desarrollada por el ingeniero del conocimiento en base a la información obtenida por un
experto humano del domino de aplicación.
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El motor de inferencias es un programa encargado de dirigir el funcionamiento
del sistema experto. Interpreta la información almacenada en la memoria de trabajo
(que se encarga de contener una descripción del problema actual sobre el que se está
trabajando) y selecciona los procedimientos a seguir en la base de conocimientos. Estos
procedimientos cambiarán de nuevo la memoria de trabajo (creando nuevas hipótesis,
rechazando otras, recogiendo nuevos datos, etc.) de forma que el motor de inferencias
vuelve a ej ecutar nuevos procedimientos. El proceso termina cuando hallamos la meta
buscada o cuando ya no quedan más procedimientos que ejecutar. El motor de
inferencias puede utilizar varios paradigmas de resolución de problemas como el
encadenamiento progresivo, el encadenamiento regresivo, etc.
Usuario
Figura 3.1. Diagrama de bloques de un sistema experto.
Por último tenemos el interfaz de usŭario, que se encarga de conducir el diálogo
con el usuario, requiriendo información y mostrando las conclusiones; y el modulo de
explicación, que se utiliza para mostrar como se ha llegado a una determinada
conclusión. ^
Todos los elementos comentados salvo, obviamente, la base de conocimientos
pueden apare.cer ya desarrollados en herramientas comerciales o"shells". Estas
herramientas incorporan motores de inferencia . configurables, facilidades de
explicación, soporte de los esquemas de representación del conocimiento y, a menudo,
utilidades para la construcción del interfaz. De esta forma la tarea del ingeniero de
conocimiento puede centrarse exclusivamente en la captura del conocimiento experto
que, por otro lado, es la tarea más complicada de la construcción de un sistema experto.
El inconveniente de las shells comerciales es que le restan flexibilidad a la construcción
de los sistemas expertos ya que tenemos que ceñirnos a las características de las
mismas. Además estas herramientas pueden no ser adecuadas para sistemas en tiempo
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real, y ser menos portables que los lenguajes procedimentales comunes, como el C, ó
lenguajes utilizados normalmente en la IA, como el LISP o el PROLOG. La analogía
más directa de las shells de IA que podemos encontrar en el software convencional son
los gestores de bases de datos, que facilitan el procesado y el almacenamiento
estructurado de la información mientras que el usuario sólo tiene que ocuparse de
introducir los datos que desee almacenar (Carrico et al., 1989).
Como vemos, una característica fundamental dentro de los sistemas expertos es
la separación del conocimiento del domino de las estructuras de control que se encargan
de manej ar este conocimiento. Esto permite que el contenido de la base de
conocimientos sea exclusivamente un modelo del conocimiento humano y que pueda
ser comprensible por un experto humano del mismo domino. En el software
convencional esto no tiene por qué ser así.
3.2. Problemas fundamentales de la ingeniería del
conocímiento
Los principales problemas a los que se enfrenta un ingeniero del conocimiento a
la hora de desarrollar un sistema experto son (Maté y Pazos, 1988):
a) Adquisición del conocimiento. Cómo trasladar el conocimiento humano, tal y
como existe corrientemente en los textos y las mentes de los expertos
humanos, a una representación abstracta efectiva.
b) Representación del conocimiento. Cómo representar el conocimiento en
términos de estructuras de datos que una máquiná pueda procesar.
c) Mecanismos de razonamiento. Cómo hacer uso de esas estructuras abstractas
de datos para generar información útil en el contexto de un caso específico.
Veamos cada uno de estos puntos con un poco más de detalle.
3.2.1. Adquisición del conocimiento
La adquisición del conocimiento es una fase crucial en el desarrollo de los
sistemas expertos que, sin embargo, no lo es tanto en los sistemas cónvencionales. Las
únicas tareas de adquisición de conocimiento en un sistema convencional aparecen en
forma de determinación de requisitos y son empleadas por el analista para delinear el
problema que quiere resolver (McGraw y Harbison-Briggs, 1989). Por otro lado, en los
sistemas expertos se entiende por adquisición del conocimiento (Figura 3.2) la
construcción de un modelo computacional del comportamiento inteligente mediante la
extracción del conocimiento de un experto (o una fuente de experiencia) y su
transferencia a un programa o sistema experto (Buchanan et al., 1983).
La complejidad y la dificultad de la tarea de extracción del conocimiento ha
provocado que muchos autores la definan como un "cuello de botella" que impide la
amplia difusión de los sistemas expertos (Feigenbaum, 1979), (Platts, 1997).
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Conocimiento
estructurado y
formalizado
Figura 3.2. Proceso típico de adquisición del conocimiento.
Base de
conocimientos .
La adquisición de conocimiento se suele dividir en dos fases (Gonzalez y
Dankel, 1993): (1) extracción del conocimiento de las fuentes de experiencia y(2)
representación de este conocimiento en una herramienta. Para la adquisición del
conocimiento existen muchas técnicas (McGraw y Harbison-Briggs, 1989) que pueden
resumirse en el esquema de la Figura 3.3. En ella presentamos cinco formas distintas de
realizar la adquisición del conocimiento que varían desde técnicas manuales hasta
técnicas con un alto grado de automatización.
FUENTE DE
CONOCIMIENTO
MODO DE
ADQUISICIÓN
................................................^ .... $^... ....................................................................................................................................................................................................^
Experto
humano
Textos
:...................................................................................
. _ ^.
Experto
humano
Ingeniero del
conocimiento
Textos ,- -__ ^ __ ___ ^. __ a._,..^_^.._ -^-_ _ ^ ': ^^" ? Programa de:^.,
comprensión
^ ® ._ .^. `/"^
riP tPxtna
: .......................................................................................................................................................................................................................................................................
Figura 3.3. Posibles variaciones en los modos de adquisición del conocimiento.
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Eñ primer lugar tenemos la interacción directa entre el experto humano y el
ingeniero del conocimiento. Esta interacción se llevará a cabo, generalmente, a partir de
frecuentes entrevistas entre ambos. Como es normal, es muy difícil plantear las
cuestiones adecuadas en la primera entrevista, y el proceso de adquisición se lleva a
cabo a través de una serie de aproximaciones: el ingeniero codifica parte de lo que ha
dicho el experto, se lo presenta para su modificación y surgen nuevas preguntas y
respuestas que nos conducen a un nuevo modelo del sistema. El enfoque debe ser
flexible y pragmático, porque ni el ingeniero del conocimiento ni el experto saben, al
iniciar el desarrollo, cómo será al final el sistema de conocimiento. Los ingenieros de
conocimiento ayudan a los expertos a descifrar cómo resuelven los problemas y a
convencerles, a través de demostraciones de prototipos, que su conocimiento puede
representarse de un modo útil (Harmon y King, 1985). Aquí es importante resaltar que
muchas veces los expertos humanos saben resolver los problemás pero son incapaces de
detallar de una forma clara el proceso que siguen para su resoluĉ ión.
El proceso estructurado de extracción del conocimiento de los expertos humanos
se denomina elicitación y generalmente viene acompañado del diseño y materialización
de alguna estructura fisica (e.g., formularios, interfaces, etc.), con la que llevar a cabo
dicha elicitación. Estas estructuras pueden ser posteriormente utilizadas en el proceso de
validación (e.g., documentos de elicitación que se útilizan para adquirir casos comunes
resueltos por el experto humano).
La entrevista no es el único modo de extracción de conocimiento de expertos
humanos. Su combinación con otras técnicas como la observación directa o las técnicas
intuitivas pueden hacer que esta extracción sea más efectiva (Gonzalez y Dankel, 1993).
La observación directa consiste en la observación, por parte del ingeniero del
conocimiento, del trabajo del experto mientras trata de comprender y duplicar sus
métodos de resolución de problemas. En las técnicas intuitivas, el ingeniero del
conocimiento trata de convertirse en un pseudo-experto intentando resolver los
problemas del dominio con su pseudo-conocimiento y dejando que el experto humano
critique su trabajo.
La adquisición del conocimiento no sólo se hace a partir de expertos humanos
sino que normalmente suelen utilizarse otros tipos de fuentes de conocimiento como
libros, artículos, manuales, videocasetes, etc. (opción 2 de la Figura 3.3).
En las dos primeras posibilidades de adquisición vistas hasta ahora el proceso es
enteramente manual, y no existe ningún tipo de automatización. Sin embargo esta
automatización ha ido introduciéndose paulatinamente en las tareas de adquisición
como se puede ver en los modos 3 y 4 de la Figura 3.3. En el primero de éstos vemos
cómo un experto interactúa con un prógrama inteligente de edición. De esta forma dicho
experto puede introducir directamente su organización conceptual y sus heurísticas en la
base de conocimientos. En este caso, el trabajo del ingeniero de conocimientb consiste
en desarrollar convenientemente el programa inteligente de edición (que debe tener
capacidades sofisticadas de diálogo y un amplio conocimiento de la estructura de la
base de conocimientos). El ejemplo más destacado de esta técnica es el desarrollado por
Davis (1976) en TEIRESIAS.
El cuarto modo de adquisición representado en la Fi ĝura 3.3 corresponde a una
técnica conocida normalmente por aprendizaje automático o"machine learning"
(Michie, 1982). Esta técnica consiste en la recolección de ejemplos o casos históricos a
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partir de expertos humanos, o directamente de la bibliografia, y su introducción en un
programa de inducción que nos permitirá extraer reglas y heurísticas de los casos. Esta
técnica tiene la ventaja de que, aunque los expertos tengan dificultades en expresar su
conocimiento, dichos expertos son particularmente receptivos a explicar sus técnicas a
partir de ejemplos.
E1 último modo de adquisición presentado representa una idea futurista en la
cual el proceso de adquisición es completamente automático. Así un programa de
comprensión de textos "leería" los textos básicos del dominio, y a partir de ellos
extraería las reglas necesarias para la construcción de la base de conocimientos. Esta
técnica requiere una mayor sofisticación en los programas de comprensión del lenguaje
natural que la existente hoy en día, así como capacidades en la comprensión de
diagramas.
A pesar de los recientes avances en la automatización de los procesos de
adquisición del conocimiento, la interacción con expertos humanos sigue siendo
necesaria a la hora de desarrollar un sistema experto. Esto implica que el ingeniero del
conocimiento no sólo tiene que tener conocimientos de programación clásica sino que
además debe combinar grandes dosis de psicología cognoscitiva con técnicas de
programación simbólica.
Por otro lado los programadores convencionales trabajan de una forma
completamente distinta, en este caso no se intenta adquirir ningún conocimiento experto
por lo que los programadores colaborarán más activamente con los usuarios del sistema.
Generalmente esta colaboración se hará a nivel de diseño, una vez se ha logrado un
diseño detallado la interacción entre los programadores y los usuarios no tiene por qué
ser elevada. Aunque generalmente se recomienda que el diálogo con el usuario sea
fluido, si el dominio es conocido y los objetivos están claros, dicho diálogo no es tan
determinante para el éxito de la aplicación.
El hecho de que el conocimiento humano sea subjetivo por naturaleza puede
complicar aún más las cosas. Por ejemplo, en algunas aplicaciones podemos hallarnos
con el caso de que dos expertos de la misma categoría decidan resolver un determinado
problema de dos formas diferentes. Las dos soluciones pueden ser correctas pero cada
experto considerará la suya como la mejor y señalará la solución del otro experto como
menos adecuada. Además los expertos humanos no tienen por qué ser siempre
constantes en sus respuestas, factores externos como distracciones, cansaricio, estrés,
etc^. pueden afectar a sus decisiones. ^ .
Esta subjetividad afecta también de forma importante a la validación del sistema,
ya que el árbitro que decidirá finalmente el grado de corrección de un sistema experto
será un experto humano (generalmente no es muy corriente la existencia de referencias
estándar aceptadas por todos). Por ello es necesario llevar a cabo medidas que la
corrijan estas desviaciones (validaciones ciegas, validaciones con múltiples expertos,
etc.) que veremos más adelante. Otra complicación más que puede aparecer es que el
experto puede interpretar la validación del sistema como una validación de su propio
conocimiento (Shaw y Woodward, 1988). Sin embargo, en el software convencional la
cuestión de la corrección de los resultados generalmente no es un problema, el
encargado de la validación puede siempre determinar de forma clara si la respuesta
ofrecida por el sistema es correcta o no.
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Otro problema que también aparece es que, para construir un sistema experto, el
ingeniero de conocimiento debe convertirse en un "casi-experto" del dominio de
aplicación. En la programación convencional el desarrollador solo necesitaría las
especificaciones del software para poder construir el código (Lethan y Jacobsen, 1987).
3.2.2. Representación del conocimiento
La elección del esquema de representación del conocimiento, así como de la
herramienta que se va a utilizar para representarlo, .es una tarea crítica deiltro del
desarrollo de los sistemas expertos que puede tener gran impacto en el posible éxito de
dicho sistema.
Generalmente hay dos opciones no necesariamente excluyentes: (1) esquemas
procedimentales, que abarcan a los sistemas que utilizan reglas de producción y a los
sistemas basados en reglas lógicas y(2) esquemas declarativos, que abarcan a los
sistemas que utilizan frames, objetos o redes semánticas, entre otros.
Los esquemas procedimentales representan el conocimiento en base a estructuras
dinámicas que nos describen la forma en que se utiliza dicho conocimiento. Por otro
lado, los esquemas declarativos son más adecuados para la representación de hechos
estáticos interrelacionados entre sí, y con una limitada información sobre la forma de
emplear dicho conocimiento.
Los sistemas que combinan las capacidades de representación de los métodos
declarativos (generalmente frames y objetos) con las capacidades inferenciales de los
métodos procedimentales (generalmente reglas de producción) suelen ser las mejores
soluciones. Tienen el inconveniente de que son más complejos que un simple sistema
basado en reglas y, por lo tanto, más difíciles de utilizar.
El esquema de representación elegido tendrá una influencia directa en la
elección del mecanismo de razonamiento y de la herramienta de desarrollo. Sin
embargo todas estas elecciones no son fáciles de realizar y puede aparecer el problema
conocido como desplazamiento del paradigma o paradigm shift (Waterman, 1986).
El desplazamiento del paradigma puede aparecer durante la fase de desarrollo
cuando el ingeniero del conocimiento descubre que el esquema de representación del
conocimiento, la herramienta y/o otros aspectos del diseño, no son adecuados. Este
descubrimiento es debido generalmente a una falta de comprensión de las
complejidades del problema, o a una subestimación de su magnitud, y puede conllevar
graves problemas en el desarrollo del sistema. El ingeniero del conocimiento se enfrenta
entonces al dilema de continuar el desarrollo con infraestructuras inadecuadas que,
posteriormente, pueden dar lugar a serias dificultades, o elegir el esquema de
representación y/o otras características de forma adecuada, teniendo en cuenra el serio
retraso que esto puede producir al proyecto. Si el desplazamiento del paradigma tiene
lugar en etapas tempranas del desarrollo puede ser beneficioso porque ayuda a detectar
errores y puede ser corregido sin un gran esfuerzo.
En la Figura 3.4 podemos ver una representación del desplazamiento del
paradigma.
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Paradigma 2 '
Paradigma 1
Paradigmas
inapropiados
Cambio de
paradigmas
quema
^2
Retraso en el
proyecto
Continuar sin Dificultades en
cambios ll,,_^ el diseño
Figura 3.4. Desplazamiento del paradigma.
3.2.3. Mecanismos de razonamiento
Después de esbozar los mecanismos de adquisición y representación del
conocimiento, es importante hacer mención a los mecanismos que permiten usar ese
conocimiento adquirido y representado formalmente, para generar información útil en el
dominio de aplicación en el que nos estamos moviendo.
Los mecanismos o modelos de razonamiento forman parte de las estructuras de
control del conocimiento (que en los sistemas de producción son una parte del motor de
inferencias) y son fundamentales a la hora de organizar la búsqueda de soluciones.
Las características del dominio, así como las características del problema a
resolver condicionan, en gran medida, el modelo de razonámiento a escoger. Siguiendo
esta idea presentamos una serie de dominios típicos y sus modos de razonamiento
asociados (entendiendo que estas situaciones son ideales y siempre puede haber casos
que presenten simultáneamente varias de las características presentadas).
a) Dominios de naturaleza simbólica. Se caracterizan porque en ellos puede
encontrarse una solución de forma biunívoca. Los modelos de razonamiento
empleádos en este tipo de dominios son de naturaleza categórica.
b) Dominios de naturaleza estadística. No se puede encontrar una solución
única al problema planteado y tendremos que averiguar cuál de las posibles
soluciones encontradas es la más probable. Dentro de los modelos de
razonamiento estadístico el mas utilizado es el esquema Bayesiano.
c) Dominios con incertidumbre. Existen dominios en los que aparecen
incertidumbres inherentes a los datos del problema, a los hechos del dominio
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o a los propios mecanismos inferenciales. Los modelos de razonamiento
deben ser capaces de manejar correctamente esta incertidumbre. Dentro de
estos modelos podemóŝ deŝtacar él' modelo de factores de certidumbre de
Shortliffe y Buchanan (Shortliffe et al., 1979), y la teoría evidencial de
Dempster y Shafer (Dempster, 1967), (Shafer, 1976).
d) Dominios que incluyen matices de carácter lingiiístico. Los problemas del
mundo real suelen expresarse a través de símbolos y no de números. La
conversión entre un formato simbólico y un formato numérico no es una
tarea sencilla. Entre los modelos de razonamiento que se encargan de
manejar correctamente los matices lingiiísticos destacan los basados en los
conjuntos difusos.
El concepto de la incertidumbre juega un papel muy importante en los sistemas
expertos. Esto es debido a que muchas tareas que requieren una conducta inteligente
tienen asociado un cierto grado de incertidumbre. Los sistemas basados en
conocimiento presentan una conducta inteligente, modelando las asociaciones empíricas
y las relaciones heurísticas que los expertos han ido formado, a partir de la práctica
diaria en lugar de utilizar algoritmos determinísticos que ofrezcan soluciones precisas.
En consecuencia los sistemas basados en conocimiento deben ser capaces de trabajar
con incertidumbre.
Los tipos de incertidúmbre que pueden aparecer en sistemas basados en
conocimiento guardan relación con los datos de los que se dispone, como por ejemplo:
a) Hay falta de información (algunos datos no están disponibles).
b) Los datos están presentes pero son ambiguos debidos a errores en las
medidas, a la presencia de múltiples medidas contradictorias, etc.
^ c) La representación de los datos es imprecisa o inconsistente.
d) Los datos están basados en suposiciones del usuario.
e) Los datos están basados en estándares pero estos estándares presentan
excepciones.
Por otra parte, la incertidumbre podría venir del propio conocimiento heurístico
ya que:
a) Representa suposiciones que los expertos hacen basándose en asociacione ŝ
plausibles que han observado.
b) Puede no ser aplicable en todas las situaciones que se presenten.
Debido a todas estas posibles causas de error, la mayoría de los sistemas basados
en conocimiento requieren la incorporación de alguna forma de tratamiento de la
incertidumbre. Al trabajar con incertidumbre se deben terier en cuenta los siguientes
aspectos:
a) El modo de representar el conocimiento incierto.
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b) La forma de combinar datos inciertos.
c) La forma de inferir cono ĉ imiento a partir de datos inciertos.
Todas estas cuestiones son de gran importancia dado que pueden tener una gran
influencia en el modo de operar del sistema y en las conclusiones finales obtenidas.
Numerosos investigadores sostienen que la limitada capacidad de los sistemas basados
en conocimiento, respecto al tratamiento de la incertidumbre, restringe en gran medida
su rendimiento y es por ello que se están realizando grandes esfuerzos en la búsqueda de
modelos más avanzados de manejo de conocimiento impreciso (Gonzalez y Dankel,
1993). _
3.3. Diferencias entre la ingeniería del conocímiento y la
ingeníería del software
Aparte de las diferencias ya mencionadas, al hablar de la estructura de los
sistemas expertos, y al describir los principales problemas que afronta la ingeniería del
conocimiento, .existen una serie de diferencias entre los programas convencionales y los
sistemas expertos que es importante destacar.
En cuanto a los tipos de problemas apropiados para la resolución por programas
convencionales o por sistemas expertos tenemos que, por un lado, el software clásico
resuelve problemas que están bien definidos, que pueden ser especificados sin
ambigiiedad, y que son resueltos por algoritmos específicos. Por otro lado los sistemas
expertos resuelven problemas que no están bien definidos, no pueden ser especificados
con precisión, y son resueltos utilizando conocimiento heurístico (López et al., 90).
Los dominios en los que se va a instalar un sistema experto suelen ser dominios
en los cuales nunca se ha intentado aplicar una solución computacional, por lo que no
existe una experiencia previa de cómo tratar el problema y puede haber un ambiente
hostil hacia la instalación de un sistema experto.
En cuanto a la forma de resolver los probl'emas, el software clásico utiliza
métodos procedimentales y determinísticos para la resolución de problemas, mientras
que los sistemas expertos utilizan métodos declarativos y no determinísticos que hacen
un amplio uso de las heurísticas. El hecho de no utilizar algoritmos clásicos es debido a
que, generalmente, en caso de existir serían tan costosos computacionalmente que no
serían viables. Estas diferencias provocan que los sistemas expertos posean
arquitecturas no secuenciales en las que los constantes efectos laterales y reacciones en
cadena dificultan el seguimiento de la secuencia de ejecución. Esto no sucede así en los
sistemas convencionales en los que resulta más fácil trazar la línea de ejecución del
programa.
Además, los sistemas expertos pretenden resolver los problemas de la misma
forma en que lo haría un experto humano en el mismo domino, es decir, pretenden
modelar el conocimiento de un experto humano. Así un sistema que llegue a
conclusiones correctas a través de líneas de razonamiento incorrectas puede no ser
deseable. Este problema no aparece en los sistemas convencionales en los que se
pretende capturar métodos estructurados y rutinarios. En palabras de Carrico et al.
(1989) "los sistemas convencionales se centran en la manipulación de los datos mientras
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que los sistemas expertos se centran en su interpretación y en el descubrimiento de
relaciones simbólicas emulando el pensamiento humano".
. . ^, ., .
De esta forma podemos ver que, generalmente, los sistemas convencionales se
basan en la resolución de problemas a través del manejo de información almacenada en
bases de datos y mediante procesos predecibles, fiables y exactos, que se ejecutan de
forma rápida. Los sistemas expertos se basan en la evaluación de situaciones teniendo
en cuenta aspectos como la abstracción o la incertidumbre. Generalmente estos sistemas
son adaptables a distintos tipos de situaciones, y presentan capacidades de aprendizaje y
capacidades de reconocimiento de patrones complejos.
Otra diferencia en la forma de resolver los problemas es que los sistemas
expertos suelen ser altamente interactivos con el usuario, y suelen incluir rutinas de
explicación de las conclusiones alcanzadas. En los sistemas convencionales no siempre
es necesaria esta interactividad y no es común la inclusión de rutinas de explicación
(Harmon y King,.1985).
Pero no sólo son diferentes las fuentes de conocimiento en los sistemas expertos
y en los sistemas convencionales, sino que además la información utilizada por ambos
es de distinto tipo. Así los sistemas expertos utilizan información numérica y simbólica,
mientras que los sistemas convencionales utilizan preferiblemente información
numérica.
Esto afecta a los procesos de verificación y validación ya .que las técnicas
empleadas usualmente para la validación de información numérica no son aplicables a
los sistemas expertos, y se hace necesaria la inclusión de nuevas técnicas que permitan
la validación de la información simbólica. Por ejemplo un modelo puramente
cuantitativo producirá un valor numérico que puede ser contrastado con una
determinada observación (la diferencia entre los dos valores nos dará una estimación de
la exactitud del modelo). En contraste con esto tenemos, por ejemplo, una página de
texto en la que describen prescripciones terapéuticas. La comparación de este texto con
otro tomado como referencia requiere mucha experiencia, y la medición de las
diferencias entre ambos es una tarea di^cil (O'Keefe y O'Leary ,1993). Kulikowski y
Weiss (1982) discutieron este problema en el contexto del sistema de diagnosis médica
CASNET.
Además, como sabemos, los sistemas expertos se caracterizan porque sus
soluciones no tienen por qué ser exactas, y suelen aceptar ciertos grados de
incertidumbre. En los sistemas convencionales no se permite esta incertidumbre y
menos en sistemas de análisis numéricos o en simulaciones. La incertidumbre añade un
problema más a la validación ya que el número de estados a tener en cuenta aumenta
considerablemente.
^ Un resumen de las diferencias entre sistemas expertos y software convencional
puede verse la Tabla 3.1.
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.• .
Separación del conocimiento de las estructuras de
. . .
Separación de datos y algoritmos que utilizan los
control datos
^ Suelen incluir estructuras de explicación de las No existen estructuras de explicaciónEstructura conclusiones
Se suelen construir a partir de herramientas Existen gestores de bases de datos que nos
("shells") comerciales que permiten centrarse en el permiten centrarnos exclusivamente en los datos y
conocimiento no en su almacenamiento o estructuración
Problemas mal definidos, que no pueden ser Problemas bien definidos, que pueden ser
Problemas especificados con precisión y que son resueltos especificados sin ambigiiedad y que son resueltos
a i d utilizando conocimiento heurístico. or al oritmos es ecíficos.prop a os Generalmente dominios sin experiencia Generalmente dominios con experiencia
com utacional com utacional
Métodos declarativos y no determinísticos Métodos procedimentales y determinísticos
Intentan seguir líneas de razonamiento similares a Se centran en la solución y no en la forma en que
las de los ex ertos humanos se obtiene.
Estrategias de Interpretan datos Manipulan datos
resolución
Tienen en cuenta aspectos como ta abstraccióri la Resuelven probfemas a través del manejo de,
incertidumbre, el aprendizaje, etc. información almacenada en bases de datos y
mediante rocesos redecibles, fiables exactos.
Son altamente interactivos No siempre es necesaria la interactividad
Naturaleza del
conocimiento Conocimiento proveniente de la experiencia Conocimiento de naturaleza algorítmica (alta
em leado humana (atta interacción con expertos) interacción con usuarios)
Tipo de ^ Información numérica y simbólica Información numérica
inf rm ióno ac
utilizada Información con incertidumbre Información sin incertidumbre
Tabla 3.1. Diferencias entre los sisternas exnertn.c v el .cnftware cnnvencinnr^l
3.4. Metodo/ogía de construcción de un sistema experto
Una de las principales carencias que acusaba la ingeniería del conocimiento en
sus orígenes era la ausencia de una metodología de desarrollo comúnmente aceptada.
Los sistemas expertos también son software, por lo que es fácil pensar que para su
construcción y su validación se pueden seguir los mismos métodos vistos para los
sistemas convencionales. Sin embargo las diferencias existentes entre el software
convencional y los sistemas expertos provocan que las metodologías clásicas no sean
del todo apropiadas para los métodos de la ingeniería del conocimiento. En palabras de
Morris (1985) "El mundo de la inteligencia artificial no encaja bien en los entornos
grises de la ingeniería del software".
La metodología en cascada, la más popular dentro de la ingeniería del software,
representa un esquema de desarrollo lineal en el cual las iteraciones son debidas a fallos
no previstos y representan cambios costosos en el sistema (Macleish, 1986). Sin
embargo los sistemas expertos presentan características que impiden este desarrollo
lineal. Geissman y Schultz (1988) declaran que el particular domino de aplicación de.
los sistemas expertos provoca que generalmente éstos empiecen con objetivos vagos, y
sea muy dificil establecer los requisitos del sistema. Además de esta dificultad se
^plantea el hecho de que los sistemas.expertos evolucionan a lo largo del tiempo y suélen
aplicarse en entornos cambiantes. Todas estas características provocan que no sea
posible aplicar técnicas clásicas de desarrollo, sino aplicar una metodología que consiste
en un desarrollo incremental a través de prototipos (O' Keefe y O' Leary, 1993 ). A estas
dificultades se suele añadir la falta de experiencia que los programadores suelen tener
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cuando trabajan con sistemas expertos. Esto suele provocar que intenten solucionar
problemas con técnicas o herramientas más propias de los sistemas convencionales
(Noblett y Jones, 1991).
Veamos ahora en detalle las distintas metodologías que se han empleado para el
desarrollo de sistemas expertos.
3.4.1. Método "adquiere y codifica"
Los primeros sistemas expertos fueron desarrollados sin un esquema preciso y
bajo un método que pasó a llamarse "adquiere y codifica", muy similar al "codifica y
corrige" del software convencional. Este método consiste en desarrollar el sistema en
base a una serie de iteraciones, en cada una de las cuales se interactúa con el experto y
se codifica el conocimiento extraído (McGraw y Harbison-Briggs, 1989).
En un principio se puede suponer que este sistema^ es válido, ya que las
diferencias existentes con los sistemas convencionales impiden la utilización de
métodos de desarrollo típicos. Esto puede ser ĉierto para sistemas pequeños y que
actúan en solitario. Sin embargo, como su documentación es mínima, y se han
sustituido las especificaciones y el diseño por el código, este método no es apto para
sistemas de tamaño mayor y que formen parte de un proyectó más extenso.
Además, con el método "adquiere y codifica", estamos dejando de lado
lecciones que los desarrolladores de software han estado aprendiendo durante 40 a"nos.
Por ejemplo, durante la fase de análisis los desarrolladores determinan el ámbito del
problema, inveŝtigan visiones alternativas de las tareas a realizar y producen una
especificación de requisitos del software con la que todo el personal puede trabaj ar.
Viendo el proyecto como un todo, el personal debe realizar planificaciones y ayudas a la
comunicación. Finalmente, para asegurarnos de que se han cumplido los requisitos, el
personal debe establecer una metodología que permitá la producción, validación y
verificación de los productos intermedios (McGraw y Harbison-Briggs, 1989).
Boehm (1983) realizó una lista de principios que deberían cumplirse a la hora de
desarrollar sistemas convencionales y que son aplicables a los sistemas ^expertos:
a) Desarrollar el sistema mediante un ciclo de vida dividido en fases.
b) Verificar y validar los resultados de cada fase. ^
c) Mantener el control del producto a través de "hitos" o puntos de control
(milestones). . -
d) Utilizar técnicas modernas de programación como las herramientas y los
análisis estructurados (por ejemplo, las herramientás CASE).
e) Mantener una descripción detallada de la situación del proyecto en cada
momento. .
f) Utilizar menos gente pero con más experiencia.
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g) Comprometerse a mejorar el proceso adoptando diferentes métodos y
técnicas.
Martin (1987) indicó la idoneidad de estos puntos en el desarrollo de sistemas de
inteligencia artificial y también mostró como la técnica de "adquiere y codifica" sólo
cumplía dos de ellos: la validación continua y la utilización de equipos pequeños.
3.4.2. Método de Buchanan.
Uno de los primeros métodos de desarrollo estructurado de sistemas expertos fue
el desarrollado por Buchanan y otros autores en (Buchanan et al., 1983). Según estos
autores la adquisición del conocimiento de un sistema experto (y .por extensión todo el
sistema) podía dividirse én cinco fases (Figura 3.5): identificación, conceptualización,
formalización, implementación y prueba. ^
Conceptualización
Reformulaciones
^_.__
Figura 3.5. Modelo de Buchanan.
Implementación
Prueba
Reglas
Sin embargo el proceso no está tan bien definido como puede sugerir la figura, y
más bien representa una aproximación a las distintas y complejas fases que se llevan a
cabo a la hora de desarrollar un sistema experto, y que puederi variar de una situación a
otra. ^ ^
La descripción de cada una de estas fases sería la siguiente:
• Identificación. Determina aspectos importantes del problema como los
participantes (expertos del dominio, ingenieros del conocimiento y futuros
usuarios), las características del problema (tipo, subtareas de que se
compone, te_rminología a utilizar, aspectos fundamentales, etc.), los recursos
disponibles (fuentes de conocimiento, facilidades computacionales, tiempo
de desárrollo, financiación, etc.) y las metas a alcanzar (formalizar
conocimiento experto, distribuir experiencia, ayudar a la formación de
nuevos expertos, etc.).
• Conceptualización. Trata de poner el conocimiento dentro de un esquema
conceptual. El experto y el ingeniero del conocimiento tratan de encontrar
Conceptos
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conceptos que representen el conocimiento del experto, y determinar cómo
es el flujo de información durante el proceso de resolución de problemas.
• Formalización. Esta fase consiste en el mapeado de los conceptos clave, de
los subproblemas y de las características del flujo de información
identificadas durante la fase anterior, en repre ŝentaciones formales basadas
en herramientas o esquemas de la ingeniería del conocimiento.
• Elicitación. Aunque no aparece en el trabajo original de Buchanan, es
común incluir una fase de elicitación después de la fase de formalización.
En esta fase se lleva a cabo la extracción del conocimiento mediante un
soporte fisico que es consistente con la información obtenida durante los
procesos de identificación y coriceptualización.
• Implementación. El ingeniero de conocimiento formula reglas y estructuras
de control que representan los conceptos y el conocimiento formalizadó. El
resultado es un programa prototipo que nos permite comprobar si hemos
conceptualizado y formalizado bien el conocimiento que el experto tiene
sobre el problema.
• Prueba. Consiste en la évaluación del rendimiento del prototipo para
encontrar errores o anomalías en la base de conocimientos y/o en laŝ
estructuras de inferencia.
^ Buchanan et al. posicionan los lazos de realimentación después de la fase de
prueba pero también indican que el proceso no tiene porque seguir estrictamente la
secuencia representada en la Figura 2.8. Autores posteriores como Mayrhauser (1990)
señalan que las retroalimentaciones pueden aparecer entre cualquier par de fases de la
metodología. Así, por ej emplo, si el ingeniero del conocimiento no encuentra reglas
adecuadas durante la implementación puede requerir una vuelta atrás y una
reformulación del problema. La nueva representación del ciclo de vida de los ŝistemas
expertos sería tal y como se presenta en la Figura 3.6, una red completamente
comunicada. Este tipo de estructura es muy compleja de controlar y de manejar, ya que
el número de iteraciones entre las fases es desconocido, y los objetivos pueden cambiar
a medida que avanza el desarrollo. También es dificil llevar a cabo un control de los
progresos realizados.
Figura 3.6. Ciclo de vida de los sistemas expertos según Mayrhauser (1990).
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3.4.3. Diseño incremental
Como vemos, la construcción de sistemas expertos pone un énfasis especial en el
desarrollo iterativo de los mismos, es decir, el sistema se desarrolla en base a una serie
de ciclos en cada uno de los cuales se lleva a cabo un .refinamiento (depurando errores
en la base de conocimientos haciéndola más exacta), o una extensión del sistema
existente (ampliando las capacidades del mismo) (Scott et al., 1991).
Esta tendencia hacia diseños incrementales o evolutivos es propia también de la
ingeniería del software convencional (Noblett y Jones, 1991). Así en el apartado 2.1 de
este trabajo veíamos cómo los más modernos desarrollos del software tendían a técnicas
incrementales o evolutivas, dejando cada vez más de lado el clásico modelo en cascada.
En palabras de Boehm (1989) "el modelo en cascada no está muerto, pero deberia
estarlo".
Los modelos de desarrollo incremental de los sistemas expertos se caracterizan
porque intentan ajustar la terminología de la ingenieria del software al desarrollo de
sistemas de inteligencia artificial. En el apartado anterior, cuando describíamos la
metodología de Buchanan, veíamos que aparecían términos completamente nuevos
(conceptualización, formalización, etc.) y que generalmente no habíamos visto en los
modelos de desarrollo del software convencional. Esto es así porque Buchanan
inicialmente pensó su metodología como una metodología de adquisición del
conocimiento, e hizo hincapié en las fases que describen el proceso que sufre la
información, desde que fluye del experto, hasta que es finalmente implementada en el
sistema. Posteriormente este proceso se tomó como la construcción del sistema experto
completo, porque las fases descritas se ajustabañ también a esta descripción. En este
caso las etapas de adquisición del conocimiento, propiamente dichas, serian las de
conceptualización, formalización y elicitación.
Posteriormente, y probablemente con el fin de hacerlos más familiares, los
métodos de desarrollo adquirieron los nombres típicos de la ingeniería del software
(análisis, especificación, diseño, etc.) quedando las fases propias de los sistemas
expertos, como la adquisición de conocimiento, imbuidas dentro de estas fases típicas.
Existen multitud de métodos de desarrollo de sistemas expertos (probablemente tantos
como investigadores trabaj an en el tema) y la gran mayoria se basan en el prototipado
rápido y el desarrollo incremental como paradigmas para lograr un sistema efectivo.
Como ejemplos de los métodos de desarrollo incremental presentamos los trabajos de
Gonzalez y Dankel (1993) y de Scott et al. (1991).
3.4.3.1. Método de Gonzalez-Dankel
El método de Gonzalez-Dankel (1993) se basa en una primera adquisición y
representación del conocimiento, necesaria para la implementación de un aspecto
limitado del dominio del problema. De esta forma se puede construir un primer
prototipo que exhiba cierta semblanza con lo que será el sistema final. La construcción
de este prototipo permite la aparición de información de retroalimentación que nos
ayuda a definir el ámbito de nuestro conocimiento, las necesidades del usuario y la
validez de las decisiones tomadas durante la etapa de diseño. De esta forma, si fuese
necesario realizar un desplazamiento del paradigma, su impacto seria mínimo debido a
^su temprana aparición.
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Este prototipo inicial utiliza un ciclo de vida modificado. Las fasés de análisis y
especificación se realizan teniendo en cuenta el sistema global, pero el diseño y la
implementáción se realizan de forma más sencilla y preliminar. De esta forma podemos
obtener pronto un prototipo que puede ser evaluado para obtener la necesaria
información de retroalimentación. El prototipo inicial puede entonces desecharse, o ser
mejorado de forma incremental, hasta desarrollar un subsistema del producto fiñál.
Muchas veces se prefiere desecharlo para empezar el proceso de desarrollo de una
forma fresca, evitando los errores iniciales que hayamos podido producir.
El proceso que sigue es el del desarrollo incrementál del sistema. Este desarrollo
se centra en el concepto de "divide y vencerás", en dondé el ĉonocimiento se separa en
módulos que son desarrollados de forma incremental hasta componer el problema
completo. Este desarrollo implica varios ciclos de elicitación de conocimierito de los
expertos, implementación de este conocimiento en los expertos, validación de los
resultados y refinamiento de la implementación o corrección de los errores encontrados.
A1 utilizar la división en módulos podemos tener al sistéma parcialmente
funcionando antes de estar completamente terminado. Generálmente esto no es posible
hacerlo en los sistemas convencionales debiendo esperar a que estén totálménte
implementadós antes de empezar a usarlos:
El método de Gonzalez y Dankel se representa en el esquema de la Figura 3.7.
Figura 3.7. Método de desarrollo de sistemas expertos de Gonzalez y Dankel (1993):
Esta descripción coincide con un modelo de desarrollo del software
convencional que incluya el prototipado rápido y el desarrollo incremental. Sin embargo
las fases descritas incorporan ciertas diferencias de forma que admitan las
características diferentes de los sistemas expertos, como veremos a continuación:
1. Análisis del problema. Evalúa el problema y los recursos disponibles para
determinar la aplicabilidad de la solución basadá en el conocimientó. Se
realizan análisis de coste-beneficios, y también púeden establecerse estudios
de mercado. ^
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2. Especificación de requiŝ itos. Se formaliza y se escribe lo aprendido durante
la fase de análisis. Se fijan los objetivos del proyecto y los medios a utilizar
para conseguir esos objetivos. Debido a las especiales características de los
sistemas expertos suele ser complicado establecer unos requisitos claros
desde el primer momento; sin embargo, la experiencia indica que los
sistemas no pueden desarrollarse adecuadamente sin estar basados en unas
especificaciones formales.^
3. Diseño preliminar. Trata las decisiones de alto nivel necesarias para el
desarrollo del prototipo inicial. Se determina el esquema de representación
del conocimiento, la elección de la herramienta y la elección^ de los expertos
humanos que colaborarán en el desarrollo. En esta fase es necesaria la
realización de tareas de adquisición del conocimiento.
4. Prototipo inicial y evaluación. Se desarrolla un prototipo similar al sistema
completo pero con una funcionalidad limitada. Este prototipo suele incluir
una interfaz desarrollada y un subconjunto de conocimiento razonablemente
robusto. Mediante^ el prototipo se pretende extraer, nuevo conocimiento de los
expertós y validar las decisiones de diseño establecidas. Se realiza una
evaluación para comprobar que no se han cometido errores en el diseño
preliminar. .
5. Diseño final. Implica la selección de las herramientas y los recursos
necesarios para el desarrollo del sistema (también incluye la selección del
esquema de representación del ^conocimiento). Se deben especificar cuáles
son los módulos en los que se va a dividir el sistema, cuáles son sus entradas
y cuáles son las salidas que se pretenden obtener.
6. Implementación. Sigue las indicaciones obtenidas del diseño para
implementar la base de conocimientos del sistema.
7. Prueba. Generalmente conocido en el mundo de los sistemas expertos como
la fase V&V (verificación y validación). Loŝ objetivos son similares a los de
la fase de test en los sistemas convencionales pero la forma de llevarla a
cabo difiere considerablemente. Esto se verá con más detalle en apartados
posteriores de este trabajo.
8. Ajuste del diseño. A medida que el trabajo progresa es necesario realizar
ajustes al diseño al principio de cada iteración. Si estos ajustes son menores
^ no hay problema, pero si lo ŝ ajustes requieren cambios significativos pueden
aparecer desplazamientos del paradigma. ^
9. Mantenimiento. Fase similar a la descrita para los sistemas convencionales.
3.4.3.2. Método de Scott.
En este método, el desarrollo de un sistema experto se divide en cuatro fases
(Scott et al., 1991): (a) fase de análisis, en la que las partes interesadas investigan la
posibilidad de desarrollar un sistema experto, (b) fase de especificación, en la que se
inicia el proyecto y se fijari las bases a utilizar en el desarrollo, (c) fase de desarrollo, en
la que se realiza el diseño y la implementación del sistema y(d) fase de utilización, en
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la que se habilita el sistema para su uso rutinario. Estas fases se dividen en subfases
como puede verse en la Figura 3.8.
ANÁLISIS
Identificación
^._, __^ , __
^
Identificación de la potencial
aplicación
,
ESPECIFICACIÓN ^
Valoración
Familiarízación
DESARROLLO ^- --- - ` -- -----
_ Diseño conceptual
%^:
^-Refiríamiento
t y eztensión
UTILIZACIÓN
Diseñb de
implementación
_ .. __ ___
^-
Implementación
Evaluación
^,
- ^_
Pruebas de campo
_ _ ^ ^._:...... _
Nlantenimiento
Comprobacibn de la adecuación
de las técnicas de ingeniería del
^ conocimiento
Definir lo que hará el sistema.
Trabajar cón el experto para
planificar el desarrollo.
Aprender cómo el experto
resuelve el problema y desarrollar
un modelo cónceptual del sistema
Decidir la representación del
conocimiento y los formalismos de
control para implementar el
modelo conceptual
Seguir el diseño de
implementación para construir la
base de conocimientos
Comprobar si el sistema funciona
correctamente
Instalar el sistema en el dominio
de uso rutinario
Corregir errores, actualizar y
aumentar el sistema
Figura 3.8. Método de desarrollo de sistemas expertos de Scott. (1991).
Los aspectos importantes de esta metodología son los siguientes:
• Sigue haciendo hincapié en el prototipado rápido y en el desarrollo
incremental. Las primeras versiones del sistema no tienen por qué realizar
todas las tareas posibles, ni por qué tratar todos los conjuntós de casos. Los
incrementos posteriores se realizarán a través de una fase de refinamiento y
extensión. .
• Los sucesivos prototipos que se van formando son una ayuda para el proceso
de adquisición del conocimiento.
• La fase de utilización empieza cuando el sistema se instalá en el dominio en
el que se usará de forma rutinaria. La fase de mantenimiento posterior puede
mostrar errores o sugerencias de los usuarios, que es necesario corregir e
implementar (pueden modificarnos el diseño del sistema si los cambios a
realizar son muy grandes).
Como vemos las características son muy parecidas a las de la metodología de
Gonzalez y Dankel, sólo que la forma de representar las fases es diferente. Sin embargó
Scott et al. prestan más atención a la fase de adquisición del conocimiento. Aunque esta
fase no aparece en la Figura 2.11 es un proceso que se distribuye en todas las fases que
se han representado, es decir, la adquisición del conocimiento tiene cierta importancia
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en cada una de las fases de desarrollo de un sistema expérto. Esta importancia . viene
determinada por la fase en la que nos encontremos según se muestra en la Figura 2.12.
Identificación
Valoración
Familiarización
Diseño conceptual
Diseño de implementación
^ Implementación
Evaluacibn
Pruebas de campo
Mantenimiento
10 20 30 40 50 60 70 80 90 100
Figura 3.9. Porcentaje del tiempo total que es empleado en adquisición del conocimiento en cada fase.
Scott et al. diferencian dos tipos de adquisición del conocimiento:
1. Adquisición inicial. Es una fase preparatoria en la que la información
obtenida nos permite tener un conocimiento más amplio de lo que debe hacer
el sistema experto, de cómo va a ser usado, y de cómo hay que desarrollarlo.
Esta adquisición inicial áparece en las fases de análisis y especificación.
2., Adquisición detallada. Se caracteriza porque su foco es más estrecho y
profundo, es decir, pone más énfasis en los detalles que la fase anterior. La
información obtenida en esta fase permite, a los ingenieros del conocimiento,
comprender como los expertos humanos realizan sus tareas. Esta
comprensión permite que se trasladen los procedimientos de los expertos
humanos a la base de conocimientos de un sistema experto. La adquisición
detallada aparece en las fases de desarrollo y utilización.
3.4.3.3. Tipos de prototipos
Como hemos visto en las metodologías expuestas en los apartados anteriores, el
desarrollo incremental consiste en la construcción de una serie de prototipos que son
modificados sucesivamente hasta obtener el sistema final. Waterman (1986) divide
estos prototipos en cinco categorías a partir de una serie de criterios: uso, robustez,
eficacia, número de reglas, tiempo de desarrollo, etc. Hoy en día ya no existe una
correspondencia clara entre el número de reglas y el nivel del prototipo aunque en esta
división se siguen manteniendo los criterios de Waterman. Los distintos prototipos son:
1. Prototipo de demostración. Es un programa pequeño que contiene una parte
del problema a resolver. Este programa se usa generalmente de dos formas:
(a) para convencer a los potenciales usuarios y financiadores que la
tecnología de los sistemas expertos puede ser empleada para resolver el
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problema en cuestión, y(b) para comprobar ideas sobre la definición del
problema, el ámbito y lá representación del dominio. En sistemas basados en
reglas estos prototipos suelen contener de 50 a 100 reglas, son capaces de
resolver uno o dos casos y su desarrollo suele llevar unos tres meses.
2. Prototipo de investigación. Es un programa de tamaño medio y que tiene un
rendimiento aceptable en una serie de casos de prueba. Estos sistemas
tienden a ser frágiles y a fallar cuando se le presentan casos que están en el
límite de aplicación del sistema. Debido a que la validación no ha sido
intensiva también pueden fallar en casos que caen dentro de su ámbito. Un
prototipo de investigación suele contener de 200 a 500 reglas, se comporta
correctamente en un gran número de casos y su desarrollo suele llevar de uno
a dos años.
3. Prototipo de campo. Son sistemas de tamaño medio y grande que han sido
validados a través de casos reales. Son moderadamente fiables, contienen
interfaces amigables y recogen las necesidades de los usuarios finales. Un
prototipo de campo suele contener entre 500 y 1000 reglas, se comporta muy
bien en un gran número de casos y su desarrollo puede llevar de 2 a 3 años.
4. Prototipo o modelo de producción. Son grandes sistemas que han sido
intensivamente probados en el entorno de trabajo real y que pueden ser
reimplementados en lenguajes más eficientes para incrementar su velocidad
y reducir las necesidades de almacenamiento. Un prototipo de producción
suele contener entre 500 y 1500 reglas; es correcto, rápido y eficiente en la
toma de decisiones y su desarrolló lleva de 2 a 4 años.
5. Sistema comercial. Son prototipos de producción que son usados de forma
regular en sistemas o ámbitos comerciales. XCON, uno de los mejores
ejemplos de un sistema comercial tenía alrededor de 3000 reglas, alcanzaba
conclusiones correctas entre un 90 y un 95 por cien de las veces y su
desarrollo necesito de 6 años.
Son muy pocos sistemas los que alcanzan el prototipo de producción y menos
aún los que llegan a convertirse en un sistema comercial. La mayoría de los sistemas se
quedan én las fases de prototipo de demostración o prototipo de investigación.
3.4.4. Metodología en espiral
Como veíamos cuando hablábamos del software convencional, las metodologías
incrementales se mejoraron con la llegada de las metodologías en espiral. Con los
sistemas expertos pasó algo parecido. De esta forma, el desarrollo incremental del
sistema pasó a representarse no como un bucle cuyas fases se repiten sucesivamente,
sino como una espiral en la que las fases se repiten, aunqué con modificaciones a
medida que avanza el desarrollo.
En la bibliografia podemos encontrar muchas referencias que defienden la
metodología en espiral como la más adecuada para los sistemas expertos (Lee y
O'Keefe, 1994), (Lowry y Duran, 1989), (Culbert et al., 1987), (Noblett y Jones, 1991),
(Cardeñosa et al., 1991), (Stachowitz y Combs, 1987), etc. De todos ellas destacaremos
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el trabajo de Lee y O'Keefe ya que prestan una especial atención al problema de la
validación y verificación de sistemas expertos.
Lee y O'Keefe presentan un modelo de desarrollo que sigue el modelo en espiral
propuesto por Boehm (1988), pero modificado para aceptar las particularidades de los
sistemas inteligentes. Este modelo lo podemos ver en la Figura 3.10.
Análisis de
Requisitos
(AR)
Test de
campo
Casos de Test
Figura 3.10. Modelo espiral de desarrollo de un sistema experto.
Verificación
de Requisitos
(VR) ^
Adquisición del
conocimiento
(AC)
NAR Fijar un nivel
aceptable de
^ rendimiento(NAR)
Lee y O'Keefe no pretenden desarrollar "el método" de construcción de sistemas
expertos sino que presentan su aproximación al problema, e indican que cualquiér otra
solución puede ser igualmente válida siempre que incluya el prototipado rápido y el
desarrollo incremental.
En este modelo es de destacar la inclusión del término "nivel aceptable dé
rendimiento". Esta expresión fue introducida por O' Keefe et al. (1987) haciendo
referencia al hecho de que, al validar un sistema experto, no se debería clasificar su
rendimiento como válido o inválido ya que, al ser los sistema expertos representaciones
o abstracciones de la realidad, nunca se iba a obtener un rendimiento perfecto. En vez
de eso se fija un nivel de aceptabilidad que el sistema debe cumplir y que puede ser
fijado por los usuarios, los desarrolladores, los encargados de la financiación del
proyecto o por terceras personas
Imaginemos un sistema que produce una interpretación dividida en 4 categorías:
A, B, C y D. Un sistema ideal obtendría rendimientos de casi en 100% en su
clasificación, sin embargo, un nivel aceptable de rendimiento puede no ser tan estricto.
Así, por ejemplo, podemos indicar que la clasificación de A y B debe ser correcta pero
se permite cierta variación en la clasificación de C y D, además nunca se debe clasificar
un caso A como B, pero puede no ser tan importante si un caso B se clasifica como A.
^
^
^.
,;
^
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Muchas veces el nivel aceptable de rendimiento reflejará la habilidad de trabajar a
niveles similares a los de la experiencia humana (como el sistema es un modelo del
experto no trabajará mejor que el experto). Así Bachant y McDermott (1984)
comprobaron que al sistema R 1 los usuarios no le pedían más de lo que le pedían a sus
predecesores humanos.
E1 nivel aceptable de rendimiento se define normalmente en los requisitos del
sistema pero a menudo es redefinido y expandido después de la adquisición de
conocimiento. La comprobación del cumplimiento de este nivel se realiza a través de
diversos métodos (pruebas basadas en casos, tésts de Turing, tests. de campo, etc.) que
veremos en próximos apartados de este trabajo. En las ultimas espirales esta
comprobación tenderá a desplazarse hacia criterios de usabilidad, siempre teniendo en
cuenta el tipo de sistema que estamos construyendo.
En este modelo el desarrollo de un sistema experto se divide en cuatro fases:
l. Análisis de requisitos. Una respuesta fundamental que hay que responder a la
hora de desarrollar un sistema es "^es de utilidad el sistema?" (O'Keefe,
1989). Es muy importante fijar desde el inicio cuál es el problema a resolver,
cuáles son los potenciales usuarios y cuál es el impacto que tendrá el sistema
en la organización (un sistema que funcione perfectamente pero que no se
adapte a la forma de realizar las tareas por los usuarios no tendrá ningún
valor, porque no será usado). Por ello es necesaria una fase de definición de
requisitos en los que se especifiquen cuestiones como: qué tipo de problemas
se quieren resolver o en qué entornos se van a ejecutar, etc. Así, el problema
a resolver debe ser adecuado para la aplicación de técnicas de IA, debe poder
descomponerse en subproblemas de forma que los ingenieros del
conocimiento puedan organizar el conocimiento, etc.
Z. Adquisición del conocimiento. La adquisición del conocimiento, como
sabemos, es un proceso que consiste en la extracción de conocimiento de una
fuente de experiencia y su transformación en un esquema de representación
dado.
El conocimiento extraído debe de sér verificado. Boose (1986)
propone la utilización de diagramas (grafos, tablas, jerarquías) que
representen el proceso de solución del problema. Estos diagramas deben ser
presentados al experto para su verificación. Como veremos en próximos.
apartados, muchas herramientas de construcción de sistemas expertos ya
presentan la inclusión de mecanismos para la verificación automática del
conocimiento.
En esta metodología se trata de forma distinta el análisis de
requisitos y la adquisición del conocimiento. Sin embargo, existen
metodologías que tratan de cubrir elementos de ambas fases. Una de estas
metodologías es KADS (Wielinga et. al., 1992) desarrollada en Europa bajo
el proyecto ESPRIT. En KADS el conocimiento es estructurado en cuatro
niveles: un nivel del dorninio que consiste en hechos básicos, conceptos y
relaciones; un nivel inferencial que describe los procesos de resolución de
problemas de una manera declarativa; el nivel de tareas que incluye
descripciones procedimentales de las tareas que pueden llevarse a cabo
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utilizando partes del nivel inferencial y; un nivel estratégico que suministra
modelos de resolución de problemas complejós y los relaciona con el
entorno. Este último nivel a menudo no ha sido considerado por los
ingenieros del conocimiento, y es un problema que está en fase de
investigación. Viéndolo de forma conjunta podemos decir que el nivel
estratégico controla diversas tareas que aplican inferencias que utilizan
hechos y relaciones del dominio.
Los autores de KADS citan que, en sus primeros intentos su
metodología de adquisición seguía un modelo en cascada (Barthélemy et al.,
1987), pero posteriormente se sustituyó por una metodología en espiral
(Taylor et al., 1989).
3. Prototipado. E1 desarrollo incremental del sistema a través de una serie de
prototipos permite que en cada ciclo se fijen los requisitos a cumplir, así
como un mejor conocimiento de los objetivos del sistema y de las
expectativas de los usuarios. Lee y O'Keefe presentan la estructura de
prototipos propuesta por Waterman ( 1986).
Sin embargo, para que la construcción de prototipos sea efectiva es
necesario realizar una validación de los mismos. Para ello tenemos muchas
técnicas, y la elección de la más adecuada dependerá de las características
del sistema, de las características del dominio de aplicación y de la etapa de
desarrollo en que nos encontremos. Así, por ejemplo, en los primeros
prototipos primará la verificación automática del código, posteriormente se
realizarán tests con casos de prueba y tests de Turing. Cuando el sistema
esté más evolucionado se realizarán tests de campo, y cuando el prototipo
constituya un modelo de producción pueden utilizarse técnicas como el
grupo de control y recoger datos para futuras validaciones orientadas al uso.
Todas estas técnicas las veremos con más detalle en apartados posteriores.
4. Implementación y mantenimiento. Una vez hemos desarrollado un prototipo
de un sistema experto tenemos dos posibles opciones: (a) utilizar el prototipo
como una fuente de especificaciones, o(b) más normalmente, evolucionar el
prototipo hasta convertirlo en un sistema de producción implementado.
Una vez el sistema esta operativo se debe monitorizar, se debe
comprobar su concordancia con los requisitos, y se debe documentar la
utilización del mismo en el dominio de aplicación incorporando, si fuera
necesario, los nuevos requisitos de diseño que pue.dan surgir.
El mantenimiento también requiere realizar tareas de validación, lo
que Adrion et al. (1982) denominaban "tests regresivos". Estos tests se
basan en la ejecución de casos antiguos para detectar contradicciones entre
el conocimiento ya existente y el nuevo conocimiento introducidó, y
asegurar de esta forma la robustez del sistema. En muchos ocasioñes los
casos antiguos pueden no tener validez porque los límites del sistema han
cambiado.
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3.5. Estructura del análisis de comportamiento de un sis^ema
experto
Ya hemos mencionado antes que un sistema experto es al mismo tiempo un
software convencional y un modelo del conocimiento humano. La verificación y la
validación de la parte software puede ser realizada siguiendo la metodología de la
ingeniería del software, pero la parte propiamente heuristica del sistema necesita
técnicas particulares.
A pesar de que en la ingeniería del software términos como validación o
verificación están bastante bien definidos, al intentar adaptar estos mismos términos a la
ingeniería de conocimiento el consenso encontrado no es tan grande. Así, a pesar de que
se han hecho intentos para unificar la terminología (Hoppe y Meseguer, 1993), lo
normal es que cada autor desarrolle su propia definición de verificación y validación. A
pesar de las diferencias que podamos encontrar entre las distintas definiciones siempre
existe una parte común que podemos extraer de todas ellas y que intentaremos mostrar
en este apartado.
En primer lugar es importante destacar que, aunque la V&V constituye la
primera y más importante parte del análisis de comportamiento de un sistema experto,
existen también fases posteriores. Así, el análisis de comportamiento puede verse como
una pirámide basada en la verificación y validación, a partir de las cuales se .desarrollan
una serie de actividades que permiten asegurar la calidad del sistema. Esta
representación puede verse en la Figura 3.11 en la que las fases posteriores a la V&V se
han agrupado bajo el término evaluación.
Figura 3.11 Pirámide del análisis del comportamiento de un sistema expertó.
La verificación es, según Boehm (1981), la comprobación de que estamos
construyendo el producto correctamente. A la hora de tratar sistemas expertos ésta
definición se formula de forma distinta, como por ej emplo "comprobar que el sistema
no tiene errores y cumple sus especificaciones iniciales".
La ,validación, también según Boehm (1981), es la comprobación de qué
estamos construyendo el producto correcto. Lo que, expresado en términos de sistemas
expertos quedaría como "comprobar que la salida del sistema sea correcta y que se
cumplen las necesidades y los requisitos del usuario".
Muchos autores incluyen una o varias fases después de la validación,
comúnmente agrupadas bajo el término evaluación, que se encargarian de analizar
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aspectos que van más allá de la corrección de las soluciones finales. Así la evaluación
se encargaría de analizar aspectos como utilidad, robustez, velocidad, eficiencia,
posibilidades de ampliación, facilidad de manejo, etc.
La fase de evaluación es quizá la menos estudiada de las tres, principalmente
porque se supone que para llegar a ella se ha realizado una verificación y una validación
exitosas y el sistema está en sus últimas etapas de desarrollo. Una metodología para la
realización de la evaluación es descrita en (Liebowitz, 1986).
3.6. Resumen
En este capítulo hemos descrito cuáles son las principales características de un
sistema experto y cuáles son los principales problemas a los que tiene que enfrentarse la
ingeniería del conocimiento (adquisición, métodos de representación y mecanismos de
razonamiento). Estos problemas no aparecían, o bien aparecían de forma minimizada,
en la ingeniería del software.
También se hace hincapié en las diferencias existentes entre el software
convencional y los sistemas expertos, que generalmente se agrupan en las siguientes
categorías: estructura, problemas apropiados, estrategias de resolución, naturaleza del
conocimiento empleado y tipo de información utilizada.
A pesar de estas diferencias no es necesario partir de cero, y parte de la
experiencia acumulada en el desarrollo y validación de los sistemas convencionales es
exportable a los sistemas expertos. Las metodologías de construcción de los sistemas
expertos se inclinan sobretodo, hacia las metodologías de desarrollo incremental, entre
las que destaca de nuevo la metodología en espiral de Boehm, pero adaptada a las
cáracterísticas específicas de la ingeniería del conocimiento.
Finalmente se detalla como se estructura el análisis del comportamiento de los
sistemas expertos y en qué consisten las fases que componen dicho análisis
(verificación, validación y evaluación). En los próximos capítulos veremos más en
detalle las fases de verificación y validación.
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4. VERIFICACIÓN DE SISTEMAS EXPERTOS
Aristóteles afirmaba que las mujeres tenían menos dientes que los hombres, aunque
estuvo casado dos veces nunca se le ocurrió verificar su afirmación examinando las
bocas de sus mujeres.
Bertrand Russell (Filósofo y matemático británico. 1872 - 1970)
Hay tres métodos principales para adquirir conocimiento: observación de la naturaleza,
reflexión y experimentación. La observación adquiere hechos, la reflexión los combina y
la experimentación verifica los resultados de la combinación.
Denis Diderot (Enciclopedista y filósofo francés. 1713 - 1784)
Ya hemos comentado .que la verificación pretende comprobar que el sistema
desarrollado cumple sus especificaciones y no contiene errores. La verificación es la
fase más estudiada dentro del análisis del comportamiento de los sistemas expertos y es
la más similar a su homónima dentro de la ingeniería del software. E1 proceso incluye
las siguientes tareas: (a) verificación del cumplimiento de las especificaciones, (b)
verificación de los mecanismos de inferencia, y(c) verificación de la base de
conocimientos.
4.1. Verificación del cump/imíento de las especificaciones
El análisis de las especificaciones puede ser llevado a cabo por los
desarrolladores, los usuarios, los expertos y/o un grupo de evaluadores independientes.
En el software convencional este proceso está cada vez más automatizado con el
advenimiento de las herramientas de ingeniería del software asistida por ordenador
(CASE). Sin embargo, la inclusión de estas herramientas en el ámbito de la ingeniería
del conocimiento es lenta.
Las cuestiones a analizar en este proceso consisten en, según Gonzalez y Dankel
(1993), comprobar si:
• Se ha implementado el paradigma de representación del conocimiento
adecuado.
• Se ha empleado la técnica de razonamiento adecuada. .
• El diseño y la implementación han sido llevados a cabo modularmente.
• La conexión con el software externo se realiza de forma adecuada.
• El interfaz de usuario cumple las especificaciones.
• Las facilidades de explicación son apropiadas para los potenciales usuarios
del sistema.
• Se cumplen los requisitos de rendimiento en tiempo real.
• EI mantenimiento del sistema es posible hasta el grado especificado.
• El sistema cumple las especificaciones de seguridad.
• La base de conocimientos está protegida ante modificaciones realizadas por
personal no autorizado.
La comprobación de errores en el sistema experto debe referirse a cada uno de
sus componentes principales: los mecanismos de inferencia y la base de conocimientos.
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4.2. Verificación de los mecanismos de inferencia
El uso de shells cómerciales ha reducido la dificultad de la verificación de los
mecanismos de inferencia, ya que, se asume que ésta ha sido realizada por los
desarrolladores de la herramienta. La responsabilidad del ingeniero del conocimiento
recae fundamentalmente en la elección de la herramienta apropiada.
Sin embargo, esta asunción de correcto funcionamiento no siempre es cierta
(sobre todo en versiones nuevas de la herramienta). Por ello, para aplicaciones que
trabajan en dominios críticos, el funcionamiento correcto debe verificarse a través de
distintas pruebas.
Muchas veces los problemas con las shells comerciales pueden no ser causa de
errores en su programación. Así, en ocasiones hay que pensar én un desconocimiento
del funcionamiento exacto de la herramierita. Por ejemplo, los procedimientos de
resolución de conflictos o los mecanismos de herencia pueden hacer difícil el
seguimiento del curso exacto de la inferencia. De esta forma, aunque el conocimiento
estático esté verificado, el funcionamiento final del sistema puede no ser el apropiado.
En caso de que decidamos construir nuestros propios mecanismos de inferencia,
será preciso realizar su verificación. Como estamos tratando software convencional
podemos aplicar para su verificación las técnicas vistas cuando hablábamos de la
verificación dentro de la ingeniería del software.
Geissman y Schultz (1988) recomiendan la utilización, siempre que sea posible,
de mecanismos de inferencia certificados, es decir, cuyo funcionamiento correcto se
haya probado. Además en caso de utilizar herramientas comerciales aconsejan realizar
pruebas para comprobar que realmente se comportan como indican en sus manuales.
4.3. Verificación de la base de conocimientos.
La verificación de la base de conocimientos, a diferencia de los mecanismos de
inferencia, es plena responsabilidad del ingeniero del conocimiento. Esta verificación se
basa, generalmente, en el concepto de anomalias. Una anomalía es un uso poco común
del esquema de representación del conocimiento, que puede ser considerado como un
error potencial (existen anomalías que no constituyen errores y viceversa).
La verificación de la base de conocimientos no nos asegura que las respuestas de
nuestro sistema sean correctas, lo que nos asegura es que el sistema ha sido diseñado e
implementado de forma correcta.
La mayoría de los estudios publicados que tratan sobre la verificación de las
bases de conocimientos se refieren a los sistemas basados en reglas, ya que son los más
populares. Por ello en este estudio nos centraremos en dichos sistemas. Esto no quiere
decir que los sistemas construidos según otros paradigmas no necesiten ser verificados o
que su verificación no sea posible. Así, por ejemplo, Cheng (1989) muestra como se
llevaría a cabo la verificación de un sistema experto basado en frames; Shiu et al.
(1997) realizan una verificación formal de un sistema que utiliza reglas y frames; y
Kandelin y O"Leary (1995) realizan la verificáción de un sistema orientado a objetos.
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Aspectos que se suelen examinar a la hora de verificar una base de
conocimientos son la consistencia y la completitud. A continuación veremos una serie
de pruebas que se realizan para comprobar que la base de conocimientos es consistente
y completa. En principio supondremos que los sistemas no manejan incertidumbre,
luego veremos como la inclusión de incertidumbre puede afectar a las pruebas
desarrolladas.
4.3.1. Verificación de la consistencia
La verificación de la consistencia de la base de conocimientos consiste en la
detección de reglas redundantes, reglas conflictivas, reglas englobadas en otras, reglas
circulares y condiciones IF innecesarias. Veamos con un poco más de detalle estos
posibles errores. .
Reglas redundantes
Existen dos tipos de redundancias, por un lado redundancias sintácticas que
ocurren cuando dos reglas tienen las mismas premisas y alcanzan idénticas
conclusiones:
p(x) n q(x) ^ r(x)
q(x) n p(x) -^ r(x)
Por otro lado tenemos redundancias semánticas que ocurren cuando las
premisas o las conclusiones de una regla no son idénticas en la sintaxis, pero ^sí en el
significado.
p(x) n q(x) -^ r(x) = Tormenta
q(x) n p(x) ^ r'(x) = Actividad Eléctrica
Las redundancias semánticas son menos comunes pero más difíciles de detectar
ya que el sistema no advierte que el significado es el mismo a pesar de tener distinta
sintaxis. '
Las redundancias no causan necesariamente problemas lógicos, aunque pueden
afectar a la eficiencia del sistema (Suwa et al., 1982). Sin embargo, los problemas
pueden aparecer cuando, en futuras versiones del sistema, se cambie una regla pero no
la otra.
Reglas conflictivas
Dos reglas son conflictivas cuando sus premisas son idénticas pero sus
conclusiones son contradictorias.
p(x) n q(x) ^ r(x)
p(x) n q(x) ^ -^ r(x)
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No siempre que las premisas de dos reglas sean idénticas podemos decir que ha
ocurrido un conflicto. Así, por ejemplo, si la conclusión es un atributo múltivaluado,
podemos estar estableciendo la probabilidad de aparición de las distintas hipótesis.
También puede suceder que el atributo esté tomando a la vez varios valores (i.e. una
persona puede ser alérgica a varias substancias o haber sido infectada por varios
organismos).
Reglas englobadas en otras
Una regla está englobada en otra si las dos reglas tienen las mismas
conclusiones, pero una de ellas tiene restricciones adicionales en la premisa.
p(x) n q(x) -^ r(x)
p(x) ^ r(x)
En este caso la regla con más restricciones en la premisa está englobada dentro
de la que tiene menos. En las estrategias de resolución de conflicto ŝ entre las reglas se
podría intentar ejecutar primero la regla más específica, y en caso de no ser posible,
ejecutar la regla más general.
Reglas circulares
Un conjunto de reglas es circular si el encadenamiento de las mismas forma un
ciclo, es decir, se comienza por una determinada condición y que al final del
razonamiento volvemos de nuevo a la misma condición.
Los conjuntos de reglas circulares pueden provocar que el sistema caiga en un
bucle infinito dŭrante su ejecución, a no ser que incluya algún mecanismo para evitar
dichos bucles.
Condiciones IF innecesarias
Una condición IF innecesaria existe cuando dos reglas tienen idénticas
cónclusiones, una premisa de una regla está en contradicción con una premisa en la otra
regla y el resto de premisas son equivalentes.
. . p(x) ^ q(X) ^ r(x)
^ p(x) n -^ q(x)-^ r(x)
En este caso las dos reglas pueden resumirse en una sólo conteniendo
únicamente las premisas equivalentes.
p(x) ^ r(x)
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Puede haber situaciones especiales en la que una condición IF innecesaria no
implica necesariamente que se unan las dos reglas. Así por ejemplo el conjunto de ^
reglas
p(x) n q(x) -^ r(x)
, q(x)-^ r(x)
quedaría reducido eliminando la condición IF innecesaria de la primera regla pero
manteniendo intacta la segunda regla:
p(x) -^ r(x)
^ q(x)-^ r(x)
4.3.2. Verificación de la completitud
Muy a menudo, el proceso de adquisición de conocimiento a partir de fuentes de
experiencia no es completo,, lo que puede producir "huecos" en el conocimiento
adquirido. Existen una serie de situaciones típicas que pueden ser indicativas de un
"hueco" en la base de conocimientos como son valores no referenciados de atributos,
valores ilegales de atributos, reglas inalcanzables o reglas "sin salida". Veamos estas
situaciones más en detalle. ^
Valores no referenciados de atributos
Esta situación ocurre cuando algunos valores, del conjunto de posibles valores
de un atributo, no son cubiertos por la parte IF de ninguna regla. Por ejemplo, si
tenemos el atributo Temperatura cuyo rango de posibles valores es {"alta", "normal",
"baja"} y los valores "alta" y"normal" aparecen en la parte IF de alguna regla, pero no
ocurre así con el valor "baja".
Un atributo parcialmente cubierto puede impedir que el sistema alcance una
conclusión o puede provocar conclusiones erróneas cuando el valor no cubierto aparece
en al ejecución. Este error puede indicar la falta de alguna regla en la base de
conocimientos.
Valores ilegales de atributos
Esta situación ocurre cuando una regla referencia valores de atributos que no
están incluidos en el conjunto de valores válidos para ese atributo. Por ejemplo, si el
conjunto de valores válidos de Temperatura es {"alta", "normal", "baja"} y
encontramos condiciones del tipo Temperatura ="muy alta" o Temperatura ="algo
baja", tanto en premisas como en conclusiones.
Este error es causado, generalmente, por equivocaciones en la escritura, aunque
también puede ser indicativo de que el conjunto de valores válidos del atributo es
incompleto.
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Reglas inalcanzables
En un sistema de producción que utiliza una búsqueda regresiva, una regla es
inalcanzable si la conclusión de la regla no aparece en el objetivo a buscar y no aparece
en la condición IF de otra regla. Por ejemplo la regla "IF Temperatura > 37 THEN
Fiebre" sería inalcanzable si "Fiebre" no aparece en el objetivo buscado ni en la
condición IF de otra regla.
En caso de que el razonamiento fuese progresivo, la regla sería inalcanzable si
sus premisas no pueden ser obtenidas del exterior (por ejemplo, preguntándole al
usuario) y no aparecen como conclusión de ninguna regla. Siguiendo con el ejemplo
anterior, la regla "IF Temperatura > 37 THEN Fiebre" sería inalcanzable si el valor de
"Temperatura" no puede ser actualizado desde el exterior, ni aparece como conclusión
de alguna otra regla.
Esta situación puede afectar a la efi ĉ iencia del sistema pero nunca a su salida (ya
que la regla con la conclusión inalcanzable nunca será disparada). Una causa muy
común de este tipo de situaciones son errores en la terminología. Así, por ejemplo, la
conclusión "Fiebre" podría aparecer en la parte IF de una regla de la siguiente forma:
IF Temperatura_Elevada THEN ...
en donde los términos "Temperatura_Elevada" y"Fiebre" son sinonimos para el
experto, pero no para el sistema experto.
Reglas "sin salida"
Esta situación es la inversa a la vista en el punto anterior. Una regla inalcanzable
para un razonamiento regresivo es una regla "sin salida" para un razonamiento
progresivo. De la misma forma una regla inalcanzable para un razonamiento progresivo
es una regla "sin salida" para un razonamiento regresivo.
Así, si la regla "IF Temperatura > 37 THEN Fiebre" era inalcanzable para un
razonamiento regresivo porque "Fiebre" no aparecía ni en la conclusión, ni en la parte
IF de otra regla. Si buscamos de forma progresiva, la línea de razonamiento llegaría a
un punto sin salida al ejecutar esta regla ya que, después de concluir "Fiebre" no existen
posibilidades para continuar con dicha línea razonamiento.
4.3.3. Influencia de las medidas de incertidumbre
Las reglas vistas hasta ahora para verificar la consistencia y la completitud son
válidas siempre y cuando los sistemas no incluyan incertidumbre. En caso de que si
exista dicha incertidumbre la validez de las pruebas queda en entredicho, ya que como
veremos situaciones normales pueden ser tomadas como errores.
En sistemas que pretenden medir incertidumbres o grados de asociación
(utilizando factores de certeza, probabilidades bayesianas o cualquier otro método) es
importante verificar que estos valores son consistentes, completos, correctos y no
redundantes. Esta tarea se realiza, en primer lugar, asegurándonos de que cada regla
incluye un factor de incertidumbre, y que estos factores cumplen los aspectos de la
teoría en la que se basan.
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La búsqueda de anomalíás en los factores de un sistema experto es un proceso
que no ha recibido mucha atención por parte de los investigadores, quizá debido al
limitado número de sistemas expertos que hacen un uso extensivo de las medidas de
incertidumbre. Un ejemplo de verificación de este tipo es el trabajo que O'Leary (1990)
desarrolló en sistemas que seguían el esquema bayesiano.
El modo en que el uso de medidas de incertidumbre también puede afectar a la
realización de los tests de consistencia y completitud puede verse en los siguientes
ejemplos (Nguyen et al., 1987):
• Redundancia: Si antes la redundancia no afectaba a la salida del sistema
ahora puede causar graves problema ya que, al contar la misma información
dos veces, su pueden modificar los pesos de las conclusiones.
,
►
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• Reglas englobadas en otras: Esta situación puede no ser errónea ya que las
dos reglas pueden indicar la misma conclusión pero con distintas confianzas.
La regla englobada sería un refinamiento de la regla más general para el caso
de que tengamos más información.
• Condiciones IF innecesarias: Igual que en el caso anterior, una condición IF
innecesaria puede utilizarse para variar la confianza en la conclusión final.
• Reglas circulares: Pueden existir casos en los que la utilización de medidas
de incertidumbre rompan la circularidad de. un conjunto de reglas. Por
ejemplo, si el factor de certidumbre de una conclusión implicada en el ciclo
cae por debajo de un umbral (normalmente entre -0.2 y 0.2) se considera que
el valor de la conclusión es "desconocido" y el ciclo se rompe.
• Reglas "sin salida ": La detección de este tipo de reglas se complica con la
introducción de incertidumbre. Así, una regla puede convertirse en una regla
"sin salida" si su conclusión tiene una certidumbre por debajo del umbral en
el cual un valor se considera "conocido". Por ejemplo, la siguiente cadena de
reglas _
RI R2 R3
A^B^C ^, -^D
podría parecer válida, sin embargo si A se conoce con total certidumbre, el
factor de certeza de D después de un razonamiento progresivo sería 0.4 x 0.7
x 0.7 = 0.196 (menor que 0.2) con lo que el valor de D sería "desconocido" y
la línea de razonamiento acabaría en un punto "sin salida".
• Reglas inalcanzables: de forma similar al ejemplo anterior pueden existir
reglas que, por causa de los factores de certeza, se convierten en
inalcanzables. Si consideramos el siguiente conjunto de reglas
r,.
^:.
^
^.
,
,
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la regla R2 sería inalcanzable en un razonamiento progresivo (aunque su
premisa aparece en la conclusión de otra regla) porque el valor de B cae por
debajo del umbral de 0.2.
4.4. Verificación dependiente o independiente del dominio
El tipo de verificación que hemos visto hasta ahora se denomina independiente
del dominio porque no es específica de ningún dominio en particular. Se basa, como
hemos visto, en una detección de anomalías que pueden ser errores o no. Esta búsqueda
de anomalías se realiza normalmente a través de aproximaciones heurísticas.
Sin embargo, existe un tipo de verificación que es. dependiente del dominio
(O'Keefe y O'Leary, 1993). Este tipo de verificación emplea metaconocimiento del
dominio para examinar la base de conocimientos. El metaconocimiento se define como
el conocimiento que el sistema tiene acerca de su propia estructura.
El primer ejemplo, y también el mejor conocido, de esta técnica aparece con los
trabajos de Davies (1976) en TEIRESIAS, un sistema que se encargaba de verificar la
introducción de conocimiento nuevo en el sistema experto MYCIN.
Un ejemplo de la verificación dependiente del dominio sería la siguiente: nuestro
metaconocimiento nos puede indicar las características del salón de una casa. E1 proceso
de verificación puede detectar que el salón está incompleto si no hemos puesto un sofá,
pueden existir redundancias si hemos puesto más de un sofá, puede haber
incorrecciones si hemos puesto el lavabo en la sala y pueden existir inconsistencias si
ponemos un sofá y una silla, y a ambos los denominamos "sofá". Como vemos, todo el
proceso de validación se basa en el conocimiento previo que tenemos sobre como
debería ser un salón.
La verificación independiente del dominio se ^ encuentra, frecuentemente,
incluida en los procesos y herramientas de adquisición del conocimientos (recordar que
TEIRESIAS se incluía en el capítulo 3.2.1 como un programa inteligénte de edición
para la adquisición de conocimiento, otros ejemplos aparecen en (Boose y Bradshaw,
1987) y (Gaines, 1987)).
Sin embargo, a pesar de las ventajas evidentes que supone utilizar
metaconocimiento en la verificación, existen una serie de inconvenientes que limitan su
aplicación práctica: ^
• E1 metaconocimiento tiene que ser verificado (ya que también es
conoĉ imiento).
El metaconocimiento puede no ser estable, o puede no ser práctico
actualizarlo con frecuencia.
• En general, el desarrollo de una aproximación dependiente del dominio
puede ser bastante costosa debido a los costes de adquirir y mantener el
^metaconocimiento.
;i
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Por estas razones la mayoría de los sistemas se verifican con una ^aproximación
independiente del dominio.
4.5. Herramientas
De las distintas fases que componen el análisis del comportamiento de un
sistema experto, la fase de verificación es en la que ha conseguido un mayor grado de
automatización mediante distintos tipos de herramientas. Dentro de estas herramientas
de verificación podemos establecer dos grupos: las dependientes y las independientes
del dominio.
4.5.1. Herramientas dependientes del dominio .
Dentro de las herramientas dependientes del dominio destacamos el ya
nombrado TEIRESIAS (Davies, 1976). Esta herramienta era capaz de. identificar errores
en la base de conocimientos y corregirlos mediante la modificación, adición o borrado
de reglas. En versiones posteriores TEIRESIAS era capaz de corregir interacciones
incorrectas entre las reglas, comprobar la ŝintáctica y la semántica, generar
explicaciones de los sistemas de razonamiento y comparar los resultados del sistema
contra las conclusiones alcanzadas por un experto del dominio. Esto hacía de
TEIRESIAS una bueria herramienta para el desarrollo incremental. de la base^ de
conocimientos. Sin embargo tenía el inconveniente de que requería que los mecanismos
de razonamiento fueran funcionales antes de empezar con los tests.
Otra herramienta dependiente del dominio es EVA (Expert systems Validation
Associate) desarrollada por Stachowitz y Combs (1987). EVA interactúa con shells
estándar de sistemas expertos, como KEE, de forma que los hechos y las reglas son
trasladados al formato de EVA, el cual se encarga de verificarlos utilizando un
algoritmo de chequeo de estructuras y el metaconocimiento previamente desarrollado.
Así, por ejemplo, si tenemos las reglas
R 1: HUMANO(x) -^ MORTAL (x)
R2: PERSONA(x) -^ MORTAL (x) ^
y el metaconocimiento
M 1: SINÓNIMO (HUMANO, PERSONA)
EVA detectaría las reglas R 1 y R2 son equivalente por lo que una de ellas podría ser
eliminada.
Uno de los principales problemas de EVA es el control del la base de
metaconocimientos, ya que puede darse el caso de que su tamaño sea incluso mayor que
el de la propia base de conocimientos.
4.5.2. Herramientas independientes del dominio.
La mayoría de las herramientas de verificación éxistentes son independientes del
domino, ya que analizan la estructura de la base de conocimientos sin tener en cuenta el
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dominio en el que estamos trabajando. Estas herramientas suelen convertir la base de
conocimientos en una representación independiente (mediante tablas o grafos) a partir
de la cual se buscan las posibles anomalías.
Entre los primeros trabajos de verificación independiente del dominio podemos
destacar el Rule Checker Program (RPC) desarrollado por Suwa et al. (1982) como un
asistente para la verificación de la base de conocimientos de ONCOCIN (un sistema
experto sobre medicina oncológica). Una de las principales contribuciones de este
programa es que permite realizar la verificación a medida qué el sistema experto se va
desarrollando. RPC analiza la base de conocimientos a partir de una tabla de decisión en
la que se muestran todas las posibles combinaciones de valores que pueden tomar los
atributos de condición y los relaciona con los correspondientes valores que concluiría el
sistema. La herramienta ESC (Expert System Checker) de Cragun y Steudel (1987)
también utiliza tablas de decisión.
Otro trabajo importante es el desarrollado por Nguyen et al. (1987) con la
herramienta CHECK. Esta herramienta está preparada para trabajar con la shell LES
(Lockheed Expert System) y es una extensión del trabajo realizado por Suwa ét al.
(1982). CHECK incluye muchos criterios para la validación de las reglas y realiza
tablas y gráficos de dependencias para mostrar las interrelaciones entre las distintas
reglas.
Un ejemplo de tablas y gráficos de dependencia puede verse en la Figura 4.1. En
ella tenemos en primer lugar una serie de reglas iniciales (sin ciclos) y una meta. Si
variamos ligeramente las reglas 2 y 3 vemos que aparecen una serie de dependencias
que indican la presencia de ciclos (marcadas con *2 y*3). Estos ciclos se detectan
construyendo un grafo a partir de la tabla de dependencia que representa la
interacciones entre las reglas y detectando ciclos en dicho grafo.
Reglas iniciales y meta Refinamientos de las reglas
R1:AnX-^Z R4:R-^X R2a:AnBnC-^A
R2:BnC^A
R3:D->C
R5:S^X R3a:AnD^C
M1: determinar Z
(a) (b)
THEN
R1 R2 R3 R4 R5
R1 * * *
R2 *2 *
IF R3 *3
R4 ^
R5
M1 *
(c) (d)
Figura 4.1 Tablas ^^ grafos de dependencias: (a) corrjr^nto de reglas irriciales y meta a br^scar, (b)
refinamientos posteriores de las reglas R2 y R3, (c) tabla de dependencias (^ y^ son el
resultado de refinar las reglas RZ ^^ R3), (d) grafo de dependencias mostra^rdo en pu^rteado
los ciclos yue surgen a! nrodificar las reglas RZ v R3.
Como mejora a los métodos basados en tablas tenemos la herramienta COVER
(Preece et al., 1992). Esta herramienta construye, directamente de las reglas, un grafo
ss
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que las representa. La ventaja de esta técnica es que permite detectar anomalías entre
numerosas reglas, y no sólo entre pares de reglas como es común en las aproximaciones
basadas en tablas.
Otro avance lo representa la herramienta KB-Reducer (Ginsberg, 1988). En esta
herramienta las reglas son transformadas en una representación basada en la lógica y
para cada hipótesis se describe una etiqueta que contiene las condiciones bajo las cuales
la hipótesis considerada es cierta. A medida que se van generando las distintas etiquetas
se comprueba la redundancia, las contradicciones y la inconsistencia del sistema.
Teóricamente, KB-Reducer puede detectar todas las potenciales contradicciones en una
base de reglas (basada en objetos, atributos y valores) para un mecanismo de inferencia
que cumpla: (1) es monótono, (2) no utiliza una estrategia de resolución de conflictos, y
(3) es dirigido por los datos, en el sentido en que todos los datos requeridos están en la
memoria de trabajo.
En un intento de realizar menos supuestos en cuanto a los mecanismos de
inferencia y de resolución de conflictos, aparecen una serie de herramientas que hacen
uso de laŝ redes de Petri. Dentro de esta técnica incluimos los trabajos de Shiu et al.
(1997) y de Wu y Lee (1997) como artículos más recientes; también son comúnmente
referenciados los trabajos de Agarwal y Tanniru (1992), Liu y Dillon (1991) y Pipard
(1988). Una de las veñtajas del empleo de las redes de Petri es que permite analizar las
relaciones temporales entre las reglas, sin embargo, tienen el inconveniente de que la
conversión de una base de reglas a una red de Petri no es una tarea trivial. Una
introducción sobre las redes de Petri en la informática puede encontrarse en (Silva, 85).
Otra herramienta a destacar sería Validator, de Kang y Bahill (1990) que emplea
medidas estadísticas para encontrar errores en la base de conocimientos después de la
ejecución de una serie de casos de prueba. Así, por ejemplo, se registran las ejecuciones
de las distintas reglas y se detecta si existe alguna una regla que no se haya ejecutado
nunca (o alguna que se haya ejecutado siempre) para todos los casos del tests. Este tipo
de reglas probablemente sean errores.
El principal problema que se le achaca a las herramientas de verificación de
bases de conocimientos, es que suponen una serie de condiciones muy simplificadas
para que su funcionamiento sea efectivo, como por ejemplo:
• Tamaño reducido: Los métodos descritos por las distintas herramientas
suelen ser adecuados cuando el número de reglas no es muy elevado. A1
aumentar el número de reglas puede producirse una explosión combinatoria
que reduciría drásticamente la eficiencia de la herramienta. Ginsberg destacó
que su herramienta, KB-Reducer, pasaba de tardar 40 sg. con una base de
conocimientos de 50 reglas a tardar 10 horas con otra de 370 reglas. Para
evitar este problema se han desarrollado técnicas como la partición de la
base de reglas, como se hizo en ESC, o el uso de heurísticas, comó en la
herramienta COVER.
• Bases de reglas no estructuradas: La mayoría de las herramientas de
verificación suponen que la base de reglas es plana y que la ejecución de las
reglas se hace mediante una estrategia progresiva o regresiva pero sin tener
en cuenta otras estructuras de control. Sin embargo, los dominios complejos
y poco estructurados en los que se pretenden desarrollar sistemas expertos
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suelen obligar a la inclusión de sofisticadas capacidades de control que, la
mayoría de las veces, no son contempladas por ninguna herramienta de
verificación.
• No inclusión de la incertidumbre: Como hemos visto anteriormente la
inclusión de medidas de incertidumbre puede provocar que, situaciones que
antes considerábamos anómalas, ahora sean perfectamente válidas. Sin
embargo son pocos los trabajos que se encargan de verificar bases de
conocimientos en presencia de incertidumbre. Entre ellos podemos destacar
el trabajo de Wilkins y Buchanan (1986)
Para más información sobre las herramientas de verificación y su comparación
se pueden consultar los trabajos de Murrell y Plant (1997), Gupta (1993) y López et al.
(1990).
4.6. Resumen
En este capítulo se ha realizado una pequeña introducción a la verificación de los
sistemas expertos. La fase de verificación trata de comprobar que el sistema se ha
desarrollado correctamente desde tres puntos de vista: verificar el cumplimiento de las
especificaciones, verificar los mecanismos de razonamiento y verificar la base de
conocimientos.
La verificación del cumplimiento de las especificaciones incluye la
comprobación de si el paradigma de representación del conocimiento es adecuado, si la
técnica de razonamiento es adecuada, si el diseño y la implementación han sido llevados
a cabo modularmente, etc.
La verificación de los mecanismos de inferencia ha reducido su dificultad en los
últimos años con el empleo de shells comerciales y motores de inferencia certificados.
Esto hace que la importancia de la fase de verificación recaiga sobre la base de
conocimientos.
Existen muchas técnicas para comprobar que la consistencia y la completitud de
una base de conocimientos (sobre todo aquellas basadas en reglas). Estas técnicas se
han implementado en muchas herramientas (dependientes o independientes del
dominio), pero siguen-teniendo el inconveniente de necesitar que la estructura de la base
de conocimientos no sea demasiado compleja.
Después de esfa introducción a la fase de verificación, el tema siguiente detalla
de forma más exhaustiva la fase de validación de los sistemas expertos.
68
5. Aspectos generales de /a validación dé sistemas expértós
, . ,,,,xi; • ^
5. ASPECTOS GENERALES DE Li4 VALIDACION^ DE SISTEMAS
EXPERTOS ^
Los errores de los arquitectos se tapan con flores.
los de los cocineros, con salsas.
Los de los médicos..., con tierra.
Anónimo
Ya hemos mencionado que la validación consiste en comprobar si estamós
construyendo el producto correcto; es decir, comprobamos si los resultados del sistema
son correctos, y si se cumplen las necesidades y los requisitos del usuario.
La comprobación sobre la validez de los resultados del sistema se dénomina
validación orientada a los resultados (Lee y O'Keefe, 1994). Su objetivo es comparar
el rendimiento del sistema con un rendimiento esperado (proporcionado pór una
referencia estándar o por expertos humanos), y comprobar que el sistema alcanza un
nivel que se considera aceptable.
Por otro lado la validación orientada al uso, se centra en cuestiones que hacen
referencia a la relación hombre-máquina, más allá de la corrección de los resultados
obtenidos por el sistema. Este tipo de validación se suele referenciar en la literati^ra con
el término assessment .(O'Leary, 1987), que en castellano podríamos traducir como
valoración.
En la validación orientada al uso se analizan aspectos como la facilidad de
utilización del sistema, la calidad del diálogo hombre-máquina, la calidad de la
implementación, la adecuación y la eficiencia del hardware, etc. Podemos encontrar
listas de otros posibles criterios en (Riedel y Pitz, 1986) o(Adelman, 1991 a).
Algunos autores, como Liebowitz (1986), no consideran ésta divi ŝión en la
validación, sino que presuponen que la fase de validación se orienta únicamente ha ĉia la
corrección de los resultados. En este caso la validación orientada al uso se incluiría
dentro de la fase de evaluación. Liebowitz también propone una metodología
denominada AHP (Analytical Hierarchy Process) para realizar la validación orientada al
uso.
Normalmente la validación orientada a los resultados constituye uri prerrequisito
para la realización de úna validación orientada al uso. Así, si un sistéma no presénta un
rendimiento aceptable (o al menos indicaciones de que el rendimiento mejorar'á en uñ
futuro al incluir mejoras en el desarrollo), los aspectos concernientes a^ la validación
orientada al usó son irrelevantes. Por éste motivo en este trabajo nos céntramos
básicamente en el estudio de la validación orientada a los resultados a la que, a partir de
ahora, denominaremos simplemente como "validación".
Antes de describir una metodología determinada es necesarió describir cuales
son las características principales del proceso de validación. Al respecto destacarémos
las siguientés:
• Personal involucrado en la validación.
• Partes del sistema a validar.
• Datos utilizádos en la validación.
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• Criterios de validación. ^
• Momento en el que se realiza la validación
• Métodos de validación
• Errores cometidos en la validación.
5.1. Personal involucrado en la validación
Una cuestión importante a determinar en todo tipo de validación es quién va a
llevarla a cabo (Figura 5.1). El primer elemento a considerar es el ingeniero de
conocimiento que ha desarrollado el sistema, ya que es quien mejor conoce las
características del sistema experto. Sin embargo, incluir al ingeniero del conocimiento
en el proceso puede afectar a la objetividad del mismo (ha dedicado mucho esfuerzo en
el desarrollo del sistema y puede sentirse inclinado a sobrevalorar los resultados del
mismo). De todas formas, en la validación siempre es necesaria la presencia de una
persona que tenga un conocimiento amplio del sistema, aunque no sea su constructor.
Ingeniero del
conocimiento
^ ^.s , - _ _. _ ^ ^_:^,
Experto
humano
Validación del
sistema
Figura 5.1. Personal involucrado en la validación de un sistema experto.
Evaluadores
independientes
Usuarios
finales
También es necesario contar con expertos humanos. Como veremos, el método
básico para realizar la validación es el análisis de casos de prueba ya resueltos. Estos
casos habrán sido analizados también por expertos humanos con los que podremos
estudiar las discrepancias encontradas. Gerieralmente es conveniente que los expertos
que participen en la validación no sean los mismos que colaboran en el desarrollo del
sistema. Con esta medida se intenta conseguir que el conocimiento del sistema se
adecúe al de un consenso de expertos (y no sólo al conocimiento del experto
colaborador en el diseño). No obstante, el tiempo de los expertos humanos es muy
valioso, por lo que puede ser complicado contar con un amplio número de ellos para
realizar una validación amplia y exhaustiva.
Debido a la necesidad de independencia en la validación surgió la idea de hacer
recaer todas las responsabilidades en un grupo de expertos independiente (que O'Keefe
y O'Leary (1993) denominan "terceros expertos"). Sin embargo, si el constructor del
sistema podía sobrevalorar el mismo, el uso de una grupó de validación totalmente
independiente puede provocar el efecto contrario (Buchanan y Sliortliffe, 1984). Esta
situación es la que Chandrasekaran (1983) describió como la "falacia del superhombre":
se le exige más al sistema experto de lo que se le exigiría a un experto humano
(teniendo en cuenta que el conocimiento del sistema experto es simplemente un modelo
del conocimiento de los expertos humanos). También pueden aparecer problemas si los
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evaluadores no aceptan fácilmente la utilización de sistemas expertos en su área de
trabajo, o si la solución propuesta pertenece a una "escuela de pensamiento" diferente a
la suya. Como veremos posteriormente, para evitar subjetividades en el proceso de
validación, se pueden llevar a cabo lo que se denominan "estudios ciegos".
Los usuarios finales del ŝistema también pueden participar en el proceso de
validación; sin embargo, puede ocurrir que la experiencia de los mismos no séa
suficiente para realizar la validación del sistema experto. ^Por ello generalmente su labor
se destina a una validación orientada al uso.
5.2. Partes del sistema a validar
Nuestro principal objetivo es lograr que los resultados finales del sistema
experto sean correctos. Sin embargo, también puede ser interesante analizar si los
resultados intermedios del sistema son correctos o si el razonamiento seguido hasta dar
con la solución es apropiado.
La validación de los resultados intermedios puede ser interesante porque los
resultados finales dependen de ellos. Así, el. análisis de dichos resultados intermedios
nos da una descripción del funcionamiento interno del sistema y nos permite una rápida
corrección de los errores cometidos.
También puede resultar apropiado validar las estructuras de razónamiento; es
decir, comprobar que el sistema alcanza la respuesta correcta por las razones correctas
(Gaschnig et al., 1983). Un proceso de razonamiento incorre ĉto puede provocar errores
cuando queramos ampliar nuestra base de conocimientos (Chandrasekaran, 1983). En
este caso lo que se pretende es emular el proceso de razonamiento que realizan los
expertos humanos. De esta forma los usuarios del sistema encontrarán más agradable su
utilización al seguir una iínea lógica a la hora de plantear las cuestiones.
Para ver estas cuestiones con más claridad consideremos el siguiente ejemplo:
sea un paciente en una unidad de cuidados intensivos, en la cual estamos monitorizando
constantemente sus datos gasométricos. Además contamos con las características del
contexto particular de su caso. Con estos datos intentamos hallar el estado de su balance
ácido-base a través de un sistema experto. En la Figura 5.2 vemos que, ante un caso
determinado, se ha producido un error y el resultado no es el esperado.
Paciente
................................................................
.................................................................
Resultado
^Balance ácido-base)
ACIDOSIS METABÓLICA
^
Valor esperado
ACIDOSIS METABÓLICA Y
RESPIRATORIA
Figura 5.2. Las conclusiones finales del sistema sobre el "Balance ácido-base" no son correctas.
Analizando los resultados intermedios vemos que el error era debido a un falló
en la interpretación del pC02 debido a que había una errata en una de las reglas que
determina el estado del pC02 (Figura 5.3).
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IF pC02 > m mmHg THEN Estado pC02 = ALTO
u
IF pC02 > 46 mmHg THEN Estado_pC02 = ALTO
:.................................................................................................................................................:...................
SISTEMA EXPERTO
Gasometrías
pC02 = 48 mmHg
pH = 7.32
[HC03]-= 17 mg ^ ^ Razonamiento
Contexto previo
Resultados intermedios
'-Estado_pC02 =
^ Alto
"Estado_pH = Bajo ^
Estado_HC03 = Bajo
No presenta fallo
renal
:....................................................................................................................................................................:
Resultado
(Balance ácido-base)
ACIDOSIS METAB6LICA Y
Figura 5.3. El error en la conclusiones. finales era debido a que uno de los resultados intermedios
(Estado_PCO^ se interpretába de forma errónea (se interpretaba como normal cuando
debía interpretarse como alto).
Corregido el error las conclusiones del sistema son correctas: Sin embargo, si
analizamos los procesos de razonamiento empleados vemos que en la determinación del
estado del [HC03]- no se ha tenido en cuenta el hecho de que el paciente .presente o no
"Fallo Renal". La presencia de fallo renal puede alterar los valores "normales" del
[HC03]-, si en nuestro estudio no aparece ningún caso con esta enfermedad el sistema
parecerá funcionar perfectamente, pero sus conclusiones serán erróneas en el momento
que aparezca un paciente con fallo renal (Figura 5.4). .
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SISTEMA EXPERTO
Gasometrías
pC02 = 48 mmHg
pH = 7.32 Estado pC02 = Alto[HC03]-= 17 mg ^ ^ Razonamiento^
_
^"^ Estado_pH = Bajo
0 Contexto previo 1 Estado_HC03 = Bajo^i .^ i J.
No presenta fallo
renal
............................:.................................................................................................................................... ^
IF [HC03]- < 18 mg ^ ^ THEN Estado_HC03 = BAJO
u
IF (([HC03]- < 18 mgii) and (no Fallo Renal)) or
(([HC03]- < 16 mg i i) and ( Fallo Renal))
THEN Estado_HC03 = BAJO
Resultado
(Balance ácido-base)
ACIDOSIS METABÓLICA Y
RESPIRATORIA
Valor esperado
ACIDOSIS METABÓLICA Y
RESPIRATORIA
RESPIRATORIA
Valor esperado
ACIDOSIS METABÓLICA Y
RESPIRATORIA
Figura 5.4. Los resultados son correctos pero en la determinación del estado del [HCOjJ- no se há
tenido en cuénta la presencia de fallo renal(para un paciente con fallo renal un [HCO3J-
de 17 mg /Z sería normal y no bajo.) ^
Con este sencillo ejemplo liemos visto como el análisis de los resultados
intermedios puede ayudar a la detección de errores en las conclusiones finales, y como
una estructura de razonamiento inadecuada (en este caso incompleta) puede . parecer
correcta pero dar problemas cuando el ámbito de trabajo se amplía (aparecen pacientes
con fallo renal). ;
5.3. Datos utílizados en la validacíón
El uso de casos de prueba es el método más ampliamente utilizado para la
validación de sistemas expertos. En un mundo ideal contaríamos con una gran cantidad
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de casos que representarían un rango completo de problemas, y que son analizados por
una serie de expertos. En la realidad, desafortunadamente, c^ muy común no disponer
más que de un número reducido de casos y con poco expertos que nos ayuden a
analizarlos. Para que una muestra de casos sea susceptible de ser aceptada en un proceso
de validación debe cumplir dos propiedades fundamentales: cantidad y
representatividad.
E1 número de casos empleados en la validación tiene que ser suficiente para que
las medidas de rendimiento que obtengamos sean estadísticamente significativas
(Chandrasekaran, 1983). Ante esto podemos plantearnos un método muy sencillo de
captura de datos: ir recogiendo todos los casos que podamos hasta que tengamos un
número suficiente de ellos.
.
No obstante hay que considerar otra característica de la muestra como es su
representatividad. No sólo hay que capturar un número elevado de casos, sino que éstos
deber ser representativos de los problemas comunes a los que se va a enfrentar el
sistema experto. Chandrasekaran (1983) aconseja que aquellos problemas que resuelva
el sistema experto deben aparecer representados en los casos de prueba. O'Keefe et al.
(1987) destacan que la cobertura de los casos es mucho más importante que su número,
y que los casos deben representar con fiabilidad el dominio de entrada del sistema. El
dominio de entrada está constituido por aquellos casos que son susceptibles de ser
tratados por el sistema experto, cuanto mayor sea el dominio de entrada más compleja
se hace la validación del sistema. ^
Para intentar mantener la representatividad de los datos se suelen emplear
muestreos estratificados. Así, por ejemplo, supongamos que tenemos un sistema experto
médico a partir del cual pretendemos obtener tres posibles diagnósticos: A, B y C.
Revisando la historia clínica comprobamos que en este tipo de clasificaciones el
diagnóstico A ha aparecido el 80 % de las veces, B el 15 % y C el 5%. De esta forma,
si nuestra muestra está compuesta por 200 casos, 160 de ellos deben pertenecer al
diagnóstico A, 30 al diagnóstico B y 10 al diagnóstico C.
Aunque el procedimiento de muestras estratificadas pueda parecer válido, su
utilización también ha sido objeto de controversias. Así, O'Leary (1993), presenta el
ejemplo de los sistemas expertos que analizan las probabilidades de bancarrota en
firmas comerciales estadounidenses. En un año se producen sólo entre un 3 y un 5% de
bancarrotas, lo que significa que en una muestra estratificada una cantidad cercana al
96% lo constituirán casos pertenecientes a firmas comerciales que no han sufrido una
bancarrota. Esta inundación de casos puede provocar que el sistema obtenga tasas de
acierto elevadas aún cuando sus . capacidades para predecir una bancarrota no sean
adecuadas. En tales casos puede resultar adecuado establecer una muestra equilibrada,
en la que el número de casos de bancarrota sea similar al número de casos en los que no
se ha producido una bancarrota.
También puede ocurrir que el experto esté interesado en comprobar la respuesta
del sistema ante casos extraños y complejos que, si empleáramos una muestra
estratificada, aparecerían en una proporción minúscula. En tal caso la muestra debe
variarse par.a acoger un número representativo de casos del tipo especificado.
Otro problema que puede aparecer es que no sea posible disponer de casos de
prueba para validar el sistema. Hay que recordar que en la validación siempre es
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aconsejable no utilizar aquellos casos que se han utilizado en el diseño del sistema ya
que, previsiblemente, el sistema habrá sido adaptado para tratar estos casos
adecuadamente.
Una solución a la carencia de casos es la utilización de casos sintéticos, es decir,
casos generados artificialmente por los expertos. El problema con esta aproximación es
que demanda una considerable objetividad por parte de los validadores, ya que siempre
es una tentación generar casos que resalten los puntos fuertes del sistema.
A pesar de todos los problemas comentados, el estudio de casos de prueba
resulta adecuado para la validación de sistemas expertos porque se adapta perfectamente
a los métodos de desarrollo incremental. Podemos partir de un conjunto de casos
limitado para realizar la validación de las primeras etapas de desarrollo y, a medida que
el sistema se vaya ampliando y se de^sarrollen nuevas funcionalidades, podemos
capturar nuevos casos de prueba para validár las nuevas capacidades del sistema.
Después de una modificación importante podemos volver a analizar casos ya resueltos
para comprobar si algún efecto lateral ha provocado errores que, antes de la
modificación, no aparecían.
5.4. Criterios de validación
La casuística empleada en la validación del sistema debe incluir dos tipos de
datos: por un lado las características de cadá caso en particular y, por otro lado, un
criterio que permita identificar el tipo de caso que estamos tratando. Siguiendo con el
ejemplo del apartado 5.2, la casuística de validación incluiría como características de
cada caso los valores del pH, del pC02, del [HC03]- y la presencia o nó de fallo renal.
Como criterio identificativo de cada caso en particular se incluye una etiqueta que
asocia cada caso con la categoría a lá que pertenece (como por ejemplo "acidosis
metabólica y respiratoria).
El proceso de validación se haría de la siguiente manera (Figura 5.5):
1) Se obtiene la casuística de validación.
2) Los datos de la casuística son pasados al sistema experto que se encarga de
interpretarlos.
3) Los resultados . del sistema y el criterio de validación que acompaña a los
datos sirven de entrada para un proceso de validación en el que se analizará
el rendimiento del sistema experto.
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Casos de
prueba
Caso pH pC02 HC03 FalloRenal
1 7.32 48 17 NO
2 7.36 43 18 SI
^ n.;. 7.50 40 25 NO
Caso Diagnóstico
Balance ácido=base.
1 Acidosis reŝpiratoria y
metabólica
2 acidosis res irátoria
n Alcalosis metabólica
^ Caso Diagnóstico
Balance ácido-base
1 Acidosis respiratoria y
metabólica
2 Normal
n Alcalosis metabólica
Resultados de la
validación
Porcentajé de aciertos = XX %
Casos totales = n
Figura S. S. Proceso de validación a partir de casos de prueba: (1) Obtención de la casuística, (2)
obtención de los resultados del sistema y(3) proceso de validación en el que se comparan
los resultados del sistema con el criterio de validación..
Aunque el proceso pueda parecer sencillo existe un inconveniente importante:
^qué utilizamos como criterio de validación?, ^quién asocia cada caso de prueba con
una categoría diagnóstica en particular?. Podemos diferenciar dos tipos de validación
atendiendo al tipo de criterio establecido: validación contra el experto y validación
contra el problema (Gaschnig et al., 1983).
5.4.1. Validación contra el experto
La validación contra el experto consiste, básicamente, en utilizar las opiñiones y
los diagnósticos de expertos humanos como criterio de validación. Este tipo de
validación es la más comúnmente empleada en los sistemas inteligentes, después de
todo, lo que pretendemos es construir un modelo del conocimiento del experto humano,
por lo que resulta lógico utilizar a los expertos como criterio de nuestra validación.
Sin embargo, la validación contra el experto no está exenta de problemas,
generalmente debidos a la propia naturaleza del conocimiento. Así, puede ser común
que, expertos de un mismo nivel diagnostiquen soluciones diferentes ante el mismo
problema. Incluso un mismo experto puede tener actitudes diferentes, ante Lin mismo
caso, según las condiciones del momento en que fue realizado el análisis. Las causas de
estas discordancias pueden ser:
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• Factores externos: estrés, cansancio, etc.
• Los expertos pueden no ser independientes y estar influidos por otro de
mayor categoría profesional, o de mayor prestigio, o de mayor poder, etc.
• Ambigiiedades o errores en la adquisición de los datos pueden provocar que
los expertos den opiniones diferentes ante los mismos casos.
• Los expertos pueden pertenecer a diferentes escuelas de pensamiento.
• Tendencias, a favor o en contra, de los sistemas expertos pueden hacer variar
las opiniones de los expertos humanos en la validación
Existen tres posibles tipos de validación contra los expertos: (1) validación
contra un experto, (2) validación contra un grupo de expertos y(3) validación contra un
consenso de expertos (Figura 5.6).
Un único
experto
Varios
expertos
Figura 5.6. Posibles tipos de validación utilizando a los expertos como criterio: (1) con las opiniones
de un único experto, (2) con las opiniones de varios expertos y(3) con las opiniones de
varios expertos resumidas en un consenso..
Validación contra un único experto
La validación contra un único experto no es la más recomendable de todas pero,
desgraciadamente, suele ser bastante común. Dada la escasa disponibilidad de expertos
humanos, no siempre es posible contar con varios expertos en él proceso de validación.
El inĉonveniente de utilizar un único experto es que la obj etividad del estudio es
cuestionable.
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Validación contra un grupo de expertos
Una situación más deseable a la hora de realizar la validación es contar con las
opiniones de una serie de expertos humanos. Esto conlleva una serie de ventajas: (1) no
estamos ligados a una única opinión, que puede ser errónea, y(2) permite comparar el
grado de consistencia existente entre los expertos del dominio.
El principal inconveniente de esta técnica es cómo medir el rendimiénto del
sistema experto. Generalmente los expertos no suelen tener la misma cualificación y se
suele buscar una concordancia elevada con aquellos expertos de mayor nivel. Sin
embargo, si los expertos son todos de un nivel similar géneralmente lo que se busca es
comprobar que los diagnósticos del sistema se parezcan a los diagnósticos de los
expertos, tanto como los diagnósticos de los expértos se parecen entre sí. Existen una
serie de medidas y procedimientos estadísticos especialmente diseñados para medir
estos acuerdos (medidas de Williams, análisis cluster, escalamiento multidiménsional y
medidas de dispersion y tendencia) que analizaremos más adelante.
Validación contra un consenso de expertos
La otra opción comúnmente empleada en la validación con expertos, és
conseguir unir las opiniones de varios expertos en una única opinión. Este consenso
tiene la ventaj a de que procura ser lo más obj etivo posible, y si el acuerdo del sistema
inteligente con el consenso es amplio, la confiariza en el sistema aumentará
considerablemente. El inconveniente de esta técnica es que, en cierta manera, estamos
volviendo a la técnica de validación con un único experto, es decir, todo aquello que cae
fuera del consenso es considerado erróneo. Sin embargo puede haber otras solúciones
válidas que los expertos podrían haber elegido, pero que han cambiado para adaptarse a
un estándar del cual no están plenamente ĉonvencidos (posiblemente influidos porque
un experto de mayor nivel está de acuerdo con el consenso). Además, la búsqueda de un
estándar o consenso entre los expertos puede ser una ardua tarea.
Entre los distintos métodos para lograr un consenso a partir de las opiniones de
varios expertos destaca el método Delphi (Sackman, 1974). Este método se caracteriza
por el anonimato y la interactuación remota de los participantes, su perfil
retroalimentado y el uso de metodologías estadísticas en el análisis de los resultados, en
el que se combinan generación de ideas y evaluación de opciones. Fue de ŝarrollado por
la compañía RAND como un método de prospección, y se basa en la recopilación de
información cualitativa basada en juicios de expertos. El modelo aspira a eliminar lós
efectos indeseableŝ de la interactuación directa eliminando el contacto personal entre los
miembros del proyecto que, ni tan siquiéra, conocen la identidad de los demás
miembros del grupo.
Delphi utiliza un grupo o panel de expertos, seleccionados de acuerdo ĉon su
valía profesional y la naturaleza del prob^lema, al que se envía un cuestionario compléto
para recopilar juicios acerca de procesos o fenómenos reales, más específicamente sobre
su tendencia y^desarrollo futuro. Todos los participantes formulan de manera ŝecreta e
independiente las hipótesis e ideas que les sugiere el problema, que son enviadas por
,
escrito al coordinador del proyecto. Este interpreta y consolida los resultados
preliminares - hipótesis, áreas de interés en relación al problema, propuestas - en uñ
resumen global y anónimo de carácter estadístico y frecuentemente tabular. -
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Dicho resumen glóbal.. sé„^erivíá;^junto con información.estadística, a los expertos,
, ; ..,; ^,;°^.. ^_;
a quienes se solicita que,^ éri ŝu caso, modifiquen sus apreciaciones iniciales o realicen
las propuestas o aclaráciones que consideren oportunas, teniendo en cuenta las razones
o consideraciones expuestas por los demás .participantes. En la medida en que sus
apreciaciones difieran de la opinión predominante del grupo se solicita que aclare su
posición, lo que permite incorporar nuevas ideas y perspectivas al grupo de decisión.
Tabulada la información, el coordinador envía un nuevo informe a los participantes y se
reinicia el ciclo de consulta; a medida que éste se repite ^ las posiciones de los expertos
tienden a converger en las variables y procesos críticos del fenómeno, hasta alcanzar un
grado suficientemente amplio de consenso. El proceso del método Delphi se representa
en la Figura 5.7.
Planteamiento del
problema
Análisis final y
con_solidación de los
resultados
Cuestionario inicial
Informes y nuevos
cuestionarios
Figura 5.7. El proceso del método Delphi:
Respuestas
Este método se diferencia, pues, del panel de expertos tradicional en su carácter
anónimo y en la realización de dos o más ciclos iterativos de consulta, lo que le confiere
gran potencia en cuanto a la generación de ideas y la orientación al ĉompromiso lograda
por la información estadística que se proporciona, al término de cada ciclo, a los
expertos. Entre sus defiĉiencias más significativas cabe destacar el elevado grado de
dependencia en relación al contenido, y la expresión de. las preguntas en el cuestionario
inicial y la selección de los expertos. ^ ^
Existen otros muchos métodos para lograr un consenso entre varios expertos
como el Brainstorming, las técnicas de grupos nominales, el AHP, ... (Medsker et al.,
1994). Tambien autores como (Xu et al., 1992) han propuesto métodos matemáticos
para combinar información proveniente de distintas fuentes. Sin embargo el método
más popular dentró de los sistemas expertos es el método Delphi debido a su carácter
anónimo y a su método de realimentación controla:da (Clarke et al.; 1994). Podemos
encontrar ejemplos de la utilización del método Delphi en sistemas expertos en
(Hamilton y Breslawski, 1996) y(Roth ^y Wood, 1993).
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5.4.2. Validación contra el problema
Leyendo el apartado anterior, una pregunta que, con toda probabilidad ha
surgido es: ^qué pasa si los expertos humanos se equivocan?. Así, si puede verse como
natural que dos expertos discrepen, también puede suceder que ninguno de ellos haya
sabido dar con la solución real del problema.
Supongamos el ejemplo del sistema MYCIN (Shortliffe, 1976). MYCIN se
encargaba de identificar la bacteria causante de la infección de un paciente y sugerir la
terapia apropiada a cada caso. Evidente MYCIN puede evaluarse comparando sus
diagnósticos con los de los expertos humanos. Pero también podemos comparar los
diagnósticos de MYCIN con los resultados del laboratorio que nos identifican, de forma
inequívoca, cual ha sido la bacteria causante de la infección.
Este segundo tipo de validación descrito se denomina validación contra el
problema, ya que estamos tratando de descubrir si nuestro sistema resuelve realmente el
problema que le han planteado.
La ventaja de este método de validación es evidente: se trata de un método
completamente objetivo, la solución real del problema es la que se muestra. Si nuestro
sistema discrepa del experto pero coincide con la solución real, la credibilidad del
sistema experto se verá aumentada.
Sin embargo este método también presenta inconvenientes. Uno de ellos es que
podemos volver a caer en la "falacia del superhombre" que habíamos descrito con
anterioridad, es decir, exigirle más al sistema experto de lo que se le exigiría al un
experto humano. Así, supongamos un sistema que presenta un acuerdo del 70% con la
solución real del problema. Este resultado puede parecer inadecuado, sin embargo,
cuando analizamos los resultados de los distintos expertos humanos vemos que el
acuerdo de estos con la solución real tampoco sobrepasa el 70% y que sus diagnósticos
son muy similares a los del sistema experto. En tal caso podremos suponer que el
comportamiento del sistema experto es aceptable (tal y como se había descrito en el
apartado 3.4.4 al describir la metodología espiral de desarrollo de sistemas expertos).
Otro problema que surge en la validación contra el problema es que, puede no
ser posible obtener una solución real. Siguiendo con el ejemplo de MYCIN, el sistema
experto aconsejaba una terapia para cada caso, la única forma de comprobar que la
terapia es adecuada es probarla sobre el paciente. Evidentemente, por razones éticas,
solo se podrá probar una terapia sobre un paciente si coincide con la terapia que ha
prescrito el experto humano (lo que limita bastante el estudio). Además el hecho de que
el paciente evolucione bien puede no ser indicativo de que la terapia aplicada es la
mejor (puede existir otra que haga evolucionar al paciente más deprisa y con menos
sufrimiento). Por todos estos motivos la validación de MYCIN se realizó contra los
expertos y no contra el problema (Yu et al., 1979). .
O' Keefe et al. (1987) también recomiendan la validación contra expertos
humanos, aunque indica que, si está disponible la solución real del problema, su
utilización dentro del proceso de validación puede proporcionar información muy
interesante.
79
5. Aspectos generales de la validación de sistemas expertos
5.5. Momento en el que se realiza la validación
Otro problema que surge a la hora de plantear la validación es: ^cuándo
realizarla?. Ante esto podemos encontrarnos dos posiciones: por un lado Bachant y
McDermott (1984) advierten que validar un sistema que no está completo puede no ser
útil, ya que éste no posee todo el conocimiento necesario para establecer decisiones
correctas. Por otro lado Buchanan y Shortliffe (1984) recomiendan realizar la validación
a lo largo de todo el desarrollo del sistema.
Como hemos visto al describir las distintas metodologías de la ingeniería del
conocimiento, el punto de vista más comúnmente aceptado es el de realizar la
validación a lo largo del desarrollo del sistema, realizando preferentemente un
desarrollo incremental en el cual, al final de cada incremento, se realiza una validación.
Sin embargo el razonamiento de Bachant y McDermott también es, en cierto sentido,
válido. Así, en las primeras etapas de desarrollo, puede ser normal que el rendimiento
del sistema no sea elevado y lo que se espera es que este rendimiento se eleve a medida
que se va desarrollando el proyecto.
La validación que se realiza en etapas tempranas del desarrollo esta muy
vinculada al proceso de adquisición del conocimiento. Así surge un nuevo proceso,
denominado refinamiento del conocimiento, y que podemos encuadrar dentro de la fase
de adquisición. El proceso de refinamiento consiste en verificar y validar el
conocimiento recién adquirido en busca de problemas, resultados incorrectos,
estructuras inadecuadas, etc. Existen herramientas como SEEK (Politakis, 1985) y
SEEK2 (Ginsber y Weiss, 1985) que ŝe encargan de verificar y validar el nuevo
conocimiento adquirido identificando las reglas que pueden ser causa de los errores.
Otro aspecto a tener en cuenta, y que guarda cierta relación con el momento de
realizar la validación, es la diferenciación existente entre la llamada validación
retrospectiva y la validación prospectiva. La validación retrospectiva se realiza sobre
casos históricos ya resueltos y almacenados en una base de datos. Este tipo de
validación es la más comúnmente realizada en los sistemas expertos y los casos
utilizados pueden incluir como referencia de validación tanto opiniones de expertos
humanos, como la solución real al problema planteado (validación contra expertos o
contra el problema). La validación retrospectiva se utiliza en las etapas de desarrollo del
sistema, antes de que este se instale en su campo de trabajo habitual.
Por otro lado, la validación prospectiva consiste en confrontar al sistema con
casos reales y ver si es capaz de resolverlos o no (está frecuentemente relacionada con
la validación orientada al problema). En la validación prospectiva no se utilizan casos
almacenados en bases de datos sino que se utilizan casos que en ese momento están
siendo tratados por expertos humanos. De este modo se puede evaluar, no sólo la
corrección de los resultados, sino aspectos referentes al uso del sistema. El problema
surge, al iguál que en la validación contra el problema, cuando el dominio de aplicación
es crítico y el sistema intenta manipular el entorno (por ejemplo, administrándole una
terapia a un paciente). Si la manipulación no ha sido aprobada por un experto humano
no podrá llevarse a cabo, lo que puede limitar bastante este tipo de validación.
La validación prospectiva se utiliza una vez que hemos validado el sistema en un
entorno de desarrollo y utilizando casos históricos, y se desea realizar una nueva
80
5. Aspectos generales de la validación de sistemas expertos
validación en el campo de aplicación del sistema. Este tipo de validación es similar a las
pruebas beta que analizaremos más adelante.
5.6. Métodos de validación
Los métodos para realizar la validación pueden dividirse en dos grupos
principales: métodos ĉualitativos y métodos cuantitativos (O'Keefe et al., 1987). Los
métodos cualitativos emplean técnicas subjetivas de comparación del rendimiento
mientras que los métodos cuantitativos se basan en la utilización de medidas
estadísticas. Esto no implica qué los métodos cualitativos sean menos formales que los
métodos cuantitativos. Estas técnicas no son mutuamente excluyentes y lo normal es
utilizar una combinación de las mismas.
5.6.1. Métodos cualitativos
Dentro de los métodos cualitativos de validación podemos destacar los
siguientes:
Validación superficial.
Es una validación informal que se basa en reuniones entre los desarrolladores del
sistema experto, algún experto humano del dominio y, ocasionalmente, algún usuario.
En dichas reuniones se analizan, subjetivamente, las conclusiones a las qúe llega el
sistema cuando es confrontado con una serie de casos de prueba.
Este tipo de validación es comúnmente empleado en la fases de desarrollo del
sistema experto pero se recomienda que no sea el único tipo de validación aplicada al
sistema.
Pruebas de Turing
Uno de los principales problemas de la colaboración de expertos en la validación
de sistemas inteligentes es la presencia de tendencias a favor o en contra del propio
sistema, o de las opiniones de otros éxpertos. Con objeto de evitar estas tendencias se
utilizan las pruebas de Turing, desarrolladas a partir de la idea propuesta por el
matemático Alan Turing en 1950.
En estas pruebas lo que se pretende es reunir a un grupo de expertos humanos y
hacer que estos analicen los resultados de sus compañeros y los resultados del sistema
experto. Estos resultados son presentados de tal forma que resulta imposible conocer la
identidad de la persona, o máquina, que los ha realizado.
Chandrasekaran ( 1983) recomienda la utilización de estas pruebas en sistemas
expertos médicos y muestra una metodología para llevarlas a cabo, que incluye la
validación de los resultados finales del sistema así como sus estructuras de
razonamiento. Las pruebas de Turing también se han empleado en la validación de los
sistemas expertos MYCIN (Yu et al., 1979) y ONCOCIN ( Hickam et al., 1985).
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Test de campo
^ Los tests de campo consisten^ en colocar al sistema experto en el que va a ser su
entorno de trabajo habitual y permitir que los usuarios interaccionen con él en busca de
posibles errores. Es lo que en la ingeniería del software conocíamos como pruebas beta.
Los tests de campo presentan una serie de ventajas como: (1) parte de las tareas
de validación se efectúan por los usuarios del sistema, (2) el nivel de rendimiento
aceptable se obtiene implícitamente (cuando los usuarios dejan de notificar problemas)
y, (3) permite descubrir errores que se habían pasado por alto en otro tipo de
validaciones.
Sin embargo su utilización conlleva una serie de problemas: (1) los usuarios
pueden inundarnos con llamadas sobre preguntas menores que tienen poca relación con
el rendimiento del sistema en si, (2) el sistema puede perder credibilidad si el prototipo
mostrado es muy incompleto, y(3) sólo puede utilizarse en aquellos dominios no
críticos en los que los usuarios están capacitados para comprobar la corrección de las
conclusiones del sistema experto.
^ Un ejemplo de la utilización de los tests de campo puede verse en la validación
del sistema R 1/Xcon (Bachant y McDermott, 1984) .
Validación de subsistemas
Este método requiere la división de la base de conocimientos en diversos
subsistemas o módulos que, posteriormente, se validan por separado utilizando otros
métodos.
Esta técnica de "divide y vencerás" permite reconocer más fácilmente los errores
y facilita el proceso de validación. Sin embargo, presenta una serie de inconvenientes
como son: (1) no todos los sistemas se pueden dividir fácilmente en subsistemas
independientes y, (2) la validación de todos los subsistemas por separado no e ŝ
equivalente a la validación del sistema completo. Por ejemplo, supongamos dos
módulos de un sistema éxperto médico que diagnóstican por separado la administración
de dos drogas distintas. La administración de las drogas por separado no ofrece
problemas, sin embargo, su administración conjunta puede ser peligrosa para la vida del
paciente.
Análisis de sensibilidad
Esta técnica consiste en presentar, a la entrada del sistema, una serie de casos
muy similares entre sí, conteniendo sólo pequeñas diferencias. El impacto de dichas
variaciones en los casos de entrada puede ser estudiado observando los cambios
resultantes en la salida.
Esta técnica es especialmente útil cuando tratamos sistemas que manejan
medidas de incertidumbre, ya que puede estudiarse el impacto de los cambios en dichas
medidas, tanto en los resultados intermedios, como en las conclusiones finales.
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Grupos de control ,
Los sistemas expertos pretenden simplificar el trabajo a realizar por parte de los
expertos humanos. Por ello, no sólo debe evaluarse el sistema por separado, también es
útil comprobar el impacto que tiene el sistema en la organización. Una técnica
comúnmente empleada en este cometido es la basada en grupos de control.
En este caso se presentan los casos a dos grupos de expertos, unos que utilizan el
sistema experto y otros que trabajan sin él (y constituyen el dénominado grupo de
control). De esta forma podemos comparar el rendimiento dé los expertos cuando
utilizan el sistema experto, y cuando no lo utilizan. Para una mayor discusión sobre los
grupos de control y otras técnicas denominadas quasi-experimentales se puede consultar
(Adelman, 1991 b)
5.6.2. Métodos cuantitativos
La validación cuantitativa consiste en el empleo de medidas estadísticas para
cuantificar el rendimiento de un sistema experto. Muchos métodos estadísticos se han
empleado en la validación: contrastes de hipótesis, análisis de la varianza (ANOVA),
intervalos de confianza, etc. Sin embargo, estas técnicas pueden resultar confusas para
alguien que no tenga amplios conocimientos en la estadística, y son dificiles de
interpretar. .
En nuestro estudio, hemos decidido centrarnos en aquellas técnicas más
comunes y fáciles de interpretar (como el porcentaje de acuerdo), que utilizadas junto a
otras medidas y técnicas gráficas permiten tener un conocimiento amplio sobre el
rendimiento de nuestro sistema.
Podemos dividir nuestras técnicas cuantitativas en tres grupos: medidas de pares,
medidas de grupó y ratios de acuerdo. A continuación haremos una breve descripción
de todas ellas, y se analizarán con más detalle en el siguiente capítulo. Aparte de estas
técnicas, en este apartado también comentamos otras comúnmente usadas pero no
incluidas en la metodología que proponemos en el capítulo 7, como principal aportación
de esta tesis.
Medidas de pares
Las medidas de pares pretenden evaluar el grado de acúerdo y/o asociación entre
los diagnósticos de dos expertos (incluyendo sistema experto, expertos humanos, o una
referencia estándar).
Las medidas de acuerdo se consideran un tipo especial de medidas de asóciación
destinadas a comprobar la fiabilidad o la reproductibilidad de las observaciones
realizadas. Dentro de ellas destacamos: el porcentaje de acuerdo, el porcentaje de
acuerdo dentro de uno (similar al anterior pero que considera acuerdos parciales
aquellas discrepancias que se diferencias en una sólo categoría semántica), kappa (que
corrige aquellos acuerdos que son debidos a la casualidad) y kappa ponderada (similar a
la anterior pero ponderando las distintas discrepancias en función de la magnitud de las
desviaciones).
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En las medidas de asociación se investiga el grado de relación lineal existente
entre las variables y, si es posible, prede ĉ ir los valores de una ^•ariable a partir de los
valores de otra. Dentro de estas medidas podemos destacar la tau ( r) y la tau b( rb) de
Kendall, la rho de Spearman (rs) y la gamma de Goodman-Kruskal (y). Todas ellas
medidas no paramétricas, ya que no hacen ninguna suposición sobre la distribución
subyacente de los datos.
Medidas de grupo
Las medidas de grupo tratan la información de un grupo de expertos sobre una
determinada interpretación. El objetivo es ver qué grupos pueden aparecer dentro de los
expertos y comprobar si las opiniones del sistema experto son similares a las de los
otros expertos (especialmente de aquellos que se consideran con mayor categoría).
Dentro de las medidas de grupo podemos destacar:
• Las medidas de Williams, Con las que se pretende ver si la relación de un
experto aislado con el grupo de referencia es similar a la relación existente
entre los expertos del grupo.
• El análisis cluster, en donde agrupamos a los expertos en un árbol jerárquico
según la similitud de sus interpretaciones. ^
• El escalamiento multidimensional, donde se representa a los expertos en un
plano 2D, en el que cuanto más cercano estén los expertos más similares
serán sus conclusiones.
• Las medidas de dispersión y tendencias, en donde se analiza cómo de
dispersos son los resultados de un experto si los comparamos con el resto de
expertos del grupo, y hacia qué interpretaciones tienden a dirigir sus
conclusiones los expertos. ^
Ratios de acuerdo
Los ratios de acuerdo se encargan de comparar las interpretaciones de un experto
(o sistema experto) con una referencia estándar (ya sea un consenso entre los expertos
humanos o la solución real al problema planteado). Esta comparación se hace para cada
una de las pósibles categorías en las que se divide una interpretación (por ejemplo, si el
diagnóstico de una enfermedad puede obtener 3 posibles valores: enfermedad A, B o C,
podemos hallar los ratios de acuerdo para cada una de las 3 posibles enfermedades).
Existen cuatro ratios de acuerdo (verdaderos positivos, verdaderos negativos,
falsos positivos y falsos negativos) que se calculan a partir de una tabla 2 x 2. De esta
tabla también podemos obtener otros índices como el porcentaje de acuerdo o la medida
de Jaccard.
Existen muchas más medidas cuantitativas que no se han considerado adecuado
incluir en la metodología que describimos en el capítulo 7, sin embargo, queremos
destacar algunas de ellas por haber sido utilizadas en distintas validaciones de sistemas
expertos. Estas medidas son los coeficientes de exactitud, las curvas ROC y las
distancias artiméticas.
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Coeficientes de exactitud
En los sistemas expertos puede ser común que una salida se represente mediante
una etiqueta semántica y una probabilidad (o un factor de certidumbre) asociada. Por
ejemplo, imaginemos que un sistema experto predice que un paciente tiene la
enfermedad X con una probabilidad del 0.75, y otro sistema experto también predice
que el paciente tiene la enfermédad X pero esta vez con probabilidad 0.95. Si el
paciente efectivamente tenía la enfermedad X ambas respuestas pueden considerase
correctas, pero la respuesta del segundo sistema experto será más correcta que la del
primero. ^
Para cuantificar estas diferencias se ha propuesto la utilización de coeficientes de
exactitud ( Shapiro, 1977). Reggia ( 1985) utilizó el coeficiente Q para la validación del
sistema experto TIA (un sistema para la detección de ataques isquémicos transitorios).
Este coeficiente se define como:
2^ ^P^ - 0.5)
Q = ^-'
equ. S.1
en donde p; es la probabilidad asignada por el sistema experto a la salida i-ésima. La
medida Q se interpreta de la siguiente forma: su valor es 1 si predicción es perfecta, 0 si
el sistema no presenta capacidades de predicción y-1 si la predicción es totalmente
incorrecta.
Curvas ROC
Las curvas ROC (Receiver Operating Characteristic) están muy relacionadas con
los ratios de acuerdo y el análisis de sensibilidad. Se utilizan, sobre todo, para analizar
cómo un determinado criterio de decisión interno afecta al rendimiento del sistema. Para
descubrir esta influencia se computan los ratios de acuerdo para varias situaciones en las
que se ha variado el criterio de decisión interno sobre su posible rango. El gráfico que
relaciona los verdaderos positivos con los falsos positivos es lo que se conoce como
curva ROC.
Como ejemplo tomemos el gráfico de la Figura 5.8. En él, ^un umbral interno del
sistema se varía desde el valor 0.9 hasta el valor 0.05. La mejor relación entre los
verdaderos positivos (TP) y los falsos positivos (FP) se da cuando el valor del umbral es
0.1.
Ejemplos de la utilización de curvas ROC en sistemas reales pueden encontrarse
en (Adlassnig y Scheithauer, 1989) y(Detrano et al., 1992)
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Figura 5.8. Ejemplo de curva ROC.
Distancias aritméticas
Existen ocasiones en las que se pueden medir las diferencias entre dos expertos a
partir de distancias aritméticas (como la distancia euclídea). Un ejemplo de utilización
de esta medida lo encontramos en la validación de los sistemas expertos probabilísticos
PNEUMON-IA (Verdaguer et al., 1992) y RENOIR (Hernández et al., 1994). En ambos
trabajos la salida del sistema experto es un vector en el que se detallan las
probabilidades de aparición de las distintas hipótesis tomadas en consideración. Para
comparar las salida del sistema experto con la de varios expertos humanos se utiliza la
distancia euclídea, la distancia de Mahalanobis, la distancia de Chebychev o la distancia
Manhattan (o de bloques de casas). La definición de estas medidas es la siguiente:
• Euclídea
^(l,l) _ _ ^^(X;,n -x;m
; m=1
equ. 5.2
• Mahalanobis
d(l,.>)=^;(x^ -x^)'xW-' x(x; -x )
equ. 5.3
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• Chebychev
d(1 ^ j) = Max m I xim - x jm
equ. 5.4
• Manhattan (o bloques de casas)
equ. S.S
en donde d representa la distancia, i y j son expertos, N es el número de coordenadas (en
este caso de posibles hipótesis) y x;,,, es la probabilidad que ha asignado el experto i a la
hipótesis m. Para el caso de la distancia de Mahalanobis (x; - xj) es el vector columna
m-dimensional de diferencias entre los vectores de probabilidades del experto i y del
experto j, (x; - x^)' es el vector transpuesto correspondiente y W^1 es la inversa de la
matriz de varianzas y covarianzas para las distintas enfermedades. En (Bisquerra, 1989)
o en (Cox y Cox, 1994) podemos encontrar otros tipos de distancias matemáticas.
5.7. Tipos de errores en la validación .
Los sistemas expertos pueden cometer dos tipos de errores: errores de comisión
y errores de omisión (Gonzalez y Dankel, 1993).
Los errores de comisión ocurren cuando el sistema experto deduce conclusiones
incorrectas a partir de los datos de entrada. Estos errores afectan al la precisión del
sistema y son fáciles de detectar pero, a menudo, difciles de localizar y corregir.
Los errores de omisión ocurren cuando el sistema es incapaz de llegar a ninguna
conclusión a partir de los datos de entrada. En otras palabras, el conocimiento necesario
para resolver un problema en particular dentro del dominio de aplicación no se
encuentra en la base de conocimientos. Estos errores son más dificiles de detectar
porque el caso de prueba necesario para detectarlo puede no ser evidente para el
desarrollador. Estos errores afectan a la adecuación del sistema:
Sin embargo los errores también pueden^ aparecer en el proceso de validación.
O'Keefe et al. (1987) identifican dos posibles errores: de Tipo I o de riesgo para el
desarrollador y de Tipo II o de riesgo para el usuario (Tabla 5.1). ^
Estado del sistema exaerto
Acción
.
. . ..
• .
. . ..
:v
d(1^.^) - ^,xim 'xjnt
m=1
.. • ..
Decisión correcta
Error Tipo I
^Riesgo para el desarrollador)
Error Tipo II
(riesgo para el usuario)
Decisión correcta
Tabla 5.1. Posibles errores en el proceso de validación.
Los errores de Tipo I se producen cuando un sistema es considerado como
inválido, aun a pesar de ser válido. Este error aumenta innecesariamente los costes de
desarrollo del sistema y merma la credibilidad en el mismo. Se denominan como de
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"riesgo para el desarrollador" porque el propio desarrollo del sistema puede ponerse en
entredicho.
Por otro lado, los errores de Tipo II se producen cuando se acepta como válido
un sistema que no lo es. Las consecuencias de este error son más peligrosas que las del
error de Tipo I, sobre todo si el sistema actúa en dominios críticos (un sistema experto
médico que diagnostique una enfermedad incorrectamente puede provocar a los
pacientes un sufrimiento innecesario).
5.8. Resumen
Este capítulo constituye una introducción a las principales características de la
validación de los sistemas expertos (centrándonos en una validación orientada a los
resultados). Entre los distintos aspectos que caracterizan la validación destacamos los
siguientes:
• personal involucrado, ingeniero del conocimiento, expertos humanos,
evaluadores independientes o usuarios finales.
• partes del sistema a validar, resultados finales, resultados intermedios o los
mecanismos de razonamiento.
• datos utilizados, muestras aleatorias, muestras estratificadas, etc.
• criterios de validación, validación contra el experto o validación contra el
problema.
• momento en que realizar la validación, al final del desarrollo, durante el
desarrollo.
• métodos utilizados, métodos cualitativos o métodos cuantitativos.
• errores cometidos, errores de comisión u omisión, riesgo para el
desarrollador o riesgo para el usuario.
Todas estas características permiten hacer una idea global sobre la problemática
que conlleva el proceso de validación de los sistemas expertos. En el próximo capítulo
explicaremos en detalle los métodos estadísticos utilizados en la validación cuantitativa
y qué posteriormente incorporaremos en la metodología propuesta.
..,
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6. UNA REVISIÓN SOBRE MÉTODOS ESTADÍSTICOŜ
POTENCIALMENTE ÚTILES EN LA VALIDACIÓN
Los números son como la gente. Tortúralos lo suficiente y te lo dirán todo.
Anónimo
La estadística es una ciencia según la cual todas lás mentiras se tornan cuadroŝ .
Dino Segre, Pitigilli (Escritor ltaliano. 1893 - 1975)
Podría probar a Dios estadísticamente.
George Gallup (Soció/ogo Estadounidense. 1901-1984)
Sólo me fío de las estadísticas que he manipulado
Winston Churchill (Político inglés. 1.874 - 1.965)
a
En nuestra metodología de validación de sistemas expertos intentamos siémpre
utilizar medidas estadísticas de uso generalizado, y fáciles de interpretar, e incluir
también métodos gráficos de representación que permitan averiguar cómo se comporta
el sistema que estamos validando, sin necesidad de recurrir a complej as interpretaciónes
estadísticas.
En este capítulo describirémos las técnicas cuantitativas introducidas en el
ápartado anterior y que se dividen en tres grupos: medidas de pares, medidas de grupo y
ratios de acuerdo. ^
6.1. Medidas de pares
Las medidas de pares pretenden evaluar el grado de acuerdo y/o asociación entré
los resultados de dos expertos (incluyendo si ŝtema experto, expertos humanos o una
referencia estándar).
El desarrollo de una medida de pares parte de una base de datos de validación,
en la que se incluyen los resultados del análisis de una serie de casos por parte de unos
expertos. Cada experto realiza una evaluación de cada caso y asigna una etiqueta
semántica determinada. El conjunto de etiquetas semánticas debe ser exhaustivo (tiene
que existir una para cada posible caso), y las correspondientes etiquetas ser mutuamente
excluyentes (a un caso sólo podemos asignarle una única etiqueta semántica).
Una vez tenemos nuestra base de datos de validación las medidas de pares se
deben obtener según el siguiente procedimiento: (1) se desarrolla izna tabla o matriz de
contingencia que rélaciona los resultados de los expertos en considéración, y(2) se
extrae de la tabla de contingencia la medida de pares determinada (Figura 6.1).
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Experto A Experto B Experto C ,.. Sistema
Experto
Base de datos
de validación
0
T
TT
^
^
0
^
T
^
0
^^
^^
T
®
TT
T
ParAyB
Resultados de los
tests de pares
Tabla de contingencia
deAyB^
^,^^1 ^^ ^^^ ^
.- .
=
.
T ^^^^^fi
`'y y 5 0 1 0 0 6
•^ J^^^ 0 6 0 2 1 9
= 1 0 7 0 0 8
' T 2 2 0 4 0 8
^TT 0 2 1 0 ^ 5 8
8 10 9 6 6 39
Figura 6.1 Proceso de realización de los tests de pares.
6.1.1.Tablas de contingencia
Una tabla de contingencia es una tabla que relaciona de forma cruzada datos
categóricos. El origen del término contingencia se debe a Pearson (1904) que,
originalmente, lo asignó a la medida de la desviación total de la "probabilidad de
independencia" en una tabla s x t. Posteriormente el término fue utilizado para
referirse a la misma tabla. ^ ^
En nuestro caso utilizaremos las tablas de contingencia para relacionar los
resultados de dos expertos, como vemos en la Tabla 6.1.
Tabla 6.1. ^ Tabla de contingencia que relaciona los resultados de los expertos A y B..
Totá^és
n,.
nZ.
nk.
n =N
Esta tabla representa a dos expertos (A y B) que se encargan de asignar a cada
caso una categoria semántica escogida de un conjunto de k posibles categorias. Cada
celda de la tabla incluye un cantidad n^j que representa el número de casos en los que el
experto A selecciona la categoría i, mientras que el experto B selecciona la categoría j.
Estas cantidades también se conocen con el término de frecuencias absolutas, ó
frecuencias absolutas observadas.
El número total de casos pertenecientes a la fila i se denota con el término n^.
mientras que el número total de casos de la columna j se denota con el término n^.
Estos valores se denominan frecuencias absolutas marginales (porque se suelen situar
en los márgenes de la tabla), y se pueden obtener de los valores de las celdas de la
siguiente forma: ^
k
ni = ni, + ni2 + ... +' nik - ^ nij
j=1
equ. 6.1
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k
= nij +n2j +...+nkj = ^nij
i=1
equ. 6.2
k k k k
n.. ^ ^ n^j - ^ n^. ^ n•J
i=1 j=1 i=1 j=1
equ. 6.3
El término n.. representa el número total de casos de la muestra y normalmente
es indicado con la letra N. Esta notación se conoce como notación de puntos, en la que
un punto en un subíndice indica que se realiza una suma sobre ese subíndice.
Supongamos que disponemos de una base de datos de validación en la que
cuatro expertos humanos (A, B, C y D) y un sistema experto (SE) cuantifican el valor
de una determinada variable en base a cinco posibles etiquetas semánticas (Tabla 6.2).
^.
1 ALTO ALTO ALTO ALTO ALTO
2 ALTO BAJO ALTO ALTO BAJO
3 BAJO BAJO NORMAL NORMAL BAJO
4 NORMAL BAJO NORMAL NORMAL NORMAL
^ 5 MUY ALTO MUY ALTO ALTO ALTO MUY ALTO
6 BAJO BAJO BAJO BAJO NORMAL
7 MUY BAJO MUY BAJO NORMAL BAJO BAJO
^ 8 NORMAL NORMAL NORMAL ALTO NORMAL
9 NORMAL NORMAL BAJO MUY BAJO NORMAL
10 BAJO BAJO BAJO ALTO BAJO
Tabla 6.2. Base de datos de validación con 4 expertos humanos (A, B, C y D) y el sistema experto
(SE).
Si queremos comparar los resultados del sistemas experto con los del experto A
debemos, en primer lugar, construir la tabla .de contingencia que relaciona sus
resultados (Tabla 6.3).
MUY BAJO 0 1 0 0 0 1
' BAJO 0 2 1 0 0 3
NORMAL 0 0 3 0 0 3
ALTO 0 1 0 1 0 2
MUY ALTO 0 0 0 0 1 1
BAJO
.- .
NORMAL ALTO MUY ALTO ^
0 4 4 1 1
Tabla 6.3. Tabla de contingencia eritre los expertos A y ES.
También es posible generar las tablas de contingencia basándonos en las
frecuencias relativas, o proporciones, en vez de en las frecuencias absolutas. La
frecuencia relativa de la celda ij (representada por pij) no es más que el número de
casos de esa celda (n,j) dividido por el número de casos totales (N):
n ii
pi; = Ñ
equ. 6.4
De esta forma la Tabla 6.3 quedaría de la siguiente manera (Tabla 6.4):
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MUY BAJO BAJO
.• .
^ NORMAL ALTO MUY ÁLTO
.: MUY^BAJO 0.0 0.1 0.0 0.0 0.0 0.1
' '^'.^^ 6AJ0 0.0 0.2 0.1 0.0 0.0 0.3
:- ^.` :^'NORMAL 0.0 0.0 0.3 0.0 0.0 0.3
^^^^. ^ALTO ^^ 0.0 0.1 0.0 0.1 0.0 0.2
`'^ MUY ALTO 0.0 0.0 0.0 0.0 0.1 0.1
Tabla 6.4
^ 0.0 ^ 0.4 ^ 0.4 ^ 0.1 ^ 0.1 ^ 1
Tabla de contingencia entre los expertos A y ES utilizando proporciones en vez de
frecuencias absolutas.
Las tablas de contingencia se utilizarán como base para calcular las medidas de
pares. Dichas medidas pueden clasificarse en dos grupos: medidas de acuerdo y
medidas de asociación. Las medidas de acuerdo se consideran un tipo especial de
medidas de asociación, destinadas a comprobar la fiabilidad o la reproducibilidad de
las observaciones realizadas. Por otro lado, en las medidas de asociación lo que se
investiga es el grado de relación lineal existente entre las variables, y si es posible
predecir los valores de una variable a partir de los valores de la otra.
6.1.2.Medidas de acuerdo
Un desacuerdo honesto es a menudo un buen signo de progreso
Gandhi (Pacifista y lider nacionalista indio. 1869-1948)
Cada vez que la gente está de acuerdo conmigo siento que debo estar equivocado
Oscar Wilde (Novelista, poeta y autor teatral de origen irlandés. 1854-1900)
Las medidas de acuerdo que estudiaremos aquí serán el porcentaje de acuerdo,
el porcentaje de acuerdo dentro de uno, kappa y kappa ponderada.
6.1.2.1. Porcentaje de acuerdo
Una de las medidas de acuerdo más comúnmente utilizada es el porcentaje o la
proporción de acuerdo. Ésta es simplemente el cociente entre el número de
observaciones de acuerdo y el número de observaciones totales. Para obtener esta
medida de la tabla de contingencia simplemente hay que sumar las frecuencias
absolutas de la diagonal principal y dividirlas por el número total de casos (o
simplemente sumar las frecuencias relativas o proporciones de la diagonal principal).
k
^ n^!
Porcentaje =
i=1, j=1 k
^=Í
N = Prj
^=i, j=i
+=i
equ. 6. S
Para los datos de la Tabla 6.3 obtendríamos el siguiente valor:
Porcentaje= 0+2+3+1+1 _ 7_ 0 7
10 10
De forma similar si utilizamos las proporciones de la Tabla 6.4 obtenemos:
Porcentaje=0.0+0.2+0.3+0.1+0.1 =0.7
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El porcentaje de acuerdo toma valores en el intervalo [0, 1](en el que la unidad
representa el acuerdo completo y el cero el desacuerdo completo), su valor no se ve
afectado por variaciones en el orden de las categorías, un experto siempre presenta
acuerdo perfecto consigo mismo, el acuerdo perfecto es una relación^ transitiva, y se
trata de una medida simétrica (no importa el orden en el que escojamos a los expertos).
La principal ventaja de esta medida es la sencillez de su interpretación, que ha
hecho que su uso se extendiera en distintos campos y aplicaciones. Sin embargo,
presenta el inconveniente de que no tiene en cuenta los acuerdos debidos a la
casualidad. Esto puede verse cuando realizamos dos clasificaciones con distintos
número de categorías (por ejemplo, una con categorías "muy bajo", "bajo", "normal",
"alto" y"muy alto"; y otra con categorías "muy bajo", "normal", "muy alto").
Generalmente la clasificación con menor número de categorías tendrá un porcentaje de
acuerdo mayor ya que la probabilidad de realizar asignaciones iguales por casualidad
es mayor cuantas menos categorías haya (Popping, 1981).
6.1.2.2. Porcentaje de acuerdo dentro de uno .
Muchas veces, cuando utilizamos escalas ordinales en nuestros diagnósticos, es
normal que se produzcan discrepancias que se diferencian sólo en una categoría
lingiiística. Por ejemplo, si nuestro diagnóstico se divide en siete categorías (Figura
6.2a) puede no ser fácil distinguir si un caso es "Algo Bajo" o simplemente "Bajo".
Por ello se utiliza el porcentaje de acuerdo dentro de uno, que considera como
acuerdos parciales aquellos diagnósticos que se diferencian en una única etiqueta
lingŭística consecutiva. En la Figura 6.2b podemos ver los diagnósticos de dos
expertos y en la Figúra 6.2c la representación gráfica de dichos diagnósticos.
. .
•. .- .• ... ..
Muy Bajo .
(MB)
Bajo(B)
(a)
.
1
.• .
Normal
.• .
Algo Alto
2 Normal Alto
3 Normal Normal
4 Algo Alto Normal
5 Algo Bajo Bajo
6 Bajo Bajo
T Muy Alto Algo Alto
8 Alto Muy Alto
(b)
Algo Bajo
(AB)
Normal
(N)
Algo Alto(^)
MB B AB N AA A MA
Diagnosticos
del experto A
(c)
Alto
(A)
Muy Alto
(MA)
Figttra 6.Z. (a) Escala semáittica para la clasificacióit simbólica de una determinada variable. (b)
Interpretaciones de dos ezpertos para esa variable. (c) Representación de las
de.sviaciones de esas i^tterpretacio ►tes. El área sombreada representa e! acuerdo dentro
de curo y los n^imeros de la figura !os casos de !a tabla (b).
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Formalmente podemos definir el porcentaje de acuerdo dentro de uno de forma
similar al porcentaje de acuerdo pero, en esté caso, sumando también las frecuencias
pertenecientes a las diagonales adyacentes a la diagonal principal.
k
^ n ^j
i=1, j=1 k
Porcentaje de acuerdo dentro de uno =`_'' `_'±^ _^ p..
N `'^=i. j=t
^=j•i=j±l
equ. 6.6
Para nuestro ejemplo de la Tabla 6.4 el valor del porcentaje de acuerdo dentro
de uno sería:
Porcentaje de acuerdo dentro de uno = diagonalpri„^;pai + diagonal+^ + diagonal_i =
^ _ (0.0 + 0.2 + 0.3 + 0.1 + 0.1) +
(0.1 + 0.1 + 0.0 + 0.0) +
^ (0.0 + 0.0 + 0.0 + 0.0) = 0.9
El porcentaje de acuerdo dentro de uno sólo es útil cuando estamos tratando
escalas ordinales y, como veremos más adelante, puede utilizarse para analizar
tendencias en los resultados. Sin embargo, presenta el mismo problema que el
porcentaje de acuerdo: no tiene en cuentá aquellos acuerdos que son debidos a la
casualidad.
6.1.2.3. Índice kappa
Los primeros intentos de corregir acuerdos debidos a la casualidad se basaban
en el test chi-cuadrado (x2) ^como, por ejemplo, el coeficiente de correlación C
(Guilford, 1950). Sin embargo, es fácil demostrar que el uso de x2 .(y
consecuentemente de C^ no es adecuado para la medida del acuerdo, ya que mide
grados de asociación, y no grados de acuerdo. Dos expertos pueden estar asóciados
pero no precisamente en la dirección del acuerdo.
Cohen (1960) propuso una medida de acuerdo (denominada kappa) en la que se
corregían aquellos acuerdos que eran debidos a la casualidad. Esta medida está basada
en dos cantidades:
po = proporción de acuerdo observado,
p^ = proporción de acuerdo esperado debido a la casualidad.
De esta forma, 1- p^ representa el máximo acuerdo posible una vez que se ha
eliminado la casualidad y po - p^ representa el acuerdo obtenido una vez que se ha
eliminado la casualidad. Esto nos permite definir el índice kappa de la siguiente forma:
K= Po -P^^
1-p^.
equ. 6. 7
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Acuerdos debidos a la casualidad
E1 término po es el porcentaje de acuerdo visto en el apartado 6.1.2. l, mientras
que el término p^ es la suma de los productos de las proporciones marginales
correspondientes a la diagonal principal y se expresa mediante la siguiente ecuación:
k
P^ _ ^ p,. P.;
;=i.;=i
^=l
equ. 6.8
La equ. 6.8 se obtiene siguiendo los tres pasos que se representan en la Tabla
6.5. (utilizando los datos de los expertos A y SE de la Tabla 6..4):
1. Cálculo de las proporciones marginales mediante la suma de las
proporciones correspondientes a las filas y a las columnas.
2. Cálculo de las proporciones de acuerdo debidas a la casualidad de cada celda
mediante la multiplicación de las proporciones marginales correspondientes
a dicha celda.
3. Cálculo del índice p^ mediante la suma de las proporciones de acuerdo
debidas a la casualidad de las celdas pertenecientes a la diagonal principal.
^ MUY BAJO 0:0 0.1 0.0 0.0 0.0 0.1 O
:BA.10 ^ 0.0 01 0.1 0.0 0.0 0.3
. NORMAL
. •-
0.0 0.0 0 ^ 0.0 0.0 0.3
ALTO ^ 0.0 0.1 0.0 0 ^ . 0.0 0.2
MUY ALTO 0.0 0.0 0.0 0.0 0 Ó 0.1
0.0 w I 0.4 I 0.4 I 0.1 ^ 0.1
po = 0. 70 ©
p^ = 0.27
K = 0. 589
1
Tabla 6.5. Calculo de p^. (1) cálculo de las proporciones marginales, (2) cálculo de las proporciones
de acuerdo debidas a la casualidad para cada celda (puestas entre paréntesis) y(3)
cálculo de p^ y, por consiguiente, de kappa.
La idea que subyace bajo estos cálculos es la siguiente: las proporciones
marginales representan la distribución de los diagnósticos de los dos expertos cuando
son tratados de forma independiente. Cuando se comparan sus diagnósticos se espera
que su acuerdo sea mayor que el que cabría esperar si tomamos sus proporciones
marginales como probabilidades (así la probabilidad de que escoja una determinada
celda es el producto de las proporciones marginales correspondientes a dicha celda). Por
ello se corrige el acuerdo observado (p„) con el acuerdo debido a la casualidad (p^).
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Valores extremos de kappa
Si el acuerdo observado es igual al acuerdo debido a la casualidad el valor de
kappa es cero. Si es acuerdo observado es mayor que el acuerdo debido a la casualidad
el valor de kappa es positivo, siendo su límite máximo +1 (que corresponde al acuerdo
perfecto, po =1). Ŝ i el acuerdo observado es menor que el debido a la casualidad el valor
de kappa es negativo (nótese que el valor de kappa no está definido si p^ = 1). Sin
embargo, su límite inferior no es tan sencillo de determinar como su límite superior, ya
que depende de las distribuciones marginales. Si definimos a r,,, como el grado de
correlación existente entre las distribuciones marginales de los dos expertos, podemos
obtener los siguientes valores mínimos de kappa (Tabla 6.6).
^ ^• . ^ ^ ^^ ^^
r,,, = 0
1
Min ^c- _ -
k-1
r,,, < 0(poco común) Min fc- >- 1
^ k-1
rm > 0(lo más habitual) 1Min K- <-
k-1
Tabla 6.6. Relación entre los valores minimos de kappá y el coeficiente de correlación de las
distribuciones marginales (r,,,).
Donde, recordemos, k representa el número de categorías eri las que se divide la
interpretación tomada en consideración.
Las complejidades en la determinación del límite inferior de kappa son de
interés meramente académico, ya que, al ser utilizado como índice de acuerdo entre dos
expertos, las situaciones más normales son aquellas en las que el valor de kappa es
positivo. Es más, un valor de kappa negativo indicaría que el error no es debido a la
casualidad (por ejemplo, puede producirse un error sistemático si los expertos
interpretan de distinta forma los límites de las categorías).
Un aspecto que también ha sido objeto de estudio es el límite superior de kappa. ^
Este límite es +1 cuando el acuerdo es perfecto, es decir, cuando las proporciones de las
celdas que no pertenecen a la diagonal principal son cero. Esto implica que las
distribuciones marginales deben ser idénticas. Sin embargo, puede ser de interés
determinar el máximo valor de kappa que se podría obtener con unas distribuciones
marginales dadas. Este valor se define de la siguiente forma:
Kti^
Po^, - P^
equ. 6.9
en donde poM se calcula emparejando los valores marginales de cada experto, eligiendo
el menor valor de cada par y después sumando los k valores resultantes. Para los datos
delaTabla6.5 p^M=0.0+0.3+0.3+0.1 +0.1 =0.ó^ K,y=O.726.
De esta forma xtif es el máximo valor de x-permitido por los marginales y 1- Ktit
representa la cantidad de acuerdo (excluida la casualidad) que no puede conseguirse
debido a las diferentes distribuciones marginales. Esta cantidad puede servir al
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investigador como un indicador de lo difusos que resultan los límites entre las distintas
categorías. Cohen cita el ejemplo de dos expertos cor^ distinta formación que se
decantan con más facilidad por determinadas categorías. En tal caso resulta de utilidad
calcular el ratio X/ KM. En muchas aplicaciones, sin embargo, la cuestión de cómo
afectan las distribuciones marginales al valor de kappa es de escasa relevancia ya que el
desacuerdo debido a las distribuciones marginales tiene las mismas consecuencias que
el desacuerdo que no es debido a estas causas, sigue siendo un desacuerdo.
Interpretación de kappa
E1 índice kappa es independiente del número de observaciones realizadas y del
número de categorías presentes, y no se ve influido por permutaciones en las categorías.
Se trata de un índice simétrico en el que el acuerdo perfecto es una relación reflexiva
(un experto acuerda perfectamente consigo mismo) y transitiva (si el acuerdo entre A y
B es perfecto, y también lo es el de B y C entonces también lo será el de A y C). Landis
y Koch (1977) han desarrollado unas reglas básicas para su interpretación que,
básicamente, se resumen en la Tabla 6.7.
•....
< 0.00
...
Nulo
0.00 - 0.20 Insuficiente
0.21 - 0.40 Li ero
0.41 - 0.60 Moderado
0.61 - 0.80 Substancial
0.81 - 1.00 Casi erfecto o erfecto
Tabla 6. 7. Interpretación del índice kappa por Landis y Koch (1977).
Características muestrales de kappa
Una ^ aproximación al error estándar de kappa se puede obtener mediante la
siguiente ecuación:
__ i Po (1- Po )
;' N(1-P^)2
egu. 6.10
Con valores de N grandes, la distribución muestral de kappa se aproxima a una
normal, por lo que podemos fijar intervalos de confianza, por ejemplo:
Intervalo de confianza del 95% = X± 1.96^„
Intervalo de confianza del 99% = K± 2.58 ^K
Para realizar tests sobre la significación de kappa, cuando la kappa poblacional
es cero, se define la siguiente ecuación: ^
P^
^„-o = -^ N(1-P^)
egu. 6.11
La significación se obtiene normalizando el valor de fc-a una normal (0, l), esto
se consigue dividendo K por ^^^, y refiriendo el resultado a una curva normal. Es
necesario señalar que los tests de significación en kappa (así como en otras medidas de
s^
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acuerdo o asociación) son, en nuestro caso, de interés meramente académico. Esto es así
porque, como mínimo, siempre se presupone que existirá una relación positiva que va
más allá de la casualidad entre dos expertos humanos (Cohen, 1960). Una posible línea
de investigación sería referir los tests a valores de la kappa poblaciónal distintos de
cero.
Para un estudio más amplio de las características muestrales de kappa puede
consultarse (Fleiss et al., 1969).
Inconvenientes de kappa
E1 problema que tiene el coeficiente kappa es que trata todas las discordancias de
la misma manera, de forma que todas las celdas que no pertenecen a la diagonal
principal tienen la misma penalización. Es decir, la penalización por equivocarse entre
las categorías "Muy Alto" y"Muy Bajo" es similar a la penalización por equivocarse
entre las categorías "Muy Alto" y"Alto". Para intentar resolver este problema se
desarrolla el coeficiente kappa ponderada.
6.1.2.4. Kappa ponderada
Kappa ponderada (xw) fue desarrollada también por Cohen (1968) y es una
medida de acuerdo que corrige aquellos acuerdos debidos a la casualidad, y pondera de
forma distinta los desacuerdos encontrados.
La ponderación de los distintos desacuerdos se hace a partir de una matriz de
pesos en la que, para cada posible par de categorías ij, se define un peso v;^, que
cuantifica el desacuerdo existente. A las celdas pertenecientes a la diagonal principal
(que representan el acuerdo perfecto) se les suele asignar el valor 0 indicando que no
existe ningún desacuerdo. El mayor valor de desacuerdo v,,,^ es fijado por el
investigador. Para cualquier conjunto de pesos, kappa ponderada es invariable ante
transformaciones multiplicativas positivas, es decir, que kappa ponderada no cambiará
de valor si sus pesos se multiplican por un valor mayor que cero.
Por ejemplo, para los expertos A y SE vistos anteriormente los pesos de
desacuerdo podrían ser:
MUY BAJO BAJO
.- .
NORMAL ALTO MUY ALTO
MUY BAJO 0 1 4 9 16
. BAJO 1 0 1 4 9
, NORMAL 4 1 0 1 4
^ ALTO 9 4 1 0 1
MUY ALTO 16 9 4 1 0
Tabla 6.8. Pesos de desacuerdo para los diagnósticos de los expertos A y SE.
Para incluir los pesos en la ecuación de kappa procedemos de la siguiente
manera: en primer lugar partimos de la equ. 6.7 en la que definíamos el índice kappa a
partir de la proporción de acuerdo observado y la proporción de acuerdo debido a la
casualidad. Esta expresión también puede realizarse en base a proporciones de
desacuerdo (q = 1- p) en donde la proporción de desacuerdo observado es qo = 1- po y
la proporción de desacuerdo debido a la casualidad es q^^ = 1- p^.. Sustituyendo p^ y p^
por (1 - q^) y(1 - q^) en la equ. 6.7 obtenemos:
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K= q^ - qo = 1- qo
equ. 6.12
Esta ecuación expresa el coeficiente kappa basado en proporciones de
desacuerdo. Para el cálculo de K^ se reemplazan dichas proporciones de desacuerdo por
las proporciones de desacuerdo ponderado q'o y q'^ que se definen como:
qo
k
^ vy poi^
^=i,^=i ^
vnutr
equ. 6.13
k
^ v^^ pc;^
;-i,^=i
vmar
equ. 6.14
en donde po;^ es la proporción de acuerdo observada para la casilla ij, p^,j es la
proporción de acuerdo debido a la casualidad correspondiente a la casilla ij, v^^ es el
peso correspondiente a la casilla ij, vm^Y es el peso máximo de la tabla y k es el número
de categorías. . .
Una vez obtenidos estos valores podemos calcular el coeficiente kappa
ponderada según la siguiente ecuación:
equ. 6.1 S
Sustituyendo la equ. 6.13 y la equ. 6.14 en la equ. 6.15, podemos eliminar el
término vn,a.Y obteniendo:
k
^ v;^ I^orJ
i=1, j=1
k
^ v^^ p^r^
;=^,i=i
equ. 6.16
Aplicando esta ecuación a la Tabla 6.4 utilizando los pesos de la Tabla 6.8
obtenemos el siguiente resultado:
^v;^pn,^ =0(0)+l(0.1)+4(0)+9(0)+16(0)+l(0)+0(0.2)+l(0.1)+...+0(0.1)=0.6
^v,^p^.;^ =0(0)+l(0.04)+4(0.04)+9(0.01)+16(0.01)+1(0)+0(0.12)+...+0(0.01)=2.18
K= 1- 0'6 = 1- 0..275 = 0.725 ^„^ 2.18
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Kappa ponderada y pesos de acuerdo
Kappa ponderada también puede representarse en base a pesos de acuerdo (w;^)
en vez de pesos de desacuerdo (v;^) como se venía haciendo hasta ahora. En este caso las
celdas de la diagonal principal tendrán el peso de acuerdo máximo (w;^) y en el resto de
las celdas éstos valores irán decreciendo hasta que no haya ningún acuerdo (que es
convenienté, aunque no necesario, representar con el peso 0).
En este caso definimos la proporción de acuerdo ponderado observado (p '^) y la
proporción de acuerdo ponderado debido a la casualidad (p'^) de la siguiente forma:
k
^ tivti po^i
, ;=i,i=^
Po =
wnra.r
k
^ wri p^^i
. ;=^,i=i
P^ _
wntar
equ. 6.17
equ. 6.18
La ecuación que define a kappa ponderada se obtiene de la ecuación de kappa
(equ. 6.7) de la siguiente forma:
__ Po -1^^
K µr ^
1-P^
Sustituyendo la equ. 6.17 y la equ. 6.18 en la equ. 6.19 obtenemos
k k
^, wri Pori - ^ wti P^^i
_ ;=i,i=i r=i.i=^
Ku' k
wnrQr - ^ w,i I^^,;
^=^•i=^
equ. 6.19
equ. 6.20
Igual que con los pesos de desacuerdo, kappa ponderada es invariable ante
multiplicaciones de los w;; por un valor mayor que cero. En cuanto a la relación de los
w;^ con los v;^, kappa ponderada permanecerá constante siempre que los dos tipos de
pesos se expresen como complementarios de las proporciones de sus respectivos valores
máximos:
w^i v^i
=1--
lo que nos lleva a que
^oo
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W ij = I wmar \vmar - vij /
^ v„^ar J
Kappa ponderada y kappa
Podemos considerar a kappa como un caso especial de kappa ponderada en
donde los k(k-1) pesos que no pertenecen a celdas de la diagonal principal tienen un
valor constante mayor que el valor que tienen las celdas de la diagonal principal (que
normalmente será cero para pesos de desacuerdo). Si se da esta situación es fácil ver
como la ecuación que define a kappa ponderada equ. 6.16 se simplifica en la ecuación
que define a kappa equ. 6.12.
Características muestrales
El error asintótico de kappa ponderada se define como:
equ. 6.z1
Como la distribución de kappa ponderada es aproximadamente normal para
muestras grandes, se pueden fijar intervalos de confianza utilizando ^cw y^,r,,, de forma
similar a como hacíamos en kappa.
También para comprobar la significación de x-w cuando. la Kw poblacional es cero
podemos utilizar la siguiente ecuación:
^k,,.0
2
^ vi? t' cij -^ vij r cij
N(^ vij t' cij 12
equ. 6.22
Normalizando el valor de ^c;,: al valor de una normal (0, 1), dividiéndolo por ^„^,a,
nos permite obtener un valor z que podemos analizar en las tablas de la normal.
6.1.3. Medidas de asociación
Las medidas vistas hasta ^ ahora son medidas de acuerdo en el que se trata de
cuantificar la fiabilidad o reproducibilidad de las observaciones realizadas. Sin embargo
existen otro tipo de medidas, como son las medidas de asociación, en las que lo que se
investiga es la relación lineal existente entre las variables.
La asociación entre dos variables (en nuestro caso interpretaciones de expertos)
se puede observar fácilmente a partir de diagramas de dispersión (Figura 6.3) que se
obtienen representando cada asociación bidimensional (x;, y;) como un punto en el plano
cartesiano.
^o^
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•
•
•
•
(c) (d)
Figura 6.3. Distintos tipos de asociaciones entre variables: (a) asociación lineal positiva, (b)
asociación lineal negativa, (c) sin asoĉiación y(d) sin asociación lineal pero con otro tipo
de asociación. ^
Para la medida de la asociación lineal existente entre dos variables se han
desarrollado diversas medidas que pasaremos a analizar a continuación.
6.1.3.1. Covarianza entre dos variables
Si x e y son variables aleatorias su covarianza, en cierto sentido, refleja la
dirección y la cantidad de asociación o correspondencia entre las variables. La
covarianza es grande y positiva si hay una gran probabilidad de que valores grandes
(pequeños) de x se asocien con valores grandes (pequeños) de y. Por otro lado, si la^
correspondencia es inversa de forma que los valores grandes (pequeños) de x ocurren
normalmente en conjunción con valores pequeños (grandes) de y, la covarianza tiene un
valor grande y negativo.
La covarianza se define según la siguiente ecuación:
n
^ (x, -Y)(y; -Y)
Cov (x,y)= `-^ .
equ. 6.23
en la que n representa en número de muestras que tenemos de cada variable, x la media
de los valores de x e y la media de los valores de y.
E1 problema que presenta la covarianza como medida de asociación es que su
interpretación es complicada ya que su valor depende del orden de magnitud y de las
unidades de medida de las variables aleatorias consideradas.
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6.1.3.2. EI coeficiente de correlación lineal
Este coeficiente nos mide la asociación lineal entre dos variables
independientemente de la escala de medida. E1 coeficiente de correlación se define
normalizando la covarianza de ambas variables con las desviaciones típicas de x e y(SY,
S,,) como se muestra en la siguiente ecuación:
r=
Cov (x, y)
Sr S,.
equ. 6.24
Recordemos que la desviación típica de una variable se define como
S.^ = V
,r _
^ (X; - X )2
^_ ►
equ. 6.25
El coeficiente r(también conocido como el coeficiente de correlación producto-^
momento de Pearson) se caracteriza porque su valor absoluto no excede de uno, y
porque su signo (que viene determinado por el valor de la covarianza) indica si la
relación entre las variables es directa o inversa.
Si x e y son variables independientes su correlación es cero, por lo la magnitud
de r refleja en cierto sentido el grado de asociación de las variables. Aunque en general
no se cumple que una correlación igual a cero implique independencia, la distribución
normal bivariable es una excepción. Esta característica puede emplearse para justificar
el uso de r como medida de asociación, aunque pierde su importancia cuando tratamos
problemas de estadística no paramétrica (en los que no se tiene en cuenta la distribución
de la población estudiada). Así cualquier otro tipo de medidas de asociación pueden
considerarse perfectamente aceptables pero, debido a que r es perfectamente conocida y
usada por todo el mundo, cualquier otra medida de asociación que utilicemos debe
emular sus propiedades.
6.1.3.3. Características "adecuadas" de una medida de asociación.
Existen una serie de características que se consideran "adecuadas" para toda
medida de asociación. . Con estas características los que se pretende es que dichas
medidas se asemejen lo más posible al comportamiento del coeficiente de correlación
lineal (Gibbons y Chakraborti, 1992).
1. Dados dos pares independientes (x;, y;) y(x^, y^) de variables aleatorias que
siguen una distribución bivariable, la medida debe equivaler a+l si la relación
es directa y perfecta ( acuerdo o concordancia perfecta) en el sentido de qué
_Y; < x^ siempre que y; < y;, o x; > x^ siempre que y; > y^.
2. Dados dos pares independientes (.z;, y;) y (.r^, y^) de variables aleatorias que
siguen una distribución bivariable, la medida debe equivaler a-1 si la relación
es indirecta y perfecta (desacuerdo o disconcordancia perfecta) en el sentido
de que
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x; < x^ siempre que y; > y^, o x; > x^ siempre que y; < y;.
3. Si el criterio 1 ó el 2 no se cumplen para todos los pares, entonces la medida
tomará valores en el intervalo (- l, +l ). Es deseable que índices de
concordancia elevados estén reflejados por valores positivos elevados, y que
índices de discordancia elevados estén reflejados por valores negativos
elevados.
4. La medida es cero si x e y son independientes.
5. El valor de la medida para (x, y) debe ser el mismo que para (y, x), (-x, -y) y( y,
-x).
6. El valor de la medida para (-x, y) y para (x, y) debe ser el negativo de la
medida para (x, y).
7. La medida debe ser invariable bajo todas las transformaciones de x e y para las
cuales se mantiene el orden de magnitud.
El coeficiente de correlación cumple perfectamente las seis primeras
características. Sin embargo, aunque r es invariable bajo transformaciones lineales
positivas no es invariable a todas las transformaciones que mantienen el orden, lo que es
especialmente deseable cuando trabajamos con datos ordinales ya que tienen un carácter
cualitativo y lo que importa no es la distancia entre las categorías sino el orden de las
mismas.
Las medidas descritas a continuación pretenden cumplir las siete características
anteriores y son medidas no paramétricas (porque no realizan ninguna suposición acerca
de la distribución de la población estudiada) que miden asociaciones entre rangos (que
es el nombre que se le da a aquellas categorías en las que se conoce su orden pero no su
valor). Estas medidas han sido incluidas en la metodología que presentaremos en el
captiulo 7 aunque sus diferentes características hacen que algunas sean más adecuadas
que otras.
6.1.3.4. Tau de Kendall
A pesar de su nombre, este coeficiente ya había sido propuesto a principios de
siglo por Fechner (1897), Lipps (1906) y Deuchler (1914); y fue descrito de forma más
teórica en los años 20 por Esscher (1924), y Lindeberg (1925) y(1929). Para consultar
detalles sobre su historia se puede consultar Kruskal (1958). ,Sin embargo Maurice
Kendall (1938) no sólo redescubrió este coeficiente sino que investigó sus
características no paramétricas por las cuales es utilizado hoy en día, lo que justifica su
nombre. Una monografia sobre la tau de Kendall en la que se incluyen teoría, ejemplos
y bibliografia puede encontrarse en (Kendall y Gibbons, 1990).
De la misma forma que el coeficiente de correlación de Pearson, los valores de
la tau de Kendall varían entre -1 y+l pero la forma de calcular la asociación es
diferente. La tau de Kendall se basa en los conceptos de concordancia y discordancia.
Decimos que un par de observaciones (x;, y;) y(.x^, y^), son concordantes cuando
cumplen que y; < y^ cuando x; < x^ o y; > y^ cuando x; >.r^, o lo que es los mismo cuando
(x; - x^) (^^; - y^) > 0. De la misma forma dos pares de observaciones son discordantes
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, í ti . :; . •
cuando cumplen que y; < y^ cuando x; > x^ o y; > y^ cuando x; < x^, o lo que es lo mismo
cuando (x; - ,r^) (y; - y^) < o.
El número de pares concordantes de un grupo de observaciones se denota con la
letra C, mientras que el número de pares discordantes se denota con la letra D. En base a
esto podemos definir tau como la proporción de pares concordante ŝ menos la
proporción de pares discordantes dentro del conjunto total de pares existentes, que es
n(n - 1)/2 siendo n el número total de casos. Esto expresado matemáticamente sería:
r=
C D C-D 2(C-D)
n -1)/2 n (n -1)/2 n (n -1)^2 n (n -1)
equ. 6.26
A partir de esta ecuación y teniendo en cuenta que C+ D= n(n-1)/2 es fácil
comprobar que:
r-1- 4D - 4C -1
n (n =1) n (n -1)
egu. 6.27
Supongamos que a dos catadores de vino le ŝ mandamos ordenar, según sú
preferencia, diez tipos distintos de vinos, y sean sus resultados los mostrados en la
Tabla 6.9 en la que cada catador a asignado un número de orden a cada uno de los diez
vinos: ^
Tabla 6.9. Preferencias de vinos de dos catadores.
Ahora queremos calcular si existe algún grado de correlación entre las
preferencias de los dos catadores, por lo que analizamos todos los posibles pares de
casos, y les asignamos el valor +1 si son concordantes, y el valor -1 si son discordantes.
v1-v2
v1-v3
-1
+1 v2-v3
v1-v4
v1-v5
v 1-v6
v1-v7
v1-v8
v1-v9
v1-v1^
+1
+1
-1
+1
-1
-1
+1
v2-v4
v2-v5
v2-v6
v2-v7
v2-v8
v2-v9
v2-v10
+1
-1
-1
-1
-1
-1
_^
v3-v4 I +1
v3-v5
v3-v6
v3-v7
v3-v8
v3-v9
v3-v10
.1
-1
+1
-1
-1
+1
v4-v5 I +1
v4-v6
v4-v7.
v4-v8
v4-v9
v4-v 10
+1
+1
+1
+1
v5-v6 I -1
v5-v7
v5-v8
v5-v9
v5-v10
+1
+1
-1
.1
v6-v7 I -1
v6-v8
v6-v9
v6-v10
-1
+1
-1
v7-v8 1 +1
v7-v9
v7-v10J
v8-v9 -1
v8-v10 -1 v9-v10 -1
-1
+1
Tabla 6.10. Cálculo del número de pares concordantes y discordantes para !a Tabla 6.9.
De esta forma C= 21 y D= 24 por lo que, aplicando la equ. 6.26, obtenemos:
r= C-D - 21-24 = -3 _ _0.067
n (n -1),^2 ( 10 • 9)/2 45
lo cual indica que prácticamente no existe asociación entre los dos catadores.
^ 1Ó5
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Tau en ,presencia de ligaduras (Tau b de Kendall)
En muchas ocasiones puede ocurrir un caso no contemplado en el ejemplo
anterior y es que pueden existir pares ligados. Decimos que un par de observaciones (x;,
y,) y(x;, y;) están ligados cuando x; = x; o y, = y;.
Si queremos hallar el grado de asociación existente entre los resultados del
experto A y del sistema experto podemos extraer los datos de la Tabla 6.2 que
reproducimos a continuación
. .
1^ ALTO ALTO ALTO ALTO• ALTO
^:•2 ALTO BAJO ALTO ALTO BAJO
•• 3 BAJO BAJO NORMAL NORMAL BAJO
4 • NORMAL BAJO NORMAL NORMAL NORMAL
':'^."5^" ^^ MUY ALTO MUY ALTO ALTO ALTO MUY ALTO
-:^^^`^6 ::^^• ° BAJO BAJO BAJO BAJO NORMAL •
'• .^7 ^' MUY BAJO MUY BAJO NORMAL BAJO BAJO
•'^ 8^..' NORMAL NORMAL NORMAL ALTO NORMAL
^• ^ 9^^ NORMAL NORMAL BAJO MUY BAJO NORMAL
10 BAJO BAJO BAJO ALTO BAJO
Los datos de A y SE se resumen en la Tabla 6.11 siguiendo la siguiente
codificación (^.^ = Muy Bajo, .^ = Bajo, _= Normal, T= Alto, y TT = Muy Alto):
TT
Tabla 6.11. Datos del experto A y del sistema experto extraidos de la Tabla 6.2.
Para operar mejor con éstos datos podemos asignarles rangos numéricos (.^•^ _
l, .^ = 2, etc.). Es conveniente recordar que el valor asignado no tiene importancia, lo
que verdaderamente importa es el orden de las categorías. La nueva tabla quedaría de la
siguiente forma
2 2 3 5
Tabla 6.12. Rangos para los datos de la Tabla 6.11.
3 2 3
A continuación hallamos los pares concordantes y discordantes.
3 2
^-2 0
1-3 +1 2-3 1 0
1^ +1 .. 2-4 -1 3-4 1 +1
1^:' +1 ' 2-5 +1 3-5 +1 4-5 1 +1
1-6 +1 2-6 -1 3-6 0 4-6 0 5-6 1 +1
1-7 +1 2-7 0 3-7 0 4-7 +1 5-7 +1 6-7 I +1
1-8 +1 2-8 -1 3-8 +1 4-8 0 5$ +1 6-8 0 7-8 I +1
1-9 +1 2-9 -1 3-9 +1 4-9 0 5-9 +1 6-9 0 7-9 +1 8-9 0
1-10 +1 2-10 0 3-10 0 4-10 +1 5-10 +1 6-10 0 7-10 0 8-10 +1 9-10 +1
Tabla 6.13. Cálculo del número de pares concordantes, discordantes y ligados para la Tabla 6.12.
El número de pares concordantes C es 26, el número de pares discordantes D es
4 y el número de ligaduras T(representadas por un cero en. la tabla) es de 15. E1 valor de
res:
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_ C-D _ 26-4 _ 22 _
r n (n -1)/2 (10 • 9)/2 45 ^•489
En este caso vemos cómo existen 15 pares ligados que no son tenidos en cuenta
en el numerador de la ecuación que define a r, pero que sí son tenidos en el
denóminador, ya que se consideran todos los pares posibles. Esto implica que, en
presencia de ligaduras, r nunca alcanza el valor unidad, aún cuando exista una
concordancia perfecta. Además, la relación C + D= n(n-1)/2 deja de ser cierta y pasa a
ser C+ D+ T= n(n-1)/2, con lo que la igualdad de la equ. 6.27 deja de cumplirse.
El hecho de eliminar las ligaduras puede tener más sentido en el ejemplo de los
vinos, en el que pedíamos un ordenamiento y una ligadura constituye un "fallo" a la
hora de establecer dicho orden. El sentido de las ligaduras en entornos de validación se
discute en el capítulo 7 al analizar la metodología propuesta de validación.
Para corregir el efecto de las ligaduras se corrigió el índic.e r para que también
las tuviera en cuenta en el denominador. Esto da lugar a una nueva definición del
coeficiente, que se conoce como rb, asignando el término rQ a la equ. 6.26 que era la
utilizada hasta ahora. En primer lugar es necesario redefinir el coeficiente r de la
siguiente forma:
2(C - D) .
r=
n n
^(a^^)2 ^(b^^)2
;=i,^=i t=i,^=i
equ. 6.28
en donde n es el número total de casos y a;^ es una función definida para los valores de x
cuyo valor es + 1 si x; < x^ y-1 si x; > x^. Análogamente se define b;^ para los valores de y.
Si no hay ligaduras se cumple que todos los a;^2 toman valor 1(al igual que los
b;^2), por lo que el valor de las sumas será el número de posibles pares ij:
n n
^(a^; )2 = ^^(bt; )2 = n (n -1)
t=i.^=t t= ► .^=i
y la equ. 6.28 quedaría reducida a:
2(C-D) 2(C-D)
r= -
(n (n -1))2 n (n -1)
que es la ecuación original de r
Si hay ligaduras es necesario tenerlas en cuenta en el denominador de la
siguiente forma: supongamos que para _r existe una serie de u miembros consecutivos
ligados, esto nos dice que existen cc(ir - 1) pares ligados en x. Si extendemos este valor a
las g posibles series de valores ligados que existan en x obtenemos que el número total
de pares ligados en .r es ^
.^o^
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g
^u(u-1)
i=1
por lo que en el denominador de rhabría que sustituir
n g
^(Q^i)2 -n(n-1)-^u(u-1)
;=i,^=^ t=i
Actuando de forma análoga en y obtendríamos la definición de rb como
tn =
2(C-D).
g n
n(n-1)-^u(u-1) n(n-1)-^v(v-1)
r=i r=t
equ. 6.29
en donde h el número de series ligadas en y, y v el número de valores ligados en cada
serie.
Esta ecuación se puede simplificar si definimos:
g
^u(u-1)
U = '_'
2
h
^v(v-1)
v = ^_^
2
aplicando estas definiciones a la equ. 6.29 obtenemos:
C-D
rn -
n(n-1) -U n(n-1) -V
2 2
equ. 6.30
equ. 6.31
equ. 6.32
Para ver esto con más claridad sigamos con el ejemplo de la Tabla 6.12 que
reproducimos a continuación:
2 2 3 5 3 2 3 3 2
Los datos del experto A son (4, 4, 2, 3, 5, 2, l, 3, 3, 2). Ordenándolos obtenemos
( l, 2, 2, 2, 3, 3, 3, 4, 4, 5). De esta forma vemos que tenemos tres series de valores
ligados (2, 2, 2), (3, 3, 3) y(4, 4) con 3, 3 y 2 valores ligados respectivamente. De aquí
podemos calcular U como
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^
^u(c^-1)
3(3-1)+3(3-1)+2(2-1) 6+6+2 14
U= `-' _ _ =-=7
2 2 2 2
Para el sistema experto, una vez ordenados sus valores tenemos (2, 2, 2, 2, 3, 3,
3, 3, 4, 5). Lo que significa que hay dos series de valores ligados (2, 2, 2, 2) y(3, 3, 3,
3) de 4 valores ligados respectivamente. De aquí podemos calcular V como
h
^v(v-1) 4(4-1)+4(4-1) 12+12 24
V=`-' _ _ =-=12
2 ^ 2 2 2
De esta forma rb sería: .
_ C-D _ 26-4
rb n (n -1) n (n -1) 10 (10 -1) 10 (10 -1)
.
2 -U 2 -V 2 -7 2 -12
22 _ 22 _ 22
_ 0 . 621
(45 - 7)(45 - 12) 38 • 33 35 . 412
Como vemos el valor de rb es mayor que el de r para los mismos datos ( t=
0.489) cuando tenemos ligaduras porque rb se encarga de eliminarlas del denominador.
En caso de que no haya ligaduras r rb.
Tests de significación
E1 valor de la tau de Kendall puede usarse como estadístico para probar la
hipótesis nula Ho de que x e y son independientes o no tienen asociación. Existen tres
posibles hipótesis alternativas:
A+: Asociación positiva
A_ : Asociación negativa
A : Existe asociación
La distribución muestral de r bajo Ho para n<_ 30 es obtenida mediante tablas
que pueden consultarse en (Kendall y Gibbons, 1990) y(Gibbons, 1993). Para n> 30,
tau se aproxima a una normal de media cero y desviación típica igual a:
- 2(2n + 5)
^_
3, n(n -1)
eqa^. 6.33
Normalizando el valor de tau a una normal estándar obtenemos:
3r^ n(n -1)
^--
- 2(2n+5)
equ. 6.34
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Si en la muestra existen empates deberemos usar rh en lugar de r. La
^distribución nula de rb no puede ser expresada de forma general porque depende de la
configuración particular de las ligaduras. Si éstas no son muy abundantes pueden seguir
usándose las mismas expresiones que rpara hallar 6y z.
Gamma de Goodman-Kruskal
Como hemos visto hasta ahora, el valor absoluto de la r de Kendall nunca podrá
ser la unidad en presencia de ligaduras porque los pares ligados se eliminan del
numerador pero no del denominador. La corrección de las ligaduras realizadas en la rb
de Kendall permite que el valor obtenido sea mayor que r pero sigue sin cumplirse que
cuando exista un acuerdo o un desacuerdo perfecto el valor absoluto de sea rh uno. Este
efecto se agrava cuando el número de ligaduras es muy elevado (como suele ocurrir
cuando tratamos con tablas de contingencia). Por ello Goodman y Kruskal (1954)
propusieron el coeficiente gamma (^, cuyo valor también oscila entre [- l, 1] y que sí
que alcanzaba la unidad en situaciones de acuerdo o desacuerdo perfecto. Gamma se
define como:
C-D
y C+D
egu. 6.35
en donde C y D son, respectivamente, el número de pares concordantes y el número de
pares discordantes.
De esta forma se eliminan por completo, tanto del numerador como del
denominador, aquellos pares ligados y el valor absoluto de y es la unidad en caso de
acuerdo o desacuerdo perfecto.
Si no se presentan ligaduras el valor de y es idéntico al de la r de Kendall. Para
tablas de contingencia de 2x2 el índice y coincide con el índice Q definido por Yule
(1912).
Para los datos de los expertos A y SE el valor de yes
_C-D-26-4_22_0.733
Y C+D 26+4 30
6.1.3.5. Rho de Spearman
Este coeficiente fue introducido pór el psicólogo Charles Spearman a principios
de siglo ( Spearman, 1904) y(Spearman, 1906). Se representa habitualmente como r, (o
también como PS) y básicamente es un coeficiente de correlación basado en rangos y no
en valores.
En el apartado 6.1.3.2 describíamos el coeficiente de correlación lineal de
Pearson como
COV (.Y, V)
r=
Sr S,.
>>o
:a
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^ Conociendo la definición de la covarianza (equ. 6.23) y la definición de la
desviación típica (equ. 6.25) podemos desarrollar los términos de esta ecuación para
obtener otra definición equivalente de r
n
r=
^^z, -x)^y^ -.v)
,-^
n n
^ (x; - z )^ ^ (y, - .v )Z
r=i r=i
egu. 6.36
Sin embargo, habíamos visto que este coeficiente no era adecuado para medir el
grado de asociación de datos ordinales porque no era invariable a todas las
transformaciones de x e y para las cuales se mantiene el orden de magnitud.
Supongamos ahora que ordenamos los valores de x de menor a mayor y le
asignamos al menor valor el rango 1, al siguiente el rango 2 y así sucesivamente hasta
asignarle al mayor valor el rango n. Si actuamos de la misma forma en los valores y, los
pares (x;, y;) de la muestra inicial se han convertido en pares (R;, S;), en donde R; _
rango(x;) y S; = rango(y;). La correlación de estos rangos utilizando la equ. 6.36 que
define al coeficiente de correlación lineal es lo que se conoce como el coeficiente de
correlación de rangos de Spearman y se representa por
r_ _
^.lR,-RJ^S,- ^^
^ (R; - R )2 ^ (S; - S )2
;=i ;=i
equ. 6.37
Como los rangos son invariables ante transformaciones que mantienen el orden,
el coeficiente rs también será invariable ante dichas transformaciones (además de
mantener las características propias de r). Esto es importante porque, en nuestro caso,
las interpretaciones de los distintos expertos normalmente seguirán un escala ordinal.
En caso de que no halla empates la equ. 6.37 puede reducirse a una expresión
más sencilla
n
6^d?
r = 1- '-^
'^ n (n 2 -1)
equ. 6.38
en donde d; = R; - S;. La demostración de esta transformación puede encontrarse en
(Gibbons y Chakraborti, 1992).
Por ejemplo, supongamos que, sometemos a ocho alumnos a dos exámenes
sobre materias distintas (Tabla 6.14).
»^
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.
^ A 80 44
B 72 72
C 60 . 69
D 78 70
E 53 93
F 61 82
G 98 67
H 74 80
Tabla 6.14. Calificaciones de ocho alumnos en dos e.rámenes distintos.
Ahora deseamos saber si existe algún grado de asociación entre el orden de
alumnos obtenido mediante el examen 1 y el orden de alumnos obtenido mediante el
examen 2. Para ello es necesario convertir los valores numéricos en rangos de la
siguiente forma:
53
n
60
n
61
u
72
n
74
u
78
n
80
n
98
u
1 2 3 4 5 6 7 8
44 67 69 70 72 80 82 93
u n n n n u u n
1 2 3 4 5 6 7 8
con lo que los datos de la Tabla 6.14 quedarían convertidos en los siguientes rangos
. .
. A'... . ^ :. 7 1
B' 4 5
.^...C ^ .. ^ 2 3
^O ^ 6 4
^ E 1 8
F ^ 3 7
G 8 2
H 5 6
Tabla 6.1 S. Calificaciones de ocho alumnos en dos exámenes distintos (rangos).
Como no hay empates podemos utilizar la equ. 6.38, por lo que deberemos hallar
los valores d;2
Alumno R; S, d; d^s
A 7 1 6 36
B 4 5 -1 1
C 2 3 -1 1
D 6 4 2 4
E 1 8 -7 49
F 3 7 -4 16
G 8 2 6 36
H 5 6 -1 1
Total 144
Tabla 6.16. Cálculo de d, para !os datos de la Tabla 6.1 S
Sustituyendo el valor de d;' en la ecuación equ. 6.38 obtenemos:
,t6 ^ d;2
6(144) 864-1-
r, =1- '_^ =1_ =1-1.714=-0.714
n(n` -1) 8(64-1) 504
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Lo que significa que la relación existente entre el orden de alumnos de los dos
exámenes es inversamente proporcional, es decir, si un alumno esta situado entre los
primeros en un examen, e ŝtará situádo entre ,los últimos en el otro examen (y viceversa).
Rho en presencia de ligaduras
La presencia de ligaduras en las observaciones afecta a la asignación de rangos
previa al cálculo del coeficierite r,s (en el capitulo 7 discutiremos sobre la interpretación
de las ligaduras de rho en entornos de validación). Dos formas posibles de tratar estas
ligaduras son:
1. Rangos aleatorios: se asigna aleatoriamente a los valores ligados los rangos
que les pertenecen. Esto permite seguir utilizando las mismas ecuaciones que
utilizábamos cuando no había ligaduras, pero añade un elemento aleatorio a
la medida que hace que su significado sea poco intuitivo.
2. Rangos medios: se asigna a cada miembro del grupo ligado el promedio de
los rangos que se le habrían asignado de no haber estado ligados. Esto evita
incluir aleatoriedad en la medida, y es una forma muy común de actuar para
asignar rangos a ligaduras. E1 problema es que la reducción de rs realizada en
la equ. 6.38 deja de ser válida.
Si utilizamos la solución de rangos medios en presencia de ligaduras podemos
simplificar la equ. 6.37 de la siguiente forma ^
r =
n
n3 -n-6^d;^ -6(u'+v')
,-^
S (n3 -n-12u')(n3 -n-12v')
egu. 6.39
en donde u' _(Eu3 - Eu)/12 siendo u el número de observaciones ligadas en cualquier
rango para los valores de R;. Análogamente definimos v' _(Ev3 - Ev)/ 12 para las
ligaduras en S;. La demostración de esta transformación puede encontrarse en (Gibbons
y Chakraborti, 1992).
La equ. 6.39 ^es equivalente al coeficiente de correlación de rangos de la equ.
6.37 cuando utilizamos rangos medios para resolver los empates. Si no hay empates
entonces u' = v' = 0 y la equ. 6.39 se puede reducir a la equ. 6.38. Si el número de
empates es muy pequeño en comparación con el número de pares se puede. demostrar
que el valor de la equ. 6.39 es muy similar al de la equ. 6.38.
Por ejemplo, supongamos los datos de los expertos A y SE ya representados en
la Tabla 6.11
1
Si ordenamos los resultados de menor a mayor obtenemos los siguientes rangos
medios para el experto A
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... . .• . .. .• .• .
^ J^J^ I 1 ^. J. = I T T I TT
..
. .. . -
1 2 3 5 6 7 8 9 10
.. -. . 1 3 6 8.5 10
Tabla 6.17. Asignación de rangos medios al experto A.
y los ^siguiéntes rangos medios para el experto SE
... ..- ... .- .- .
^ ^ ^ ^ ^ _ = I T I T
..
. .. .
1 2 3 4 6 7 8 9 10
.. -. .
2.5 6.5 9 10
Tabla 6.18. Asignación de rangos medios al experto SE.
Con lo que la Tabla 6.11 quedaría de la siguiente forma
2.5 2.5 1 6.5 10 6.5 2.5
Tabla 6.19. Datos de la Tabla 6.11 representados a partir de rangos medios.
Con estos valores podemos hallar el valor de d;Z
Caso SE dr
6.5 6.5 2.5
1 ^ 8.5 9.0
-0.5 0.2 5
2 8.5 2.5 6.0 36.00
3 3.0 2.5 0.5 0.25
4 6.0 6.5
-0.5 0.25
5 10.0 10.0 0.0 0.00
6 3.0 6.5 -3.5 12.25
7 1.0 2.5
-1.5 2.25
8 6.0 6.5
-0.5 0.25
9 6.0 6:5 -0.5 0.2 5
^ 10 3.0 2.5 0.5 0.25
Tota/ 52.00
Tabla 6.20. Cálculo de d;' para los datos de la Tabla 6.19.
Como existen ligaduras es necesario calcular las correcciones u' y v'. En el
experto A existen tres conjuntos de valores ligados y en el experto SE dos.
u u' v ^
(Experto A) (Experto SE)
3 27 4 64
3 27 4 64
2 8
Totales 8 62 8 128
Tabla 6.21.
u'=(62-8)/12=4.5
Cá/culo de las ligaduras para los datos de la Tabla 6.11.
v'=(128-8)/12=10
^ Aplicándo estos valores a la equ. 6.39 obtenemos el siguiente valor de la rs de
Spearman
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n
n3 -n-6^d;2 -6(u'+v')
1000-10-6(52)-6(14.5)
r = `-' _ - _s (n3 -n-12u')(n3 -^n-12v') 1000-10-12(4.5) 1000-10-12(10)
_ 591 _ 591
=.655(936)(870) 902397
Lo que significa que existe una relación lineal positiva entre los resultados de los
dos expertos, aunque su valor no está muy cercano a la asociación perfecta.
Tests de significación
De la misma forma que tau, el valor de la Rho de Spearman puede usar ŝe como
estadístico para probar la hipótesis nula Ho de que x e y son independientes o no tiénen
asociación. Las hipótesis alternativas también podrias ser tres:
A+ : Asociación positiva
A_ : Asociación negativa
A : Existe asociación
La distribución muestral de rs bajo Ho para n<_ 30 es obtenida mediarite tablas
que pueden consultarse en (Kendall y Gibbons, 1990) y(Gibbons, 1993). Para n> 30,
rho se aproxima a una normal de media cero y desviación típica igual a:
1
n-1
equ. 6.40
Normalizando el valor de rho a una normal estándar obtenemos:
z=rs n-1
equ. 6.41
Si en la muestra existen empates deberemos usar la rho sin simplificar que
representamos en la equ. 6.39. La distribución nula de esta rho no puede ser expresada
de forma general porque depende de la configuración particular de las ligaduras. Si
éstas no son muy abundantes pueden seguir usándose lás mismas expresiones que pará
la rS sin ligaduras.
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6.2. Medidas de grupo
Hay tres clases de mentiras: las mentiras, las malditas mentiras y las Estadísticas
Mark Twain (Escritor, periodista y humorista estadounidense. 1.835 - 1. 910)
La estadística es una ciencia que demuestra que si mi vecino tiene dos autombviles y
yo ninguno, los dos tenemos un automóvil
George Bernard Shaw (Dramaturgo irlandés. 1.856 - 1. 950)
Un hombre con un reloj sabe que hora es. Un hombre con dos relojes nunca está
seguro.
Ley de Segal
Un comité es un grupo de personas que, individualmente, no pueden hacer nada, pero
como grupo pueden decidir que nada puede hacerse
Fred Allen
Hasta ahora hemos visto cómo medir el acuerdo y/o la asociación entre un par de
expertos. Estos "expertos" pueden ser expertos humanos, un sistema experto, la opinión
consensuada de un grupo de expertos o incluso, la solución real al problema planteado.
Sin embargo, como hemos explicado anteriormente, los estándares son muy di^ciles de
encontrar cuando tratamos de validar un sistema experto. Lo normal será disponer de las
opiniones de varios expertos humanos y de los resultados del sistema experto. Con estos
datos trataremos de determinar, a través de diversas medidas de grupo, si los resultados
del sistema experto son similares o los de los expertos humanos.
El proceso fundamental de aplicación de las medidas de grupo es el que se
muestra en la Figura 6.4:
Experto A Experto B Experto C .,. Sistema
Experto
!^
Medidas de Medidas de Williams,
dispersión y Análisis Cluster,
tendencias Escalamiento multidimensional
0 0 0
^^
^^
T
®
TT
T
Tests de
pares
Tabla resumen para
el test de pares #1
X 0.7 0.2 ... 0.8
0.7 X 0.4 ... 0.6
0.2 0.4 x ... 0.3
X
0.8 0.6 0.3 ... x
Figura 6.4. Proceso de realización de los tests de grupo.
Tabla resumen para
el test de pares #2
x 0.6 0.4 ... 0.7
0.6 X 0.5 ... 0.6
0.4 0.5 x ... 0.5
X
... ... ... ...
0.7 0.6 0.5 ... x
En esta figura vemos como, en primer lugar se obtiene la base . de datos de
validación en la que se comparan los resultados de los distintos expertoŝ para una serie
de casos seleccionados. Posteriormente se llevan a cabo los tests de pares descritos en el
apartádo anterior y sus resultados se detallan en una serie de tablas resumen (una por
cada test de pares seleccionado), en la que se incluyen los resultados obtenidos por
todos los pares posibles de expertos. En base a esta información podemos llevar a cabo
distintos tests de grupo como las medidas de Williams, el análisis cluster o el
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escalamiento multidimensional. Una excepción a este proceso serían las medidas de
dispersión y tendencias que se obtienen directamente de la base de datos de validación.
Veamos ahora con un poco de detalle cada uno de los tests de grupo
mencionados. ^
6.2.1. Medidas de Williams
En la literatura podemos encontrar diversos métodos para medir el acuerdo entre
dos o más expertos (o evaluadores) cuyas respuestas son de tipo categórico (ordinales o
nominales). Fleiss (1971) generalizó el estadístico kappa propuesto por Cohen (1960)
para el caso de una muestra de N casos que es evaluada por n expertos. Light (1971)
también consideró el problema de medir el acuerdo entre dos o más expertos y propuso
otra medida que también es una extensión de la medida kappa.
Sin embargo, en muchas situaciones podemos no estar interesados en comparar
la consistencia interna de dos o más expertos. En vez de ello, podemos aislar un
determinado experto y comparar las respuestas del experto aislado con las respuestas
del resto del grupo. Light (1971) consideró el problema de comparar el acuerdo de
varios expertos con un conjunto "correcto" de respuestas.
Williams (1976) trató un problema similar al de Light pero desde una óptica
completamente distinta. Si suponemos que no disponemos de un conjunto "correcto" de
respuestas, el objetivo de Williams es decidir si, dado un grupo de expertos y un experto
aislado, el acuerdo entre el experto aislado y el grupo era similar al acuerdo existente
entre dos miembros cualesquiera del grupo. Para ello define la medida In que
describimos a continuación. .
Sea N el número total de casos a considerar, n+ 1 el número de expertos y k el
número de categorías sobre las cuales se hacen los diagnósticos. Asumimos que cada
uno de los n+ 1 expertos evalúan independientemente los N casos y les asignan una de
las k categorías. Definimos m;^;^ ;n como el número de casos que han sido asignados por
el experto 0 a la categoría io, por el experto 1 a la categoría i t, ..., y por el experto n a la
categoría i,,. Así, si consideramos cuatro expertos, el valor m 1 t t t representa el número
de veces que los cuatro expertos han coincidido con el diagnóstico de la categoría l.
Consideremos el porcentaje de acuerdo observado (ya visto en el apartado
6.1.2.1) y que Williams, redefine siguiendo su notación, como:
k
^ m^,^^n
i„=1,ih=1
P^u.n^ -
^„ =t^
N
equ. 6.42
Basándonos en este coeficiente podemos definir el acuerdo existente dentro del
grupo de expertos como la media de los acuerdos existente ŝ entre los posibles.pares de
expertos que pertenecen a dicho grupo (denotado como P„):
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^ ^ ^a,b)
P = 2 a=^ b=a+^
n n(n -1)
equ. 6.43
El acuerdo total del experto aislado con el grupo de referencia puede ser medido
por la media de los distintos P^o, a^, siendo a= l, ..., n, de la siguiente forma:
,^
^ ^(o.a)
P = °-'0
n
equ. 6.44
De esta forma podemos definir el índice
equ. 6.45
como el índice que nos relaciona la equ. 6.43 y la equ. 6.44. La interpretación de este
índice es la siguiente:
• Si I„ es menor qué uno indica que el experto aislado está más en desacuerdo con
el conjunto de expertos de lo que lo están los miembros del grupo entre sí.
• Si I„ es igual a uno indica que el experto aislado está de acuerdo con el conjunto
de expertos tan a menudo como lo están los miembros del grupo entre sí.
• Si I„ es mayor que uno indica que el experto aislado está de acuerdo con el
conjunto de expertos en una relación mayor a como lo están ^los miembros del
grupo entre si. ^
El índice I„ trata de la misma forma a todos los desacuerdos (tal y como pasaba
con el índice kappa). En determinadas escalas nominales, y en las escalas ordinales,
puede resultar más adecuado establecer una ponderación entre los distintos desacuerdos,
tal y como hacía Cohen con el coeficiente kappa ponderada.
Williams propone la utilización de pesos de acuerdo de forma que, se le asigne
el máximo peso a las casillas que correspondan a un acuerdo total, mientras que los
distintos tipos de desacuerdo se escalan de forma decreciente según va aumentando el
grado de desacuerdo. Aunque no es necesario, se recomienda el uso del cero como peso
mínimo porque de esta forma denotamos que el acuerdo es nulo en esa categoría.
La proporción de acuerdo ponderado se puede calcular de la siguiente forma:
P
a.n) _
k
^ tiv; ; nt;; ;
,^h ^h
l^^=^.Ih=^
^,^ -^h
equ. 6.46
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'l
en donde w.. representa el peso designado para el caso en el que el experto a
^^,fn
selecciona la categoría iQ y el experto b la categoría ib.
Sustituyendo el porcentaje de acuerdo por el porcentaje de acuerdo ponderado en
la equ. 6.43 y la equ. 6.44 obtenemos los valores P„ y Pó que, sustituidos a su vez en
la equ. 6.45, nos permite obtener un nuevo índice Iñ con la misma interpretación que I„
pero utilizando en porcentaje de acuerdo ponderado.
E1 índice I; es invariable respecto a cualquier transformación multiplicativa de
los índices w; ;h (que sea mayor de cero).
EI articulo original de Williams se limitaba a utilizar la medida In en base al
porcentaje de acuerdo y al porcentaje de acuerdo ponderado. Sin embargo, no existe
ninguna limitación que impida extender este índice a otras medidas de acuerdo (como
los índices kappa o el porcentaje de acuerdo dentro de uno) o asociación (como tau,
gamma y rho). De esta forma podríamos comprobar si el acuerdo después de haber
corregido la casualidad o el grado de asociación entre el experto aislado y el grupo de
expertos, es similar al existente dentro de dicho grupo.
Veamos un ejemplo, recordemos la base de datos de validación incluida cuando
describíamos las medidas de pares y que reproducimos a continuación (Tabla 6.2). Esta
base de datos ĉontienen las interpretaciones de cuatro expertos humanos y un sistema
experto sobre un determinado diagnóstico dividido en cinco etiquetas semánticas.
^.
1 ALTO ALTO ALTO ALTO ALTO
2 ALTO BAJO ALTO ALTO BAJO
: 3 . BAJO BAJO NORMAL NORMAL BAJO
4 NORMAL BAJO NORMAL NORMAL NORMAL
^^5 MUY ALTO MUY ALTO ALTO ALTO MUY ALTO
6 BAJO BAJO BAJO BAJO NORMAL
7 MUY BAJO MUY BAJO NORMAL BAJO ^ BAJO
8 NORMAL NORMAL NORMAL ALTO NORMAL
9 NORMAL NORMAL BAJO MUY BAJO NORMAL
10 BAJO BAJO BAJO ALTO BAJO
En base a esta tabla se han calculado los porcentajes de acuerdo y el coeficiente
rho de Spearman para todos los posibles pares de expertos. Los resultados se muestran
en la Tabla 6.22 y en la Tabla 6.23, respectivamente.
_ •
- 0.8 0.6 0.4 0.7
0.8 - 0.4 0.2 0.7
0.6 0.4 - 0.6 0.4
^ 0.4 0.2 0.6 - 0.3
0.7 0.7 0.4 0.3 -
Tabla 6.22. Tabla resumen para el porcentaje de acuerdo.
.
- 0.787 0.693 0.562 0.655
0.787 - 0.361 0.411 0.837
0.693 0.361 - 0.604 0.288
^ 0.562 0.411 0.604 - 0.153
0.655 0.837 0.288 0.153 -
Tabla 6.23. Tabla rest^n:en para la rho de Spearman.
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Aplicando las medidas de Williams a los datos de la Tabla 6.22 (tomando como
experto aislado al sistema experto - SE -) obtenemos el siguiente In para el porcentaje
de acuerdo:
n-I n
^ ^P°'h' 2(0.8+0.6+0.4+0.4+0.2+0.6) 6P = 2 °=16=°+I
= _ - = 0.5
" n(n-1) 4•3 12
»
^^°'°' (0.7+0.7+0.4+0.3) 2.1
°_' _ _ = 0.525
n 4 4
I P 0.525 = 1.05
__ o __
° P" 0.5
y para la rs de Spearman obtenemos:
P_ 2(0.787 + 0.693 + 0.562 + 0.361 + 0.411 + 0.604) - 6.836 = 0.5697
- -" 4 3 12
P_(0.655 + 0.837 + 0.288 + 0.153) _ 1.933 _ 0.483
o- 4 - 4
__ o __1 P 0:483 = 0.848
° P„ 0.5697
lo cual se puede interpretar como que; para el porcentaje de acuerdo, el acuerdo
existente entre el sistema experto y los expertos es similar al existente entre los propios
expertos. Sin embargo, para la rs de Spearman, obtenemos que el grado de asociación
entre el sistema experto y los expertos es ligeramente inferior al grado de asociación
qué existe entre los propios expertos.
6.2.2. Análisis cluster
Una antigua clasificación china de los animales
Los animales se dividen en (a) aquellos que pertenecen al emperador, (b) los
embalsamados, (c) aquellos que son entrenados, (d) lechones, (e) sirenas, (f) animales
fabulosos, (g) perros callejeros, (h) aquellos que están incluidos en esta clasificación, (i)
aquellos que tiemblan como si estuvieran locos, Q) animales innumerables, (k) aquellos
peinados con un peine de pelo fino de camello, (I) otros, (m) aquellos que acaban de
romper un jarrón de flores y(n) aquellos que parecen moscas desde lejos.
"Otras Inquisiciones"
Jorge Luis Borges (Escritor argentino, 1899 - 1986)
En las medidas de Williams analizadas en el apartado anterior veíamos como se
intentaba determinar si los resultados de un experto aislado eran similares a los
resultados de un grupo de expertos tomados como referencia. Un tratamiento parecido
sería clasificar a los expertos en grupos según la similitud de sus diagnósticos y
comprobar si nuestro experto aislado pertenece (o está cerca) de aquel grupo formado
por los expertos de mayor experiencia.
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El término "análisis cluster" es el nombre genérico asignado a un conjunto de
procedimientos que pueden utilizarse para crear una clasificación. De forma más
específica, un método de clustering es un procedimiento estadístico multivariable que
comienza con un conjunto de datos que contienen información sobre una serie de
sujetos y que intenta reorganizar dichos sujetos en grupos o clusters relativamente
homogéneos (Aldenderfer y Blashfield, 1984).
La idea de agrupar en clases objetos que comparten características no es nueva,
y ha significado un papel importante en muchas ciencias. Así, la clasificación de
animales y plantas sentó las bases de la posterior teoría de la evolución de Darwin; la
clasificación de los elementos químicos en la tabla periódica realizada por Mendeleyev
en 1860 tuvo un profundo impacto en la comprensión de la estructura del átomo; y la
clasificación de las estrellas usando el diagrama de Hertsprung-Rusell (que relaciona
temperatura y luminosidad) ha influido de forma considerable en las feorías sobre la
evolución de las mismas.
El comienzo de los procedimientos formales de clasificación puede encontrarse
en los trabajos de Kulczynski (1928), Zubin (1938) y Tryon (1939). Pero el mayor
estímulo para el desarrollo de métodos de clustering fue el libro titulado Principles of
Numerical Taxonomy, publicado en 1963 por los biólogos Robert Sokal y Peter Sneath
(Sokal y Sneath, 1963). En este libro se propone un nuevo sistema de clasificación
biológica que abarca la colección de los datos, la selección y el codificado de las
características, el cálculo de la similaridad, la construcción de clusters jerárquicos y su
evaluación a partir de técnicas estadísticas. En palabras de Sokal y Sneath "la
clasificación es uno de los procesos fundamentales de la ciencia, ya que los fenómenós
deben ser ordenados para que podamos entenderlos". Otro factor que ha facilitado la
popularización de los métodos de cluster es el empleo de potentes computadores que
permiten el desarrollo de complejos algoritmos que serían imposibles de realizar hace
tan sólo unos años.
6.2.2.1. Definición de cluste^-.
Hasta el momento las palabras cluster, grupo y clase han sido utilizadas de
manera intuitiva, sin intentar dar una definición formal. Esto se ha hecho así porque no
existe una definición de cluster que sea aceptada universalmente (Dubes, 1993). Bonner
(1964) sugiere que el criterio final del término debe quedar en manos de cada usuario
particular, sin embargo, Cormack (1971) y Gordon (1980) intentan definir el cluster
usando características como la cohesión interna y el aislamiento externo. Así en la
Figura 6.5 los observadores pueden distinguir los distintos clusters sin necesitar una
definición formal de los mismos, también se puede ver que una simple definición no es
suficiente para abarcar todos los casos.
^• ^ ^
• •^
N^
^^ M
^^
•
N
Figi^ra 6.5. Clusters co^t cohesió^r i^iter^ra ^^ aislanriento e.Yterno.
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En estos ejemplos se observa que una característica fundamental para la
determinación de un cluster es la distancia relativa entre los elementos que ló
componen. Las distancias son un aspecto muy importante a tener en cuenta cuando
desarrollamos un análisis cluster (Everitt, 1993).
Los ejemplos vistos son muy sencillos, sin embargo en el mundo real el
investigador no conoce a priori la estructura de los datos, entonces se corre el peligro de
llegar a interpretaciones suponiendo la existencia de distintos clusters cuando en
realidad no es así.
6.2.2.2. Definición de análisis cluster.
El análisis cluster se puede definir como el estudio formal de métodos y
algoritmos para organizar objetivamente datos numéricos (Dubes, 1993). Como ya
habíamos dicho, en el análisis cluster el investigador no tiene conocimiento a priori
sobre la estructura subyacente de los datos (o por lo menos és un conocimiento
limitado). Esto permite definir claramente el análisis cluster del análisis discriminante.
En este último el investigador sí conoce a priori el esquema de clasificación, y lo que
intenta es dilucidar las reglas que determinan la pertenencia de un elemento a un grupo
basándose en una serie de variables. Para ello suele disponer de datos de entrenamiento
para cada uno de los grupos especificados (McLachlan, 1992).
El análisis cluster también puede verse como una técnica de reducción de datos.
Los elementós disponibles se agrupan en clusters de tal forma que los perfiles de los
individuos que están en un mismo cluster son similares, mientras que los perfiles de los
individuos que están en clusters diferentes presentan bastantes diferencias (Jobson,
1992).
A1 realizar un análisis cluster es importante seguir los siguientes pasos
(Bisquerra, 1989) y (Dubes, 1993):
1) Selección de las variables relevantes para la identificación de los distintos
grupos.
2) Selección de la medida de similitud entre los distintos elementos.
3) Selección del criterio para agrupar individuos en clusters.
4) Validación e interpretación de la éstructura obtenida.
6.2.2.3. Variables relevantes.
Es evidente que la elección de las variables que describen los elementos que se
pretenden agrupar es fundamental para la realización de un análisis cluster correcto. El
primer aspecto que hay que tener en cuenta a la hora de elegir las variables es si éstas
son relevantes, o no, para la clasificación que se está Ilevando a cabo. Por ejemplo, en
un análisis que pretende agrupar enfermedades mentales puede no ser adecuado la
inclusión de las características fisicas de las personas (altura, peso, etc.).
E1 siguiente aspecto a tener en cuenta es el número de variables que deben ser
medidas en cada individuo. En la mayoría de las aplicaciones existen incontables
variables que pueden ser utilizadas, sin embargo, consideraciones de tipo temporal o
económico suelen restringir su número. Un error que se comete normalmente es el de
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considerar más variables de las eŝtrictamente necesarias. Esto puede dar lugar a
problemas computacionales en las técnicas de clustéring o, más importante, pueden
obscurecer la estructura de clusters (Everitt, 1993).
Una vez se han elegido las variables se construye lo que se denomina una matriz
de elementos o de patrones. Esta matriz tiene dimensiones n x d, en donde n es el
número de individuos y d es el número de variables considerádas.
6.2.2.4. Medidas de similitud.
Después de haber determinado las características a tener en cuenta en los
individuos que queremos agrupar, es necesario definir un medida de similitud que nos
permita medir la proximidad entre dos individuos cualesquiera. Aunque pueda parecer
algo simple, el concepto de similitud, y especialmente, los procedimientos establecidos
para medir dicha similitud, no son triviales.
La similitud entre dos individuos i y j se define como una función s;j = f(x;, xj)
en donde x; _ [x;i, xi2, ..., x;d] es el vector que representa los d valores asociados al
individuo i. La similitud suele ser una relación simétrica (s;j = sj;), representada
generalmente por coeficientes no negativos y limitados por la unidad (0 _< s;j <_ 1). Sin
embargo, algunos presentan características similares a las del coeficiente de correlación
(-1 <_ s;j <_ 1) y también existen coeficientes no limitados por ningún valor.
Asociados a los coeficientes limitados en el intervalo [0, 1] podemos definir una
medida de disimilitud como d;j = 1- s;j. Las principales características que suelen
cumplir las disimilitudes son: ^
1) 0< d;j .(generalmente con un límite superior igual a la unidad)
2) dij = dji
3) d;; = 0(o de forma más gerieral d;j = O sll X; = Xj)
Existe una condición más restrictiva, denominada "desigualdad triangular" que
establece que d;j <_ d;k + dkj. Obviamente se llama desigualdad triangular porque establece
que un lado del triángulo que une a los tres elementos es menor o igual que la suma de
los ótros dos lados. Aquellas disimilitudes que cumplén también la desigualdad
triangular se denominan "distancias métricas" o simplemente "métricas".
La desigualdad triangular es una propiedad necesaria, áunque no suficiente, para
que los n individuos puedan ser represeritado ŝ como n puntos en un espacio métrico,
normalmente euclídeo (esto se verá con más detalle al describir el escalamiento
multidimensional). En el apartado 7.1.2 ya hemos descrito algunos tipos de distancias,
de los cuales el más popular es la distancia euclídea.
Las similitudes o disimilitudes se suelen ordenar en una matriz n x n eñ donde
cada par de valores (i, j) contendrá lá similitud o la disimilitud entre los elementos i y j.
Esta matriz es posteriormente utilizada como entrada de muchos procedimientos de
análisis cluster como veremos en apartados posteriores.
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Un problema importante a la hora de tratar las similitudes o las distancias surge
cuando las distintas variables que describen a un individuo no utilizan las mismas
unidades de medida o no son del mismo tipo. En el primer caso la solución que se buscó
fue la estandarización de los valores (como la normalización z que consiste en restar a
los valores la media y dividir el resultado por la desviación típica). Sin embargo Fleiss y
Zubin (1969) mostraron que la normalización puede provocar que se diluyan las
diferencias entre grupos para variables que mostraban una buena capacidad
discriminatoria. Una discusión sobre los efectos de la normalización en el análisis
cluster puede encontrarse en (Milligan y Cooper, 1988).
Cuando las variables son de distinto tipo se han sugerido varias soluciones. La
más simple es convertir todas las variables a formáto binario antes de calcular las
similitudes. Por ejemplo la edad puede convertirse en "menor de 40" y"40 o más". Este
procedimiento es sencillo pero tiene el inconveniente de que puéde sacrificar
información útil. Otra posible solución es utilizar un coeficiente que incorpore la
información de los distintos tipos de variables de forma adecuada. Un ejemplo de este
tipo de coeficiente fue propuesto por Gower (1971).
6.2.2.5. Tipos de análisis cluster
Una vez que hemos decidido cuales son las variables a utilizar en nuestro estudio
y hemos elegido una. medida de proximidad entre los distintos elementos, el siguiente
paso a realizar es elegir el criterio a seguir para agrupar a los individuos en clusters.
E1 análisis cluster puede clasificarse de muchas maneras atendiendo a distintos
criterios, de todas formas existen dos grandes categorías como son los métodos
jerárquicos y los métodos no jerárquicos.
Los métodos jerárquicos consisten en ir formando grupos en pasos sucesivos,
construyendo lo que se conoce como árbol de partición o dendrograma, que permite
visualizar los resultados. Cada nivel de agregación del dendrograma representa un
partición del conjunto dado de individuos. Así en la Figura 6.6 podemos ver un
dendrograma de clustering de 6 individuos. Si particionamos el árbol en el nivel X
obténemos los clusters cuya distancia entre cualquier par de expertos dentro de un
mismo cluster son menores que X(en este caso obtenemos A-B, C y D-E-F). Variando
X obtenemos distintas particiones del conjunto dado.
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Figura 6.6. Árbol de análisis cluster o dendrograma. d;^ representa la distancia entre el punto i y el
punto j.
De esta forma hemos obtenido una secuencia completa de soluciones del análisis
cluster, empezando con n clusters (uno por cada individuo) y terminando con un solo
cluster que contiene a los n individuos. En algunas aplicaciones se requiere la secuencia
entera de soluciones mientras que en otras sólo se requiere una de las posibles
soluciones.
Los métodos no jerárquicos, también conocidos como métodos iterativos,
tienen . por objetivo realizar una sola partición de los individuos en k clusters.
Generalmente buscan aquella partición que optimice un cierto criterio reseñado,
moviendo los elementos de un cluster a otro hasta que se encuentra la configuración
óptima. Normalmente, como el número de iteraciones necesarias para alcanzar la
condición suele ser bastante alto, en la práctica uno mismo se limita para aplicar
criterios de optimización locales.
Las diferencias fundamentales entre los métodos jerárquicos y no jerárquicos
son las siguientes:
1) En los no jerárquicos el numero de clusters debe especificarse a priori, o
calcularse mediante el mismo algoritmo.
2) En los métodos jerárquicos cuando un elemento se asigna a un ^cluster no
puede volver a ser reasignado. Según Kaufman y Rousseeuw (1990) esto
puede ser un error ya que "el método jerárquico nunca puede reparar lo que
ha hecho en un paso anterior". En los métodos no jerárquicos los elementos
puede cambiar de cluster en las distintas iteraciones. Para intentar mejorar
los métodos jerárquicos últimamente se está intentando utilizar en su
construcción métodos que atiendan a criterios globales y no sólo a criterios
locales. Por ejemplo, Lozano y Larrañaga (1998) utilizan métodos globales
basados en algoritmos genéticos.
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3) Los métodos jerárquicos trabajan con la matriz de similitudes mientras que
los no jerárquicos trabajan con la matriz de elementos.
Los métodos jerárquicos pueden a su vez^subdividirse en métodos aglomerativos
y métodos disociativos. Los métodos aglomerativos, también conocidos como
ascendentes, empiezan el análisis con tantos grupos como individuos haya. A partir de
estas unidades iniciales se van formando grupos de forma ascendente, agrupando cada
vez más individuos en los sucesivos grupos que se van formando. Al final del proceso
todos los casos están englobados en un mismo cluster. Los métodos disociativos,
también denominados descendentes o divisivos, constituyen el proceso inverso al
anterior. Empiezan con un cluster que engloba a todos los individuos. A partir de este
gran grupo inicial, de forma descendente y a través de sucesivas divisiones, se van
formando grupos cada vez más pequeños. Al final del proceso se tienen tantos grupos
como individuos.
Otro tipo de clasificación es la que divide al análisis cluster en monotética o
politética (Cuadras, 1991). Una clasificación monotética está basada en una
característica única (o en unas pocas) que sea muy relevante. Suele ser divisiva, pues los
objetos se clasifican en los que tienen la característica y los que no la tienen. Puede dar
lugar a clasificaciones poco adecuadas, dada la dificultad de obtener grupos lo bastante
homogéneos y naturales (hay pájaros que no vuelan, mamíferos que viven en el agua,
etc.). Una clasificación politética está basada en un gran número de características, y no
exige que todos los elementos de una clase posean todas las características, sino el
número suficiente para poder justificar analogías entre miembros de una misma clase.
Este tipo de clasificación suele ser aglomerativo.
En las técnicas vistas hasta ahora un elemento sólo podía pertenecer a un úniĉo
.
cluster. Ultimamente están apareciendo un nuevo tipo de técnicas, denominadas
técnicas difusas, en las que se permite que un elemento pertenezca a varios clusters con
distinto grado de participación.
Por último, resaltar los métodos graficos de clustering. Estos métodos no siguen
ningún algoritmo para la realización del análisis cluster sino que se basan en la
representación de los datos multivariables en un formato gráfico qué permita agruparlos
fácilmente por su similitud.
Entre los métodos gráficos cabe destacar el método de los glifos y los petroglifos
sugerido por Anderson (1960), el método de las series de Fourier sugerido por Andrews
(1972) y el novedoso método de las caras sugerido por Chernoff (1973 ). Este método
consiste en representar cada elemento del estudio como una cara cuyas características
(ojos, nariz, boca, etc.) representan a las variables y su tamaño es proporcional al valor
de dichas variables. Por ejemplo, si el valor de una variable es alto los ojos de la cara
serán grandes y si el valor es bajo los ojos serán pequeños (Figura 6.7). Un resumen de
estos métodos gráficos puede encontrarse en (Dillon y Goldstein, 1984).
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Figura 6.7. Caras de Chernoff para la agrupación de 13 ciudades según sus caracteristicas
economicas. Los grupos se ha obtenido de un análisis cluster jerárquico independiente.
Como podemos observar la similitud entre las ĉaras que pertenecen a un mismo grupo es
mayor que la similitud entre caras de distintos grupos (obtenido de Huff y Black (1978)).
6.2.2.6. Análisis cluster jerárquico
Los métodos de clustering jerárquico son los más populares y los más utilizados
en la bibliografia, además, resultan los más adecuados para utilizar en la validación de
sistemas expertos porque permiten utilizar la información que habíamos obtenido en los
tests de pares. Por ello, en este trabajo nos centraremos básicamente en las técnicas
jerárquicas de clustering.
Estas técnicas parten de la matriz de distancias o similitudes entre los individuos
y mediante un algoritmo de clasificación generan una jerarquía indexada que
generalmente se representa por un dendrograma. Este proceso puede verse en la Figura
6.8. ^
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Figura 6.8. L^squema de una clasificación jerárqtrica.
Jerarquía indexada
(dendrogama)
Hay muchos algoritmos de clasificación jerárquica, y dentro de ellos podemos
distinguir los que siguen una tendencia aglomerativa o los que siguen una tendencia
disociativa (aunque una vez construido el dendrograma nos es indiferente el método
seguido). Los métodos más populares y los más corrientemente utilizados son los
aglomerativos, por lo que centraremos nuestro estudio en los mismos. De todas formas
los algoritmos aglomerativos descritos también pueden aplicarse a los métodos
disociativos, simplemente hay que tener en cuenta que en cada paso se genera un grupo
nuevo formado con los casos en los que las distancias son mayores (en vez de ir
agrupando paso a paso los elementos más cercanos) .
Análisis cluster jerárquico aglomerativo
En esta sección se estudiarán los algoritmos de clustering que se conocen
popularmente por las siglas SAHN (Sequential, Agglomerative, Hierarchical,
Nonoverlapping), es. decir, algoritmos de clustering secuenciales, aglomerativos,
jerárquicos y sin superposición (Dubes, 1993).
Un algoritmo SAHN comienza con una matriz n x n de distancias entre
elementos (siendo n el número de elementos) y con tantos clusters como elementos
tengamos. Al final obtendremos una única partición que contendrá a todos los
individuos. Antes de describir el proceso conviene aclarar matemáticamente algunos
conceptos:
Sea x el conjunto de n individuos o elementos que disponemos para la
realización del análisis cluster. Una partición (clustering) C= {C,, C2, ..., C,,,} de x es
un conjunto disjunto de subconjuntos no vacíos de x, que considerados globalmente
constituyen ,^ Es decir, si i^j entonces
C;^Cj=^;
C,vC2v...vC,,,=x
Los componentes de . una partición se denominan clusters. Un análisis cluster
jerárquico es una secuencia de particiones anidadas que empiezan con la partición
trivial, en la cual cada elemento forma un único cluster, y termina en la partición trivial
en la cual todos los elementos pertenecen al mismo cluster. La partición B esta anidada
dentro de la partición C si cada componente de B es un subconjunto de un componente
de C, así pues C se forma mezclando componentes de B.
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Un dendrograma es un árbol binario que representa un análisis cluster
jerárquico. Cada nodo del árbol representa un cluster y cortando transversalmente el
dendrograma obtenemos una partición dada. Un dendrograma representa n particiones
de n elementos.
Sea {Co, C,, ..., Cn_, } la secuencia de particiones de un dendrograma en el que
Co es la partición trivial que pone a cada elemento en su propio clustering y Cn_, la
partición trivial que agrupa a todos los elementos dentro de un mismo cluster. Los
clusters de la m-ésima partición se denotan como {Cn, i, Cni2, ..., Cn► (n-m) }• Se define
también una función L(m) en cada partición que representa el nivel de desigualdad en el
que el clustering m se ha formado.
Como nueva medida de distancia entre los elementos se define la distancia
cofenética que indica cuál es el primer nivel del dendrograma en el cual dos elementos
dados aparecen por primera vez en el mismo cluster. Formalmente la distancia
cofenética entre los elementos x^ y x^ se define como
d^(i,l) = L(k^,.i)
en donde
k;,^ = min [m: (x;, x^) E Cn,^, para algún t]
La distancia cofenética además de cumplir las características de una distancia
cumple la desigualdad ultramétrica de tal forma que
d^(i, j) <_ max {d^(i, k), d^(k, j) }`d i, j, k
Una vez aclarados estos conceptos el algoritmo de clustering SAHN se puede
describir de la siguiente forma:
, Algoritmo SAHN de clustering jerárquico
l. Fijamos el número de clustering a cero: m= 0.
Repetimos los siguientes pasos hasta que m= n.
2. Encontramos el par de clusters i y j cuya distancia es mínima:
d,^ = min {d^r} b'q, r/ 1<_ q, r<_ n
3. Incrementamos m en uno. Mezclamos los clusters i y j en un solo
cluster para definir el clustering m. Definimos el nivel de este
clustering como:
L(m) = d^^
4. Actualizamos la matriz de distancias borrando las filas y columnas
que pertenecen a los clusters i y j, y añadiendo una nueva fila y una
nueva columna para el cluster recién formando ij. La distancia entre
este nuevo cluster y los ya existentes ^ depende del método de
clustering que estemos empleando y que veremos a continuación.
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En este algoritmo hemos utilizado una matriz de distancias. Si quisiéramos
utilizar una matriz de similitudes simplemente habría que cambiar el mínimo del paso 2
por un máximo.
Para ilustrar la aplicación de los distintos métodos de clustering emplearemos los
datos provenientes de las coordenadas de distintas ciudades como se muestra en la
Tabla 6.24 y en la Tabla 6.25
...
^ ^ A Córúña
.
43.39
. . .
8.38
_.- ,.: `^. Zard ^za ^ ^ ^ 41.65 ^ 0.90
• ^ ^.Madrid 40.40 3.68
8arcelona 41.38 -2.18
^ ^ - . Sevilla 37.38 5.98
• ^ ^ Valladolid 41.65 4.75
Tabla 6.24. Matriz de elementos para diversas ciudades y sus coordenadas
.
•• -
...
7.68
.. .
5.57
.
10.75 6.47
... .
4.03
..••. 7.68 - 3.05 3.09 6.64 3.85
.• • 5.57 3.05 - 5.94 3.80 1.65
•• . 10.75 3.09 5.94 - 9.09 6.94
6.47 6.64 3.80 9.09 - 4.44
.••• 4.03 3.85 1.65 6.94 4.44 -
Tabla 6.25. Matriz de distancias para los datos de la Tabla 6.24.
Método de las distancias mínimas (single linkage)
Es uno de los métodos más sencillos de clustering jerárquico y también uno de
los más utilizados. Se conoce como la técnica del vecino más cercano (nearest
neighbour) y consiste en definir la distancia entre los nuevos clusters que se van
formando como la distancia existente entre sus elementos más próximos. Esta situación
puede visualizarse en la Figura 6.9:
Cluster A
Figura 6.9. Distancia según el método de las distancias minimas.
Aplicando este algoritmo a los datos de las ciudades obtenemos el resultado de
la Figura 6.10.
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C Z M
- 7.68 5.57
7.68 - 3.05
5.57 3.05
10.75 3.09
6.47 6.64
5.94
B S V
10.75 6.47 4.03
3.09 6.64 3.85
5.94 3.80
- 9.09
1.65
6.94
4.443.80 9.09
4.03 3.85 I 1.65 I 6.94 4.44
C
MVZB
S
C MVZB S
- 4.03 6.47
4.03 - 3.80
6.47 3.80 -
MVZB - S
3.80
M-V C
1.65 Z
^ MV
B
S
MVZ - B
3.09
C MVZBS
C - 4.03 Dendrograma
MVZBS 4.03 -
C Z MV B S
- 7.68 4.03 10.75 6.47
7.68 - 3.05 3.09 6.64
4.03 3.05 - 5.94 3.80
10.75 3.09 5.94 - 9.09
6.47 6.64 3.80 9.09 -
C
MVZ
B
S
MV - Z
3.05
C MVZ B S
- 4.03 10.75 6.47
4.03 - 3.09 3.80
10.75 3.09 - 9.09
6.47 3.80 9.09 -
1.65 3.05 3.09 3.80 4.03
Figura 6.10. Ejemplo de utilización del método de las dístancias mínimas utilizando los datos de las
ciudades.
Método de las distancias máximas (complete linkage).
Se conoce también como la técnica del vecino mas lejano (furthest neighbour) y
representa la técnica contraria al método de las distancias mínimas en el sentido en que
la distancia entre dos clusters se define como la distancia existente entre sus elementos
más alejados. Este método se ilustra en la Figura 6.1 l.
Cluster A
Figura 6.11. Distancia según el método de las distancias mcíYimas.
Aplicando este algoritmo a la matriz de similitudes para el ejemplo de las
ciudades obtenemos el resultado de la Figura 6.12.
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C Z M B S V C Z MV B S
C - 7 .68 5.57 10.75 6.47 4.03 M-V v - 7.68 5.57 10. 75 6.47Z 7.68 - 3.05 3.09 6.64 3.85 1 65 Z 7.68 - 3.85 3.09 6.64
M 5.57 3.05 - 5.94 3.80 1.65
.
-^ MV 5.57 3.85 - 6.94 4.44
10.75 3.09 5.94 9.09 6.94 1 0.75 3.09 6.94 9.09
S 6.47 6 .64 3.80 9.09 4.44 S 6.47 6.64 4.44 9.09
V 4.03 3 .85 1.65 6.94 4.44 1 Z-B3.09
MV-S C ZB MV S
C ZB MVS 3.09 C
C - 10.75 6.47 ^ Zg
ZB 10.75 - 9.09 MV
MVS 6.47 9.09 - S
MVS - C
3.80 ^ .fis 3.os a.aa
M
ZB MVSC V
ZB - 10.75 S '
MVSC 10.75 - ♦ ^C .
Z
- 10.75 5.57 6.47
10.75 - 6.94 9.09
5.57 6.64 - 4.44
6.47 9.09 4.44 -
s.a^ ^o.^s
Figura 6.12. Ejemplo de utilización del método de !as distancias máximas utilizando los datos de las
ciudades.
Método del promedio entre grupos (group average - UPGMA -).
En este método la distancia entre dos clusters se define como la media de las
distancias entre todos los pares de individuos en los cuales un miembro del par
pertenece a cada uno de los clusters formados anteriormente (Figura 6.13).
Cluster A
Figura 6.13. Dista^rcia según el método del promedio errtre grupos.
Este método utiliza información de todas las distancias entre pares de
individuos, y no solamente de los más alejados o de los más próximos, como es el caso
de los dos métodos anteriores.
Aplicando este algoritmo a la matriz de similitudes del ejemplo de las ciudades
obtenemos el resultado de la Figura 6.14.
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C Z M B S ^ :.V C Z MV B S
C - 7.68 5. 57 10.75 6.47 4.03 M-V - 7.68 4.80 10.75
6.47
Z 7 68 - 3 05 093 6.64 3.85
Z
7 68 - 3.45 3.09 6.64. . . 1.65 .
M 5.57 3.05 5.94 3.80 1.65 -^ MV 4.80 3.45 - 6.44 4.12
B 10.75 3.09 5.94 - 9.09 6.94 B 10.75 3.09 6.44 - 9.09
S 6.47 6.64 3.80 9.09 - 4.44 S 6.47 6.64 4.12 9.09
V 4.03 3.85 1. 65 6.94 4.44 1 Z -B3 .09
MV-S C ZB MV S
C ZB MVS 4.12 C - 9.215 4.80 6.47
C - 9.215 5.356 ZB 9.215 - 4.945 7.865
ZB 9.215 - 5.918 MV 4.80 4.945 - 4.12
MVS 5.356 5.918 - S 6.47 7.865 4.12 -
^MVS - C 1 s5 3.09 4.12 5.35 6.74
5.356
.
M^
ZB MVSC V
ZB - 6.743 Dendrograma ^ S
MVSC 6.743 - C
Z
B
Figura 6.14. Ejemplo de utilización del método del promedio entre grupos utilizando los datos de las
ciudades.
Sneath y Sokal ( 1973) introducen la abreviación UPGMA (Unweighted Pair
Group Method using arithmetic Averages) para referirse a esta técnica. La letra U
(Unweighted) indica que es un método no ponderado en el que todos los elementos son
tratados de la misma forma. En los métodos ponderados (Weighted) los elementos de
los clusters más pequeños adquieren más importancia que los elementos de los clusters
más grandes. Lás siglas PGM (Pair Group Method) indican que los clusters se van
uniendo por pares y la letra A(arithmetic Averages) indica que al unir los clusters se
halla la media aritmética de las distancias existentes entre sus elementos (otros métodos
llevan la letra C indicando que las distancias se miden entre los centroides de cada
^Po)•
Método de la media (weighted group average - WPGMA -).
El método de la media es similar al del promedio entre grupos pero en este caso
no se tiene en cuenta el número de elementos que forman cada cluster. Por esta razón se
dice que este es un método ponderado ya que los elementos de los clusters más
pequeños adquieren más relevancia que los élementos de los clusters mayores. Se suele
conocer con las siglas WPGMA (Weighted Pair Group Method using arithmetic
Averages) y se ilustra en la Figura 6.15. En ella se acaba de formar el cluster A uniendo
el elemento 3 a los elementos 4 y 5 ya unidos. La distancia de este nuevo cluster con el
cluster B formado por los elementos 1 y 2 resulta de hallar la media entre las distancias
d^z-3 Y diz-:ss•
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Cluster A
Figura 6.1 S. Distancia según el método de la media, el cluster A acaba de formarse uniendo el elemento
3 a los elementos 4 y S}-a unidos.
En este método no se tiene en cuenta el número de elementos que forma cada
cluster. Si en el cluster A tuviéramos 50 elementos y en el cluster B sólo uno, el proceso
de unión sería idéntico, con lo cual la importancia del elemerito del cluster B sería
mayor que la que tuvieran cada uno de los 50 elementos del cluster A(los elementos del
cluster B están ponderados). También sé puede ver que en este caso no es necesario
retener las distancias iniciales entre pares de elementos (como ocurría en el método del
promedio entre grupos en el que las distancias que aparecían en la matriz inicial debían
preservarse a lo largo de todo el proceso).
Aplicando este algoritmo a la matriz de similitudes para los datos de las ciudades
obtenemos el resultado de la Figura 6.16.
C Z M B S V C Z MV B S
C 7.68 5. 57 10.75 6.47 4.03 M-V - 7.68 4.80 10.75 6.477.68 - 3. 05 3.09 6.64 3.85 7 68 45- 3 3 09 646
M 5.57 3.05 5.94 3.80
1.65
1.65
^ MV
.
4.80
.
3.45 -
.
6.44
.
4.12
B 10.75 3.09 5.94 9.09 6.94 B 1 0.75 3.09 6.44 - 9.09
S 6.47 6. 64 3. 80 9.09 - 4.44 S 6.4 7 6.64 4.12 9.09 -
4.03 3.85 1.65 6.94 4.44
MV-S C Z
Z-B
3.09
B MV S
C ZB MVS 4.12 C - 9.215 4.80 6.47
C - 9.215 5.636 , ZB 9.215 - 4.945 7.865
ZB 9.215 - 6.405 MV 4.80 4.945 - 4.12
MVS 5.635 6.405 - S 6.47 7.865 4.12 -
MVS - C 1 65 t 2 5 635 7 8109 435.356 .
. ...
ZB MVSC V
ZB _ 7 81 Dendrograma
MVSC 7 81 -
S
C
Z
B
Figura 6.16. Ejemplo de t^tili^ación del método de la media r^tiliza^ido los datos de las ciudades.
Método del centroide (Centroid - UPGMC - )
En este método, una vez que se han formado los clusters, éstos son representados
por su centroide (aquel elemento cuyas coordenadas se calculan a partir de la media de
las coordenadas de los elementos que forman el cluster). El método se ilustra en la
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Figura 6.17. en la que vemos que .1a.;distancia entre los clusters A y B se mide como la
distancia existente entre sus centroicíes.
Cluster A
Figura 6.I7. Distancia según el método del centroide. La distancia entre A y B es la distancia entre sus
centroides. Las coordenadas del centroide se calculan a partir de la media de las
coordenadas de los elementos que forman el cluster.
Como vemos este método plantea una variación con respecto a los demás y
consiste en que es necesario conocer las coordenadas que definen a cada elemento en el
espacio, es deĉir conocer la matriz de elementos, además de la matriz de distancias entre
pares de elementos. Aplicando este método al ejemplo de las ciudades obtenemos los
resultados de la Figura 6.18.
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- 7.68 5.57
7.68 - 3.05
5.57 3.05
10.75 3.09
6.47 6.64
4.03 3.85
ZB
MVS
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3.80
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B S
10.75 6.47
3.09 6.64
5.94 3.80
- 9.09
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ZB MVSC V
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7.68
4.79
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3.37
3.09
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B
10.75
3.09
6.405
6.64
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4.05 9.09
s
6.47
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4.05
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C
ZB
MV
S
C ZB MV S
- 9.213 4.79 6.47
9.213 - 4.88 7.805
4.79 4.88 - 4.05
6.47 7.805 4.05 -
1.65 3.09 4.05 5.061 6.389
^
Figt^ra 6.18. Ejenrplo de utilización del ntétodo del centroide utili=ando los datos de las ciudades.
Método de la mediana (Median - WPGMG -)
El método de la mediana también se conoce como el método de Gower ya que
fue él quien lo propuso por primera vez (Gower, 1967). Este método es similar al
método del centroide pero aquí no se tiene en cuenta el número de elementos que
forman los clusters que se van a unir (se trata de un método ponderado). En este caso la
distancia entre el cluster B(formado por los elementos 1 y 2) y el cluster A(formado
por la unión del elemento 3 con los elementos 4 y 5 ya agrupados) es la mediana del
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triángulo formado por el centroide del grupo B, el centroide de 3 y el centroide de 4-5
(Figura 6.19).
Cluster A
Figura 6.19. Distancia según el método de la mediana. La distancia entre A y B es la distancia entre sus
centroides. Las coordenadas del centr.oide se calculan a partir de la mediá de las
coordenadas de los centroides de los grupos que se unen para formar el nuevo cluster.
Con los métodos ponderados, como el de la mediana o el de la media lo que se
pretende es que no se pierdan las características de los grupos más pequeños al unir
estos con grupos más grandes. Esto se consigue no considerando los elementos por
separado y sólo teniendo en cuenta en cada cluster un dato (su centroide en el caso de la
mediana o su distancia a los otros grupos en el caso de la media) sin importar que
número de elementos forman ese cluster. De esta forma estamos ponderando en
importancia a los elementos de los clusters más pequeños con los elementos de los
clusters más grandes. Aplicando este método a los datos de las ciudades obtenemos los
resultados que se muestran en la Figura 6.20.
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Figura 6.20. Ejenrplo de utilización del método de la mediana utili^ando los datos de las ciudades.
Dendrograma
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Método de Ward
E1 método de Ward también se denomina el método del mínimo error cuadrático
ya que une, en cada nivel, los dos clusters que minimizan el error cuádrático entre todas
las posibles uniones de pares de clusters existentes. Hay que tener en cuenta, sin
embargo, que el método de Ward no obtiene la partición que minimiza el error
cuadrático de entre todas las posibles particiones con ese número de clusters.
La idea que subyacen en el método de Ward puede verse de forma fácil si
consideramos datos univariantes (Everitt, 1993). Supongamos, por ejemplo, 10
individuos con los siguientes valores (2, 6, 5, 6, 2, 2, 2, 0, 0, 0) de una variable dada. La
perdida de información que se produce al tratar los diez elementos como un grupo con
media 2.5 se representa mediante el error de suma de cuadrados (ESS).
n
ESS = ^ (x; - x )^
,-^
equ. 6.47
Para este caso ESS = 50.5. Si los diez individuos se agrupan en los siguientes
cuatro clusters {0, 0, 0}, {2, 2, 2, 2}, {5 }, {6, 6} el ESS puede calcularse como la suma
de los ESS de cada grupo lo que nos da que . .
ESStotal = ESSgrupo I+ ESSgrupo Z+ ESSgrupo 3+ ESSgrupo 4 - O.^
Para el caso de que los datos sean multiváriables debe extenderse la equ. 6.47
para abarcar todas las p posibles dimensiones
ESS = ^ ^ (x;^ - X^ )^
;=i ^=i
equ. 6.48
Cuañdo en un clustering jerárquico se unen los clusters i y j para formar el
cluster k el incremento del error total de suma de cuadrados producido es
DESSiotul= ESSk - ESS; - ESS^
equ. 6.49
En este método hay que tener en cuenta que la escala del dendrograma que se
obtiene no es la misma que la escala utilizada para medir la distancia entre elementos.
Así las jerarquías se pueden unir a niveles varios cientos de veces mayores que las
distancias existentes entre pares de elementos. El efecto visual que se produce es que se
acentúa el tiempo de vida de los clusters.
A1 igual que el método del centroide y el método de la mediana, el método de
Ward trabaja con la matriz de elementos inicial y no con la matriz de similitudes, por lo
que no se considera adecuado para la validación de sistemas expertos tal. y como
venimos haciendo hasta ahora.
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La ecuación de Lance y Williams
Lance y Williams (1967) obtuvieron una ecuación que resume todos los métodos
vistos para obtener la distancia entre dos clusters. Según esta ecuación la distancia entre
el cluster k y el cluster (ij), formado de la fusión de los clusters i y j, es:
dkc^>> -a^dki +a;d^; +^dr; +Y;dkr -dk;:
equ. 6.50
en donde d;^ es la distancia entre los clusters i y j. De esta forma sólo hay que variar los
valores de los párámetros a, ,Q, y y para obtener los distintos métodos de clustering
según se ve en la Tabla 6.26 (en la que n; representa el número de individuos del cluster
i). . ^
Método de Clustering cr; a' ^- --- - - - -- ^ --_ _ 1'
distancias miriimas %z % 0 -%z
distancias máximas Yz Yz 0 %z
promedio entregrupos n^ n^ 0 0
(UPGMA) n ^ + n; n ^ + n;
media ^z Yz 0 0
(WPGMA)
centroide n ^ n; - n^ n; 0
(UPGMC)
mediana
n^ + n;
^^2
n^ + n;
^^z
(nr + n; )^
-^^4
(WPGMC)
Ward nk + ni nk + n; - nk 0
Flexible .
nk + n^ + n;
a
nk + ni + n;
a
nk + n^ + n;
1-2a 0
Tabla 6.26. Coeficientes para la ecuación de Lance }•^ Williams.
^
Al describir el método del centroide, el de la mediana y el de Ward habíamos
comentado que era necesario conocer las coordenadas que definen a los elementos para
poder aplicarlos; sin embargo, con la ecuación de Lance y Williams pódem^s trabajar
directamente con la matriz de distancias, siempre y cuando se utilice la distancia
euclídea al cuadrado. Es posible utilizar otro tipo de distancias pero esto puede conducir
a resultados extraños de difícil interpretación (Anderberg, 1973).
E1 último método que aparece en la tabla es el método flexible, sugerido por
Lance y Williams (1967), y que no especifica un valór concreto de los parámetros sino
^unas restricciones que deben cumplir los mismos. Estas restricciones son a; + a; +^3=
l, a; = a^, ,^3< 1 y y= 0; lo que implica que los parámetros finales queden como a; = a,
a; = a, ,Q= 1-2 a, y y= 0.
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Si permitimos que ,r3varíe; podemos obtener modelos de clustering que presenten ^
diversas características. Lance y Williams descubrieron que los más útiles eran valores
negativos y pequeños de ,Q, y en ŝus ejemplos utilizaron ,Q =-'/4 aunque otros autores
han sugerido también la utilización de f^= -'/z (Scheibler y Schneider, 1985).
Comparación entre los distintos métodos
Muchas de las características que definen a los métodos de clustering jerárquico
y aglomerativo ya han sido descritas en los apartados anteriores, sin embargo, en este
apartado se pretende analizar una comparación de los distintos métodos para intentar
determinar cual sería el más adecuado para cada caso.
Uno de los defectos que más se le achaca al método de las distancias mínimas es
el conocido con el nombré de encadenamiento (chaining). Éste efecto consiste en que el
método de las distancias mínimas tiende a unir juntos clusters que, aunque son
claramente distintos, están unidos por una serie de elementos intermedios. Este efecto
puede verse claramente en la Figura 6.21. En ella tenemos la gráfica (a) en la que vemos
dos nubes de puntos claramente diferenciadas que están unidas por una línea de puntos
intermedios. Si realizamos un análisis cluster mediante el método de las distancias
mínimas e indicamos que queremos obtener dos clusters obtenemos la figura (b) en la
que un cluster es el punto blanco en la parte superior de la gráfica y el resto de puntos es
el otro cluster. Este resultado es claramente opuesto al que se vislumbra en la gráfica
(a). Los puntos intermedios entre las dos nubes de puntos se denominan puntos de ruido
(Everitt, 1993).
.
.. •. . ^
.
..
. ••• .
•• • ^•
..
(a) (b)
Figura 6.21. Efecto de encadenamiento en el método de las distancias mínimas. (a) dos nubes de puntos
claramente diferenciadas t^nidas por una línea de puntos intermedios, (b) dos clcrsters
obtenidos por el método de las distancias mínimas (uno es el punto blanco en la parte
sc^perior de la gráfrca y el otro es el resto de puntos).
Sin embargo, autores como Jardine y Sibson (1968) no consideran al
encadenamiento como un defecto e indican que el método de las distancias mínimas
puede Ilegar a ser más eficiente que otros. En trabajos posteriores, Jardine y Sibson
(1971) basan sus preferencias por el método de las distancias mínimas basándose en que
es el único método que cumple una serie de condiciones matemáticas (continuidad,
mínima distorsión, etc.)
Si el método de las distancias mínimas da como resultados clusters de forma más
bien alargada en los que elementos bastante distintos puedén llégar a unirse en el mismo
cluster debido al encadenamiento, el método de las distancias máximas produce el
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efecto inverso, se obtienen muchos clusters con una distancia interior muy pequeña.
Ahora lo que puede ocunir es q ŭe elementos bastante similares tarden mucho en unirse
en el mismo cluster (efecto disección). Por estos motivos se dice que el método de las
distancias mínimas es espacio contractivo, mientras que el método de las distancias
máximas es espacio dilatante. La necesidad de un compromiso entre estos dos extremos
ha motivado la aparición de técnicas como el promedio entre grupos, y el resto de
métodos vistos en los apartados anteriores, que se caracterizan por ser espacio
conservativos (Kaufman y Rousseeuw, 1990). Autores como Jobson (1992) señalan que
el método del centroide es espacio contractivo y el de Ward espacio dilatante. EI
método flexible depende de los valores que se le den a sus parámetros para determinar
si es conservativo, contractivo o dilatante (Cuadras, 1991).
La ventaja que presenta el método de las distancias mínimas y el método de las
distancias máximas es que las uniones de clusters se producen en distancias que están
presentes en la matriz inicial de distancia. Ningún otro método de clustering tiene estas
características y esto permite realizar algoritmos de clustering más eficaces y que
pueden ser aplicados a un conjunto de datos mayor. Además estos métodos se
caracterizan por ser invariables ante transformaciones monótonas de la matriz de
distancias. Esto significa que los resultados obtenidos serán los mismos si variamos los
datos de la matriz de distancias pero preservamos el mismo orden de rangos que en la
matriz original. De esta forma las dificultades que implica la combinaĉ ión y el escalado
de diferentes variables en una medida de proximidad son de menor importancia, y suele
ser muy útil cuando utilizamos disimilitudes ordinales.
Otra ventaja que tiene el método del las distancias mínimas es su forma de
proceder en presencia de ligaduras (aparición de dos distancias idénticas en la matriz de
distancias). En los métodos vistos hasta ahora, excepto en el de las distancias mínimas,
la decisión de tomar una u otra de las distancias ligadas puede provocar la aparición de
dendrogramas completamente ^ distintos. Sin embargo, Jardine y Sibson (1971)
demostraron que el método de las distancias mínimas tenía la propiedad de continuidad,
por la cual los distintos clusters se iban uniendo de forma suave a medida que se
acercaban unos a otros, sin importar el orden tomado en las ligaduras. En la Figura 6.22
se puede ver claramente este efecto, partiendo de la matriz de distancias dada vemos
que en el primer paso existe un empate entre las distancias dAB y dec. ^ Utilizando el
método de las distancias mínimas el dendrograma obtenido es el mismo tanto si unimos
primero A y B como si unimos B y C. Sin embargo utilizando, por ejemplo, el método
de la media, los dendrogramas varían drásticamente dependiendo si empezamos por
unir A-B o B-C.
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B .^, C . D^. , ,•^E
3 8 7' 10
B 3 - 3 8 4
C 8 3 - 10 6
D 7 8 10 - 11
10 4 6 11 -
e
C
E ' A
D ^
Figura 6.22. EI método de las distancias mínimas no se ve afectado por la presencia de ligaduras^ en la
matriz de distancias mientras que los otros métodos (por ejemplo el de la media) pueden
presentar resultados finales muy diferentes.
Métodos como el del promedio entre grupos y el de la media son muy populares,
ya que obtienen información de todos los elementos que forman el cluster y no sólo de
los más cercanos o los más alejados. En el método del promedio entre grupos se tiene en
cuenta el tamaño de los clusters a la hora de realizar las uniones, por lo que los nuevos
clusters formados siempre estarán más próximos a los clusters con muchos elementos.
En el método de la media el tamaño de los clusters no se tienen en consideración al
realizar la unión. Esto tiene la ventaja de que no se pierden las características de los
clusters más pequeños, pero presenta el inconveniente de que los elementos incluidos en
clusters pequeños sean más representativos que los elementos incluidos en los clusters
más grandes.
Los métodos del centroide y de la mediana son equivalentes a los métodos del
promedio entre grupos y de la media, sólo que en este caso se trabaja con los centroides
de los clusters. Estos métodos se caracterizan por tener una interpretación geométrica
directa mientras que el promedio entre grupos y la media no presentan una
interpretación geométrica sencilla (Dubes, 1993). El principal problema que plantean el
método del centroide y el de la mediana es que necesitan conocer la matriz de elementos
además de la matriz de distancias. En la ecuación de Lance y Williams no es necesario
el conocimiento de la matriz de elementos pero la distancia utilizada se limita a la
distancia euclídea al cuadrado (la misma situación aparece con el método de Ward).
Otro problema que presentan el método del centroide y el método de la mediana
es que no son monótonos. Decimos que un método de clustering es monótono si, cuando
unimos los clu ŝter i y j en el cluster ij, entonces para todos los clusters k distintos de i y j
se cumple que dk_;j >_ d;^. La monotoneidad permite dibujar a lo ŝ dendrogramas como
árboles binarios y pérmite que se satisfaga la distancia cofenética. Sin la monotoneidad
pueden aparecer cruces y vueltas atrás cuando dos clusters se unen a niveles inferiores a
los de los propios clusters antes de unirse. Así se deduce que interpretar un
dendrograma no monótono es extremadamente dificil. Para que un método de clustering
sea monótono tiene que cumplir que a; + a^ + f^>_ 1 (Cuadras, 1991).
La diferencia entre el método del centroide y el de la mediana es similar a la
existente entre el método del promedio entre grupos y el de la media, y se puede ver
claramente en la Figura 6.23. En el método del centroide los grupos con muchos
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elementos absorben a los grupos pequeños, que quedan prácticamente eliminados. Por
otro lado el método de la mediana permite que permanezcan las características de los
grupos pequeños a costa de darle más importancia a los individuos que los forman.
Cluster B
Cluster A-B
Cluster A-B Centroide
(a)
Cluster A-B Centroide
Cluster A-B
(b)
Figura 6.23. Comparación entre el método del centroide (a) y el método de la mediana (b). EI método
del centroide da la misma importancia a todos los puntos por lo que el centroide del nuevo
cluster estará más cerca del cluster mayor. EI método no tréne en cuenta el número de
elementos de cada cluster y el nuevo centroide se halla a la misma distancia de los clusters
originales.
Por último podemos decir que, a pesar de los múltiples estudios que se han
llevado a cabo, no existe ningún método que sea claramente superior a los demás para
cualquier tipo de datos (Milligan, 1980). De todas formas el método que generalmente
suele ser sugerido por todos los autores es el del promedio entre grupos. Kaufman y
Rousseeuw (1990) lo recomiendan porque es el único que cumple tres condiciones que
consideran fundamentales:
(1) Las disimilaridades entre los clusters que se unen son monótonas, lo que
permite representarlo mediante un dendrograma. Los únicos métodos no
monótonos son el del centroide y el de la medi'aná.
(2) Las disimilaridades entre los clusters no son ambiguas, lo que significa
que la distancia entre dos clusters siempre será la misma
independientemente del orden en que se hayan unido previamente los
elementos que los componen. Los métodos que cumplen esta propiedad son
el de las distancias mínimas, el de las distancias máximas y el del promedio
entre grupos (ya que las distancias entre dos clusters se definen
explícitamente en términos de las distancias originales existentes entre los
objetos). Lo mismo puede decirse del método del centroide y del método de
Ward cuando pueden ser definidos por puntos en un espacio euclídeo
porque lo único que tenemos que hacer es calcular la distancia euclídea
entre los centroides de los clusters.
(3 ) Las disimilaridades entre los clusters son estadísticamente consistentes,
significa que las disimilaridades entre los clusters no deben variar
demasiado si consideramos más elementos en nuestra muestra. Así vemos
que podemos descartar métodos como el de Ward (en el que los niveles de
agrupamiento tienden a crecer mucho más que las disimilaridades entre los
elementos), el de las distancias mínimas (en el que las distancias tienden a
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cero) y el de l,as distari ĉ ias máximas (en el que las distancias tienden al
infinito). Los úriiĉoŝ métodos que cumplen esta propiedad son el método del
centroide y el método del promedio entre grupos. Aunque esta condición
pueda considerarse un poco restrictiva, Kaufman y Rousseeuw no creen que
sea así ya que debería ser natural esperar que al añadir más puntos el
clustering nos condujera a resultados más correctos.
En base a la discusión desarrollada sobre los distintos algoritmos de análisis
cluster podemos decir que, aunque no haya un método claramente superior a otro, si hay
métodos (como el promedio entre grupos) que tienen un comportamiento más adecuado
en la mayoría de las ocasiones.
6.2.2.7. Métodos de representación .
Existen muchas formas de representar gráficamente los resultados de un análisis
cluster jerárquico.. La más comúnmente utilizada, y la que mayor impacto visual
produce es el dendrograma que ya hemos visto varias veces a lo largo de este trabajo.
Las ventajas del dendrograma son evidentes, resulta muy fácil hacerse una idea de cómo
se ha realizado la unión de los diversos grupos y en que niveles se han producido estas
uniories. El único problema que plantean es que si el número de elementos es demasiado
elevado (alrededor de 200) son dificiles de interpretar, además necesitan un ciérto nivel
de complejidad gráfica para representarse correctamente (y evitar que existan líneas de
cruces que perturben su análisis).
Otro tipo de represeñtaciones comúnmente utilizadas son los carámbanos o
témpanos (icicles) que se representan en la Figura 6.24 junto con el dendrograma
correspondiente al mismo análisis cluster. Los carámbanos muestran el proceso de
unión de los grupos mediante una serie de barras verticales que se parecen caer del
techo como carámbanos helados (de ahí su nombre).
M V S C B Z
1.65 3.09 4.12 5.64 7.81
^ .
V
S
C
B
1
2
3
4
5
Z ' 6
Figura 6.24. (a) dendrograma del análisis cluster para el método de la media con !os datos de ciudades,
(b) gráfica de carámbanos correspondiente.
En la Figura 6.24, las variables se representan en columnas y los niveles de
agregación en filas. El nivel número 1 corresponde al último paso del análisis, es decir,
cuando todos los clusters se encuentran unidos en uno solo. De la misma forma el
último nivel de agregación corresponde al primér paso del análisis, en el que cada
elemento forma un ^cluster. Los clu ŝters se representan mediante una serie de barras
verticales separadas por un espacio en blanco. Cuando dos clusters se unen el espacio en
blanco que había entre ellos desaparece.
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Lo que se pretende con este gráfico es encontrar de forma rápida soluciones con
un número determinado de clusters (para encontrar una solución con 3 clusters solo hay
que ir al nivel 3 y observar cuales son los elementos que están unidos, en la gráfica de la
Figura 6.24 serían MVS-C-BZ). Así vemos que los dendrogramas tratan de resaltar las
distancias entre los distintos clusters, mientras qúe los carámbanos tratan de facilitar la
búsqueda de un determinado número de clusters. Una ventaja que tienen los carámbanos
con respecto al dendrograma es que no hace falta capacidades gráficas especialmente
complicadas para poder representarlos.
También, si queremos mezclar las características de ambos métodos podemos
incluir los valores de los niveles de agregación en la gráfica de carámbanos y los índices
de agregación en los dendrogramas. Otras variaciones que pueden aparecer es colocar
los dendrogramas de forma vertical o los carámbanos en sentido horizontal, sin embargo
la forma común en la que suelen aparecer en lá bibliografia es la que aquí se ha
representado.
Un tipo de gráfico muy intuitivo y de sencilla interpretación es el gráfico de
burbujas (Kaufman y Rousseeuw, 1990), también conocido como gráfico de curvas o
loop plot. Este tipo de representación esta especialmente destinada a elementos que
puedan representarse en gráficas de dos dimensiones (Figura 6.25).
Figura 6.Z5. Representación de seis ciudades según sus coordenadas x e y con las burbi^jas
correspondientes al análisis cluster.
Cada vez que un cluster se une con otro se forma una burbuja que los rodea.
Realizando este proceso para cada uno de los niveles de agregación se obtiene una
representación de fácil interpretacióri que produce un elevado impacto visual. E1
principal inconveniente de esta técnica es que está limitada a aquellos elementos que se
puedan representar en 2D, además de ser bastante complicada ya que exige que las
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curvas se tracen de forma adecuada para evitar cruces que dificultarían la comprensión
,
de la representación. ^ ' '
Otros tipos de representación del análisis cluster no emplean gráficos sino tablas
de aglomeración (Bisquerra, 1989). Estas tablas pretenden ser un resumen en modo
texto del resultado del análisis cluster y, generalmente, indican qué clusters se unen en
cada paso y los índices o coeficientes de agregación. El modelo más sencillo es el que
se presenta en la Tabla 6.27, en el que aparecen 3 columnas (dos para representar los
clusters unidos y una para indicar el coeficiente de agregación), y tantas filas como
pasos hemos realizado para unir todos los clusters en uno solo.
.
►^ V 1.65
B Z 3.09
MV S 4.12
MVS C 5.64
MVSC BZ 7.81
Tabla 6.27. Tabla de agregación del análisis cluster.
Este tipo de tablas son muy intuitivas, sin embargo presentan el defecto de que si
el número de elementos es muy grande las celdas deben ser también de tamaño
considerable para almacenar todos los elementos. Por ello otros paquetes de software
como el SPSS (Norusis, 1995) muestran unas tablas de agregación más complicadas de
interpretar pero que no presentan estos problemas (Tabla 6.28).
...
1 M
. . ...
V
.•
1.65
... .
...
0
. . .
0
. ...
3
2 Z B 3.09 0 0 5
3 M S 4.12 1 0 4
4 C M 5.64 0 3 5
5 C Z 7.81 4 2 0
Tabla 6.28. Tabla de agregación del análisis cluster (SPSS).
En esta tabla cada fila representa los distintos pasos de agregación del análisis
cluster. La columna Etapa indica en que paso no hallamos, las columnas Cluster 1 y
Cluster 2 que se hallan bajo el título de Clusters combinados indican qué clusters se
han combinado en ese paso ( los nombres pueden representar un cluster con un único
elemento o un cluster con varios elementos). Coeficiente indica el nivel en el que se han
unido los clusters indicados. Las columnas bajo el título Etapa en la que primero
aparecen indican en que etapa se ha formado un cluster que tiene varios elementos y la
columna Sig. etapa indica la siĝuiente etapa a la cual otro cluster es unido con el que se
ha formado en este paso.
6.2.2.8. Validación del análisis cluster
Las técnicas de clustering se empléan para descubrir estructuras en los datos, sin
embargo, como indican Aldenderfer y Blashfield (1984), su modo de operar es de
"imposición de estructura". Es decir, los algoritmos siempre encontrarán una estructura
en grupos aunque esta realmente no exista. Por ello es importante dilucidar si los grupos
descubiertos por el análisis son reales o son impuestos por el método utilizado.
Centrándonos en lo que es el análisis ĉ luster jerárquico, sabemos que dicho
análisis produce una secuencia de particiones anidadas, que parten de n clusters con un
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solo elemento a un único cluster que contiene los n eíementos. El uso que se le dé a esta
secuencia de particiones depende de la aplicación en particular que estemos
considerando. Así, en algunos casos la jerarquía indexada puede utilizarse para resumir
las relaciones entre varios subgrupos (un ejemplo serían los grupos de animales o
plantas en una taxonomía numérica). Por otro lado podemos desear tan sólo una posible
partición de la jerarquía para obtener, por ejemplo, el número de clusters deseados para
un posterior análisis. Estos aspectos requieren un análisis más detallado que la simple
obtención del dendrograma del análisis cluster.
Correlación cofenética
El método más comúnmente usado para evaluar el acuerdo existente entre el
dendrograma obtenido tras el análisis cluster y la matriz de distancias inicial es el
coe^ciente de correlación cofenética. Este coeficiente no es más que el grado de
correlación de Pearson existente entre la matriz de distancias inicial y la matriz de
distancias cofenéticas. La magnitud de este índice debe estar cercana a la unidad si la
solución del análisis cluster es buena.
También se puede destacar que dado que en el dendrograma sólo existen (n-1)
valores de proximidad y la matriz de distancias cofenéticas tiene n(n-1)/2 entradas,
muchos de estos valores serán similares. Un ejemplo de la correlación cofenética se
puede ver en la Figura 6.26.
Distancias
cofenéticas
(distancias
minimas)
C Z M B S V
- 7.68 5.57 10.75 6.47 4.03
Z 7.68 - 3.05 3.09 6.64 3.85
M 5.57 3.05 - 5.94 3.80 1.65
B 10.75 3.09 5.94 - 9.09 6.94 Distancias
S 6.47 6.64 3.80 9.09 - 4.44 cofenéticas
V 4.03 3.85 1.65 6.94 4.44 - (media)
C Z M B S V C Z M B S V_
- 4.03 4.03 4.03 4.03 4.03 C - 7.81 5.64 7.81 5.64 5.64
Z 4.03 - 3.05 3.09 3.80 3.05 Z 7.81 - 7.81 3.09 7.81 7.81
M 4.03 3.05 - 3.09 3.80 1.65 M 5.64 7.81 - 7.81 4.12 1.65
B 4.03 3.09 3.09 - 3.80 3.09 B 7.81 3.09 7.81 - 7.81 7.81
S 4.03 3.80 3.80 3.80 - 3.80 S 5.64 7.81 4.12 7.81 - 4.12
4.03 3.05 1.65 3.09 3.80 - V 5.64 7.81 1.65 7 .8 1 4.12 -
9 Índice de correlación cofenética 6
Figura 6.26. Índice de correlación cofenética para los datos del porcentaje de acuerdo utilizando el
►nétodo de las distancias minimas y el método de la media.
Stress
Un método alternativo para comparar dos conjuntos de proximidades en el caso
de utilizar distancias euclídeas es calcular la medida de stress
,:.,,
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n n
y^ 2
^p;j'- /^!j )
^=i j=i
!<j
equ. 6.51
en donde p;j denota la distancia original y p;j la distancia derivada. Esta medida se usa
normalmente en análisis de escalamiento multidimensional para evaluar las soluciones
obtenidas.
Distancias basadas en centroides
Otra solución alternativa para derivar las distancias de los resultados de un
análisis cluster jerárquico sería volver a cada uno de los pasos, y computar la distancia
existente entre los centroides de los clusters que se unen a cada paso. En este caso el
método del centroide no ŝe utiliza como criterio para formar los clusters, sino como
medida de la proximidad entre los mismos, en este caso, sin embargo, las distancias
derivadas pueden no satisfacer la desigualdad ultramétrica.
Elección del número de clusters
En el análisis cluster jerárquico muchas veces no sólo se quiere determinar cual
es el mejor método sino también ver cuál sería la mejor partición del dendrograma, es
decir, decidir el número de clusters que resultan de nuestro análisis. En el análisis
cluster jerárquico se suele utilizar un método informal pero que normalmente suele dar
buenos resultados. Este método consiste en analizar los niveles de fusión de los distintos
clusters, seleccionar el paso en el que se produce la mayor diferencia entre los niveles
de fusión y considerar que el número de clusters ideal era el existente antes de dar dicho
paso. Un ejemplo muy claro lo vemos en la Figura 6.27, en ella vemos como el salto
mayor se produce cuando fusionamos los dos últimos clusters, lo que claramente
sugiere que la solución ideal es la de dos clusters.
Figt^ra 6.?7. Dendrograma indicando dos grt^pos.
Para los datos de las ciudades agrupados mediante el método de la media
obtenemos el siguiente resultado (Figura 6.28).
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t.65 3.09 4.12 5.64 7.8t
V
S
C
B
2
3 ^
nivel de 2 ^
agregación
5 4 3 2 1
n° de clusters
Figura 6.28. Las variaciones producidas en !os niveles de agregación determinan !a existencia de dos
cl usters.
En Figura 6.28 vemos como la mayor variación en el nivel de agregación se
produce cuando juntamos todos los clusters en uno solo. Esto indica que la solución
ideal sería la anterior, es decir, la configuración con dos clusters MVSC y BZ.
6.2.3. Escalamiento Multidimensional
En la Figura 6.25 veíamos como una serie de ciudades eran dibujadas en una
gráfica X-Y a partir de sus coordenadas. A partir de esta gráfica es fácil establecer un
matriz en la que se representa, para cada par de elementos, la similitud o disimilitud
existente entre ellos y que representabamos en la Tabla 6.25.
E1 problema que nos planteamos a continuación es el siguiente: partiendo de la
matriz de (di)similitudes ^es posible obtener una representación gráfica en dos
dimensiones de los distintos elementos?. El método para resolver este problema se
denomina Escalamiento Mulditimensional o MDS (Multi-Dimensional Scaling).
Podemos ,definir el MDS como un conjunto de técnicas de análisis de datos que
muestran la estructura de dichos datos como un gráfico geométrico, basándonos en sus
similitudes o disimilitudes. El MDS tiene sus orígenes en la psicométrica, en donde fue
propuesto para ayudar a comprender los juicios que hacían las personas sobre la
similitud existente entre determinados objetos. Torgerson (1958) fue quién propuso el
primer método de MDS y quién acuño su término. Los trabajos de Torgerson se basan
en investigaciones anteriores llevadas a cabo por Richardson (1938). Con el paso del
tiempo el MDS se ha convertido en uria técnica de análisis de datos muy utilizada en
diversos campos como^ el marketing, la sociología, la física, la política, la biología, etc.
En nuestro caso utilizaremos el MDS para, a partir de una matriz de similitud
que relacione los datos de varios expertos, representar a los expertos como puntos en un
espacio bidimensional de tal forma que, puntos cercanos representen similitudes altas y
puntos lejanos similitudes bajas.
6.2.3.1. Tipos de escalamiento multidimensional
El MDS toma como origen.de su análisis a la matriz de (di)similitudes existentes
entre los distintos elementos. Por ello, los diferentes tipos de matrices que podemos
encontrar nos van a determinar distintos tipos de MDS.
,
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MDS métrico vs. MDS no, métrico ^ ,..
Una primera división que podemos establecer dentro del MDS es la
diferenciación entre el MDS métrico y el MDS no métrico. El MDS que está basado en
proximidades basadas en me^didas directas se conoce como MDS métrico, en el que las
medidas de similitud se representan en una escalá intervalo o ratio. E1 MDS no métrico
está basado en proximidades que representan juicios de valor y que se representan en
escalas nominales u ordinales. ^En el MDS métrico la representación espacial intenta
preservar las distancias entre los objetos, mientras que en el MDS no métrico la
representación espacial solo preserva el orden entre las similitudes.
E1 ejemplo más típico de MDS métrico es el modelo de Torgerson (1958)
mientras que el ejemplo más típico de MDS no métrico es el modelo de Shepard-
Kruskal (Shepard, 1962) y(Kruskal, 1964a, 1964b).
MDS de dos vías y un modo vs. MDS de tres vías y dos modos
En una matriz de (di)similitudes podemos distinguir:
1. vías: es el número de dimensiones de la matriz. .
2. modos: es el termino utilizado por Carroll y Arabie (1980) para designar el
. número de clases de objetos representados en la matriz.
3. (di)similitudes: medidas encargadas de medir la similitud o la disimilitud entre los
objetos que forman la matriz. ^
Los métodos citados en el apartado anterior se refieren a matrices de dos vías y
una solo modo. Sin embargo, podemos tener matrices de tres vías y dos modos que
representen distintas evaluaciones de similitud entre objetos realizadas por varios
evaluadores.
El MDS de tres vías y dos modos se suele denominar MDS de diferencias
individuales. Este tipó de MDS fue inicialmente esbozado por Tucker y Messick (1963)
y posteriormente desarrollado por Carroll y Chang (1970), que desarrollaron el modelo
conocido como INDSCAL ( INDividual differences SCALing). "
6.2.3.2. MDS métrico
Las matrices utilizadas para comparar los resultados de los distintos expertos
sobre un determinado test de pares son matrices de dos vías y un modo. En ellas, las
similitudes se representan a partir de una medida en la escala intervalo o ratio. Por ello,
el tipo de análisis MDS más indicado para nuestra validación es el MDS métrico que
describiremos a continuación.
Para poder desarrollar , un escalamiento multidimensional métrico en primer
lugar hay que disponer de una matriz D de orden (n x n) que asigne una medida de
disimilitud (^,, r, s= l, 2, ..., n) a todos los posibles pares de n objetos. Los elementos
diagonales de D son por lo tanto cero ( Figura 6.29).
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1 ....................... s..................... n
Objetos
Figura 6.29. Entrada al procedimiento de A1DS métrico.
E1 objetivo del MDS métrico es construir. una matriz (n x p), representada en la
Figura 6.30, en donde p son un conjunto de dimensiones subyacentes de forma que:
1. Las coordenadas de los n objetos a lo largo de las p dimensiones derivadas
permiten la construcción de una matriz de distancias euclídeas.
2. Los elementos de la matriz de distancias euclídeas son equivalentes, o
bastante aproximados, a los elementos ^S de D.
^0
..a^
^-,
O
1 .................. i ................ p
Dimensiones
Figura 6.30. Salida del procedimie^tto de MDS métrico.
Los pasos a seguir para llevar a cabo un MDS métrico son los siguientes
(Jobson, 1992) y(Cox y Cox, 1994):
PASO 1: Conversión de similitudes a disimilitudes
Las medidas de pares empleadas en la metodología de validación representan
similitudes. Como el MDS métrico se basa en medidas de disimilitud es necesario
realizar una transformación de la matriz C de similitudes en una matriz D de
disimilitudes. Esta transformación se puede realizar mediante la siguiente ecuación:
v,., =1
- C rs
equ. 6.52
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Si se cumple que crs <_ 1 para todo r y s, que crr = 1 y que c,s = cs, entonces se
cumple qué ^, ? 0, ^r = Ó y^S =^r lo qué significa que la matriz D es una matriz de
distancias (según las habíamos definido en el apartado 6.2.2.4).
PASO 2: Construcción de una matriz semidefinida positiva basada en D
El siguiente paso en el MDS métricó es convertir la matriz D en una matriz
semidefinida positiva. Decimos que una matriz A, simétrica de orden (n x n), es
semidefinida positiva cuando se cumple que su forma cuadrática, definida como el
escalar
n n
X^AX = ^^a^jX^Xj
i=1 j=1
equ. 6.53
es mayor o igual que cero para todo x e igual a cero para al menos un x. Siendo x un
vector de orden (n x 1) y x' su vector traspuesto.
Una matriz de disimilitudes D con ceros en la diagonal principal no es positiva
semidefinida. Sin embargo se puede construir una matriz A(n x n) que si lo sea basada
en los elementos ^S de D. Los elementos ars de la nueva matriz A pueden ser
determinados utilizando la siguiente relación:
ars = - 1 ^^ŝ - ^; - ^ Ŝ + ^? ^ r, s = 1, 2, ..., n
2
equ. 6.54
donde
^ĵ 2
" r.
^Z
.s
1 n n
^? = lz ^^^ŝ
n r=1 s=1
La matriz A nos permite hallar la solución al MDS basándonos en los que se
conoce como el teorema fundamental del MDS. Este teorema establece que si la mátriz
de distancias D es euclídea (es decir, es representable en un espacio euclídeo) entonces
la matriz A construida a partir de la transformación definida en la equ. 6.54 es
semidefinida positiva.
PASO 3: Obtención de las coordenadas a partir de la matriz A
La matriz A puede expresarse como A= XX' en donde X es la matriz (n x p) de
coordenadas. E1 rango de A, r(A), es entonces
r(A)=r-(XX')=r(X)=p
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Como A es simétrica, positiva semidefinida ( si D era euclídea) y de rango p,
entonces tiene p autovalores no negativos y n- p autovalores iguales a cero. Esto
implica que la matriz A puede expresarse como A= V A V' en donde V=[v^, v2, ..., v„]
es la matriz de autovectores de A y A= diag (^,,, ^,2, ..., ^,,,) es la matriz diagonal de
autovalores. Se supone que v;'v; = 1 y, por conveniencia, que ^,, >_ ^,Z >_ ... >_ ^,,, >_ 0.
Como existen n- p autovalores iguales a cero A puede ser reescrita como
A=V,A,V,' en donde V^ _[v^, vz, ..., vp] y A^ = diag (^,i, ^,2, ..., ^.p). De esta forma
podemos hallar la matriz de coordenadas X como
X = ViAi^iZ
equ. 6.55
E1 vector de coordenadas del elemento i será
Xi (Vil`'^J'^l ^ Vi2^:/L2,..., V^p^;:^p /
Cada una de las variables tendrá media cero y serán únicas a no ser que sean
multiplicadas por una determinada constante. .
Matrices de distancias no euclídeas
En apartados anteriores habíamos visto como,. si la matriz D de disimilitudes era
euclídea, la matriz A, obtenida de D a partir de la equ. 6.54, era semidefinida positiva
con rango p, con p autovalores positivos y n- p autovalores nulos.
Sin embargo, ^que pasa si la matriz D no representa una matriz de distancias
euclídeas?, por ejemplo, debido a errores o subjetividades a la hora de establecer las
distancias. En ese caso, A no sería semidefinida positiva y algunos de sus autovalores
serían negativos, lo que nos llevaría a incluir valores complejos en las coordenadas de
los elementos. Llegados a este punto hay dos posibles soluciones:
1) Añadir una determinada constante c a los elementos de D que nó forman
parte de la diagonal principal para cónvertir a D en una matriz euclídea.
2) Ignorar los autovalores negativos y seguir el procedimiento con el resto de
autovalores.
El primer punto es lo que se conoce como el problema de la constante aditiva
(additive constant problem) y consiste en que se debe definir una constante c lo
suficientemente grande para asegurar que D sea euclídea, pero lo suficientemente
pequeña para que no se incrementen excesivamente el número de dimensiones
necesarias para representar a los datos. Algunas rutinas de MDS realizan
aproximaciones al valor de c y Cailliez (1983) elaboró un método para determinarlo.
EI segundo punto plantea una solución más sencilla basándose en el hecho de
que, aunque exista una representación euclídea de los elementos en p dimensiones, si el
número p es demasiado alto (valores mayores que tres) generalmente lo que se hace es
representar únicamente la dos o tres dimensiones mayores. De esta forma, la claridad de
la representación aumenta aunque se desprecie algo de exactitúd. Por eso, si la matriz A
presenta autovalores negativos, estos pueden ser descartados de forma que nos
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quedemos con los dos o tres. autovalores mayores (que nos conducirán a una
representación en dos o tré ŝ diméñ^ŝíones). ^Si lós válores de los autovectores descartados
no son demasiado elevados la representación obtenida será adecuada.
Validación de una solución de MDS métrico
Como hemos visto en el apartado anterior, al forzar que la representación MDS
se realice en dos o tres dimensiones, probablemente estemos añadiendo un factor de
error. La mejor forma de medir este error en un MDS métrico consiste en realizar una
correlación lineal (ver equ. 6.36) entre las distancias iniciales ^; representadas en D y
las distancias euclídeas, d;^, obtenidas a partir de las coordenadas resultantes del análisis
MDS de la siguiente forma
' p ( l2
^ \xim - X jm J
m=l
equ. 6.56
siendo p el número de dimensiones. Usando el álgebra de matrices la equ. 6.56 puede
reescribirse como
d;^ - [(X; -X^)(X; -X^)^]^
en donde x; es el vector que contiene las p coordenadas del elemento i-ésimo.
equ. 6.57
Para el MDS no métrico es común usar la medida de STRESS vista en la equ.
6.51 como índice que nos indique la validez del análisis MDS.
Ejemplo de MDS métrico
Para ilustrar el procedimiento de MDS descrito consideráremos la matriz de
similitudes (C) para el porcentaje de acuerdo utilizada en el análisis cluster (Tabla 7.16)
y que reproducimos a continuación:
c
1 0.8 0.6
^
0.4 0.7
0.8 1 0.4 0.2 0.7
0.6 0.4 1 0.6 0.4
^ 0.4 0.2 0.6 1 0.3
0.7 0.7 0.4 0.3 1
L^a matriz C representa similitudes. Para poder aplicar el MDS métrico es
necesario convertirla en una matriz D de disimilitudes aplicando la equ. 6.52. El
resultado es el siguiente:
D
0 0.2 0.4
^
0.6 0.3
0.2 0 0.6 0.8 0.3
0.4 0.6 0 0.4 0.6
^ 0.6 0.8 0.4 0 0.7
0.3 0.3 0.6 0.7 0
Tabla 6.Z9. Matri^ de disimilitc^des obte^iida de la nratri^ de sinrilitc^des de !a Tabla 7.16. ^
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Una vez construida la matriz de disimilitudes es necesari^ construir la matriz A
que nos permita hallar las coordenadas de los distintos elementos. Los elementos de la
matriz A se obtienen a partir de los elementos de D según se especifica en la equ. 6.54.
El resultado obtenido es el siguiente:
A
0.020 0.048 -0.021
^
-0.060 0.013
0.048 0.116 -0.073 -0.152 0.061
-0.021 -0.073 0.098 0.079 -0.083
^ -0.060 -0.152 0.079 0.220 -0.087
0.013 0.061 -0.083 -0.087 0.096
Tabla 6.30. Matriz semidefrnida positiva obtenida a partir de la matriz de disimilitudes de la Tabla
6.29.
Si la matriz A fuera ^semidefinida positiva de rango p, presentaría p autovalores
positivos y el resto a cero. En caso contrario aparecerán autovalores negativos.
Aplicando el algoritmo de Jacobi a la matriz A podemos hallar sus autovectores y
autovalores obteniéndose los valores de la Tabla 6.31.
v
0.793 0.447 0.215 -0.184 -0.301
-0.581 0.447 0.210 -0.499 -0.413
-0.129 0.447 0.605 0.364 0.534
^ -0.122 0.447 -0.430 0.676 -0.379
0.039 0.447 -0.600 -0.357 0.558
^ • . • - -0.002 0 0.091 0.437 0.023
Tabla 6.31. Autovalores y sus correspondientes autovectores para los datos de la Tabla 6.30.
Como vemos, la matriz A no es semidefinida positiva porque presenta un
autovalor negativo. Esto implica que la matriz de disimilitudes D no es directamente
representable en un espacio euclídeo. Sin embargo, podemos escoger las coordenadas
representadas por los dos mayores autovalores y sus correspondientes autovectores
(marcadas en gris) para realizar nuestra representación. EI error cometido rio será
demasiado elevado porque los valores de los autovalores rechazados son poco
significativos. Las coordenadas resultantes de aplicar la equ. 6.55 se muestran en la
siguiente tabla (siendo x i las coordenadas que corresponden al mayor autovalór y x2 las
que corresponden al segundo mayor autovalor). ^
x
-0.122 0.065
-0.330 0.063
0.241 0.183
^ 0.447 -0.130
-0.236 -0.181
Tabla 6.32. Coordenadas bidimensionales resultantes de aplicar la equ. 6.55 a los autovalores y
autovectores de la Tabla 6.31.
La representación de los distintos expertos en un espacio bidimensional según
estas coordenadas puede verse en la Figura 6.31. Es importante destacar que la
ordenación en los ejes es arbitraria, pudiendo rotarse la configuración de la forma que
más convenga. También puede verse que la media de las coordenadas x^ y x2 es cero.
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♦ I T
.5 ^-
•C
^' ^^5 ^B ^A. ^
•.5 +
,^ 1
Figura 6.31. Solución del MDS métrico para los datos del porcentaje de acuerdo.
+t
El último paso que quedaría sería validar si la solución mostrada^ es adecuada,
recordemos que hemos eliminado algunas coordenadas para poder representar a los
expertos en un espacio bidimensional. Para ello en primer lugar hallaremos las
distancias euclídeas existentes entre los expertos a partir de las coordenadas de la matriz
X. Estas distancias son:
.
^ 0 0.208 0.382 0.601 0.271
0.208 0 0.583 ^ 0.801 0.261
0.382 0.583 0 0.375 0.600
^ 0.601 0.801 0.375 0 0.685
0.271 0.261 0.600 0.685 0
Tabla 6.33. Distancias euclídeas derivadas de las coordenadas de la Tabla 6.32.
A partir de estas distancias podemos realizar una correlación lineal con las
disimilitudes originales que se utilizaron para realizar el MDS métrico. E1 resultado
debe ser cercano a 1 para considerar que la representación bidimensional es adecuada.
En este caso, el valor del índice de correlación es 0.998 lo que implica que las
diferencias existentes entre las distancias euclídeas y las disimilitudes iniciales no son
demasiado significativas.
6.2.4. Medidas de dispersión y tendencia
Las medidas de dispersión y tendencia son medidas de grupo que se encargan de
analizar respectivamente, la dispersión de los resultados de un determinado experto en
comparación con los resultados del resto de expertos, y hacia qué categorías tienden a
desviarse dichos resultados.
Las medidas de dispersión y tendencia, originalmente por Lucien Duckstein,
fueron utilizadas por Bahill et al. (1995) para analizar los resultados de un sistema de
apoyo a la decisión y cuatro expertos humanos en la detección precoz del tartamudeo.
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6.2.4.1. Medida de dispersión
La medida de dispersión para un experto k se define como
1 "^
Dispersionk = - ^
n^ ^=i
equ. 6.58
en donde n^ representa el número de casos considerados, ne el número de expertos y D;^
el número de orden del diagnóstico realizado por el experto i sobre el caso j(las
categorías del diagnóstico siguen una escala ordinal a las que se ha asignado un
determinado número de orden, por ejemplo, 1="Muy Bájo", 2="Muy Alto", etc.).
Como vemos en la equ. 6.58 la medida de dispersión para un experto k es la
media de la dispersión existente en los distintos casos de la base de datos. La dispersión
en un caso específico se halla como la media de las diferencias cuadráticas entre los
diagnósticos del experto k y el resto de expertos (después se realiza una raíz cuadrada
para que la medida resultante tenga las mismas dimensiones que los datos originales).
Volvamos a considerar la base de datos de validación de la Tabla 6.2.
. . .
`^ .^-.::^rt'^;^^:"^^, ALTO ALTO ALTO ALTO ALTO
^>^Y:::^`:2':;^^^^'^^:: ALTO BAJO ALTO ALTO BAJO
' 3'' '^`'3"-^::^^ `.`._^:_ ^-., BAJO BAJO NORMAL NORMAL BAJO
=^^`.^^^^.`:`-`:'^;'^^ NORMAL BAJO NORMAL NORMAL NORMAL
'•-"'^^;5^"•r^``-''°- MUY ALTO MUY ALTO ALTO ALTO MUY ALTO
=:^;^';:6'•^;^^::^::` BAJO BAJO BAJO BAJO NORMAL
.^.^"^°:°"''7.^'^:1':::: MUY BAJO MUY BAJO NORMAL BAJO BAJO
:`:^^=;:,B^i^;;^;:Ĵ NORMAL NORMAL NORMAL ALTO NORMAL
-:,;^^;;:^i'^^°*:;-' NORMAL NORMAL BAJO MUY BAJO NORMAL
"`.^1D:.;.^-^- BAJO BAJO BAJO ALTO BAJO
Si queremos hallar la dispersión de los resultados del experto SE es necesario
hallar la dispersión de cada uno de los 10 casos. Por ejemplo, para el caso 1 la
dispersión es cero, para el caso dos, suponiendo que 1="Muy Bajo", 2="Bajo", 3=
"Normal", 4="Alto" y 5="Muy Alto", la dispersión es:
^(2-4)`' +(2-2^2 +(2-4^2 +(2-4)Z ^4+0+4+4 12
4 , 4 ', 4
= 1.732
Siguiendo con el resto de casos obtenemos la Tabla 6.34 que indica la dispersión
de los resultados del sistema experto para cada caso.
^;J
^^
v'
c
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• ^ •• •
0
2 1.732
0.707;
4 0.5
5 0.707
-^ 6 1
7 0.866
. ^8 0.5
1.118
10 . 1
^ Total ^ 8.130
Medi^ 0.813
Tabla 6.34. Dispersión de los datos del sistema e.rperto para cada caso de la base de datos de
validación.
La media de estos valores, 0.813, nos indicará la medida de dispersión de los
datos del sistema experto para nuestra base de datos. Es importante tener en cuenta que
todos los expertos son considerados de la misma categoría.
La medida de dispersión para todos los expertos involucrados en nuestro estudio
sería
Tabla 6.35. Medida de dispersión para los expertos humanos y el sistema experto.
Como vemos los datos concuerdan bastante bien con la configuración que
habíamos obtenido del MDS (Figura 6.31) en la que el experto A se situaba en el centro
del resto de expertos (y por lo tanto es el que presenta menor dispersión) y el experto
más alejado de todos era el experto D(al cual corresponde la máxima dispersión).
6.2.4.2. Medida de tendencia
La medida de tendenciá intenta mostrar si la ^ magnitud de los resultados de un
experto en particular tiende a ser menor o mayor que la magnitud de los resultados del
resto de expertos. La medida de tendencia para un experto k se define de forma muy
similar a la medida de dispersión
n^ n^,
Tendencia k = 1 ^ 1 ^ (Dk^ -
n^ ^_, ne -1 ;_,
equ. 6.59
en donde n^, ne y D;^ representan lo mismo que en la medida de dispersión.
En este caso vemos que también se realiza la media de las tendencias mostradas
para cada caso, definiéndose la tendencia de cada caso como la media de las diferencias
existentes entre el diagnóstico del experto tomado en consideración y los diagnósticos
del resto de expertos (al no elevar el valor de las diferencias al cuadrado podemos
encontrarnos con valores negativos).
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Por ejemplo para el segundo caso la medida de tendencia para el sistema experto
sería:
(2-4)+(2-2)+(2-4)+(2-4) - (-2)+^^)+(-2)+(-2) -_ -6 =-1.5
4 4 4
Para el resto de casos la medida de tendencia sería:
1 0
2 -1.5
3 -0.5
4 0.25
5 0.5
6 1
7 0.25
8 -0.25
9 0.75
10 -0.5
Total 0
Media 0
Tabla 6.36. Dispersión de los datos del sistema experto para cada caso de la base de datos de
validación.
La media de estos valores, 0, nos indicará la medida de tendencia de los datos
del sistema experto para nuestra base de datos. Para el resto de expertos involucrados en
nuestro estudio su valor sería
0
SE
-0.375
0.125
0.250
0
Tabla 6.37. Medida de dispersión para los expertos humanos y el sistema experto.
Esta medida es más fácil de interpretar si atendemos a los datos de la Figura 6.32
en la que representamos los diagnósticos de los expertos en una gráfica XY en la que las
Xs representan los casos y las Ys los posibles diagnósticos.
La gráfica, a pesar de ser un poco confusa, muestra como el experto que presenta
valores más bajos en sus interpretaciones para la mayoría de los. casos es el experto B
(la medida de tendencia tomará valores negativos). Por otro lado, el experto D presenta
valores más altos en sus interpretaciones que el resto de expertos (la medida de
tendencia es positiva). De todas formas las diferencias no son demasiado elevadas y los
valores de la medida de tendencia son pequeños.
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MUY ALTO
ALTO
NORMAL
BAJ O
MUY BAJO
1 2 3 4 5 6 7 8 9 10
Figura 6.32. Representación de los datos de los expertos como líneas en una gráfica XY
6.3. Ratios de acuerdo
EI tabaco es una de las principales causas de las estadísticas.
Anónimo
EI Instituto Schwine-Kitzenger estudio 47 hombres de más de 100 años y descubrió
que tenían las siguientes características en común: (1) Todos tenían apetitos
moderados, (2) todos provenían de la clase media y(3) todos menos dos estaban
muertos.
Anónimo
La muerte de un soldado ruso es una tragedia, la muerte de un millóri de ellos es una
estadística
Joseph Stalin (Políticó soviético. 1879 - 1953)
El último tipo de medidas cuantitativas incluidas dentro de nuestra metodología
de validación lo constituyen los llamados ratios de acuerdo. Los ratios de acuerdo se
encargan de medir el acuerdo existente entre un experto (o sistema experto) y una
referencia estándar. Dicha referencia púéde ser un consenso existente entre los expertos,
lo que implicaría una validación contra el experto, o la solución real al problema
planteado, lo que implicaría una validación contra el problema.
Evidentemente, el sistema experto puede compararse con una referencia estándar
a través de los tests de pares, descritos en el capítulo 6.1, para hallar sus niveles de
acuerdo o asociación. Quizá la única diferencia existente con los tests de pares
realizados entre dos expertos es la disposición de los pesos de desacuerdo que veíamos
en la medida kappa ponderada. Así, al ser los dos expertos de la misma cualificación es
normal disponer los pesos de forma simétrica. Sin embargo, si uno de los expertos ŝe
substituye por una referencia estándar, esta simetría no está tan clara, ya que ahora
sabemos cual es la respuesta correcta, y podemos determinar la importáncia del error
cometido.
La diferencia fundamental existente entre los tests de pares y los ratios de
acuerdo es que los primeros tratan el diagnóstico en su conjunto, mientras que los
segundos analizan los resultados obtenidos en las distintas categorías én las que se
divide el diagnóstico. .
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6.3.1. Cálculo de los ratios de acuerdo
El cálculo de los ratios de acuerdo se basa en la construcción de una tabla de
contingencia 2 x 2 para cada una de las categorías en las que se divide el diagnóstico
(Tabla 6.38). En esta tabla se relaciónan los resultados del experto (o sistema experto)
con los resultados de la referencia estándar para esa categoría en particular (Adlassnig y
Scheithauer, 1989). .
D '
.
,-^D
D a b
•- • ,D c d
a+c b+d
Tabla 6.38. Tabla de contingencia 2 x 2 para el cálculo de los ratios de acuerdo. D representa la
presencia de una decisión o categoría diagnóstica, mientras ^ gue ,D representa su
ausencia.
Los ratios de acuerdo que se pueden definir sobre esta tabla son los siguientes:
• Tasa de verdaderos positivos: Se conoce también como sensibilidad y se
calcula como a/(a + c). Representa el número dé veces que hemos
diagnosticado correctamente la categóría en consideración dividido por el
número total de veces que aparecía dicha categoría en el estándar.
• Tasa de verdaderos negativos: Se conoce también como especificidad y se
calcula como d/(b + d). Representa el número de veces que hemos
diagnosticado correctamente la ausencia de la categoría seleccionada
dividido por el número de veces que dicha categoría no aparecía en el
estándar.
• Tasa de falsos positivos: Se representa por b/(b + a^ o también como (1 =
especificidad). Representa el número de veces que erróneamente hemos
diagnosticado la categoria en consideración partido por el número, de veces
que dicha categoría no aparecía en el estándar.
• Tasa de falsos negativos: Se representa por c / (a + c) o también como (1 -
sensibilidad). Representa el número de veces que erróneamente no hemos
diagnosticado la categoría en consideración partido por el número de vecés
que dicha categoria aparecía en el estándar.
^ En la base de datos de validación de la Tabla 6.2 se incluían cuatro expertos
humanoŝ y un sistema experto. Si suponemos, por ejemplo, que el experto que tiene una
mayor categoría profesional y experiencia es el experto A podemos tomar sus resultados
como una referencia estándar. En base a ello podemos analizar los resultados del
sistema experto con los resultados de dicho experto. .
Los resultados de los tests de pares para este par de expertos son:
. ^. . . -.. . ^. ^ . . ^ .
Ka a 0.589 Tau de Kendall 0.489
Ka a onderada 0.725 Tau b de Kendall 0.621
Porcenta'é de acuerdo 0.700 Gamma de Goodman-Kruskal 0.733
Porcenta'e de acuerdo dentro de uno 0.900 Rho de S earman 0.655
Tabla 6.39. Resultados de los tests de pares para el experto A y el sistema experto.
160
6. Una revisión sobre métodos estadisticos potencialmente útiles en la validación
Para hallar los ratios de acuerdo es necesario construir 5 tablas de contingencia
(una para cada uno de los posibles diagnósticos) y luego calcular los ratios de la forma
que hemos descrito.
MUY BAJO
0
1
1
^ MUY.:BÁJO
0
9
9
Tabla 6.40. Ratlos de act^erdo para la categoria MUY BAJO.
BAJO
-+ BAJO
Tabla 6.41. Ratios de acuerdo para la categoria BAJO.
^
` NORMAL '
. -+ NORMAL ..
NORMAL . ^NORMAL.:
Tabla 6.42. Ratios de acuerdo para la categoría NORMAL.
".' ^ALTO
Tabla 6.43. Ratios de acuerdo para la categoría ALTO.
.• .
MUY ALTO
^ MUY ALTO
. MUY ALTO :
1
0
1
:;:? MUYALTO,;
0
9
9
Tabla 6.44. Ratios de acuerdo para la categoria MUYALTO.
TP=O
TN=1
FP=O
FN=1
TP = 0.667
TN = 0.714
FP = 0.286
FN = 0.333
TP=1
TN = 0.857
FP = 0.143
FN=O
TP = 0.5
TN=1
FP=O
FN = 0.5
TP=1
TN=1
FP=O
FN=O
Un problema común con los ratios de acuerdo consiste en que, si normalmente la
casuística de validación es escasa, esta complicación se agrava al evaluar las categorías
por separado (ya que puede haber categorías en las cuales no haya suficientes casos para
desarrollar un validación fiable). Así, por ejemplo, el sistema experto nunca diagnóstica
la categoría MUY BAJO, y el experto A sólo lo hace en un único caso.
Generalmente lo que se busca es que la tasa de verdaderos positivos y
verdaderos negativos sea lo más alta posible, mientras que la tasa de falsos positivos y
falsos negativos sea lo más baja posible.
6.3.2. Medidas de similitud
Además de los ratios de acuerdo se incluyen dos medidas de similitud, el
porcentaje de acuerdo y la medida de Jaccard, que son los coeficientes más usados en la
práctica en tablas de contingencias 2 x 2(Everitt, 1993).
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El porcentaje de acuerdo se calcula en la tabla 2 x 2 como
Porcentaje = a+d
a+b+c+d
equ. 6.60
y representa el porcentaje de casos en los que el experto ha coincidido con el estándar
para la categoría tomada en consideración. Es importante no confundirlo con el
porcentaje de acuerdo de los tests de pares, en los que se c^nsideraban todas las posibles
categorías.
Por otro lado también se utiliza la medida de Jaccard que se define como
Jaccard =
a+b+c
equ. 6.61
La medida de Jaccard elimina, tanto del numerador como del denominador, el
númeró de casos en los que el experto y el estándar no han diagnosticado la categoría
considerada (es decir, eliminan el número d).
Los resultados de aplicar estas medidas de similitud al ejemplo visto en los ratios
de acuerdo se muestra en las siguientes tablas
.
:. ~ '. MUY'BAJO ..,. ^'MUY BAJO ^
0 0 Porcentaje = 0.9
1 9 Jaccard = 0
1 9
Tabla 6.45. Porcentaje de acuerdo y medida de Jaccard para la categoría MUY BAJO.
BAJO
^ BAJO
-+ BAJO
7
2 Porcentaje = 0.7
5 Jaccard = 0.4
Tabla 6.46. Porcentaje de acuerdo y nredida de Jaccard para la categoria BAJO.
NORMAL
.
^ NORMAL
NORMAL 3 1 Porcentaje = 0.9
.• . ^ NORMAL 0 6 Jaccard = 0.75
3 7
Tabla 6.47. Porcentaje de acuerdo y medida de Jaccard para la categoria NORMAL.
.
ALTO ^ ALTO
ALTO 1 0 Porcentaje = 0.9
.- . ^ ALTO 1 8 Jaccard = 0.5
2 8
Tabla 6.48. Porcentaje de acuerdo ^^ medida de Jaccard para la categoría ALTO.
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k
.• .
MUY ALTO
^ MUY ALTO
^
MUY^ALTO
1
1
^ ^: ^ M UY. ALTO '.
0
9
Porcentaje = 1
Jaccard = 1
Tabla 6.49. Porcentaje de acuerdo y medida de Jaccard para la categoria MUYALTO.
La medida de Jaccard es muy útil para medir acuerdos en aquellas situaciones en
las que resultan más importantes los resultados positivos que los negativos.
Otras medidas de similitud en tablas 2 x 2 pueden encontrarse en (Cox y Cox,
1994) y(Enc. Stat. Sci., 1981).
6.4. Resumen
En este capítulo hemos detallado las principales características de una serie de
medidas estadísticas potencialmente útiles en el proceso de validación. Estas medidas se
dividen en tres grupos principales: tests de pares, tests de grupo y ratios de acuerdo.
Los tests de pares se utilizan para medir el acuerdo o la asociación entre un par
de expertos. Dentro de las medidas de acuerdo incluimos el porcentaje de acuerdo, el
porcentaje de acuerdo dentro de uno, el índice kappa y el índice kappa ponderada. Estos
dos últimos han sido utilizados a menudo en la validación de sistemas expertos porque
permiten eliminar aquellos acuerdos que son debidos a la casualidad. Dentro de los tests
de pares también se incluyen medidas de asociación como la tau y la tau b de Kendall,
la gamma de Goodman-Kruskal o la rho de Spearman. ^
Los tests de pares se utilizan como base para el desarrollo de las medidas de
grupo, estas últimas pretenden organizar al grupo de expertos según la similitud de sus
interpretaciones. Dentro de las medidas de grupo podemos destacar las medidas de
Williams, el análisis cluster, el escalamiento multidimensional y las medidas de
dispersión y tendencia (que son las únicas que no se basan en los resultados de los tests
de pares).
Por último incluimos los ratios de acuerdo, que son utilizados para comparar el
rendimiento de un determinado experto frente a una referencia estándar.
Las características particulares de todas estas medidas, cuando son utilizadas en
entornos de validacióñ, se estudiará en el próximo capítulo en. el que expondremos
nuestra propuesta a una metodología de validación.
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7. METODOLOGÍA PROPUESTA PARA LA VALIDACIÓN DE
SISTEMAS INTELIGENTES
Podemos alcanzar la sabiduría por tres métodos: Primero, la reflexión, que es el más
noble; seguñdo, la imitación, que es el más sencillo; y tercero, la experiencia, que es el
más amargo.
Confucio (Filósofo chino. 551-479 a. C.)
EI arte y la ciencia tienen su punto de encuentro en los métodos.
Edward Bulwer-Lytton.
PLAN: Preocuparse por el mejor método para conseguir un resultado accidental.
"The Devil's Dictionary'; 1911
Ambrose Bierce (Escritor y periodista estadounidense. 1842-1914).
Uno de los principales problemas que surge a la hora de realizar la validación de
uñ sistema experto es la falta de una metodología estándar. Generalmente todas las
validaciones se suelen realizar de una manera informal que dificulta su interpretación y
comparación. ^
Este trabajo propone una metodología que se basa en la caracterización del
proceso de validación, tal y como hemos visto en el capítulo 5, y en la utilización de
medidas cuantitativas, aunque no descarta la realizáción de medidas cualitativas.
La metodología se compone de tres partes claramente diferenciadas:
planificación, aplicación e interpretación (Figura 7.1), que desarrollaremos a
continuación.
_ --- _- --- ,- ----^ - -^- ; ^_^_ ._ __. _:: __ _ ^
^Estrategias Fase de Aplicación Resultados Fáse de Interp etación ^ ^Interpretaciones
Figura 7.1. Fases en la metodología de validación de sistemas expertos.
7.1. Fase de planificación ^
La primera fase de nuestra metodología de validación es la fase de planificación.
Esta fase es necesaria porque, el dominio de aplicación del sistema, las propias
características del sistema y la fase de desarrollo en la que se encuentra, pueden motivar
la utilización de determinados paradigmas de validación en detrimento de otros. ,
La fase de planificación es una fase netamente heurística en la que, la
experiencia previa del ingeniero de conocimiento, es determinante para el correcto
establecimiento de un plan de validación. El esquema de esta fase se puede ver en la
Figura 7.2.
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Características
de la fase de
desarrollo
Estrategias de
validación
Figura 7.2. Estructura de la fase de planif cación en la validación de sistemas expertos.
7.1.1. Influencia del dominio de aplicación
Las características del dominio de aplicación en el que se va a utilizar el sistema
tienen un importancia fundamental a la hora de determinar los procesos de validación.
Dominios críticos
El principal inconveniente con que se enfrentan la mayoría de los sistemas
expertos y que, en cierto sentido, los aleja del software convencional, es que en la
mayoría de las ocasiones se utilizan en entornos denominados críticos. En dichos
dominios el coste de una decisión errónea es muy elevado por lo que el proceso de
validación debe ser más riguroso.
Además, un dominio crítico puede . limitar las técnicas ^ a emplear en la
validación. De esta forma, la realización de pruebas prospectivas y tests de campo están
muy limitadas cuando nos movemos en dichos entornos, y sólo podremos realizarlas en
sistemas que no exijan una manipulación del entorno (por ejemplo sistemas de
predicción).
Criterio de validación
Existen dos posibles criterios para validar un sistema experto, una validación
contra los expertos y una validación contra el problema. Sin embá.rgo, lá mayoría de las
veces el propio dominio de aplicación limita la posibilidad de elección del criterio de
validación. . ^
En dominios en la que la disponibilidad de los expertos es escasa, es dificil
conseguir a un grupo de ellos para que colaboren en la validación de nuestro sistemas.
En tales casos lo más probable será contar con un único experto, por lo que la
obj etividad de nuestro estudio puede quedar en entredicho. Si la disponibilidad de
Características
del dominio
de aplicación
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expertos no es un problema, lo más adecuado es real^izar la validación contra un grupo
de expertos, o utilizar dicho grupo de expertos para realizar un consenso que pueda ser
utilizado como estándar en la validación.
En cuanto a la validación contra el problema, no siempre es posible obtener un
estándar que nos indique que el problema se ha resuelto correctamente. La validación
orientada al problema se utiliza sobre todo en tareas de pronóstico, en donde es posible
conocer si el resultado del pronóstico fue correcto o no.
Perfil del usuario final
En el proceso de validación pueden estar involucrados: el ingeniero del
conocimiento, expertos del dominio, evaluadores independientes y usuarios finales. Los
usuarios finalés no suelen tener una participación activa en el proceso de validación
orientado a los resultados. Sin embargo, si los usuarios son expertos del domino puede
ser común utilizarlos para realizar técnicas como los tests de campo. Si los usuarios no
son expertos, normalmente sólo podrán colaborar en una validación orientada al uso.
Lamberti y Newsome (1989) descubrieron que el rendimiento de usuarios no
expertos aumentaba cuando eran^ confrontados a cuestiones concretas en vez de a
representaciones abstractas.
7.1.2. Influencia del sistema
Las características del sistema que va a ser validado también influyen en la
forma a llevar a cabo dicha validación.
División en subsistemas
La validación de subsistemas sólo podrá llevarse a cabo si es posible dividir
nuestro sistema experto en módulos independientes. Si los módulos actúan como salidas
y entradas unos de otros, o si su interacción es elevada, puede no ser posible validarlos
por separado.
Manejo de incertidumbre
Si el sistema maneja medidas de certidumbre es necesario contemplarlas en el
proceso de validación. Una forma típica de realizar la validación en presencia de
medidas de certidumbre es efectuando estudios de sensibilidad, en los que se realizan
pequeños cambios en los datos de entrada y se estudia su efecto en las salidas del
sistema experto.
Tipo de las variables de salida
Las interpretaciones obtenidas por el sistema experto también influyen en la
metodología de validación. Si atendemos a la bibliografia vemos que existen dos
posibles tipos para las variables de salida (Figura 7.3): categóricas (que se subdividen
en nominales y ordinales) y numéricas (que se subdividen por un lado en escalas de
intervalos y escalas de ratios, y por otro lado en datos discretos o continuos).
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Tipos de variables
Categóricas
Nominales Ordinales Intervalos Ratios
Figura 7.3. Clasificación de variables
Numéricas
Discretas Continuas
Las variables categóricas son aquellas que asignan, a cada miembro de la
población, una determinada categoría semántica de un conjunto finito de posibles
categorías. Este tipo de variables (también conocidas como variables cualitativas) se
dividen a su vez en variables nominales y variables ordinales.
Decimos que una variable sigue una escala nominal cuando sus posibles valores
se dividen en etiquetas semánticas, entre las que no puede establecerse ningún tipo de
relación. Las escalas nominales se consideran las formas más "débiles" de medida, ya
que son las que ofrecen menos información. Sin embargo, suelen ser comunes en los
sistemas expertós. Por ejemplo, una escala nominal sería la identificación de un
problema psiquiátrico, que puede recaer en una de las siguientes categorías: "Neurosis",
"Psicosis" o "Desordenes de personalidad".
Una variable sigue una escala ordinal cuando puede establecerse una relación de
orden entre los posibles valores que puede tomar, aunque la distancia entre dichos
valores no sea conocida. Por ejemplo, una escala ordinal sería la identificación de un
determinado parámetro como "Muy Alto", "Alto", "Normal", "Bajo" o"Muy Bajo".
Las escalar ordináles proveen más información que las nominales.
Las variables numéricas (o cuantitativas) son aquellas que toman valores
representados por un número significativo. Un ejemplo de este tipo de variables sería la
edad. Las variables ordinales también pueden utilizar números para sus categorías
(podemos hacer que "Muy Alto" sea 5, "Alto" sea 4, etc.), sin embargo la diferencia con
las variables numéricas es que en las ordinales sólo conocemos el orden de las
categorías pero no hay nada que indique su magnitud (podríamos utilizar cualquier otra
combinación numérica siempre y cuando mantengamos el orden).
Las variable numéricas pueden dividirse a su vez en dos tipos de escalas: escalas
de intervalos y escalas de ratios. Decimos que una variable numérica pertenece a^ una
escala de intervalos cuando en dicha escala no existe un cero significativo. Un ejemplo
de esto sería un sistema de predicción meteorológica, en la que una de sus salidas fuera
la predicción de temperatura. La salida del sistema puede ser medida en grados Celsius
(C) y en grados Fahrenheit (F). Ambas escalas tienen un cero pero dicho valor ha sido
desiĝnado de forma arbitraria (la relación entre grados F y grados C es la siguiente F=
32 + 1.8xC como se puede ver en la Tabla 7.1).
^^
-30
-15
0
15
30
^F
-22
5
32
59
86
Tab/a 7.1. Relación entre !os grados Celsius ^^ Fahrenheit.
^.J
.;tV
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El hecho de que el cero haya sido fijado de forma arbitraria provoca que no
tengan sentido hablar de que la temperatura de 30° C es el doble que la temperatura 1.5°
C ya que si medimos en la escala Fahrenheit esto no se cumple (86° F no es el doble que
59° F). Lo que si tiene sentido es decir que la diferencia de temperatura, o el intervalo,
que hay entre 0° C y 15° C es el mismo que hay entre 15° C y 30° C(la diferencia entre
32° F y 59° F es la misma que la existente entre 59° F y 86° F).
Por otro lado las escalas de ratios sí tienen un cero significativo. Así,
supongamos que un sistema indica la administración de una determinada cantidad de un
medicamento, esta cantidad puede ser expresada en gramos (gr) o en onzas (oz) pero el
cero de ambas escalas es el mismo como se ve en la Tabla 7.2 (la relación entre gramos
y onzas es la siguiente 1 oz = 28.35 gr).
gr ^ oz
0 0
10 0.35
20
Tabla 7.2. Relación entre los gramos y las onzas.
0.70
En este caso sí podemos decir que el peso de 20gr es el doble que el peso de
lOgr (0.70oz también es el doble de 0.35oz).
Otra posible división de los datos numéricos es en datos discretos y datos
continuos. Los valores discretos son múltiplos de una determinada cantidad indivisible
y se suelen representar generalmente con números enteros (número de hijos de una
familia, número de accidentes .de tráfico en un año). Por otro lado, en los valores
continuos no existe una unidad indivisible y las variables pueden tomar cualquier valor
dentro del intervalo de referencia (como por ejemplo la altura, el peso, etc.)
Después de ver los distintos tipos de variables existentes veamos como afecta
esta circunstancia a la validación de un sistema inteligente.
Si la salida del sistema es una variable nominal, no puede establecerse un orden
entre las distintas categorías, y las discrepancias producidas entre dos categorías
cualesquiera se tratarán de la misma forma. Generalmente el acuerdo se medirá a través
del porcentaje de acuerdo o el índice kappa. También puede suceder que, aunque no
podamos establecer un orden, existan discrepancias más graves que otras, en ese caso se
recomienda la utilización del índice kappa ponderada. Medidas como el porcentaje de
acuerdo dentro de uno o las medidas de asociación (coef. de correlación, tau, gamma y
rho) no son aplicables a este tipo de variables porque presuponen un , orden en las
categorías.
Sin embargo, si son aplicables las llamadas medidas de asociacióri predictiva,
entre las que incluimos la lambda (.^) de Guttman (1941) y Goodman-Kruskal (1954), la
tau (^ de Goodman-Kruskal (1954), y la eta ( r^) de Theil (1970). El objetivo de estas
medidas consiste en comprobar en que grado la interpretación del sistema experto puede
utilizarse para predecir la interpretación del experto. Entre los trabajos que utilizan este
tipo de medidas encontramos la validación del sistema MEDAS (Georgakis et al.,
1990), sin embargo, estas medidas son poco utilizadas y resulta más corriente uso de
medidas de acuerdo en escalas nominales.
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Si la salida del sistema es una variable ordinal, puede ser necesario tener en
cuenta que cometer un error entre dos categorías muy distantes en la escala puede ser
mucho más grave que cometerlo entre dos categorías adyacentes (no es lo mismo una
discrepancia entre "Muy Alto" y"Muy Bajo", que una discrepancia entre "Muy Alto" y
"Alto"). En tal caso se recomienda que se utilicen técnicas de validación que tengan en
cuenta estas discrepancias (como el porcentaje de acuerdo dentro de uno o la medida
kappa ponderada). Las medidas de asociación descritas dentro de los tests de pares son
aplicables solamente a datos ordinales. De ellas, la tau de Kendall y sus medidas
derivadas (tau b y gamma) son las que utilizan menos información, ya que se pueden
obtener utilizando sólo la relación de orden entre las distintas categorías. E1 coeficiente
de correlación y la rho de Spearman necesitan que las categorías sean representadas a
través de números (que pueden ser valores numéricos o rangos).
Los valores nominales y ordinales son directamente representables en tablas de
contingencia, a partir de las cuales podemos extraer las distintas medidas de acuerdo 0
asociación. Las salidas en formato numérico no pueden ser representadas a través de
una tabla de contingencia, para que esto sea posible es necesario categorizarlas,
dividiendo los posibles valores en intervalos y ásignando etiquetas a dichos intervalos.
En la Tabla 7.3 mostramos la categorización de los datos del pH para un paciente adulto
normal.
-. . .
H < 7.30
.
Mu Ba'o
7.30 <_ H < 7.34 Bajo
7.34 < H < 7.46 Normal
7.46 <_ H 5 7.50 Alto
7.50 < H Mu Alto
Tabla 7.3 Categorización semántica de los datos del pH para un paciente adulto normal.
Como vemos, mediante la categorización se convierten los datos numéricos en
datos ordinales. Aunque esta técnica facilita el tratamiento de los datos, la pérdida de
información que se produce al crear las categorías puede llevar al establecimiento de
conclusiones erróneas. Por ello es necesario que el procedimiento de categorización
semántica se haga de manera cuidadosa.
Pero no siempre es necesario categorizar los datos numéricos para poder
tratarlos, pueden utilizarse técnicas para medir directamente las diferencias entre
variables numéricas (como los coeficientes de exactitud propuestos por Shapiro (1977)),
o distancias aritméticas para medir las diferencias existentes entre dos vectores
numéricos (como pueden ser los vectores que incluyen las probabilidades de aparición
de una serie de hipótesis distintas). Estas medidas ya fueron vistas en el capítulo 5.6.2
en el que tratábamos las medidas cuantitativas utilizadas en la validación.
Los datos numéricos proveen más información que los datos categóricos, pero
no es frecuente que aparezcan en campos como la validación de las interpretaciones de
sistemas expertos. De ellos, el que más iñformación contiene son los datos medidos en
una escala de ratio, ya que, como indica su nombre, permite las comparaciones en base
a ratios (un valor es x veces mayor o menor que otro valor). Los datos de la escala
intervalo solo permiten comparar diferencias de valores entre intervalos.
La división de los datos en discretos o continuos no tiene repercusiones en su
interpretación, sino más bien en su tratamiento.
^ ^o
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Tipo de problema tratado
E1 tipo de problema tratado también :influye en la metodología de validación.
Podemos distinguir dos tipós prin ĉipáles dé problémas: (1) problemas de análisis, en los
que a partir de una serie de casos lo ŝ asignamos dentro de una determinada categoría
(pueden ser problemas de diagnóstico, problemas de predicción, etc.) y(2) problemas
de síntesis, en el que el resultado incluye la realización de un determinado plan de
acción (por ejemplo, la elaboración de un determinado plan terapéutico).
Los sistemas que tratan problemas de análisis son más fáciles de validar ya que
es posible aplicarlos sobre casos históricos y es más fácil de encontrar referencias
estándar para dicha validación.
Los sistemas que tratan problemas de síntesis encuentran más dificultades en la
validación. Así, validar un determinado plan generalmente suele implicar la actuación
directa sobre el dominio de aplicación para ver su evolución, ya que no es fácil que
existan estándares para probar su validez. Todo esto se complica si el dominio es
crítico.
Relación con el entorno
Generalmente los sistemas expertos no actúan de forma separada, sino que se
encuentran integrados en un sistema mayor (por ejemplo, el sistema de información de
un hospital). En tal caso la validación de los interfaces con los otros elementos que
forman el entorno (bases de datos, sistemas de éntrada y salida, etc.) es fundamental
para el correcto funcionamiento del sistéma. Si el sistema no se integra en uno mayor y
actúa por solitario su validación se hace más sencilla, al no ser necesario tener en cuenta
su relación con el entorno.
7.1.3. Influencia de la fase de desarrollo
La fase en la que se encuentre el desarrollo del sistema también influirá en la
forma de realizar la validación. A1 describir la ingeniería del conocimiento habíamos
comprobado que la metodología que mejor se adaptaba al desarrollo de sistemas
expertos era una metodología incremental, en la que el sistema se iba construyendo en
base a una serie de fases, en cada una de las cuales se añadían nuevas funcionalidades o
se refinaban las ya existeñtes. Después de la terminación de una de estas fases se
obtenía un prototipo que tenía que ser verificado y validado.
Cuanto más avanzado esté el desarrollo del sistema más compleja será la
verificación y validación del mismo. Así, en las primeras etapas la validación consistirá
en simples pruebas con casos ya resueltos, realizadas en un ambiente de laboratorio y
que sólo cubrirán aspectos concretos del sistema. Posteriormente, el número de casos
analizados por el sistema será mayor y también lo será su cobertura, la validación no
será llevada a cabo sólo por el ingeniero del conocimiento sino que entrarán a formar
parte de la misma expertos ajenos al desarrollo del sistema. Por último, en las fases
finales primarán más los aspectos orientados al uso y se preparará el terreno para una
validación en el entorno de trabajo por parte de los usuarios finales.
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7.2. Fase de aplicación
La salida de la fase de planificación la constituyen una serie de estrategias que
nos indican cómo realizar la validación del sistema experto que estamos considerando.
Por ejemplo, entre estas estrategias podríamos tener:
• La validación sólo puede llevarse a cabo a través de una validación contra el
experto, comparando los resultados de nuestro ^sistéma con los resultados de
un grupo de expertos. ^
• Como los usuarios son expertos y él dominio no es crítico pueden Ilevarse a
cabo pruebas de campo. .
• Como las interpretaciones del sistema siguen una escala ordinal es necesario
ponderar las discrepancias según su distancia. Podemos utilizar medidas de
pares como la kappa ponderada, el porcentaje de acuerdo dentro de uno 0
medidas de asociación.
• Las medidas de pares pueden utilizarse como entrada para los tests de grupo
que permiten ordenar a los expertos humanos y al sistema experto según la
similitud de sus diagnósticos.
• A1 no existir una referencia estándar no es posible utilizar medidas como los
ratios de acuerdo.
• etc.
La fase de aplicación será la encargada de llevar a la práctica estas
recomendaciones obteniendo unos resultados que luego puedan ser interpretados en la
siguiente fase.
La fase de aplicación se compone de los siguientes pasos (Figura 7.4):
(1) Captura de la casuística,
(2) Preprocesado de los datos, y
(3) Realización de las medidas estadísticas.
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Casos de prueba
preprocesados
Captura de la
casuística
Preprocesado
Figura 7.4. Estructura de la fase de aplicación en la validación de sistemas expertoŝ .
7.2.1. Captura de la casuíst6ca
Resultadós
Para realizar la validación es necesario contar con una serié de casos ya re ŝueltos
con los que podamos comparar los resultados de nuestro sistema experto. Como
indicábamos en el apartado 5.3 es necesario que la mue ŝtra obtenida cumpla dos
ĉaracterísticas fundamentales: cantidad y representatividad. La muestra deberá ser
suficientemente amplia y debe cubrir todos los aspectos que pretendemos probar en
nuestro sistema. ^ ^
La utilización de casos de prueba en la validación se adapta perfectámente a los
métodos de desarrollo incremental, aumentando el número de casos y su cobertura a
medida que avanzamos en el desarrollo..
7.2.2. Preprocesado de los datos
Una vez capturada la casuística tenemos una base de datos en la que se
comparan los resultados de una o varias referencias (expertos humanos o la solucióñ
real del problema) con los resultados de nuestro sistema experto.
Sin embargo la base de datos obtenida, generalmente, no se puéde utilizar
directamente por los procesos de validación y es necesario llevar a cabo un
preprocesado que puede incluir:
• Corrección de errores. Detectar y corregir los errores que presente la base de
datos original (por ejemplo, categorías similares representadas por etiquetas
distintas). ^
• Transformación de los datos. La forma en que se han recogido los datos
puede no ser la más adecuada para llevar a cabo los procesos de validación y puede
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ser necesario llevar a cabo una transformación de los mismos (por ej emplo
transformar etiquetas lingiiísticas en válores numéricos).
• Inclusión de información adicionál. Muchas veces es necesario incluir nueva
información en la base de datos original. Entre la diversa información que es
necesario incluir destacamos las siguientes (que veremos más en detalle al describir
la herramienta SHIVA):
* Estructura de la base de datos: La base de datos de validación eŝ una matriz
tridimensional cuyas dimensiones son expertos, diagnósticos y casos. Sin
embargo, los modelos de bases de datos actuales son tablas bidimensionales,
por lo que podemos encóntrarnos con diversas posibilidades al reducir los
datos tridimensionales a una tabla bidimensional. Es necesario ^ especificar
cuál es la disposición de nuestra base de datos. .
* Identificación de los campos de la base de datos: Después de identificar la
estructura de la base de datos es necesario identificar los tipos de sus campos
(expertos, diagnósticos, casos, etc.).
* Orden de las categorías semánticas: si los resultados forman parte de una
escala ordinal es necesario especificár su orden.
* Ponderación de las discrepancias obtenidas: las discrepancias encontradas
entre las diversas categorias semánticas pueden variar en su importancia, por
ello es necesario incluir algún tipo de ponderación que refleje estas
diferencias.
Famili et al. (1996) destacan la importancia de la correcta selección de las
técnicas de preprocesado para encontrar información útil durante el análisis.
7.2.3. Realización de medidas estadísticas.
Las estrategias de validación obtenidas en el proceso de planificación indican
qué medidas estadísti ĉas son las más^ adecuadas a utilizar en base a las caracteristica ŝ
del dominio, del sistema y de la fase de planif cación. ^
Las estrategias de validación también pueden sugerir ^el ámbito cualitativo en el
que realizar estas medidas (análisis de sensibilidad, validación ^de subsistemas, tests de
campó, pruebas de Turing, etc.).
Las medidas estadísticas incluidas en esta metodología son de tres tipos:
1. Medidas de pares. Se encargan de evaluar el grado de acuerdo o asociación
entre expertos.
2. Medidas de grupo. Agrupan a. los expertos según la similitud de sus
diagnósticos utilizando como base los resultados d^e las medidas de pares.
3. Ratios de acuerdo. Comparan los resultados del sistema con una referencia
estándar.
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Estas medidas ya han sido ampliamente descritas en el punto anterior, sin
embargo, en este apartado comentaremos algunos aspectos de las mismas que están
íntimamente relacionados con su utilización en entornos de validación.
7.2.3.1. El porcentaje de acuerdo dentro de uno para el análisis de tendencias
La medida del porcentaje de acuerdo puede utilizarse en la validación para
analizar tendencias. Para ilustrar esto podemos ver el trabajo de (Alonso et al., 1992)
sobre el sistema experto NST-EXPERT.
En este caso en concreto se pretende analizar la capacidad del sistema experto y
de varios expertos humanos a la hora de pronosticar la salida fetal final. E1 pronóstico
se divide en 6 categorías: bueno (B), ligeramente malo (LM), moderadamente malo
(MM), bastante malo (BM), muy posible malo (PM) y casi seguro malo (SM).
Línea de Línea de
acuerdo -2 acuerdo -1
a^
m ^
co °
x ^
v y
m r.
Ó p
^ N
8 LM MM BM PM SM MA
Pronósticos .
del experto A
Figura 7. S. Análisis de tendencias con el porcentaje de acuerdo dentro de uno.
La zona de desacuerdos negativos indica que las predicciones realizadas^por el
experto B son más pesimistas que las del experto A, la zona de desacuerdos positivos
indica que las predicciones realizadas por el experto B son más optimistas que las
realizadas por el experto A. De esta forma, analizando los valores de acuerdo en las
diagonales secundarias podemos ver si las interpretaciones de los expertos tienden
hacia determinadas categorías.
7.2.3.2. Relación entre el porcentaje de acuerdo y kappa
Una situación interesante que puede suceder al utilizar el índice kappa en la
validación es la siguiente: supongamos que tenemos las matrices de contingencia
representadas en la Tabla 7.4 y en la Tabla 7.5.
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BAJO 0'83 100 0 00 0.930.818 . .
.
NORMAL 0.05 0.00 0 00 0.05
^ ^ 0.005 .
^^ ALTO 0.00 0 00 0' 02 0.02. 0.004
0.88 0.10 0.02 1
Tabla 7.4.
.- .
BAJO 0'28 100 0 00 0.380.125 . .
• NORMAL 0.05 0'28 0.00 0.33
: 0.125
ALTO 0.00 0.00 0' 29 0.290.084
0.33
Tabla 7.5.
0.38 0.29 1
Los valores del porcentaje de acuerdo y de kappa para cada una de ellas son los
siguientes:
Tabla 7.4 Tabla 7.5
. po=0.85=85% po=0.85=85%
p^ = 0.827 p^ = 0.335
K= 0.133 rc= 0.774
Como vemos, en ambas tablas el porcentaje de acuerdo es el mismo (85%), sin
embargo el valor de kappa es muy inferior en la primera tabla mientras que es un valor
alto en la segunda.
En la Tabla 7.4 el valor de kappa es bajo porque el porcentaje de acuerdo debido
a la cásualidad es alto, y este porcentaje es alto porque la dispersión de los datos en esta
matriz es muy escasa (si nos fijamos podemos ver como la mayoría de los casos
pertenecen a la celda "BAJO"-"BAJO"). Sin embargo, en la Tabla 7.5 los casos se
distribuyen más uniformemente entre las distintas celdas y el porcentaje de acuerdo
debido a la casualidad no es tan elevado (0.335) lo que permite que el valor de kappa
sea mayor.
Este comportamiento de kappa ha motivado las críticas de diversos autores como
(Donker et al., 1992) y(Gjerup, 1988) en las que señalan que el valor de kappa está
muy influido por la distribución de las probabilidades marginales y que, para poder
interpretar un valor de kappa, sería necesario acompañarlo de su correspondiente matriz
de contingencia.
Sin embargo, este comportamiento de kappa es normal (incluso deseable) si
atendemos a su definición: "una medida de acuerdo que corrige aquellos acuerdos
debidos a la casualidad". Desde luego, si la dispersión de los casos es escasa la
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,
►
►
probabilidad de acertar por casualidad aumenta y, consecuentemente, el valor de kappa
disminuye. ^^ ^ ^^ ` ` ^ ^
7.2.3.3. Kappa ponderada y status de los expertos
En los ejemplos vistos hasta ahora de kappa ponderada, se asignaban pesos
iguales a celdas simétricas (V;^ = V^;), lo que quiere decir que el desacuerdo que se
produce cuando el experto A decide el diagnóstico # 1 y el experto B el diagnóstico #2
es igual al producido cuando la situación es a la inversa. Esto es apropiado cuando
estamos intentando comprobar la consistencia entre dos fuentes de datos tiénen el
mismo status. Si las fuentes de datos tienen diferente status (una actúa como predictor y
la otra como criterio), puede ser razonable que celdas simétriĉas tengan distintos pesos
(v;^ ^ v^;)•
Así podemos tener un experto A, que es el sistema experto que queremos validar
y un experto B que es el criterio que se considera correcto según un consenso de
especialistas en la materia. Entonces se puede considerar que un error del sistema al dar
el diagnóstico #2 cuando el criterio consensuado dice que el diagnóstico correcto es el
#3 es más grave que si el hecho sucede a la inversa. Para que el índice kappa ponderada
considere esta situación se deben asignar los pesos de forma apropiada, tal y como se
muestra en la Tabla 7.6. (como vemos el peso de la casilla (2, 3) es 6 mientras que el
peso de la casilla (3, 2) es sólo 2). ^
Tabla 7.6. Pesos utilizados con expertos que tienen diferente status.
7.2.3.4. Tau en tablas de contingencia
En el capítulo anterior describíamos como obtener la medida tau a partir de una
muestra de datos. Los datos de validación generalmente son muestras grandes que se
agrupan en tablas de contingencia, por lo que se necesita un método para calcular tau a
partir de estas tablas.
Por ejemplo, supongamos la tabla de contingencia que relacionaba los resultados
de los expertos A y SE (Tabla 6.3.) que reproducimos a continuación y en la que a cada
categoría semántica se le ha asignado un determinado rango.
.- .
MUY BAJO ^ BAJO ^ NORMAL ^ ALTO ^ MUY ALTO
4
MUY BAJO (1) 0 1 0 0 0^ 1
' BAJO (2) 0 2 1 0 0 3
NORMAL (3) 0 0 3 0 3
ALTO (4) 0 1 0 1 0 2
MUY ALTO 5 0 0 0 0 1 1
^ 0 ^ 4 ^ 4 ^ 1 ^ 1 ^ 10
1
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E1^ valor de una casilla ( i, j) en la tabla ánterior representa el número de casos a
los que el experto A ha asignado el rango i y el experto SE ha asignado el rango j.
Nuestro primer paso para calcular rdebe ser calcular los íñdices C y D, por ejemplo los
pares concordantes con los de la casilla ( 1, 1) serían los pares (2, 2), (2, 3), ..., (5, 5)
mientras que no habría pares discordantes. Sin embargo, como la casilla ( 1, 1) está vacía
no contribuye de ninguna forma a los índices C y D. ^
Consideremos entonces los tres valores de la casilla (3, 3). Los pares
concordantes con esta celda serían (4, 4), (4, 5), (5, 4) y(5, 5); multiplicando los tres
valores de la casilla (3,.3) con la suma de valores de las casillas concordantes nos da
que lá contribución de esta casilla al índice C es 3 x(1 + 1) = 6(no se cuentan como
concordantes los pares ( l, 1), ( l, 2), (2, 1) y(2, 2) porque ya han sido ĉonsiderados con
anterioridad). Los pares discordantes con (3, 3) son (4, 1), (4, 2), (5, 1) y(5, 2). La
contribución de la casilla (3, 3) al índice D es 3x(1) = 3(los pares (1, 4), (1, 5), (2, 4) y
(2, 5) no se cuentan como discordantes porque ya han sido considerados con
anterioridad). Procediendo de esta manera con todas las celdas que tengan valores no
nulos obtenemos los índices C y D (Tabla 7.7).
Pares Contribución a C Contribución a D
(1, 2) 1 x(1+3+1+1) = 6 1 x(0) = 0
(2, 2) 2 x(3+1+1) = 10 2 x(0) = 0
(2, 3) 1 x(1+1) = 2 1 x(1) = 1
(3,3) 3x(1+1) = 6 3x(1) = 3
(4, 2) 1 x(1) = 1 1 x(0) = 0
(4, 4) 1 x(1) = 1 1 x(0) = 0
(5, 5) 1 x(0) = 0 1 x(0) = 0
26 4
Tabla 7.7. Cálculo de los índices C y D a partir de la tabla de contingencia.
De esta forma vemos que C= 26 y que D= 4, lo que nos permite calcular r
como (26-4)/45 = 0.489. Sin embargo siempre que tratamos con tablas de contingencia
de validación es normal qué el número de ligaduras sea elevado (ya que, por lo general,
el número de casos disponibles siempre será mayor que el número de casillas en la tabla
de contingencia) por ello una medida más adecuada de la asociación sería la rb de
Kendall. Para el cálculo de rb es necesario calcular los valores U y V de la tabla de
contingencia, para ello se procede de la siguiente forma: considerando que todos los
valores que están en una misma fila o columna están ligado, los marginales de las filas y
de las columnas representan respectivamente el número de valores existentes en la
ligadura de esa fila o columna, esto nos permite hallar los valores de U y V según la
equ. 6.30 y la equ. 6.31.
u ^
(marginales de A)
u(u-^) v
(marginales de SE)
v(v-^)
1 0 0 0
3 3 4 6
3 3 4 6
2 ^ 1 1 0
1 0 1 0
7 12
Tabla 7.8. Cálculo de las ligaduras a partir de la tabla de co^itingencia.
Por lo tanto U= 7 y V= 12, lo que implica que el valor de rh es
^ ^s
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r- 26 - 4 - 22
= 0.621
^ ,.' 45-7 45-12 35.412
.,
Existe otra revisión del índice r(denominada t^) pero sólo es utilizada en tablas
de contingencia en las que el número de columnas es distinto al número de filas. Como
las tablas de contingencia que relacionan las interpretaciones de los expertos siempre
tienen el mismo número de filas y columnas, se decidió no incluir a t^ en nuestro
estudio.
En base a los valores de C y D también podemos calcular el valor de la gamma
de Goodman-Kruskal como
_C-D-26-4_22=0.733
Y C+D 26+4 30
7.2.3.5. Rho en tablas de contingencia
De la misma forma que el índice Tau, es necesario que Rho pueda ser hallado a
partir de tablas de contingencia para simplificar su cálculo en entornos de validación. Si
suponemos la misma tabla de contingéncia del ejemplo anterior ( la Tabla 6.3. que
relaciona los resultados del experto A y del SSEE), el primer paso sería el cálculo de los
rangos.
Para calcular los rangos debemos basarnos en la información de los datos
marginales. Así, atendiendo a los marginales de A en la casilla (1, .) tenemos un único
valor que equivale a el rango 1, en la casilla (2, .) tenemos 3 valores, a los que les
pertenecerían los rangos 2, 3, y 4; por lo que el rango medio es 3. Procediendo de la
misma forma con los demás marginales obtenemos: ^
.- .
MUY BAJO I ^. BAJO I NORMAL I ALTO I MUY ALTO
(1•) .. , • (2) ^• ^• ^ (3) ( ) (5) •4
Rangos
n
MUY BAJO ( 1) 0 1 0 0 0 1 1
BAJO (2) 0 2 1 0 0 3 3
NORMAL (3) 0 0 3 0 0 3 6
' ALTO (4 ) 0 1 0 1 0 2 8.5
MUY ALTO 5 0 0 0 0 1 1 10
Rangos 0
4
2.5
4
6.5 9
Tabla 7.9. Cálculo de los rangos para los resultados de los e.rpertos A y SE.
Una vez calculados los rangos podemos calcular la contribución de cada celda al
índice d;2. Por ejemplo, en la celda (3, 3) tenemos tres valores que relacionan a los
rangos 6 y 6.5. La contribución de esta celda a d;' será 3 x(6-6.5)2 = 3 x 0.25 = 0.75.
Actuando de la misma forma para aquellas celdas de valores no nulos obtenemos:
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Contribución a d,?
Celdas Frecuencia Rango A Rango SE
F x (RA - RS^^
(1, 2) 1 1,0 2.5 2.25
(2, 2) 2 3.0 2.5 0.50
(2, 3) 1 3.0 6.5 12.25
(3, 3) 3 6.0 6.5 0.75
(4, 2) 1 8.5 2.5 36.00
(4, 4) 1 8.5 9.0 0.25
(5, 5) 1 10.0 1 0.0 0.00
52.00
Tabla 7.10. Contribt^ciones a d;' obtenidas a partir de la tabla de contingencia que relaciona los
resultados de los expertos A y SE.
Ahora es necesario corregir el efecto de las ligaduras, para ello no tenemos más
que emplear los valores marginales de la tabla de la siguiente forma:
u u' v
(marginales de A) (marginale
v'
s de SE)
1 1 0 0
3 27 4 64
3 27 4 64
2 8 1 1
1 1 1 1
10 64 10 130
u'=(64-10)/12=4.5 v'=(130-10)/12=10
Tabla 7.11. Cálculo de las ligaduras a partir de la tabla de contingencia.
Una vez hallados Ed;2, u'
siguiente forma:
Y v' podemos hallar rs según la equ. 6.39 de la
r _ 1000-10-6(52) - 6(14 . 5) __ 591 = , 655
1000 - 10 - 12(4 . 5) 1000-10-12(10) (936)(870)
7.2.3.6. Relación entre tau, rho y r de Pearson en entornos de validación.
La r de Kendall, la rs de Spearman y la r de Pearson pueden considerarse casos
particulares de un coeficiente de correlación generalizado (I'). Este coeficiente se define
de la siguiente forma:
n
r=
^ a ^l ^^l
i=1, j=1
n n
^a^^ ^b^2
i=1, j=1 i=1, j=1
equ. 7.1
en donde a;j es un índice definido para los valores de x que debe cumplir que a;j =-aj;.
De la misma forma b;j es un índice definido para los valores de y que debe cumplir que
b;j =-bj;. También se cumple que a;j = b;^ = 0 si i= j.
Según la definición que adoptemos para a;; y b;j, podemos obtener el coeficiente
r, r, o r. Así, si denotamos como p; el rango del objeto i para los valores de x y q; el
rango del objeto i para los valores de y, obtenemos:
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i
+ 1 si p; < p^ + 1 si q; < q^
r Q'' -1 si p; > p^ b'' - 1 si q; > q^
rs ^ a^i - Pi - P ► b^^ - qi - q^
Y Q^^=X^-X^ I7y-yj-y;
Tabla 7.12. valores de a;^ y b;^ para obtener t r, y r a partir de 1^
Como vemos el cálculo de z es el más sencillo ya que asigna una unidad
(positiva o negativa) a un par de casos según sean concordantes o no, pero sin tener en
cuenta la separación existente entre los rangos. Sin embargo, rs representa un cálculo
más elaborado ya que da más peso a aquellos casos que estén más separados y su
diferencia entre rangos es mayor. El caso de r es similar al de rs pero atendiendo a los
valores de la variables y no a los rangos que representan su ordenación. La
demostración de los resultados de la Tabla 7.12 puede encontrarse en (Kendall y
Gibbons, 1990). ^
Los tests basados en la tau de Kendall y la rho de Spearman son alternativas no
paramétricas a los clásicos tests de independencia basados en el coeficiente de
correlación de Pearson (que requiere que los datos sean medidos al menos en una escala
intervalo y que la distribución sea la normal bivariante). Los tests no paramétricos
requieren que los datos sean medidos al menos en una escala ordinal y la asunción de
una distribución bivariante continua, no necesariamente la normal.
Los valores de tau y rho pueden relacionarse a través de desigualdades, entre las
que podemos destacar la desigualdad de Daniels (1950):
-1 <_ 3 r- 2rs <_ 1
equ. 7.2
Muchos autores prefieren el uso de tau, a pesar que rho puede resultar más
familiar por sus similitudes con el coeficiente de correlación de Pearson. Dos son las
razones que motivan estas preferencias. Primero, la tau de Kendall tiene una
interpretación sencilla y específica como la ^proporción de pares concordantes en la
muestra menos la proporción de pares discordantes (que puede ser vista como. la
diferencia entre la probabilidad de que los datos observados estén en el mismo orden
menos la probabilidad de que estén en ordenes diferentes). La rho de Spearman no tiene
una interpretación tan intuitiva (es la correlación lineal de los rangos obtenidos de los
valores de las variables). Segundo, La distribución muestral de rho tiende a la
distribución normal de forma más lenta que la distribución muestral de tau.
Sin embargo, para el caso de la validación de expertos resultan más adecuadas
las características de rho que las de tau. En primer lugar porque, como ya hemos dicho,
rho tiene en cuenta la distancia entre las categorías mientras que tau sólo tiene en cuenta
que al pasar de un caso a otro, las categorías designadas por los expertos varíen en una
misma dirección (un salto entre la categoría TT y la categoría ^^, es tratado de la
misma forma que un salto entre TT y T).
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En segundo lugar tenemos el problema de los empates. Al tratar con tablas de
contingencia los empates suelen muy numerosos. Con tau tenemos tres formas de
tratarlos: ignorarlos en el numerador ( r), ignorarlos en el numerador corrigiendo el
denominador ( rb) e ignorarlos en numerador y denominador (y). Puede que ninguna de
las opciones sea satisfactoria para el caso de la validación. Supongamos así los
siguientes pares de valores:
A
T
B A
TT T
J. T
A
T
T
B
T
T
(a) (b) (c)
Tabla 7.13. Pares de valores para tau.
Los dos casos de la Tabla 7.13a son concordantes, ya que los . resultados de
ambos expertos disminuyen de valor, sin embargo el salto del experto A es menor
cuantitativamente que el del experto B. En la Tabla 7.13b vemos como los resultados
del experto A están ligados, sin embargo estos casos representan un desacuerdo ya que
el salto de categoría en el expérto B no ha su correspondencia en el experto A. También
se podría argumentar que la diferencia de salto es menor que la producida en el caso (a)
considerado concordante. En la Tabla 7.13c vemos como de nuevo tenemos una
ligadura, aunque los valores representen un acuerdo perfecto.
El tratamiento de las ligaduras en rho parece más comprensible dentro del
contexto de la validación de expertos. Así supongamos que tenemos los siguientes
valores:
Casos A B Casos A B
1 T T ^^ 2.5 4
2 TT = 2 4 3
3 ^. ^ 3 1 1
4 T .^ 4 2.5 2
(a) (b)
Tabla 7.14. Valores para rho.
Al pasar los valores a rangos vemos que se ha producido una ligadura en el
experto A(que hemos solucionado aplicando rangos medios). Un hecho que puede
llamar la atención y puede parecer un error es que el aparente acuerdo entre A y B en el
primer caso (T,T) se ha traducido en rangos poco concordantes (2.5, 4). Esto tiene su
explicación si analizamos la.distribución de los casos de A y B(Figura 7.6).
B
A
Figura 7.6. Distribución de los casos de la Tabla 7.14. Los ntimeros en /os círculos r^rdican el »^i»rero
de cada caso.
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Como vemos los diagnósticos de los expertos parecen tener una clara relación
lineal en la cual el experto B selecciona siempre dos categorías por debajo de la
categoría seleccionada por A. Este hecho puede darse por una mala definición de las
categorías que lleva a los expertos a interpretarlas de manera diferente. En tal situación
el caso ^uno con categorías (T,T) no sería una asociación válida porque en el contexto
general se separa de la relación lineal existente entre A y B.
Un resumen de las ventajas e inconvenientes de las distintas medidas de
asociación puede consultarse en la Tabla 7.15.
-. .. .
Conocida am liamente utilizada Asunción de una distribución normal bivariante
r de Pearson Adecuada cuando lo importante son los valores No adecuada a datos ordinales, puede variar
no el orden de las cate orías ante transformaciones ue mantienen el orden
Medida no paramétrica No adecuada cuando lo importante son los
valores no el orden de las cate orías
Adecuada a datos ordinales, es invariable ante No tiene en cuenta el grado de separación entre
rde Kendall transformaciones ue mantienen el orden las cate orías
Interpretación sencilla y específica Manejo de las ligaduras confuso en contextos de
validación
Converge a la normal más rápido que rho
Medida no paramétrica No adecuada cuando lo importante son los
valores no el orden de las cate orías
Adecuada a datos ordinales, es invariable ante Interpretación no tan sencilla como la de tautransformaciones ue mantienen el orden
rs de Spearman Tiene en cuenta el grado de separacibn de las Converge a la normal más lento que tau
cate orías
Manejo de las ligaduras de forma más coherente
en contextos de validación
Tabla 7.1 S. Ventajas e inconvenientes de las distintas medidas de asociación.
7.2.3.7. Medidas de Williams
La medida de Williams nos ofrece un método eficaz para comprobar si el nivel
de acuerdo o asociación de nuestro sistema experto con los expertos humanos, es
similar al nivel de acuerdo o asociación existente entre los propios expertos humanos.
Sin embargo, los resultados de esta medida pueden ser fácilmente mal
interpretados si dentro del grupo de referencia existe un experto claramente en
desacuerdo con los demás, o si el acuerdo dentro del grupo de referencia es escaso.
Motivos de esta ^alta de acuerdo ya se habían detallado en el capítulo 5.4.1 en el que se
incluyen: factores externos, influencias de expertos de mayor nivel, ambigiiedades en
los datos, pertenencia a distintas escuelas de pensamiento, etc.
Esta falta de acuerdo entre los expertos provocará que el valor de P„ (acuerdo
entre los expertos del grupo) sea bajo y, por lo tanto, valores bajos de acuerdo entre el
experto aislado y el grupo (Po) generen valores de In cercanos a la unidad.
En tales casos se deberá estudiar si el experto en desacuerdo con los demás
debería ser apartado del grupo de referencia o tratar de utilizar técnicas para el
desarrollo un consenso dentro del grupo. ^
7.2.3.8. Análisis cluster
En el capítulo anterior veíamos las principales características del análisis cluster,
y en concreto, del análisis cluster jerárquico. En este apartado trataremos de detallar las
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principales características del análisis cluster cuando es aplicado en entornos de
validación.
Selección de las variables relevantes
En la validación de sistemas expertos, la selección de las variables relevantes es
muy sencilla: la matriz de elementos estaría formada por los n expertos que llevan a
cabo la validación y por los d casos ŝobre los cuales los expertos realizan sus
diagnósticos. De esta forma, la matriz de elementos n x d(en este caso n son las
columnas y d las filas), es idéntica a la base de datos de validación que ya hemos visto
al describir los tests de pares (Tabla 6.2) y que mostramos a continuación.
, . .
-^^:1 ALTO ALTO ALTO ALTO ALTO
^^^2 ALTO BAJO ALTO ALTO BAJO
. 3^•:-^^ ^ BAJO BAJO NORMAL NORMAL BAJO
.^:':4 '=• . NORMAL BAJO NORMAL NORMAL NORMAL
5- ^ MUY ALTO MUY ALTO ALTO ALTO MUY ALTO
•-6'^^'^'^ BAJO BAJO BAJO BAJO NORMAL
:^^:-.':7.:::' MUY BAJO MUY BAJO NORMAL BAJO BAJO
^-:^^$:^ ^ NORMAL NORMAL NORMAL ALTO NORMAL
'•::^9 `^ ' NORMAL NORMAL BAJO MUY BAJO NORMAL
^^' 10 ^ BAJO BAJO BAJO ALTO BAJO
Selección de las medidas de similitud
Las principales medidas de similitud o disimilitud utilizadas son medidas
métricas, sin embargo, tal y como explican Aldenderfer y Blashfield (1984), las
características del problema a tratar pueden indicar la utilización de otro tipo de
medidas que no tengan porque se necesariamente métricas. Este es el caso de la matriz
de elementos utilizada en la validación de sistemas expertos que veíamos en la Tabla
6.2. En este caso tenemos una serie de expertos que realizan opiniones sobre una serie
de casos. Los casos constituyen las variables de nuestro estudio y generalmente ocurrirá
que el número dé casos (variables) es mucho mayor que el número de expertos.
Los mejores coeficientes de similitud que podemos definir sobre estos datos son
las medidas de pares que veíamos en el capítulo 6. l. Con ellas podemos medir acuerdos
y asociaciones teniendo en cuenta pesos entre las distintas categorías, acuerdos debidos
a la casualidad, etc. Estas medidas de pares cumplen algunas características que
habíamos nombrado antes (simetría, están limitadas entre [0, 1] o[- l, 1], etc.) pero
generalmente no pueden considerarse métricas.
Así, ateniéndonos a los casos de la Tabla 6.2, la matriz de similitudes para el
porcentaje dé acuerdo será idéntica a la tabla resumen utilizada en las medidas de
Williams (Tabla 7.16).
.
- 0.8 0.6 0.4 0.7
0.8 - 0.4 0.2 0.7
0.6 0.4 - 0.6 0.4
^ 0.4 0.2 0.6 - 0.3
0.7 0.7 0.4 0.3 -
Tabla 7.16. Matri^ de sintilitt^des para el porcentaje de acuerdo.
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Tipo de análisis cluster ,
Dentro de los distintos tipos posibles de análisis cluster, el más adecuado para
aplicar en la validación de sistemas expertos es el conocido con las siglas SAHN, que
corresponden a un análisis cluster secuencial, aglomerativo, jerárquico y sin
superposición. Los principales motivos para utilizar este tipo de clustering son: (1)
necesita sólo la matriz de similitudes para poder ser aplicado, lo que permite agrupar
expertos utilizando como medidas de similitud las medidas de pares, y(2) no es
necesario indicar el número de clusters a obtener porque el mismo algoritmo nos detalla
una solución que incluye todos los posibles números de cluster.
Dentro de este tipo de algoritmos encontramos varias diferencias a la hora de
establecer las distancias entre los nuevos clusters creados. De los distintos métodos
vistos en el capítulo anterior no son aplicables a la validación el del centroide, el de la
mediana y el de Ward porque sólo pueden calcularse directamente de la matriz de
distancias si ésta esta formada por distancias euclídeas al cuadrado. Los restantes
métodos (distancias mínimas, distancias máximas, promedio entre grupos y media) son
aplicables pero se suele preferir el método del promedio entre grupos porque incorpora
información de todos los individuos que forma el cluster, y porque las distancias
obtenidas no son ambiguas.
7.2.3.9. Relación entre el MDS y el análisis cluster jerárquico.
Tanto el análisis cluster como el MDS persiguen un mismo objetivo, la
representación de los expertos según sus grados de acuerdo, pero mientras el análisis
cluster lo realiza mediante una serie de uniones anidadas el MDS lo hace mediante una
representación gráfica en 2D.
E1 análisis cluster se concéntra en representar de forma más exacta las
similitudes mayores. Así en las primeras etapas del proceso las similitudes extraídas del
dendrograma son "cercanas" a las similitudes originales. Sin embargo, a medida que los
clusters crecen en tamaño las similitudes del cluster son menos comparables con las
similitudes originales.
Supongamos de nuevo los resultados para el porcentaje de acuerdo entre los
expertos A, B, C, D y SE. Las similitudes originales son:
. .
^ 0 0.2 0.4 0.6 0.3
0.2 0 0.6 0.8 0.3
0.4 0.6 0 0.4 0.6
• 0.6 0.8 0.4 0 0.7
0.3 0.3 0.6 0.7 0
La realización de un análisis cluster jerárquico nos permite obtener el siguiente
dendrograma:
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1.0 0.9 0.8 0.7
^ ^ ^ ^
SE
0.5 0.4 0.3 0.2 0.1 0.0
^ , ^ . . . ^ ^_, , ^ ^
Figura 7.7. Dendrograma del análisis cluster para los datos del porcentaje de acuerdo utilizando el
algoritmo del promedio entre grupos.
Como vemos las primeras uniones representan a la perfección las similitudes
iniciales: A-B = 0.8, A-SE = 0.7, B-SE = 0.7 y C-D = 0.6. Sin embargo la última unión
del dendrograma entre los clusters A.B.SE y C.D no representa tan fielmente dichas
similitudes iniciales (A-C originalmente era 0.6 y ahora es 0.383).
Por otro lado, los resultados del MDS tienden a actuar de forma opuesta a como
lo hace el análisis cluster, es decir, a representar de forma más exacta las similitudes
más pequeñas cometiendo errores mayores en las similitudes más grandes.
Por ejemplo, si convertimos en similitudes las distancias euclídeas obtenidas al
realizar un análisis MDS a los datos del porcentaje de acuerdo el resultado sería:
• : .
0 0.792 0.618 0.399 0.729
0.792 0 0.417 0.199 0.739
0.618 0.417 0 0.625 0.400
^ 0.399 0.199 0.625 0 0.315
0.729 0.739 0.400 0.315 0
Si ordenamos los pares según las diferencias encontradas entre estas similitudes
y las similitudes originales obtenemos el siguiente resultado:
^
C-SE 0.000
B-D 0.001
A-D 0.001
A-B 0.008
D-SE 0.015
B-C 0.017
A-C 0.018
C-D 0.025
A-SE 0.029
B-SE 0.039
Como vemos los pares que presentan menores diferencias son aquellos
correspondientes a los expertos más lejanos, mientras que las mayores diferencias se
dan en los expertos más cercanos.
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Generalmente, el mejor indicador de cual de las dos soluciones (cluster o MDS)
es la que representa más fielmente los datos originales, es la medida de correlación entre
las distancias originales y lás resúltantes de lá áplicación del método. En este caso la
correlación para el análisis cluster (correlación cofenética) es de 0.864 miéntras que la
correlación para el MDS es de 0.998. Evidentemente la mejor solu ĉión es la del MDS:
Muchas veces suele ser muy útil combinar los resultados del análisis cluster coñ
los resultados del MDS. Esto se realiza mediante la gráfica de burbujas ya vista en la
Figura 6.25 en la que a la representación 2D del MDS se le superpone los resultados del
análisis cluster. En el caso del porcentaj e de acuerdo la gráfica de burbuj as sería tal y
como se representa en la Figura 7.8.
-, +,
Figura 7.8. Solución del MDS métrico para los datos del porcéntaje de acuerdo con la superposición del
análisis cluster en forma de gráfico de burbujas. ^
7.2.3.10. Relación entre el MDS y el análisis factorial
La técnica del análisis factorial presenta muchas similitudes con el escalamiéñto
multidimensional. El objetivo del análisis factorial es: (1) reducir el número de váriables
y(2) detectar estructuras en las relaciones entre las distintas variables.
A pesar de las similitudes, el análisis factorial y el escalamiento
multidimensional son dos método diferentes. El análisis factorial requiere que los datos
subyacentes se distribuyan siguiendo una normal multivariable, y que las relaciones
sean lineales. El MDS no impone esas restricciones.
También el análisis factorial tiende a extraer más factores (dimensiones) que el
MDS, lo que implica que los resultados del MDS son soluciones más fáciles de
interpretar. Por último, el MDS puede ser aplicado a cualquier tipo de distancias o
similitudes, mientras que el análisis factorial obtiene las similitudes a partir de una
matriz de correlaciones.
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7.2.3.11. Medida de Jaccard
La medida de Jaccard es muy útil para medir acuerdos en aquellas situaciones en
las que resultan más importantes los resultados positivos que los negativos: Por
ejemplo, supongamos la categoría diagnóstica ALTO y su correspondiente matriz de
acuerdo que vimos en la Tabla 6.48 y que reproducimos a continuación.
.
ALTO ^ ALTO
ALTO ` 0 Porcentaje = 0.9
^ ,4LT0 8 Jaccard = 0.5
2 8
Vemos que el porcentaj e de acuerdo es casi perfecto (0.9) pero este porcentaj e se
debe fundamentalmente a que la mayoría de los casos caen en la casilla (,ALTO,
,ALTO). En el coeficiente Jaccard, los resultados de esta casilla no se tienen en cuenta
y el nivel de acuerdo baj a hasta el 0.5. En situaciones donde el número de categorías es
elevado y la probabilidad de caer en la casilla (,D, -^D) es elevada, el coeficiente
Jaccard es más recomendable que el porcentaj e de acuerdo.
Un ejemplo típico de la utilización de la medida de Jaccard aparece cuando
queremos medir la similitud entre especies de animales. Evidentemente un camello y un
pez carecen ambos de alas, pero esto no indica mucho a favor de su similitud. Lo más
correcto sería fij arse sólo en aquellas características que comparten.
7.3. Fase de interpretacíón
La fase de interpretación se basa en los resultados de la fasé de aplicación para
dilucidar si el sistema experto se comporta realmente como un experto dentro de su
campo de aplicación. Su esquema puede verse en la Figura 7.9
Ratios de
acuerdo
Figura 7.9. Estructura de la fase de interpretación en la validación de sistemas expertos.
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La fase de interpretación es quizás la más compleja de la metodología. Esto es
así porque los resultados de los tests estadísticos dependen mucho de la naturaleza del
problema que estamos tratando, y de la muestra empleada en su obtención.
Además, puede ser muy complicado obtener una simple respuesta de SI o NO a
la validez del sistema debido, generalmente, a la complejidad del problema tratado.
O'Keefe et al. (1987) señalan que lo importante en el proceso de validación es
comprobar que el rendimiento del sistema alcanza unos límites que se consideren
aceptables (ya que la validez absoluta es casi imposible de conseguir). La interpretación
de los resultados se complica también por el hecho de que unos resultados que son
aceptables para un determinado domino, pueden ser completamente inaceptables para
otros (porque, por ejemplo, se trate de dominios críticos).
E1 proceso de interpretación también puede ser utilizado para adquirir nuevo
conocimiento o para refinar el conocimiento ya existente.
Tanto la fase de planificación como la de interpretación son fases heurísticas en
las que se intentará modelar la experiencia del ingeniero de conocimiento a la hora de
validar los sistemas inteligentes.. Por otro lado, la fase de aplicación es eminentemente
algorítmica.
7.4. Resumen
Después de haber descrito los principales paradigmas que caracterizan el
proceso de validación, es necesario el desarrollo de una metodología formal que tenga
en cuenta dichos paradigmas. La metodología de validación que hemos propuesto
consta de tres fases: planificación, aplicación e interpretación.
La fase de planificación se encarĝa de definir las estrategias a seguir en el
proceso de validación en base a las características del dominio, las características del
propio sistema y las características de la fase de desarrollo en la que nos encontremos.
La fase de aplicación usa como base las estrateĝias obtenidas de la fase de
planificación, para llevar a cabo una serie de pruebas cuantitativas, que pueden ser
aplicadas en un entorno cualitativo. La fase de aplicación se divide a su vez en tres
subfases: captura de la casuística, preprocesado de los datos y realización de las
medidás estadísticas (entre las que incluimos medidas de pares, medidas de grupo y
ratios de acuerdo).
Por último, la fase de interpretación analiza los resultados de las medidas
obtenidos en la fase anterior pará tratar de dilucidar si el sistema experto se comporta
realmente como un experto dentro de su dominio de aplicación. Esta fase también puede
ser empleada para adquirir conocimiento o refinar el conocimiento ya existente.
Para facilitar la aplicación de las distintas fases de la metodología hemos
desarrollado una herramienta informática (SHIVA) que describiremos en el siguiente
capítulo.
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8. LA HERRAMIENTA DE VALIDACIÓN "SHIVA"
Si la única herramienta que tienes es un martillo, tiendes a ver todos los problema ŝ
como si fueran clavos.
Abraham Maslow (Psicólogo estadounidense, 1908 - 1970).
Los hombres se hán convertido en lás herramientas de sus herramieritas.
Henry David Thoreau (Escritor, filósofo y naturalista estadounidense, 1817 - 1862).
Para facilitar la aplicación de la metodología de validación propuestá en el
capítúlo anterior, se hacía necesaria la construcción de una herramienta que
automatizara sus fases.
La herramienta SHIVA (Sistema Heurístico e Integrado de Validación) acepta
como entrada una base de datos (BD) de validación, como la vista en la tabla Tabla 6.2,
y permite seguir los pasos marcados por la metodología de validación descrita en el
apartado 7 de planificación, aplicación (incluyendo preprocesádo de datos y realización
de medidas de pares, medidas de grupo y ratios de acuerdo), para facilitar al usuario la
última fase de interpretación.
8.1. Características de la implementación
La herramienta SHIVA ha sido desarrollada en la utilidad de programación
Borland Delphi 3.0 que utiliza como lenguaj e base una versión de Pascal orientada a
obj etos (Obj ect Pascal). La elección de esta herramienta se ha basado en características
como la facilidad de uso, rapidez, fiabilidad, etc., que la hacen superior a otras
herramientas de programación como Visual Basic o Visual C++ en divérsos campos. (el
lenguaj e Pascal es más sencillo que el C++ y casi tan potente, además el código de
Delphi es compilado y no interpretado, como el del Basic, con las consiguientes
ventaj as en velocidad de ej ecución). ^ ^
La herramienta SHIVA consta de un total de 28 módulos que suman unas 14,000
líneas de código. La estructura de los módulos principales de SHIVA se muestra en la
Figura 8.1.
El módulo ExpertPlan contiene las rutinas necesarias para la ej ecución de un
pequeño sistema experto que permite realizar, de forma sencilla, las tareas de
planificación de la validación. Aunque el sistema experto ha sido desarrollado en la
herramienta Nexpert Object, la implementación de un pequeño motor de inferencias en
el módulo Ssee permite ej ecutarlo de forma independiente a la herramienta, ganando así
en rapidez y configurabilidad. Este pequeño motor de inferencias también es utilizado
por el sistema experto de ayuda a la interpretación del módulo Expertlnt.
Para facilitar el preprocesado de la base de datos inicial se ha construido un
asistente que se compone de tres fases (incluidas en los módulos As_Val_I, As_Val_2 y
As_Val_3). El módulo IO_Val contiené las rutinas necesarias para la transferencia de los
datos de memoria a disco.
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!L7 .r"' Gi
^ ^
C..^^:^.F^'^7, ,^.___ . .^. _r--' ^°9t r.,.
'ExpertRan ^ ^ ^ ^ EXpertlnt ; ^ As_Val 1 ^ ^^ ;^ ^ 10_Val
. - : ,ir __..^^^ i.__..__ . _.___ L__. __ _.,•
.< !
s'7 %?
__, !_`
Ssee
___. _ _. . _.. _. ---- ___._T _ .M.; !^ _. __ -_ . -
CalculaTestsGrupo ' CalculaTestsGrupo
^ - :" - -^._.
VerGra^fPar
?i /`. -,. 'r.,__^,7" /_`:.^ '_,"_'_'.r-.^i
VerResC^upo !VertrafGrupo ^'^VerResRatio 1VerGrafRatio
__... .-^ , __ ,^_ ___-.. ,---_. ^___ _ ^
. .__,
__ . _ , . ^- :
TestsPar TestsGrupo TestsRatio
Figura 8.1. Estructura de los módulos principales de SHIVA.
Los módulos CalculaTestsPar, CalculaTestsGrupo y CalculaTestsRatio se
ocupan, respectivamente, de la realización de las medidas de pares, las medidas de
grupo y los ratiós de acúerdo. Cada uno de ellos utiliza módulos separados para mostrar
los resultados de forma gr'afica ( VerGrafPar, VerGrafGrupo y VerGrafRatio), o en
modo texto (VerResPar, VerResGrupo y VerResRatio). Los algoritmos matemáticos de
las medidas se hallan incluidos en los módulos TestsPar,. TestsGrupo y TestsRatios,
mientras que los visores gráficos y de texto utilizados por todas las medidas se hallan
incluidos en VerGraf y VerRes respectivamente (VerRes también se utiliza para mostrar
los resultados de los sistemas expertos de planificación e interpretación).
Además de estos módulos existen otros que, bien por ser usados por muchos de
los módulos principales, o por tener escasa entidad, no se han incluido en el gráfico.
Estos módulos son:
• About: Contiene la versión del programa e información sobre los autores.
• AlmaDat: Especifica la estructura dinámica encargada de almacenar los
datos en memoria. ^
• Constant: Contiene constantes, tipos, variables y procedimientos globales al
resto de módulos del sistema.
• EscribeF: Contiene rutinas que facilitan la escritura de texto, tanto en el
módulo VerRes como en ficheros de texto.
• Mnj Val: Manej a la información adicional introducida en el proceso de
preprocesado. .
• Options: Guarda las opciones más comunes empleadas en SHIVA en el
fichero SHIVA.INI. ^
f,9 l" !^fí' .
. ^ . . , .- ,-,,;_ , !^ _^ .,.__, . _
As_Val_2 VerResRar
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8.2. Ventana principal
La ventana principal de SHIVA nos permite acceder a todas las opciones
disponibles en la herramienta. Dicha ventana se representa en la Figura 8.2 y está
formada por 6 zonas diferenciadas: Menú de opciones, Barra de opciones,
Características de la BD, Barra de progreso, Sistemas expertos y Tests de validación.
a x^ _
Iests lidPEae j:^s ^ ^. . ;I^ . - .
Menú de
opciones
^ ^
V^¢ard I
^ ^ 8 '
..Openyd ^ SaveVd ^
^
çlos Qptions
^,
jie^
Barra de
opciones
t --^^ xpens --- --^-i^ . ^ File Loaded -^... _ . ^ Ies s \
^ ^'
vA^ Fie . ^ °:
Sistemas
expertos
;
: Plarrí^catiori! datoa.val
,
,
j?aá . Tests de
validación
DBF Fle ^ Á
. ..
detos.^f ^ ^^^
^
jnte^pretatiori Cáses E^erts Diagñósis j3^
t í tiC ^^10 5 ; Barra dearac er cass
de la BD progresoiSHNA ^ ^(
Figura 8.2. Menú principal de la herramienta SHIVA
E1 menú de opciones permite escoger las distintas opciones del programa a
través de menús desplegables. Sin embargo, para hacer más fácil la utilización de
SHIVA, la mayoría de las opciones del menú son accesibles desde botones en la
ventana principal.
La barra de opciones incluye los botones para preprocesar una nueva base de
datos, abrir una base de datos ya preprocesada, guardar una base de datos, ĉerrar una
base de datos, cambiar las opciones más comunes del programa y acceder al fichero de
ayuda. Una vez que se halla abierto una base de datos sus características se muestran en
la parte central de la ventana principal. Estas características incluyen lós nombres de los
ficheros de validación (cuyo formato describiremos .en el apartado 8.4.1) además de los
casos de validación, expertos y diagnósticos utilizados en el estudio. La barra de
progreso se activa al abrir una base de datos y muestra el porcentaje de .la misma que ya
ha sido leído. ^
En la parte izquierda de la ventana se incluyen los elementos heurísticos de la
herramienta, esto es, el experto de planificación y el experto de interpretación. En la
parte derecha se incluyen los elementos determinísticos, es decir, las medidas de pares,
las medidas de grupo y los ratios de acuerdo.
A continuación describiremos como se implementan en SHIVA las distintas
fases de la metodología de validación propuesta.
8.3. Sistema experto de planificación
Como habíamos comentado al describir la metodología, existen muchos aspectos
distintivos en el proceso de validación. La elección de una técnica concreta de
validación vendrá determinada por las características del dominio de aplicación, las
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características del propio sistema y las características de la fase de desarrollo en la que
nos encontremos. En la fase de planificación lo que se pretenue es analizar dichas
características y decidir qué técnicas de validación son las más adecuadas para nuestro
sistema.
E1 módulo de planificación de la herramienta SHIVA tiene como objetivo
facilitar el proceso de elección de las técnicas de validación mediante un pequeño
sistema experto. La ventana que forma el interfaz con el sistema experto aparece
representados en la Figura 8.3. En ella podemos ver que la planificación de la
validación se hará en base a las características del dominio de aplicación, las
características del sistema, y la fase de desarrollo en que nos encontremos.
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^ í C^ No `^ ^ I
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I C^ Cine : . ..
.
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Figura 8.3. Interfaz del experto de planificación.
8.3.1. Descripción del sistema^
^ ^>at
? Fi elp ^
El sistema experto de planificación ha sido desarrollado en la herramienta
Nexpert Object. Está formado por unas 50 reglas que se configuran en una estructura en
árbol que puede verse en la Figura 8.4.
La dirección del motor de búsqueda es regresiva, partiendo de una única
hipótesis "Check_Plan" que sirve como punto de partida de nuestro sistema experto. Así
la primera regla de nuestro sistema tiene la siguiente estructura:
RULE : Rule CHK_PLAN
If
Check_Domain is TRUE
And Check_System is TRUE
And Check_Development is TRUE
Then Check_Plan
is confirmed.
A1 lanzar una búsqueda regresiva sobre "Check_Plan" el sistema lanza tres
nuevas búsquedas regresivas: "Check_Domain" para analizar las características del
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dominio, "Check_System" para analizar las características del sistema, y
"Chzck_Development" para analizar las características de la fase de desarrollo.
Las reglas del sistema experto de planificación pueden consultarse en el
apéndice A de esta memoria. ^
0
Ftgura 8.4. Esguema de las reglas del experto de planificación.
8.3.2. Motor de inferencias de SHUVA
Con el objetivo de que las consultas fuerán más rápidas, y el sistema experto
más fácil de configurar, se incluyó en la herramienta SHIVA un pequeño motor de
inferencias que permitía llevar a cabo la búsqueda regresiva. También se hizo necesario
desarrollar las estructuras dinámicas en memoria que se encargarían de alojar las reglas
y los objetos del sistema. Todo este desarrollo se incluyó dentro del módulo Ssee al que
tienen acceso, tanto el sistema experto de planificación, como el sistema experto de
interpretación. `
El organigrama del procedimiento que realiza la búsqueda regresiva se
representa en la Figura 8.6 y ha sido adaptado de Castillo y Alvarez (1989). La leyenda
para su interpretación puede verse en la Figura 8.5 .
SIMBOLO
Bifurcación lógica
Acción
SIMBOLO SIGNIFICADO
...........................................
Figura 8.5. Leve^tda para el orgaitigra^rra de la Figura 8.6
SIGNIFICADO
1 Inicio o fin del procedimiento Presentación de informaciónpor pantalla
Presentación de información
por pantalla (opcional)
Comentario
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INICIO
SI ^ ^ NOObjeto
conocido
Buscamos regla que
concluya en el objeto
EI valor del
objeto ... es ...
Objeto
conocido
Preguntarlo 0
ponerlo a desconocido
" Lanza una búsqueda
egresiva sobre el objeto
suponemos regla aplicable
y cogemos la 18 premisa
Si hay premisá
,regla aplicabl
^ Recursividad, `'
' volvemos a
, Ilamar al
' motor de
', búsqueda
', regresiva
Encaminamiento hacia
atrás de la premisa
valor premisa =
,premisa regla
Cogemos la siguiente
premisa
,..
egla no aplicable
Texto
activación
Escribe texto
activación
NO Regla SI
aplicable
Cogemos la
siguiente regfa
Figura 8.6. Organigrama de! motor de búsqueda regresiva.
valor objeto = valor
conclusión
objeto = conocido
concluye que objeto =
conclusión basado en la
r la ...
El algoritmo realiza una búsqueda regresiva para conocer el valor de un
determinado objeto. El primer paso es preguntar si el valor de dicho objeto ya es
conocido y, en caso afirmativo, devolverlo. En caso de que el valor del objeto sea
desconocido es necesario buscar una regla que lo incluya en su conclusión.
E1 bucle principal del algoritmo consiste en ir revisando todas las reglas de la
base de conocimientos, hasta que se pueda concluir el valor del objeto, o hasta que se
hayan acabado todas las reglas. El análisis de una regla en particular se realiza de la
siguiente forma: en primer lugar se analiza la primera premisa de la regla y se realiza
una búsqueda regresiva para hallar su valor (volvemos a llamar recursivamente al
algoritmo). Una vez que hemos encontrado el valor de la premisa, se compara con el
valor que está especificado en la regla, y si son iguales pasamos a la siguiente premisa.
Si no son iguales la regla no se puede aplicar.
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Si todas las premisas de una regla son ciertas, la regla es aplicable con lo que al
objeto que aparece en la conclusión se le puede asignar el valor indicado en la regla. En
caso de que la regla no ŝea aplicable se busca otra que también concluya en el objeto a
buscar.
Si hemos acabado todas las reglas y aún no hemos podido obtener el valor del
objéto buscado nos quedan dos alternativas, preguntar el valor al usuario o poner su
valor a desconocido.
Cada regla puede llevar asociado un texto de activación (que aparecerá cuando
se active la regla) y un texto de conclusión (que aparecerá cuando se ejecuta). El resto
de información por pantalla sólo aparece en caso de que se solicite, para facilitar así el
seguimiento de los procesos realizados por el motor de inferencias.
8.3.3. Ejemplo de funcionamiento ^
Como ejemplo de funcionamiento del módulo de planificación consideremos un
ejemplo con cuatro expertos humanos y el sistema experto como el que hemos visto
hasta ahora, y supongamos una serie de características tanto del dominio como del
sistema o la etapa de desarrollo. ^
En cuanto a las características del dominio, consideraremos que el sistema
experto que estamos validando es un sistema experto médico que se va a ejecutar en un
entorno crítico. No existe un estándar para la validación y, en su caso, utilizamos la
información proveniente de cuatro expertos humanos. Los usuarios finalés del sistema
serán también expertos humanos.
En cuanto a las características del sistema, éste consta de un único módulo que
establece el valor de un determinado diagnóstico. Este diagnóstico está dividido en
cinco categorías que forman una escala ordinal. El sistema no incluye incertidumbre ni
está embebido en un sistema mayor.
La etapa de desarrollo en la que nos encontramos es intermedia, es decir, el
sistema está bastante evolucionado pero aún falta bastante para obtener la versión final.
En base a estos datos la pantalla de interfaz del sistema experto de planificación
quedaría de la siguiente forma:
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Doiaain Characteristics~---
D oma'vr-- ^
^C' ^No ... ^ ^
Sqstem Chatactesistics-----^-
^-lndependent Modules: ^ r.Type of Resuhs -
r Nóminal Cateyories
r Ordmal Cate9ories
i
I r Numeric Velues
I r Probebistic Vectors
C^ Yea
a6dati^r Cnteria-
^ Hrman E>rperts '
! C' One _
^ C^ Several
I l" Cora^sus +
^ r R eal S oh,dion
^-- --
;-User Prof^e-^----..____^.I
' C' Non Expert
1 C^ Expert
i _
ncertainty.
^r No
r Yes
' -Env^ronment---
r Non EmbeddedI ^^
-Type of Modules---l
-Analysir--- ----- ^
^ Dia^osis i '
r Pro^osis ^I ^
i
^!
I ^ ^--^`----^~_ _...._^
^ -Synthesis - ----. ._;
Í ^ + ^ Í- Therapy 'Í^
^ ^ Embedded ' i: : I ;
^ , ^ --^--__._^_..._-----...
^ ^_._.__.__.____..-----.__._._... _---------__--_....._.._..----..__..
^Development Phase ^-- ---^---^--^-^^--^-
; ,.. _.__._..;
l f" Initial ^C^ edium^.__._.^
L.__-^_ ^_
^-tnfotmation Showed- ,
I ^-Repores---, ^
! r System Trace L^ Lhort _! j
l- °^ _^ _'_J jnference Engine
!" Final
Figura 8.7. Interfaz del experto de planificación para un ejemplo en concreto.
i
,
Los resultados del sistema aparecen en la ventana que se representan en la
Figura 8.8 en su versión corta, en la Figura 8.9 en su versión larga y en la Figura 8.10
mostrando la traza de ejecución del motor de inferencias.
*••••*•*** CARACTHRÍSTICAS DBL DOHINIO ***•*•*••*
• Tipo: Crítico => Validación rigurasa. Los errores en le validación son peligrosos
* Hvaluacion contra el problema: NO
• Svaluación contra el experto: SI (qrupo de expertos) _> mayor objetividad pero
problemas si sus difereneias son elevadas. Se puede tratar de desarrollar un consenso
• Hedidas: pares y grupos
• Tipo usuarios: Hxpertos => Validación orientada a los resultados con tests de campo
*******•** CAAACTHRÍSTICAS DBL SI5THHA *•*****'**
* Hódulos independientes: NO => Validar al sistema como un todo
* Tipo problema Análisis: SI => casos histózicos y actuales
• iipo resultados: Ordinal => hay que tener en cuenta el orden de las categorías. Se
recomienda utilizar kappa ponderada, porcentajes dentro de uno y medidas de asociación
• 5istema inteqrado: NO => validación centrada únicamente en el sistema
*******•** CARACTBRÍSTICA5 DH LA PA5H DB DHSARAOLLO ••*•*::.r:
• Fase de desarrollo: Hedio => Hayor número de casos y cobertura. Pueden aparecer
expertos ajenos al desarrollo
_ ^! Prirrt ^j ^ave ^ Select A^ ^ çopy ^ ^^
Figúra 8.8. ^ Ventana de resultados de! sistenra e.rperto de planifrcación (versión corta).
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•*••••**" CARACTHAÍSTICAS DHL DOHINIO •**:...:..
• H1 dominio crítico obliqa a una validación riqurosa ya que un error del sistema puede
tener un coste elevado
• Sólo podemos realizar una validaeión contra el experto. H1 estudio con varios expertos
es amplio pero pueden surqir problemas si los expertos difieren mucho entre si. Puede
intentarse construir un consenso
' Podemos utilizar medidas de pares y medidas de qrupo
* Los usuarios expertos pueden colaboraz activamente en la validación de resultados a
través de tests de campo
••'••"'•' CARACTHAÍSTICAS DHL SISTHHA "•" " "'
• A1 no poder subdividir el sistema en módulos independientes debemos validarlo como un
todo, lo que puede dificultar la detección de erzores
• Los problemas de análisis pueden ser aplicados tanto a easos históricos^como a casos
actuales
• Para los resultados ordinales es necesario tener en cuenta la distancia existente entre
sus categorías con medidas como kappa ponderada, el porcentaje de acuerdo dentro de uno 0
las medidas de asociación
' A1 no estar el sistema integrado en un entorno mayor la validación puede centrarse
únicamente en el sistema a desarrollar
*•****•**' CARACTHAÍSTICAS DH LA FASH DH DBSAAAOLLO """'•"
• Bn las lases intermedias el número de casos de validación debe ser mayor que en lases
anteriores. y tener una mayor cobertura. Hn estas fases también pueden colaborara expereos
ajenos al desarrollo del sistema
^ Prw►t .. _ [^ ^eve ^ SelectAB ^: ^.^ ^opy i ^
Figura 8.9. ventana de resultados del sistema experto de planificación (versión larga).
_ G x
Lanza una búsqueda regresiva sobre el objeto : Check_Plan
Lanza una búsqueda reqresiva sobre el objeto : Check_Domain
****"•'*' CAAACTHAÍS7ICAS D8L DOHINIO "'*'••• "
Lanza una búsqueda regresiva sobre el objeto : Check_Critical
81 valor del objeto Critical_Domain es TRUH
Concluye que : Check_Critical = TAUH basado en regla PLAN_Ci^ ŭC_CAI_DOH_1
Texto de conclusión:
* Tipo: Crítico => Validación riqurosa. Los errores en la validación son peliqrosos
Lanza una búsqueda regresiva sobre el objeto : Check_Criteria
81 valor del objeto Criteria_Hxperts es TAUH
H1 valor del objeto Criteria_AS es FALSS
La regla CF^_CRI_1 no pudo aplicarse porque Criteria_AS = FALSH
H1 valor del objeto Criteria_Hxperts es TAUB
La regla CF^_CAI_2 no pudo aplicarse porque Criteria_Hxperts =?AUH
H1 valor del objeto Criteria_R5 es PALSB
H1 valor del objeto Criteria_Hxperts es TRUH
H1 valor del objeto Type_Criteria_Hxperts es Several
La regla CHK_CRI_3 no pudo aplicazse porque Type_Criteria_Hxperts = 5everal.
H1 valor del objeto Criteria_AS es FALSH
H1 valor del objeto Criteria_Hxperts es TAUH
H1 valor del objeto Type_Criteria_Bxperts es 5everal
Concluye que : Check_Criteria = TAUH basado en reqla Ciŭt_CRI_4
Texto de conclusión:
• Hvaluacion contra el problema: NO
* Hvaluación contra el experto: SI (qrupo de expertos) _> mayor objetividad pero
problemas si sus diferencias son elevadas. Se puede tratar de desarrollar un consenso
• Hedidas: pares y qrupos
Lanza una búsqueda reqresiva sobre el objeto : Check_Profile
H1 valor del objeto User_Profile es Hxpert
Concluye que : Check_Profile = TRUH basado en reqla CHK_PROP_1
^ Print
J
^ s^^tA^ C^ s^ j^ ^xd
Flgc^ra 8.10. Veictana de resultados del sistef^:a e.Ypérto de planificaciófc (ntostrando la traza de
ejecerción del motor de ir:ferencias). -
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8.4. Aplicación de /as medidas de validación
La segunda fase de la metodología de validación se denomina fase de aplicación
porque comprende la aplicación determinista de los algoritmos que permiten calcular las
medidas de pares, las medidas de grupo y los ratios de acuerdo.
Un paso previo para el cálculo de estas medidas es la captura de la casuística de
validación y su preprocesado. ^
8.4.1. Preprocesado de los datos de validación
Una vez hemos capturado los datos de validación es necesario preprocesarlos.
Algunas de las tareas del preproceso deben hacerse de forma externa a SHIVA (como la
correccióri de errores o la transformación de los datos). Sin embargo para la tarea de
inclusión de información adicional, la herramienta SHIVA provee un asistente que
facilita dicho proceso. Esta tarea es necesario realizarla porque la información contenida
en la base de datos de validación es insuficiente para llevar a cabo dicha validación.
SHIVA acepta como formato de base de datos de validación ficheros en el
estándar dBase (DBF). ^
8.4.1.1. Formatos de las bases de datos
El primer paso del asistente es decidir cuál es el fichero DBF a utilizar y cómo
se organizan los expertos y los diagnósticos en la base de datos. La base de datos de
validación es una array tridimensional cuyas dimensiones son expertos, diagnósticos y
casos (esta es la forma en que los datos se almacenan en memoria). Sin embargo los
ficheros dBase son tablas bidimensionales, por lo que podemos encontrarnos con
diversas posibilidades al reducir los datos tridimensionales a un fichero dBase.
La principal decisión que hay que hacer es dónde localizar a los expertos y a los
diagnósticos. Existen dos posibilidades, colocarlos en filas o en columnas, lo que da
lugar a cuatro configuraciones diferentes (Figura 8.11): ^
1) Expertos en columnas y diagnósticos en f las (ECDF). La configuración de
la base de datos sería como muestra la Figura 8.11 a. Los expertos aparecen
como campos de la base de datos mientras que los diagnósticos aparecen en
las filas, existiendo un solo campo de la base de datos que se encarga de
identificar a qué diagnóstico pertenece cada caso. Suele utilizarse cuando el
número de expertos es mayor que el número de diagnósticos.
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EX^
Diag l ^ B C+
(a)
EXP
DIAG
EXP
(b)
^iaG
I^IAG
(c) (d)
Figura 8.11. Cuatro posibles configuraciones de la base de datos: (a) ECDF, (b) EFDC,
(c) ECDC y (d) EFDF.
2) Expertos en filas y diagnósticos en cólumnas (EFDC): Es la ^configuración
inversa a la anterior (Figura 8.l lb). En este caso los campos de la base de
datos son los diagnósticos y los expertos se distribuyen en filas existiendo un
campo espécial que, identifica al experto de cada caso. Se utiliza
normalmente cuando el número de diagnósticos es mayor _que el número de
expertos. ^
3) Expertos en columnas y diagnósticos en columnas (ECDC): En este caso
existe un campo en la base de datos por cada posible combinación de
expertos y diagnósticos (Figura 8.11 c). El número de campos de la base de
datos puede ser muy elevado, pero toda la información de uri caso se halla
contenida en^un único registro.
4) Expertos en filas y diagnósticos en filas (EFDF): En esta configuración
(Figura 8:11 d) sólo existen tres campos en la base de datos, uno que indica el
experto, otro que indiĉa el diagnóstico y por último un tercero que indica el
valor que el experto indicado ha seleccionado para ese diagnóstico. En este
caso el número de filas de la base de datos puede ser muy elevado.
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Las configuraciones más comunes que aparecen son ECDF y EFDC, es décir,
distribuir expertos y diagnósticos en filas y columnas; no poner a ambos en la misma
posición relativa.
Los casos ECDC y EFDF pueden fácilmente reducirse a los anteriores. . Por
ejemplo, podemos dividir la base de datos ÉCDC en varias bases de datos agrupando las
columnas que comparten los mismos diagnósticos. En este caso tendremos tantas bases
de datos del modelo ECDF como diagnósticos tengamos. Con un poco más de trabajo
estas bases de datos ECDF pueden unirse en una sola (Figura 8.12).
T .^ _ _ _ .^ ^.^. ^^ TT ^^. ^ = T = _ _ .^
TT r = T T T .^ T TT
= TT T .^ .^ .^ r .^ ^..^
r ^ _
T ^^ ^
TT T =
= TT T
..
x T .^ _
X r ^^ ^X TT T =
x = TT T
_ _ ^
= T =
r r r
^ ^ ^Z ^^ ^^ T
Z = _ ^
Z ^. T TTZ T ^ ^.^
- ^^ ^^
_ _ .^
^. T Tr
T ^ ^^
Figura 8.12. Conversión de una base de datos ECDC en varias ECDF y posteriormente unión de estas
en una única base de datos ECDF
Para el caso EFDF podemos escoger aquellas filas que pertenecen a un único
diagnóstico y unirlas en una misma báse de datos. Esto permite que sé ^ formen tantas
bases de datos EFDC como diagnósticos haya. Después es fácil unir estas bases de datos
en una única base de datos EFDC (Figura 8.13).
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T
A 1
A rT
A -
e 1
e 11
B 1
A -
A -
A T
A 1
B -
B T
B T
e 1
C 1
C -
C T
1
x
x
Y
Y
z
z
z
z
z
z
z
1
T1
1
11
1
11
1
1
1
1
11
1
1
r
i
T1
11
A• 11
A -
A 1
A 1
e 11
B -
B T
B 1
C 1
C i
C TT
C 11
Figura 8.13. Conversión de una base de datos EFDF en varias EFDC y posterior unión en una única
EFDC.
Ya que las bases de datos ECDC y EFDF son poco comunes y pueden ser
fácilmente convertibles a bases de datos ECDF o EFDC, la primera versión de SHIVA
sólo soporta estos últimos modelos. De todas formas está pensado que versiones
posteriores puedan trabajar con los cuatro modelos de bases de datos.
Los datos de la Tabla 6.2 en la que se relacionaban los diagnósticos de cuatro
expertos humanos y un sistema experto constituyen un claro ejemplo de una tabla
ECDF. En este caso sería necesario añadir una nueva columna en cuyas filas se indicara
el nombre del diagnóstico a tratar.
El primer paso del asistente para esta base de datos (almacenada en el fichero
DATOS.DBF) puede verse en la Figura 8.14.
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Seled the name of the data baŝe and the placement of expe ►t dnfn and
diagnoses data ^ -
c:lsfvva\datos. dbf
(c^ Select DBF Fae ...
EXP ^ ^
, ^;^^: ^:::.; -;;- _
rExpe^ts -
I fRows
C^ Columns
r Diagnoses ------^---- ------ --^---
^ C^ Rows
^
i C' Columns ^
^ ^._ ^..__!
J E:._^: ^ Ne^ ? 1^^P
Figura 8.14. Primer paso del asistente para los datos de la Tabla 6.2 almacenada en el fcchero
DA TOS. DBF
8.4.1.2. Tipado del los campos de la base de datos
El segundo paso del asistente consiste en asignar un determinado tipo a los
campos que forman la base de datos de validación. Existen siete posibles tipos que
pueden tomar los campos, y que se extraen de las cuatro posibles disposiciones de la
base de datos (ver Figura 8.15): ^
1) Experto: E1 nombre del campo indica el nombre del experto mientras que sus
_ valores indican ^los resultados del experto indicado. Se utiliza en ficheros
ECDF.
2) Campo de diagnósticos: El nombre del campo no indica nada mientras que
sus valores indicarán el diagnóstico que se está tratando en cada caso. Se
utiliza en ficheros ECDF y EFDF.
3) Diagnóstico: El nombre del campo indica el nombre del diagnóstico
mientras que sus valores indican los resultados sobre el diagnóstico indicado.
Se utiliza en ficheros EFDC.
4) Campo de expertos: E1 nombre del campo no indica nada mientras que sus
valores indicarán el experto que está tratando cada caso. Se utiliza en
ficheros EFDC y EFDF.
5) Experto y diagnóstico: E1 nombre del campo indica el nombre del experto y
del diagnóstico, también es posible especificar este nombre desde la
herramienta. Los valores indicarán el resultado del experto para el
diagnóstico indicado. Se utiliza en ficheros ECDC.
2oa
8. La herramienta de validación "SHIVA"
6) Valores: El nombre del campo no indica nada, mientras que sus valores
indican resultados realizados por expertos sobre unos determinados
diagnósticos. Se utiliza en ficheros EFDF.
7) Otros: Otro tipo de campos de la base dé datos que no intervienen en la
validación.
Otros ^mpo
- dia r►óstioos
^
•
Experfo Experto Experto•^.
x 1 1 =
x 1 11 1
x 1t t =
X = tt t
_ = 1
= 1 =
t T t
1 1 1
z 11 11 1
z = = 1
z 1 t rt
z 1 1 11
ECDF
Otros • Campo
^ é ^rtos
Diagnbsdco
-
Diagnbstico ,
-
Diagnóstlco
-
A^ t. = 11
A t = _
A 11 1 1
A = 1 1
B 1 = 11
B 11 t =
e t 1 1
B tt 1 1
C = 1 1
C 1 = 1
C = 1 1t
C 1 1 11
EFDC
Campo
• ^OS • rtos
A•
Campo
dia nóstioos .
^
x
Velores
.
1
A x 1
A x 1t
A x '
B x 1
B x il
8 x 1
B x tt
C x -
C x 1
C x -
c x r
A -
A -
A 1
A 1
B -
B t
B 1
g 1
C 1
C '
C t
C 1
A z 11
A z -
A z 1
A z t
B z 11
e z -
B z 1
B z 1
C z 1
C z 1
c z tt
C z 11
ECDC
EFDF
Odvs Experto
dia .
Experto
:..dia .
ExpeRo
,:ai .
Experto
dia .
Expeito •
:.dia .
E^ertn
:•dia .
ExpeRo
^ dia .
ExpeRo
dia .
Experto
dia .
? 1 = _ = i 11 11 t
1 11 1 = 1 = _ = 1
1t t = t t t 1 t tt
= 11 t 1 1 1 t 1 11
Figura 8.1 S. Tipos de los campos de los distintos modelos de bases de datos.
La ventana del asistente permitirá solamente acceder a los tipos que
correspondan con la modalidad de la base de datos que se ha indicado en el paso
anterior. Por ejemplo para la validación del fichero DATOS.DBF, veíamos que se
trataba de un fichero ECDF por lo que la ventana del asistente tendra la siguiente
configuración (Figura 8.16):
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Select the type of ench field of thé data bnse
? Help
Figura 8.16. Segunda ventana del asistente en la que se introducen los tipos de los campos de la base de
datos.
8.4.1.3. Establecimiento de los pesos y del orden entre tas categorías
El siguiente paso es establecer la relación que existe entre las categorías en las
que se divide un diagnóstico. En primer lugar es necesario incluir aquellas categorías
que puedan no aparecer en la base de datos de validación. ^
Una vez que hemos completado el cuadro de categorías es necesario indicar su
orden (ejemplo de DATOS.DBF en la Figura 8.17). Esto sólo tendrá sentido en caso de
categorías ordinales. Si las categorías son nominales el orden que impongamos no
importará porque las medidas que utilizaremos no tendrán en cuenta el orden.
Assignment of categories and weights to diagnoses
DIAG. ^ ^_a _, _ .. Q^ liext
. .^....__..___..._.,
!^Categories ; ^ÓCeights I^.__.. _.. _
New category:
+ ~ : :^•' ^ j Delete
X çancel ' ^ack ^/ Fnish ? Fielp
Figura 8.17. Tercera ventana del asistente en donde incluimos nuevas categorias t^ establecemos el
orden de las mismas.
Algunas medidas, como kappa ponderada, establecen una ponderación entre los
distintos tipos de discrepancias. Estos pesos pueden incluirse también en la tercera
r
zos
^n ,
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ventana del asistente de introducción de datos (ejemplo de DATOS.DBF en la Figura
8.18). Existen dos configuraciones por defecto: que los pesos sigan una progresión
aritmética, o que sigan una progresión geométrica. De todas formas puede ponerse
cualquier combinación que se desee.
_ o x
^ Asŝ iĝnment óf catéĝories and,weicjĥtŝ ^tó;die^gnóses
DIAG.
Ca^egories j^(eights I
^.I>! F^^•:•i^^ii
MUYALTO ALTO NOR BAJO MUYBa10
MUY ALTO
ALTO
NORMAL
BAJO
MUY Ba10
Figura 8.18. Tercera ventana del asistente en la que ponderamos las discrepancias que se producen
entre las distintas categorias.
8.4.1.4. Ficheros VAL
El proceso de añadir información adicional a un fichero dBase es sencillo, pero
sería bastante molesto tener que repetirlo cada vez que se quisiera abrir la base de datos
de validación. Por ello SHIVA permite guardar esta información adicional en un fichero
con extensión VAL. .
El objetivo de los ficheros VAL no es almacenar los datos de la base de datos,
sino almacenar aquella información necesaria para realizar la validación. El fichero
VAL mantiene una referencia al fichero DBF del cual se ha extraído la información, por
lo que ambos son necesarios para realizar la validación.
Los ficheros VAL son simples ficheros de texto con una estructura determinada.
Esto permite que no sea necesario emplear la herramienta SHIVA para crearlos o.
modificarlos, simplemente basta con un sencillo editor de texto y con el conocimiento
de la gramática en la que se basan. Como la información contenida en un fichero VAL
no es mucha, su tamaño no suele ser elevado.
Gramática de los ficheros VAL
La gramática de los ficheros VAL se compone de 22 símbolos terminales que
pueden aparecer en la entrada, 16 símbolos no terminales que agrupan a los símbolos
terminales y se representan en mayúsculas, y de las siguientes 28 reglas gramaticales
(en las que ^, representa la cadena vacía):
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(1) S -^
(2) CABSHIVA --^
(3) ARCHIVODBF -^
(4) EXP ^
(5) DIAG -^
(6) LISTACAMPOS -^
(7) RESTOCAMPOS ^
(g) ^
(9) TIPO -^
(10) ^
(11) ^
(12) ^
(13) ^
(14) ^
(15) ^
(16) LISTADIAGS -^
(17) RESTODIAGS ->
(18) ^
(19) DATOSVAL -^
(20) LISTAVAL ^
(21) RESTOVAL ^
(22) ^
(23) PESOS ^
(24) TIPOPESOS -^
(25) ^(26) I
(27) RESTOPESOS ^
(28) ^
CABSHIVA ARCHIVODBF EXP DIAG LISTACAMPOS
[ str_shiva ]
str_archivo_dbf = etiqueta
str_expertos = etiqueta
str_diags = etiqueta
# numero = etiqueta : TIPO RESTOCAMPOS
# numero = etiqueta : TIPO RESTOCAMPOS
^,
str_otros ^
str_expertos
str_campo_expertos
str_diags DATOSVAL
str_campo_diags LISTADIAGS
str_exp_diag EXP DIAG LISTAD[AGS
str_valores
etiqueta DATOSVAL RESTODIAGS
etiqueta DATOSVAL RESTODIAGS
^
LISTAVAL PESOS
@ numero = etiqueta RESTOVAL
@ numero = etiqueta RESTOVAL
^
str^esos = TIPOPESOS
prog_geo
prog_arit
numero RESTOPESOS
, numero RESTOPESOS
En primer lugar vemos que la gramática busca la cadena [SHIVA] al principio
del fichero. Esto le permite identificar al fichero como un fichero VAL. Seguidámente
se especifica el nombre del fichero DBF y la localización en filas o en columnas de los
expertos y los diagnósticos. Después sigue una enumeración de los campos de la base
de datos con sus tipos. Dependiendo del tipo de cada campo la información asociada
puede variar. Así, por ejémplo, si el campo es un diagnóstico habrá que incluir toda la
información sobre las categorías de ese diagnóstico. .
Como ejemplo de fichero VAL podemos ver el generado para la báse de
validación DATOS.DBF (Figura 8.19)
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(SHIVA)
DBF Pile = 'áatos.dbf'
Experts = 'Columns'
Diagnosis = 'Rows'
#I = 'A' : Expert
#2 = 'B' : Expert
#3 = 'C' : Expert
#4 = 'D' : Expert
#5 = 'SE' : Expert
#6 = 'DIAG' : DiagsField
'DIAG.'
@1 = 'MUY BAJO'
@2 = 'BAJO'
@3 = 'NORMAL'
@4 = 'ALTO'
@5 = 'MUY ALTO'
weights = Geometric
Figura 8.19. Fichero vAL para la base de validación DATOS.DBF
Interprete de ficheros VAL
Los ficheros VAL, al ser ficheros ASCII, necesitan de un pequeño intérprete
para que sus datos sean accesibles por SHIVA. Este intérprete se compone de tres
partes:
• Analizador léxico: Identifica en la cadena de entrada los tokens o
componentes léxicos con significado. Por ejemplo si encuentra la cadena
"DBF File" devolverá el token str_archivo_dbf. Se realiza mediante una
función de reconocimientó de tokens.
• Analizador sintáctico: Comprueba que los tokens identificados por el
analizador léxico siguen la gramática especificada. Se implementa mediante
un análisis sintáctico para gramáticas LL(1)
• Analizador semántico: Verifica que la utilización de la gramática es la
correcta. Se va ejecutando a medida que se van identificando partes
concretas de la gramática.
EI análisis sintáctico para gramáticas LL(1)
En la Figura 8.20 se muestra un modelo de analizador sintáctico no predictivo.
En él podemos identificar un buffer de entrada, una pila, una tabla de análisis sintáctico,
una cadena de salida y, por supuesto, el programa de análisis.
El funcionamiento del programa de análisis es el siguiente (Aho, Sethi y Ullman,
1990): compara el valor que tiene en la pila (X), y el valor que tiene en la cadena de
entrada (a), y realiza las siguientes acciones:
1. Si X= a=$, siendo $ el carácter de terminación, el analizador sintáctico se
detiene y anuncia el éxito de la realización del análisis.
2. ^ Si X= a^ $, el analizador sintáctico saca a X de la pila y mueve el apuntador
de la entrada al siguiente símbolo.
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3. Si X es un no terminal, el programa consulta la entrada MjX, a] de la tabla M
de análisis sintáctico. Esta entrada será o una pi ^ducción de X de la
gramática, o una entrada de error. Si, por ejemplo, M[X, aJ ={X -^ UVW}, el
analizador sintáctico substituye la X de la cima de la pila por WVU (con U en
la cima). Si M[X, a] = error, el analizador sintáctico llama a una rutina de
recuperación de error.
a + b $
Programa para el análisis
^ SALIDA
sintáctico predictivo
Tabla de análisis
sintáctico M
Figura 8.20. Analizador sintáctico descendente predictivo no recursivo.
La gramática que define a los ficheros VAL es del tipo LL(1). Se puede
demostrar que, a partir de gramáticas LL(1), puede construirse una tabla que . permita
utilizar el analizador sintáctico de la Figura 8.20.
La construcción de la tabla de análisis se basa en la identificación de los
conjuntos PRIMERO y SIGUIENTE para los elementos no terminales de la gramática.
El conjunto PRIMERO de un elemento X identifica a todos los terminales que
comienzan las cadenas derivadas de X, mientras que el conjunto SIGUIENTE de un no
terminal X identifica al conjunto de terminales que pueden aparecer inmediatamente a la
derecha de X en alguna frase. Los conjuntos PRIMERO y SIGUIENTE para la
gramática de SHIVA son:
.
. . ... . ^ s $
CABSHIVA str archivo dbf
ARCHtVODBF str archivo dbf str ex ertos
EXP str ex ertos str dia s
^ DIAG str dia s # eti ueta
LISTACAMPOS # $
RESTOCAMPOS # ). $ ^
TIPO str_otros str_expertos
str_campo_expertos str_diags
str_campo_diags str_exp_diag
str valores
# $
LISTADIAGS efi ueta # $
RESTODIAGS eti ueta ^ # $
DATOSVAL # $ eti ueta
LISTAVAL str esos
^ RESTOVAL a. str_pesos
PESOS str esos #$ eti ueta
TIPOPESOS ro eo ro arit numero #$ eti ueta
RESTOPESOS , )^ # $ etiqueta
Tabla 8.1. Conjuntos PRIMERO y SIGUIENTE para los no terminales de !a grantática de SHIVA.
En base a estos dos conjuntos es sencillo construir la tabla de análisis M para
realizar el análisis sintáctico de la Figura 8.20 y que se muestra en la Tabla 8.2. Para
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más detalles sobre como construir los conjuntos PRIMERO y SIGUIENTE, o sobre
como derivar la tabla M puede consultarse (Aho, Sethi y Ullman, 1990).
M
1 2
^
^: ^
.
••
•
••
^• ^
^ •
^
^• • s ^ ••
•
•
•
^
.
3
t6 17 28
6 7 18 28
26
9
. . .
4 10
. .
11
5 12
.
13
. 14
15
19 20 21
. .
• 22 23
. ..
•
24
.. 25
27
8 18 , 28
T.,h /.. f? ^ A.(.,^.-:^ AA ./., ln nrn..,^ílinn ^lo CNIVd nnrn vl rlocnrrnlln iiv vn nnrilicic cinlrinli^n
descendente predictivo no recursivo. Los números indican las producciones de la
gramática y las casillas en blanco errores sintácticos.
El análisis léxico del fichero VAL de la Figura 8.19 nos permite obtener la
siguiente cadena de tokens:
[ str_shiva j str_archivo_dbf = etiqueta str_expertos = etiqueta str_diags = etiqueta # numero = etiqueta :
str_expertos # numero = etiqueta : str_expertos # numero = etiqueta : str_expertos # numero = etiqueta :
str_expertos # numero = etiqueta : str_expertos # numero = etiqueta : str_campo_diags etiqueta @ numero =
etiqueta @ numero = etiqueta @ numero = etiqueta @ numero = etiqueta @ numero = etiqueta str_pesos =
prog_geo $
El proceso de aplicar el analizador sintáctico puede verse en la Tabla 8.3:
2^^
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• .• ^ . . . . • ^• . ^.•
$ S str shiva str archivo dbf = eti ueta str ex rtos =...
$ LISTACAMPOS DIAG EXP ARCHIVODBF CABSHIVA str shiva str archivo dbf = eti ueta str ex rtos =...
$ LISTACAMPOS DIAG EXP ARCHIVODBF str shiva str shiva str archivo dbf = eti ueta str ex rtos =...
$ LISTACAMPOS DIAG EXP ARCHIVODBF str archivo dbf = eti ueta str ex rtos = eti ueta ...
$ LISTACAMPOS DIAG EXP eti ueta = str archivo dbf str archivo dbf = eti ueta str ex rtos = eti ueta ...
$ LISTACAMPOS DIAG EXP str ex rtos = eti ueta str dia s= eti ueta # numero =...
$ LISTACAMPOS DIAG eti ueta = str ex ertos str ex rtos = eti ueta str dia s= eti ueta # numero =...
$ LISTACAMPOS DIAG str dia s= eti ueta # numero = eti ueta : str ex ertos ...
$ LISTACAMPOS eti ueta = str dia s str dia s= eti ueta # numero = eti ueta : str ex ertos ...
$ LISTACAMPOS # numero = eti ueta : str ex ertos # numero = eti ueta :...
$ RESTOCAMPOS TIPO : eti ueta = numero #. # numero = eti ueta : str ex ertos # numero = eti ueta :...
^ $ RESTOCAMPOS TIPO str ex rtos # numero = eti ueta : str ex rtos #...
$ RESTOCAMPOS str ez ertos str ex rtos # numero = eti ueta : str ex ertos #...
Se leen los cinco campos de los expertos de la misma forma hasta que nos encontramos ...
$ RESTOCAMPOS # numero = eti ueta : str cam o dia s eti ueta
$ RESTOCAMPOS TIPO : eti ueta = numero # # numero = eti ueta : str cam o dia s eti ueta
$ RESTOCAMPOS TIPO str cam o dia s eti ueta numero = eti ueta
$ RESTOCAMPOS LISTADIAGS str cam dia s str cam o dia s eti ueta numero = eti ueta
$ RESTOCAMPOS LISTADIAGS eti ueta numero = eti ueta numero = eti ueta ...
$ RESTOCAMPOS RESTODIAGS DATOSVAL eti ueta eti ueta numero = eti ueta numero = eti ueta ...
$ RESTOCAMPOS RESTOOIAGS DATOSVAL numero = eti ueta numero = eti ueta numero ...
$ RESTOCAMPOS RESTODIAGS PESOS LISTAVAL numero = eti ueta numero = eti ueta numero ...
$ RESTOCAMPOS RESTODIAGS PESOS RESTOVAL eti ueta = numero numero = eti ueta numero = eti ueta numero ...
$ RESTOCAMPOS RESTODIAGS PESOS RESTOVAL numero = eti ueta numero = eti ueta numero ...
$ RESTOCAMPOS RESTODIAGS PESOS RESTOVAL eti ueta = numero numero = eti ueta numero = eti ueta numero ...
Se leen los cinco campos de las categorias de la misma forma hasta que nos encontramos ...
$ RESTOCAMPOS RESTODIAGS PESOS RESTOVAL str esos = ro eo $
$ RESTOCAMPOS RESTODIAGS PESOS str esos = ro eo $
$ RESTOCAMPOS RESTODIAGS TIPOPESOS = str esos str esos = ro eo $
$ RESTOCAMPOS RESTODIAGS TIPOPESOS ro eo $
$ RESTOCAMPOS RESTODIAGS ro eó ro eo $
$ RESTOCAMPOS RESTODIAGS $
$RESTOCAMPOS $
$ $
EI análisis sintáctico finaliza con éxito
Tabla 8.3. Proceso del análisis sintáctico del fcchero de la Figura 8.19.
8.4.2. Medidas de pares
Una vez que hemos procesado el fichero y almacenado su preprocesado en un
fichero VAL para su próxima utilización volvemos al menú principal que mostrábamos
en la Figura 8.2 y que recordamos a continuación.
Menú de
opciones
Fli e Experts Iests ^elp
i j ^ ^ A ' a ^ ^ Barra de
opciones1+^izard ^ OpenVa! ;^aveVal ; çlose ; Options ^ ^lelp
xperts ------._._.-^ ,-File Loaded -..__ ...............---. _-----_-, ,-Tests
Sistemas
expertos
Q^ i
! Pla^ification'
;
^ í. VAL File
; ^ datos. val
osn
Pair
^ D8F Fle
i
4
Características
de la BD
datos.dbf^
lnterpretation , i Cases Experts Diagnosis
^; 10 5 1
SHNA .
Tests de
validación
Barra de
progreso
Como vemos la parte central de la ventana resume las características de la base
de datos abierta, es decir, el nombre de los ficheros VAL y DBF que almacenan los
datos, el número de casos considerados, el número de expertos, y el número de
diagnósticos.
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En la parte derecha _de. la ventana se encuentran los botones que permiten realizar
los tests de pares, los testŝ dé ĝrúpó^ y los rátio ŝ' dé acuerdo. Pulsando sobré el botón de
las medidas de pares nos aparece la ventana que mostramos en la Figura 8.21.
" ^' G x
Exp^t >it1: ^^
E^t ^t^ . ALL ^
Diaynosis: DIAG.
^ A^ieema_^it M^swes ^. .^ . .
.^K^:',.: . ;. ..,
^.I^ Wéi^téd ICeppá - .
- r Per^ay^ A9reement _ . . ,
^ r WFrtirrOr►e Perc^entage Agreemer,t
Figura 8.21 Ventana de selección de las características de los tests de pares.
Esta ventana nos permite escoger las opciones a aplicar a la hora de calcular los
tests de pares. En primer lugar es necesario escoger los eleméntos de comparación, es
decir, qué pares de expertos vamos a comparar y sobre qué diagnóstico. En este caso
vemos que el primer experto seleccionado es el experto A, mientras que en el segundo
hemos seleccionado la categoría "ALL" que indica que los resultado de A deben
compararse con los del resto de expertos (sin incluir A evidentemente). Cómo
diagnóstico seleccionamos el único que aparece en esta base de datos.
A la derecha de la ventana se incluyen los test de pares qué se desean aplicar a
los expertos y diagnóstico seleccionados. Los tests de pares se dividen en dos
categorías: ( 1) medidas de acuerdo, que incluyen a kappa; kappa ponderada, el
porcentaje de acuerdo y el porcentaje de acuerdo dentro de uno; y(2) medidas de
asociación, que incluyen a tau y tau b de Kendall, gamma de Goodman-Kruskal y Rho
de Spearman.
Por último, sólo nos queda escoger el formato de los resultado, es decir, si
queremos que sean gráficas o documentos de texto en forma de tablas (en estos últimos
se incluye también la opción de mostrar solamente los resultados numéricos o incluir
también las tablas de contingencia).
El navegador de resultados gráficos se muestran en la ventana de la Figura 8.22
y su menú de opciones en la Figura 8.23. El navegador de los resultados de texto se
muestran en la ventana de la Figura 8.24. ^
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Botones de
exportación
Estilo del
qráfico
.::^i^:;:-:`Tests ^^ ^ . . • ^ / ' . ... -'M . . . .:..,r:
^ ^ ^ ^ á1,1 ^1 ^ '•- ' ^^ ^
Paleta de
colores
Area del
gráfico
Opciones
del qráfico
••1 I fJi7^
Botones de
naveqación
^ Pair j j %^ Di:a
Barra de
patrones
l_eyenda
Figura 8.22 Resultados de los test de pares para los expertos A y SE en formato gráfico.
El navegador de resultados gráficos es utilizado por todos los tests para mostrar
los resultados de una forma sencilla y gráfica que permita su rápida interpretación. El
navegador se divide en una serie de áreas que pasaremos a explicar a continuación.
En primer lugar tenemos la barra de herramientas, que contiene los botones que
nos permiten exportar el gráfico o modificar sus caracter.ísticas. Esta barra se divide, a
su vez, en varias áreas agrupando a los botones de funciones similares:
• Botones de exportación: utilizados para extraer el gráfico de la herramienta
SHIVA. Existen tres posibilidades: guardar el gráfico en un bitmap ^,
copiar el gráfico al portapapeles de Windows ^. o imprimir el gráfico en una
impresora ^^^.
• Estilo del gráfico: permiten modificar el estilo de las distintas series del
gráfico. Las posibles opciones son: áreas ^, barras ^, líneas L:, puntos ^..
o curvas ^^.
• Opciones del gráfrco: permiten variar diversas opciones del gráfico como las
líneas de división ^^, la visión en colores o en patrones ^-.__, la visión 2D o
3D ^^, las fuentes A. y la leyenda ^. También se incluye un botón de
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opciones ^ que abre una pequeña ventana (Figura 8.23) que permite
cambiar otras opciones del gráfico como la escala, la frecuencia de las líneas
de división, el formato .de los puntos, étc.
-Ĝ eneu Atbíbiáeŝ
. . , .:ay^•..:^^9:
Athb
r^ - r ShowZero '
co^ s^e: soud
Scals
^Avr: 0.00 Ma^c 1.00
^ca^: 1.00 gec: ^-
Scale ^ap
c' g^co^ r F^ - ó. ^ o..
0
^ , .. . .. . , .
.`r j^órizá,tal ^ .
.^.^^ . , .
.r C^-^^.^.^'^lo^..^c^ .
^Fif"1^" -
^ o Circle ^
. C^ No Stadced
r Stadced
-r .Stacked 100x
:-.:^Qk^_
Figura 8.23 Ventana de opciones del gráfico.
- Cancel
• Botones de navegación: permiten navegar entre los distintos gráficos
pertenecientes a los resultados de los tests de pares. Son de dos tipos: por un
lado los botones de pares _^ T^ nos permiten ir variando entre los distintos
pares de expertos que hemos seleccionado para realizar el test (por ejemplo,
A-B, A-C, A-D, etc.). Los botones de diagnóstico ^^^°`°Q ^ permiten variar
entre los distintos diagnósticos que forman la base de datos. Como en este
ejemplo sólo hemos incluido un diagnóstico los botones aparecen
desactivados.
• Botón de exit: permite salir del navegador de resultados gráficos.
Debajo de la barra de herramientas se encuentra la paleta de colores y la barra
de patrones.^ La paleta de colores permite cambiar los colores de las series del gráfico y
la barra de patrones permite cambiar la trama de las series.
El resto de elementos del navegador son la leyenda del gráfico (que puede o no
estar visible) y la propia área del gráfico.
El navegador de resultados en modo texto (Figura 8.24) utiliza la misma ventana
que habíamos visto para mostrar los resultados del sistema experto de planificación. Es
una ventana más sencilla que la del navegador de resultados gráficos y se compone
simplemente de un área de texto (en donde se incluyen los resultados) y una barra de
herramientas donde se incluyen botones para imprimir los resultados, guardarlos en
disco, copiarlos al portapapeles, seleccionar todo el texto de área, o salir del navegador.
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Observed aqreément
+-------+-------------------------------+
I A\SH I 1 2 3 4 S I
+-------+-------------------------------+-------+
I 1 I 0.000 0.100 0.000 0.000 0.000 I 0.100 I
I 2 I 0.000 0.200 0.100 0.000 0.000 I 0.300 I
^ 3 I 0.000 0.000 0.300 0.000 0.000 I 0.300 I
I 4 I 0.000 0.100 0.000 0.100 0.000 I 0.200 I
I 5 I 0.000 0.000 0.000 0.000 0.100 I 0.100 I
+-------+-------------------------------+-------+
i o.ooo o.aoo o.aoo o.loo o.loo i
+-------------------------------+
Chance agreement
+-------+-------------------------------+
1 A\SH I 1 2 3 4 5 I
4-------+-------------------------------+-------
I 1 I 0.000 0.040 0.040 0.010 0.010 I 0.100 I
I 2 I 0.000 0.120 0.120 0.030 0.030 I 0.300 I
I 3 I 0.000 0.120 0.120 0.030 0.030 I 0.300 I
i a i o.ooo o.oeo o.oao o.ozo 0.02o i o.20o i
I 5 I 0.000 0.040 0.040 0.010 0.010 I 0.100 I
+-------+-------------------------------+-------+
I 0.000 0.400 0.400 0.100 0.100 I
+-------------------------------+
+---------------------------------+
I Hxpert gl : A ^
I^Hxpert a2 : SH
I Diaqnosis : DIAG.
+-------------------------------
I AGAHHHHHT
I
I Kappa ..589
I^Jeiqhted kappa : 0.725
I Percent. aqreement . 0.700
( Liithin-one perc. aqree : 0.900
^+ Princ ^ .. ^ L`^ ^arc ^ selea AA ^ çaav
ĵ__ _
_.^^ _^ ^
Figura 8.24 Resultados de los test de pares para los expertos A y SE en formato de texto (incluyendo las
tablas de contingencia).
En este caso no existen botones de navegación porque todos los resultados
seleccionados se muestran a la vez sobre el área de texto y pueden ser accedidos a través
de la barra de desplazamiento.
8.4.3. Medidas de grupo
Para aplicar las medidas de grupo a la base de datos cargada es necesario
acceder a la ventana de selección de las características de las medidas de grupo (Figura
8.25) a través del botón correspondiente en la ventana principal.
La ventana de las medidas de grupo se compone de:
• Una lista en la que seleccionar el diagnóstico para el cual se van a aplicar las
medidas de grupo.
• Los tests de grupo que se van a aplicar a ese diagnóstico (incluyendo
matrices resumen, análisis cluster, medidas de Williams, escalamiento
multidimensional, y medidas de dispersión y tendencia). Las matrices
resumen no son un test propiamente dicho, sólo permiten mostrar los
resultados de los tests de pares de todos los expertos d^ forma conjunta en un
único gráfico.
• Los test de pares en los que se han basado los tests de grupo.
• El tipo de resultados (gráficos o de texto).
Área de
texto
Barra de
desplazamiento
Barra de
herramientas
I I
I Kendall's Tau : 0.489 I
I Kendall's Tau b : 0.621 I
I Goodman-Kruskal's Gamma : 0.733 I
I Spearman's Rho : 0.655 I
J
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• Una barra de herramientas con los botones de aceptar, salir y ayuda.
Existe también una opción que permite unir; en las matrices de resumen y en los
test de Williams, los resultados de los distinto ŝ tests ^de pares de forma que se muestren
en un solo gráfico como en series de datos distintas.
. 1._, _ ...:`:"_ ...
Figura 8.25 ventana de selección de las caracteristicas de los tests de grupo.
: G X
Los resultados de los tests de grupo se muestran en el mismo navegador de
resultados que los tests de pares, pero incluyendo en el mismo varias páginas para póder
mostrar los diferentes tests desarrollados.
Matrices resumen
En la Figura 8.26 podemos ver una ventana que contiene cinco hojas que
corresponden a los cinco tests de grupo desarrollados. En este caso la hoja que está
activa es la ĉorrespondiente a la matriz resumen, y muestra los resultados de todos los
posibles pares de expertos para el test kappa ponderada. El único cambio con respecto a
los test de pares es que, en los botones de navegación, los botones que cambiaban entre
pares de expertos se han substituido por botones que nos permiten cambiar entre
distintos tests. Si la opción "Join Pair Tests" esta activada,.el gráfico muestra juntos los
resultados de los distintos tests de pares, y los botones de test aparecen desactivados
como se muestra en la Figura 8.27 para las medidas de acuerdo.
En los datos del ejemplo introducido se puede ver que los pares que presentan
mejor acuerdo son A-B, A-SE y B-SE. También puede verse que los mayores valores se
dan en el porcentaje de acuerdo dentro de uno, y los menores en kappa. Los valores de
kappa ponderada y el porcentaje de acuerdo son muy similares, aunque dependerán de
la distribución de pesos utilizada.
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SúmmáryMñtrix qustérAnaysis Williamŝ^Mensurements Multidimensiónnl Scálin Dis e^ion nnd Bins -•i _^ ^ . ^ I _ . I ^g l P ^I ^ .
• ^..!^i) ^ ^ ^' I^ L 6._ '^- ISli t : ^. ^ ^-A D ^ '1 i r.i^ :.. I / ,tesc^^
^ .T^ I I ,^..c ^.^ Ĵ f ^ ^^ '
^^+^_ ^ I I I I^^ ^ ^^.'i I^ I I lJ^dlll^í,t.^^^^^^^lll^/í^ ^
". ^ '.: P.ERCENT. AGREEMENT VS. PAIRS OF COMPARISON FOR DIAG. ^. .-
E '.^ .:^^B/C ^.
`. PAÍRS^.OF COMPARÍSON
C/SE
Figura 8.26 Resumen de los datos de los tests de pares (para el porcentaje de acuerdo).
.^^.^^,^!^!,^Y^^:I pu^té^i4riályŝiŝ I Wllinmŝ Mñrisúreméntŝ I Multidimeñsionel ScaJinĝ I...^..,. . • ..
^ . t^ .^, L ^1 '•- ^ ^ .►. ^ A o ^ ^ -; ^ ^,^.^ ^^ _:^ TP, ^ ^ .. ,. ^ v^^ . ^: !^ ^I ^
..^ _
D/SE
C ^ ^^
«^:^^ ^ I I ^^' ^:^f:^ I I I^1^&^Ill^í,#^ ^ I^III^/í^^ . ^
^^ PAIR TESTS VS. PAIRS OF COMPARISON FOR DIAG.
a Kappa
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PAIRS OF COMPARISON ^
Figi^ra 8.Z7 Resumen de los datos de los tests de pares uriiendo los datos de !as »iedidas de acuerdo. ^
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Análisis cluster
En la Figura 8.28 podemos ver la hoja que representa los resultados del análisis
cluster. En dicha hoja vuelven a aparecer los botones de exportación y los botones de
navegación y, además, aparece un nuevo botón que permite aplicar el método para la
detección del número ideal de clusters.
Dentro de lo que es el área del cluster distinguimos en primer lugar el título,
después la regla que indica los niveles de unión del dendrograma, y el dendrograma en
sí. Por último incluimos el nombre del algoritmo de clustering utilizado así como la
correlación cofenética. ^
Summary Matrix C^uster Analysis I Willinms Mensurements I Multidimensionnl Scnling I Oispersion nnd Bias I
^.+ G^ _? ^ Test ^:..F _T ^ ^^ ^- ^ ^ ^L ^^c
CLUSTER ANALYSIS FOR DIAG. USING PERCENT. AGREEMENT
1.0 0.9
^ ^
SE
0.7 0.6
. ^ . , . ^
0.5 0.4 0.3 0.2 0.1 0.0
-^ , ^ ,
^ ^ ^ ^
Group Average Rc = 0.864
Figura 8.Z8 Resultados del análisis cluster para los datos del porcentaje de acuerdo.
Si deseamos saber qué partición de este dendrograma es la que responde de
forma más fiel a loŝ datos iniciales (en definitiva, determinar qué número de clusters
sería el más adecuado) podemos utilizar el método ya descrito al definir los algoritmos
de clustering (ver el apartado 6.2.2.8).
Este método consiste en analizar los niveles de fusión de los distintos clusters,
seleccionar el paso en el que se produce la mayor diferencia entre los niveles de fusión
y considerar que el número de clusters ideal era el existente antes de dar dicho paso.
Si pulsamos el botón de selección del número de clusters ^^ en la hoja del
análisis cluster obtenemos el número de clusters ideal y una línea marcando donde se
debería dividir el dendrograma, como se muestra en la Figura 8.29.
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En este ejemplo podemos ver como se forman dos grupos, uno formado por los
expertos A, B y SE; y otro formado por los experto C y D.
Summnry^Mntmc ClústerAnnly^is ^ Willinms Mensurements I Multidimensionnl Scelincj I Dispersion nnd 8ins ^
^. ^_ . ^:1 Cri^? I, Test ^ Test) '. :-^ I
^ u X
^ ^,^
CLUSTER ANALYSIS FOR DIAG. USING PERCENT. AGREEMENT
1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0.0
, , ,
, , ,
SE
, , , ,
, , , ,
, , , ,
, , , ,
, , , ,
^ , , I ,
^ , , ,
, , ,
, , ^ ,
, , ,^ ' I ^ .
,
, ^
, I ,
, ^
, ,
I
Group Average Clusters = 2 Rc = 0.864
Figura 8.29 Resultados del análisis cluster para los datos del porcentaje de acuerdó incluyendo la
división gue determina el número de clusters ideal.
Medidas de Williams
La hoja que muestra los resultados de las medidas de Williams puede verse en la
Figura 8.30. La disposición de elementos de esta hoja es idéntica a la de las matrices
resumen, así como las funciones de los distintos botones.
En este caso podemos ver que en el gráfico se marca con una línea mas gruesa el
valor l. Esto es así porque el valor 1 en las medidas de Williams tiene un significado
especial que indica que el experto aislado tomado en consideración esta de acuerdo con
el resto de expertos de la misma forma que el resto de expertos lo están entre sí. En este
ejemplo podemos ver como los únicos expertos que sobrepasan el valor uno son A, B y
SE.
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,
.. z.. T;::.•.,:....^,. ^
Sŭmmnry Mñfix' pustér í4rielysis^ .wlliñms Meáŝureménts Mŭhidiménŝióñél S^lin j' Di§persióri^and 8in ŝ
^^ Te^: ^^a^c^ L [lll Lr ^^ ^ p p ^ ; _-j ^ r^^:^ 1, _^^ ^4 ^ ^ tí^^ I^ *r
Figura 8.30 Resultados de las medidas de Williams para los datos del porcentaje de acuerdo.
Escalamiento multidimensional
_ o x
La hoja que muestra los resultados del escalamiento multidimensional (MDS)
puede verse en la Figura 8.31. En ella se vuelven a incluir los botones de exportación y
navegación además de dos nuevos botones adicionales que comentaremos a
continuación.
Como vemos, la gráfica representa los expertos como puntos en un espacio 2D.
La disposición de los ejes es arbitraria, y el origen representa la media de las
coordenadas X e Y de los distintos expertos. Las unidades mostradas en los ejes
representan la distancia existente entre los distintos expertos (que se obtiene de
convertir las medidas de similitud, en este caso el porcentaje de acuerdo, en medidas de
disimilitud). Sin embargo, lo verdaderamente importante del gráfico es que permite
comparar las posiciones relativas de los distintos expertos según sus diagnósticos.
El botón del gráfico de burbujas ®^ permite que se superponga, sobre el gráfico
MDS, los resultados del análisis cluster en forma de burbujas (Figura 8.32). Esto
permite comparar de forma rápida y sencilla los resultados del análisis cluster y los
resultados del MDS, y determinar cuál de ellos es el que presenta un mayor grado de
similitud con las similitudes originales. En este caso el MDS presenta un mayor grado
de correlación con los porcentajes de acuerdo iniciales.
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Súmm^ry^Mntrix I qu ŝter_Anñlysis^) Willinms Measuremeñts Mul6dimeñsionnl Ŝceliñĝ ^ pisperŝ ion and Bins I^
; ^J; L^.; ^ Test^ ^ Test I;. Liiy. I
MDS FOR DIAG. - PERCENT. AGREEMENT ^
4Í T
.5 +
•C
f
5..5 •B •A
-r-!
•:5 +
Rmds = 0.998
Figura 8.31 Resultados del MDS para los datos del porcentaje de acuerdo.
^Siimm¢ry tvlqtmc ^ Cluste^Anályŝ iŝ ^ wfliams Measurements
^ ^^ D ^^
.,
•.i j C+i^= i_,_Test^ ^ Teat ^
^ MDS AND CLUSTER FOR DIAG. - PERCENT. AGREEMENT
t,
Rc = 0 864
Rmds = 0.998
, . -, ^
Figura 8.32 Resultados de/ N1DS para !os datos del porcentaje de aclleY(!O (inclu^^endo el análrsis
cluster como gráfico de burbujas).
Multidimensioñal Sixiling I Dispersion and Bias I
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El botón de la leyenda ^ permite sustituir los nombres de los expertos por
iconos con diversas figuras, e incluir una leyenda en la parte derecha del gráfico (Figura
8.33). Esta opción se incluyó por motivos de claridad ya que en ocasiones, los nombres
de los expertos no se. podían leer con facilidad al estar cruzados por muchas líneas.
0
Summnry Mntróc I Cluster Annlysis I Willinms^M^qŝúréments Múltidimeñ ŝiónnl S^ling I Dispe^sioñ.e^d ^8iñs, .:^;
MDS AND CLUSTER FOR DIAG. - PERCENT. AGREEMENT ^^
n B
•C
•D
^ SE
Rc = 0.864
Rmds = 0.998
Fiĝura 8.33 Resultados del MDS para los datos del porcentaje de acuerdo (sustituyendo los nombres de
los expertos por iconos e incluyendo una leyenda en la parte derecha del gráfico).
Medidas de dispersión y tendencia
Las medidas de dispersión y tendencia son las únicas medidas de grupo que se
obtienen directamente de la base de datos, y no a través de los tests de pares. Por dicha
razón los botones que permiten cambiar entre los distintos tests están siempre
desactivados en esta medida.
El gráfico que muestra ^ los resultados de dispei•sión y tendencia es similar al
gráfico de las matrices resumen y las medidas de Williams como puede verse en la
Figura 8.34.
^ ^ ^ j ^ Ĝ ^=_^ I ' . Test" Tast, ^ ^^j-^,Ĉ,í^^ l
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.._ :.... . .. . . ... ... ...,. .. : : _ . . .: .
Summnry Mñtrix puster Anntysis Vlrllinms Mé^urements Multidimensional Scnling Dispersion_ e^nd 8ins ^
^^.;. L'i.^? ^ .^ .^ t^ W Í^l t_ ^^ L: t^.:: L ^^ ^ a D ^ ' .^ ' ^^ ^ Di_7) '.f Í6:.' I ^: -TESf,
-_^^ ^^'^ ^"_-^^ ^ I ^  ^ Q49 ^ ^ ^ L^^\ ^vñ^tS'^^^II^^^^/^ "^- •
- DISPERSION AND BIAS FOR DIAG. .^.
^ Disp.
^ Bias
C _
EXPERTS
Figura 8.34 Medidas de dispersión y tendencia.
Resultados en formato texto
SE
Hasta ahora hemos mostrado los resultados gráficos de las medidas de grupo. A
pesar de su vistosidad, muchas veces es deséable mostrar los resultados en formato de
texto, bien por cuestiones de espacio, o porque es necesario conocer de forma precisa
los resultados de los tests.
Los resultados en modo texto se muestran en el mismo navegador utilizado por
los tests de pares (Figura 8.24). Los resultados para el porcentaje de acuerdo del
ejemplo seguido hasta el momento serían:
+-------------------------------------------------------------------+
^ Diagnosis : DIAG. I
+-------------------------------------------------------------------+
****`^************** DISPERSION AND BIAS ********************
DISP BIAS
Expert A 1.193 0.050
Expert B 1.306 -0.575
Expert C 1.198 0.275
Expert D 1.493 0.400
Expert SE 1.181 -0.150
+-------------------------------------------------------------------+
^ Percent. agreement ^
+-------------------------------------------------------------------+
224
8. La herramienta de validación "SHIVA"
***,r*,t***,r********** AGREEMENT MATRIX ******** ► ****,r********
+--------------------------------+
^ A B C ',= D' SE' ^
+-----+--------------------------------+
^ A 0.800 0.600 0.400 0.700
^ B 0.800 ----- 0.400 0.200 0.700
^ C 0.600 0.400 - ---- 0.600 0.400 ^
ID 0.400 0..200 0.600 ----- 0.300 ^
^ SE 0.700 0.700 0.400 0.300 ----- ^
+-----+------- ---------------------+
********************* CLUSTER ANALYSIS *********************
Method = Group Average
RC = 0.864
Num. clusters = 2
B - A
SE - B.A
D - C
. 0.800
. 0.700
. 0.600
SE.B.A - D.C : 0.383
******************* WILLIAMS MEASUREMENTS ******************
Expert A . 1.442
Expert B . 1.050
Expert C . 0.968
Expert D . 0.625
Expert SE . 1.050
***************** MULTIDIMENSIONAL SCALING *****************
X Y
Expert A . -0.121 0.062
Expert B . -0.330 0.064
Expert C . 0.240 0.183
Expert D . 0.447 -0.130
Expert SE . -0.236 -0.182
Rmds = 0.99B
8.4.4. Ratios de acuerdo
Los ratios de acuerdo tratan de medir el acuerdo existente entre un experto (o
sistema experto) y una referencia estándar (que puede ser un experto de alto nivel, un
consenso de expertos o la solución real del problema planteado).
Para el cálculo de los ratios de acuerdo es necesario acceder ^a la ventana
correspondiente (Figura 8.35) a través del menú principal. En dicha ventana podemos
seleccionar cuál es la referencia estándar, qué expertos vamos a comparar con ella, y
qué diagnóstico y categoría vamos a tomar en consideración.
Además de los ratios de acuerdo podemos llevar a cabo dos medidas de similitud
propias de las tablas 2 x 2 como son el porcentaje de acuerdo y la medida de Jaccard.
De igual forma que en los otros tests los resultados pueden presentarse tanto en forma
gráfica (Figura 8.36) como en formato texto (Figura 8.37).
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EsperL ^ .
^ ^ ^Ref^erice: . r
p^^; • DIAG.
^^l; • NORMAL
Ttpe of Res^dts---^-;
C' Tea ^i
^: Gra^phical ^ !
r Continqency TaUlcr
^-r Accwacy Retios -^
^ ^ (^ Tnie Posfives
1 r Trua Ne9atives
] r Felse Po^tives
^ + r False Negatives
' ^--------- ---^-•-
i
(^ Percetage Açreement
-(^ Other Measures -------
i ^i f^ Jaccard's Coefficient i
^.-_____------^^-- --^
^ ^xit i ^lelp
Figura 8.35 Ventana de selección de las caracteristicas de los ratios de acuerdo.
^^:a I I I «J^1111^í,t^^^^^R^^llllll^/í^ ^
^^llRÁĈY^ R^ITÍOS BETWEEN EXPERTS^SE AND A FOR DIAG. ^•
7P TN FP FN
ACCURACY RATIOS
9'0 Jc
Figura 8.36 Resultados gráficos de los ratios de acuerdo para el sistema e_rperto considerando al
e.rperto A como referencia estándar.
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I Sum I 3 I 7 I 10 I
+------+-------^-------+-------+
^---------------------------------+---------------------------------+
I Hxpert : D I Diaqnosis : DIAG. I
I RoEarQnee : A I Cateqory : NORHAL 1
+---------------------------------4---------------------------------+
I ACCURACY AATIOS I
I
OTHHA HHASUAHS I
fI
I True Positives : 0.333 I Percentage Aqreement : 0.700 (
1 True Neqatives : 0.857 I Jaccard's CoeEEicient : 0.250 1
I False Positives : 0.143 I f
I False Neqatives : 0.66? I I
+---------------------------------4---------------------------------+
+----------------------------+
I Diaq: DIAG. I
I Cat : NORHAL I
+----------------------------+
A
+-------+-------+
I Cat I ^Cat I
+------+-------+-------+
I Cat I 3 f 1 I
SH I^Cat I 0 I 6 I
+------+-------+-------+-------+
I Sum 1 3 I 7 I 10 I
+------+-------+-------+-------+
+---------------------------------+---------------------------------+
( Hxpert : SH I Diaqnosis : DIAG. I
i Reference : A I Category : NORHAL I
+---------------------------------+------------------^--------------+
I ACCURACY AATIOS I OTHHR HHA5UAHS I
I I I
1 True Positives : 1.000 I Dercentage Agzeement : 0.900 I
I True Negatives : 0.857 I Jaccard's Coefficient : 0.750 I
I False Positives : 0.143 I I
I False Neqatives : 0.000 I I
^ Pmt, ^. '. . ^ C^ ^evé^' .'= . . ^ 5t^ĉ gM
Figura 8.37 Resultados en modo texto de los ratios de acuerdo considerando al experto A como
referencia estándar.
8.4.5. Menú de opciones
A la hora de validar un sistema experto puede ser necesario recurrir a SHIVA
con frecuencia, bien porque se han obtenido nuevos datos, porque se ha probado una
nueva modificación de la base de conocimientos o porque el sistema a validar engloba
muchos módulos independientes. Generalmente, una vez que se ha desarrollado una
estrategia de validación ésta permanece inalterable a través de los distintos ensayos.
Para simplificar su uso, SHIVA permite que se especifiquen las opciones que el
usuario quiere que aparezcan por defecto cuando se abren las ventanas correspondientes
a los distintos tests. Esto se hace a través del menú de opciones accesible desde el menú
principal. Por ejemplo, en la Figura 8.38 puede verse que el usuario ha determinado
que, por defecto, aparezcan seleccionadas las medidas de acuerdo, y no seleccionadas
las medidas de asociación. Además los resultados se mostrarán en formato gráfico.
Existen hojas similares para las medidas de grupo y los ratios de acuerdo.
En el menú de opciones también se puede acceder a la hoja "otras opciones" que
se muestra en la Figura 8.39. En dicha hoja podemos cambiar el directorio por defecto
en el que opera la herramienta, y el lenguaje por defecto en el que aparecen las distintas
ventanas.
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Peir Tests I ^^p Tests ^ Accxxecy Ratios I Other Optia►s I
.^ Defauk Ay^eemeet Meesures -----
^^"^ ^-. :^ . .! . ^ .
r Weiçhted Keppe II .
r Percdaae Aareement
I_ (^ Whitin-0ne Percentaçe Ayreement _^ ^-Type á ResuRs--^-- ---Í
_ I f Text ,
r-{- Defa^At Associetio^ Measures - ^ r Graphicel I
r I:e- ^^^^ t ^ r.,., .. . i
' ^,:^^:^_.. ^^,^^ ; ^ _^ . - :,._.. .
, ^ ^._._. _ .^.^.:^ _ . :^_ . _ ,
3 Qk ^ ^^
Figura 8.38 Tests de pares seleccionados por defecto en el menú de opciones.
Pe^ Tests I Group Tests I Aca.aecy Retios 0^ OP^^s I
Ddedt Path-- - -^------
r ^c Petl
C' Spec^ed Peth _
f^ Enpósh ^... C' .Spanish f Gek:iari
3 Qk A ^eve X çencd ? i1dP
Figura 8.39 Hoja de otras opciones en el menú de opciones.
Las distintas opciones pueden utilizarse en la sesión en curso (pulsando el botón
OK) o guardarse en un fichero para posteriores uso de la herramienta (pulsando el botón
SAVE). E1 fichero en el que se guardan las distintas opciones es de tipo INI y un
ejemplo del mismo sería el que se muestra a continuación (las opciones marcadas
aparecen con un uno y las no marcadas con un cero; en caso de que sólo sea posible una
opción de un grupo se indica el índice de dicha opción).
[Default Group Tests]
Agreement Matrix=l
Cluster Analysis=l
Cl ŭster Algorithm=2
Williams Measurements=l
Multidimensional Scaling=l
Results=l
Join Pair Tests=l
Disp. and Bias=O
(Default Pair Tests]
Agreement Measures=l
Kappa=l
weighted Kappa=l
Percentage Agreement=l
Within-one Percentage Agreement=l
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Association Measures=0
Kendall's Tau=1
Kendall's Tau b=1
Goodman-Kruskal's Gamma=l
Spearman's Rho=1
Results=l
Contingency Tables=0
[Default Accuracy Ratios]
Accuracy Ratios=l
TP=1
TN=1
FP=1
FN=1
Other Coefficients=l
Percentage Agreement=l
Jaccard=l
Kappa=0
Results=0
Contingency.Tables=l
[Other]
Default Path=O
Specified Path=c:\shiva
Language=l
8.4.6. Otras características
Además de las características reseñadas en los apartados anteriores, SHIVA
incluye una serie de características adicionales como son:
• Ayuda del manejo de las distintas opciones del programa, así como de los
distintos tests que implementa.
• Un instalador / desinstalador que permite su sencilla instalación en cualquier
ordenador personal dotado del sistema operativo Windows 95.
8.5. Sistema experto de interpretacíón
De las tres fases de las que se compone nuestra metodología de validación
(planificación, aplicación e interpretación), la más complicada es la última, ya que la
interpretación de una medida es un proceso que no depende sólo del valor de la misma,
sino también del contexto en que se encuentra. Así, que el sistema experto presente un
porcentaje de acuerdo del 70% con los expertos puede ser aceptable en diversas
situaciones, pero en otras se requerirá que dicho porcentaje no baje del 90%.
También es importante considerar el número de casos utilizados para la
obtención de la medidas, la consistencia existente entre los propios expertos humanos,
etc. Para ello es necesaria una considerable experiencia en la validación de sistemas
expertos.
No obstante, ha sido planteada una aproximación en la que, por ejemplo, se
desarrollen reglas que implementen la tabla interpretación del índice kappa desarrollada
por Landis y Koch (1977) y que hemos visto en la Tabla 6.7. Así se han implementado
estructuras de este tipo:
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IF (kappa <_ 0.00) THEN Nivel_de_acuerdo = Nulo
IF (kappa.> 0.00) and (kappa <_ 0.20) THEN Nivel_de_acuerdo =.Insuficiente
IF (kappa > 0.20) and (kappa S 0.40) THEN Nivel_de_acuerdo = Ligero
IF (kappa > 0.40) and (kappa <_ 0.60) THEN Nivel_de_acuerdo = Moderado
IF (kappa > 0.60) and (kappa 5 0.80) THEN Nivel_de_acuerdo = Sustancial
IF (kappa > 0.80) and (kappa <_ 1.00) THEN Nivel_de_acuerdo = Casi_perfecto o perfecto
A través del menú principal de SHIVA podemos acceder a la ventana principal
de este sistema experto de interpretación (Figura 8.40). En dicha ventana seleccionamos
el diagnóstico a examinar y la medida a utilizar (en este caso kappa o kappa ponderada).
0
o^^o:^: Ql^^^1^1^
^ C' Kappa i
^ l^ Weighted kappa !
^ ^
Inference Ençine
n ^^ ? Help
Figura 8.40 Ventana principal del sistema e.rperto de interpretación
Ejecutando el motor de inferencias obtenemos los resultados que se muestran en
la Figura 8.41.
+-------------------------------------------------------------------+
I Diaqnosis : DIAG. ^
+-------------------------------------------------------------------+
+----------------------------------c--------------------------------+
^ 4Teighted kappa I
+-------------------------------------------------------------------+
Pares que presentan un nivel de acuerdo PHRFHCTO 0 CASI PHAFBC70
A - B
S - SB
Pares que presentan un nivel de aeuerdo SUSTANCIAL
A - C
A - SH
Pares que presentan un nivel de acuerdo HOD8RAD0
A - D
H - C
C - D
C - 58
Pares que presentan un nivel de acuerdo LIGBRO
B - D
D - 5H
^ ^irrit ^ ^ave ^ Select QG ^ çopy
Flgura 8.41 Resultados del sistenta experto de interpretacrón.
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En todo caso, la construcción de un sistema experto específico para la ayuda a la
interpretación de los resultados obtenidos por SHIVA es un objetivo que, claramente,
sobrepasa las pretensiones de esta tesis, y que constituye un línea en curso de
investigación y desarrollo.
8.6. Resumen
En este capítulo hemos descrito la herramienta de validación SHIVA,
desarrollada para facilitar la aplicación de la metodología propuesta de validación.
SHIVA se ha desarrollado mediante la herramienta de programación Delphi y consta de
28 módulos que suman unas 14,000 líneas de código. El menú principal de SHIVA está
constituido por una ventana, a través de la cual podemos acceder a los distintos módulos
del sistema.
La primera fase de la metodología consisté en la planificación del proceso de
validación. Esta fase puede llevarse a cabo en SHIVA a través del sistema experto de
planificación, que realiza recomendaciones de validación a partir de las características
del dominio de aplicación, del propio sistema experto y de la etapa de desarrollo en la
que nos encontremos. El sistemá experto de planificación ha sido desarrollado en la
herramienta Nexpert Objtect, pero para su implementación en SHIVA se ha
desarrollado un pequeño motor de inferencias que sigue una estrategia de búsqueda
regresiva.
La siguiente fase de la metodología es la fase de aplicación. El primer paso de
esta fase consiste en el preprocesado de la base de datos, que en SHIVA se realiza a
través de un asistente. Este asistente facilita las labores de localización de la base de
datos, identificación de su estructura, tipado de los campos, fijación del orden entre las
categorías y establecimiento de los pesos de desacuerdo. La base de datos se almacena
en ficheros dBase mientras que la información proveniente del preprocesado se
almacena en ficheros de validación (VAL). SHIVA implementa un analizador sintáctico
LL(1) para poder leer dichos ficheros de validación.
Después del preprocesado, se realiza la aplicación de las distintas medidas (tests
de pares, de grupo y ratios de acuerdo). El resultado de estas medidas puede mostrarse
en modo texto (a través del navegador de resultados de texto, también utilizado por el
sistema experto de planificación) o en modo gráfico (a través del navegador de
resultados gráficos).
La información mostrada por SHIVA como resultado de las distintas. medidas
estadísticas facilita la realización de la siguiente fase de la metodología (la fase de
interpretación). También se ha diseñado un pequeño sistema experto que implementa
las reglas de interpretación de Landis y Koch para las medidas kappa, dejándose como
línea de trabajo futuro la realización de un sistema experto más elaborado.
A continuación veremos los resultados de aplicar la herramienta SHIVA a la
validación de un par de sistemas expertos reales.
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9. RESU LTADOS
Lo que muchos investigadores dan por descontado antes de empezar un experimento
es infinitamente más interesante que cualquier resultado al que conduzca su
experimento.
Norbert Wiener (Matemático estadounidense padre de la cibemética, 1874 - 1964).
No le digas a la gente cómo hacer las cosas. Dile lo que deben hacer y deja que te
asombren con sus resultados.
George Patton (Militar estadounidense, 1885 - 1945).
Una vez desarrolladas la metodología de validación y la herramienta que permite
su aplicación, se procedió a investigar su comportamiento para tratar de evaluar su
aplicabilidad a sistemas reales. Para ello se utilizó la herramienta SHIVA en la
validación de los sistemas inteligentes PATRICIA (Moret et al., 1993) y NST-EXPERT
(Alonso et al., 1995), desarrollados en el Laboratorio de Investigación y Desarrollo en
Inteligencia Artificial (LIDIA) de la Universidad de A Coruña.
Es importante destacar que, los resultados que se van a exponer a continuación
se refieren a la herramienta SHIVA y a la metodología de validac^ión que subyace. Los
sistemas expertos PATRICIA y NST-EXPERT se utilizan aquí como elementos de
experimentación, dadas sus características particulares, por lo que tales resultados no
pretenden reflejar el comportamiento de dichos sistemas.
9.1. Resultados de la aplicación de SHIVA sobre el sistema de
monitorización inteligente PATRICIA
Desde la perspectiva de SHIVA, PATRICIA se caracteriza por:
• Estar diseñado para asistir a los médicos en el manejo de pacientes, lo que
define un dominio crítico.
• La arquitectura del sistema se divide en siete módulos independientes entre
si, pero relacionados a través de sus respectivas entradas y salidas.
• No existe una solución real contra lá cual comparar los resultados del
sistema, por lo que utilizaremos como referencia un grupo de expertos del
domino.
• Los usuario ŝ del sistema son expertos humanos del dominio.
• Las entradas al sistema son una serie de parámetros, una serie de contextos
naturales (que afectan al procesado simbólico de los parámetros), y unos
contextos inferenciales (que pueden influir en el establecimiento de las
distintas. interpretaciones).
• Las interpretaciones del sistema son clasificadas en categorías diagnósticas
y terapéuticas, y se matizan con una serie de etiquetas lingiiísticas que
siguen un orden jerárquico.
• PATRICIA no utiliza medidas de incertidumbre, aunque para la
clasificación de algunos parámetros se utiliza cuantificación difusa.
• El sistema ha sido diseñado para ser integrado en un sistema de información
más amplio (en este caso un HIS, Hospital Information System).
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• PATRICIA es un prototipo de campo validado.
En base a las características de PATRICIA podemos llevar a cabo su validación
siguiendo las fases de la metodología propuesta en el capítulo 7 de este trabajo.
9.1.1. Fase de planificación
En base a las características del dominio, del sistema y de la fase de desarrollo el
planificado de SHIVA define las siguientes características de la estrategia de validación:
• Relativas al dominio:
* Al ser un dominio crítico es necesario realizar un validación rigurosa, ya
que los errores del sistema pueden tener consecuencias inaceptables.
* Al no haber una salida real con la que comparar los resultados no se puede
llevar a cabo una validación contra el problema. Por lo tanto nos vemos
limitados a llevar a cabo solamente una validación contra el experto.
* La existencia de un grupo de expertos favorece la objetividad del estudio
pero pueden surgir problemas si las discrepancias entre los expertos son
elevadas. En este caso se sugeriría elaborar un consenso entre los distintos
expertos.
* Podemos llevar a cabo medidas de pares entre los distintos expertos y el
sistema experto, y medidas de grupo a partir de la información
suministrada por dichas medidas de pares. Los ratios de acuerdo no se
pueden realizar al no existir una referencia estándar.
* Los usuarios del sistema también pueden colaborar en la validación a
través de tests de campo. Aunque esta posibilidad queda limitada al
tratarse de un dominio crítico.
• Relativas al sistema:
* Al ser un sistema de carácter modular podemos realizar la validación de
cada uno de los módulos de forma independiente.
* Cinco módulos incluyen categorías diagnósticas que pueden validarse en
base a casos históricos o con casos actuales.
* Dos módulos incluyen categorías terapéuticas que sólo pueden validarse
de forma retrospectiva, comparando las terapias del sistema con las
terapias propuestas por los expertos humanos. Al ser un dominio crítico no
se pueden validar estos módulos de fórma prospectiva (es decir, aplicar la
terapia y ver si su evolución es correcta) a no ser que coincidan
retrospectivamente con los expertos humanos.
* Como los resultados son de tipo ordinal, es necesario tener en cuenta la
distancia existente entre las categorías a la hora de evaluar el impacto de
las posibles discrepancias. Por ello se recomienda la utilización de
medidas como kappa ponderada, porcentajes de a ĉuerdo dentro de uno y
medidas de asociación.
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* Mientras el sistema no esté integrado en un HIS, la validación puede
ejecutarse de manera independiente. Tras su integración habrá que validar
también los interfaces de comunicación.
Relativas a la fase de desarrollo:
* Al tratarse de un prototipo de campo, la validación debe ser más rigurosa
que en fases iniciáticas, con casos que abarquen toda la cobertura posible,
y con expertos ajenos al desarrollo del sistema.
9.1.2. Fase de aplicación
La fase de aplicación de la metodologia de validación propuesta se compone a su
vez de otras subfases como son la captura de la casuística, el preprocesado de los datos
y la realización de las medidas estadísticas (en las que incluimos las medidas de pares,
las medidas de grupo y los ratios de acuerdo).
Captura de la casuística
Para la captura de la casuística se utilizaron los formularios de elicitación-
validación, empleados también en la adquisición del conocimiento de los expertós
humanos. Estos formularios se dividen en dos partes: (a) información de las
características del caso tomado en consideración, y(b) interpretaciones de los expertos
en base a la información suministrada. Las características de la casuística utilizada en la
validación se resumen en la Tabla 9.1.
Casos reales re resentativos
i
30
Ex erto humanos 6
Cate orías dia nósticas 5
Cate orías tera éuticas 2
Datos numéricos totales 1470
Identificación de los ex ertos letras A, B, C, D, E F
Identificación de PATRICIA letra G
Tabla 9.1 Características de la casuistica de validación de PATRICIA.
Preprocesado de los datos
Una vez capturada la casuística se llevo a cabo un preprocesado de los datos en
el que se efectuaron las siguientes acciones:
• Corrección de errores.
• Trasvase de los datos a un formato electrónico para ser fácilmente
manipulables por el computador (formato dBase).
• Inclusión de información adicional en la base de datos de validación.
Información que es recogida en un fichero de tipo VAL y que incluye la
estructura de la base de datos, la identificación de los campos de la base de
datos, el orden de las categorías semánticas y la ponderación de las
discrepancias obtenidas.
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Realización de las medidas estadísticas (tests de pares y tests de grupo)
A continuación describiremos los resultados obtenidos tras la aplicación de las
distintas medidas estadísticas a algunos módulos del sistema. ^
Sea el modulo diagnóstico D 1, en el que las interpretaciones se dividen en cinco
categorías semánticas ordenadas. Para este caso se realizó una ponderación que seguía
un progresión geométrica, de forma que una discrepancia en categorías muy alejadas es
mucho más penalizada que una discrepancia en categorías adyacentes (Tabla 9.2). ^
1 2
.- .
3 4 5
1 0 1 4 9 16
. 2 1 0 1 4 9
3 4 1 0 1 4
4 9 4 1 0 1
5 16 9 4 1 0
Tabla 9.2 Ponderación de los distintos desacuerdos para la categoria diagnóstica DI
_ Los resultados de los tests de pares pueden verse en la Figura 9.1. En este caso
hemos decidido utilizar las siguientes medidas de pares:
• Porcentaje de acuerdo. Por ser una de las medidas más populares a la hora de
medir acuerdos.
• Kappa ponderada. Porque permite eliminar los acuerdos debidos a la
casualidad y ponderar las discrepancias según su importacia.
• Porcentaje de acuerdo dentro de uno. Porque permite considerar como
acuerdos parciales aquellos diagnósticos que sólo se diferencian en una única
etiqueta lingúística.
• Rho de Spearman. Porque nos permite analizar las asociaciones, no sólo los
acuerdos, y su forma de tratar las ligaduras es más adecuada que la de otras
medidas de asociación (para entornos de validación).
Como vemos en la Figura 9.1 existe un alto grado de concordancia. Los valores
del porcentaje de acuerdo dentro de uno y de la rho de Spearman se hallan siempre por
encima del 0.9, y los valores de. kappa ponderada y el porcentaje de acuerdo por encima
del 0.8.
Los menores valores aparecen en los pares A-B, A-C, B-C, B-D, C-G y D-G.
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PAIR TESTS VS. PAIRS OF COMPARISON
t .00
0.90
0.80
0.70
O.ÓO
0.50
0.40
0.30
0.20
0.10
0.00
Figura 9.1 Resultados de los tests de pares para la categoría diagnóstica D1
n Kappa w.
O %
s %1
o Rho
En base a los valores obtenidos por los tests de pares desarrollamos las medidas
de grupo. En la Figura 9.2 se muestran los resultados de las medidas de Williams.
WILLIAMS
2.00
1.80
1.60
1.40
A/B A/C A/D A/E A/F A.1G B/C B/D B!E B/F B!G CJD C!E C/F C/G D/E D/F D/G EJF E/G F/G
PAIRS OF COMPARISON
^ Kappa w.
q %
Í .20
1.00
0.80
0.60
0.40
0.20
• 0.00
A B C D
® %1
q Rho
EXPERTS
Figura 9.? Resultados de los tests de pares para la categoria diagnóstica D1
Como podemos ver para el porcentaje de acuerdo dentro de uno y para rho los
resultados son prácticamente la unidad para casi todos los expertos. Sin embargo para
kappa ponderada y para el porcentaje de acuerdo los resultados de B, C y D sori
inferiores a la unidad.
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Los resultados para el análisis cluster se muestran en la Figura 9.3. Incluimos
sólo los resúltados de kappa ponderada y el porcentaje de acuerdo porque para el
porcentaje de acuerdo dentro de uno y para la rho de Spearman las diferencias son
mínimas, y casi imperceptibles en el gráfico. ^
CLUSTER ANALYSIS USING WEIGHTED KAPPA
10 09 08 O7 06 0.5 04 0.3 02 01 00
F
I
We^ghted Group Average Clusters = 2 Rc = 0.748
CLUSTER ANALYSIS USING PERCENT. AGREEMENT
10 0.9 08 07 0.6 0.5 04 0.3 02 0.1 0.0
F I , . ^ I , ,
C
^
I
Weighted Group Average Clusters = 3
Figura 9:3 Resultados del análisis ĉluster para la categoria diagnóstica DI
Rc = 0.902
Comó vemos, los resultados de E y F son casi idénticos, después se le agrupan
los resultados de A y G, y por último se añaden los resultados de B, C y D(el orden en
que se añaden estos últimos expertos depende de la medida que estemos considerando).
Los resultados del escalamiento multidimensional se muestran en la Figura 9.4.
En ella podemos ver como los resultados de A, E y F son casi idénticos. Junto a ellos se
sitúan los resultados de G y después los resultados de B, C y D. Los reŝultados de B se
hallan cerca de G mientras que los resultados de C y D se encuentran al otro lado del
gráfico (recordemos que la disposición de los ejes es arbitraria).
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MDS • WEIGHTED KAPPA MDS • PERCEPIT. AGREEMENT
.^ ^- •i T
3
Ĉ ^D
.1
3+ •st
•1
^ L Rmds = 0.970 ^ 1 Rmds = 0.958
Figura 9.4 Resultados del análisis cluster para el diagnóstico DI
Por último, los datos de dispersión y teñdencias se muestran en la Figura 9.5.
Como vemos los expertos que presentan una mayor dispersión en sus diagnósticos son
B, C y D(aunque la tendencia de los resultados de B es distinta a la de los resultados de
C y D).
DISPERSION AND BIAS
t .00
0.75
0.50
0.25
' 0.00
D
EXPERTS
Figura 9.5 Datos de dispersión y tendencia para el diagnóstico DI
F
® Disp.
q 8ias
En la Figura 9.6 representamos los resultados para la categoría diagnóstica D2 y
en la Figura 9.7 los resultados para la categoría diagnóstica D3. Como vemos, en ambos
los resultados del sistema experto (G) se sitúan fuera del grupo principal de expertos.
A modo de resumen mostramos sólo los resultados del MDS con las burbujas del
análisis cluster superpuesto, para los tests de kappa ponderada y el porcentaje de
acuerdo.
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MDS AND CLUSTER- WEIGHTED KAPPA
Rc = 0.955 .
Rmds = 0.988
MDS AND CLUSTER-PERCENT.AGREEMENT
Figura 9.6 Resultados de la categoría diagnóstica D2.
MDS AND CLUSTER - WEIGHTED KAPPA MDS AND CLUSTER-PERCENT.AGREEMENT
.^ T
.i
Rc = 0.753
Rmds = 0.957
Figura 9.7 Resultados de la categoría diagnóstica D3.
Rc = 0.806
Rmds = 0.922
Es importante destacar que la categoría diagnóstica D3 se diferencia de otras
categorías diagnósticas del sistema en que la relación existente entre las distintas
categorías tiene un orden, pero este orden no tiene por qué ser lineal. Esto obligó a
realizar un profundo estudio en el que se pudieran determinar los pesos adecuados para
las distintas discrepancias, los resultados de este estudio se pueden ver en la Tabla 9.3.
. • ^
0 3 3 3 3 1 1 1 1 4 4
3 0 1 6 6 1 2 5 4 1 7
3 1 0 6 6 2 1 4 5 1 7
3 6 6 0 1 5 4 1 2 7 1
3 6 6 1 0 4 5 2 1 7 1
. 1 1 2 5 4 0 1 3 2 3 6
1 2 1 4 5 1 0 2 3 3 6
1 5 4 1 2 3 2 0 1 6 3
^ 1 4 5 2 1 2 3 1 0 6 3
^ 4 1 1 7 7 3 3 6 6 0 8
4 7 7 1 1 6 6 3 3 8 0
Tabla 9.3 Pesos para las discrepancias entre los posibles resc^ltados de la categoria diagnóstica D3
Los resultados obtenidos para la categoría diagnóstica D2 se utilizan como
información de entrada para el módulo de terapia T2. De la misma forma, los resultados
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de D3 son utilizados por T3. Si analizamos los resultados de las terapias vemos que los
resultados del sistema experto han mejorado y se sitúan más cerca del grupo principal
de expertos (como se muestra en la Figura 9.8 y en la Figura 9.9). La explicación de
estos reŝultados se verá en la fase de interprétación.
También, por norma general, podemos ver que los resultados del MDS son más
representativos que los resultados del clustering porque su grado de correlación con las
similitudes originales eŝ más elevado.
MDS AND CLUSTER- WEIGHTED KAPPA MDS AND CLUSTER • PERCENT. AGREEMENT
Rc = 0.782
Rmds = 0.936
Rc = 0.720
Rmds = 0.867
Figura 9.8 Resultados de la terapia T2.
MDS AND CLUSTER - WEIGHTED KAPPA
Rc =0848
MDS AND CLUSTER - PERCENT. AGREEMENT
♦ ^ T
.^ ^ Rmds = 0 937
Figura 9.9 Resultados de la terapia T3.
9.1.3. Fase de interpretación
Rc = 0.885
Rmds = 0.971
En esta fase se interpretan los resultados obtenidos en la fase anterior. Si
tomamos en consideración la categoría diagnóstica D 1 podemos ver que los resultados
del sistema experto son excelentes, ya que se sitúa a nivelen muy similares a los de los
expertos. Así, por ejemplo, vemos que el valor de kappa ponderada rara vez baja de 0.9
lo que, según las reglas de interpretación de Landis y Koch, es un acuerdo casi perfecto.
También vemos que para ese diagnóstico los peores resultados.son los obtenidos
por B, C y D. Además los resaltados de B son bastante diferentes a los de C y D.
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En cuanto a las categorías diagnósticas D2 y D3, y a las categorías terapéuticas
T2 y T3, la razón de que los reŝultados de las terapias sean n^.cjores que los resultados
de los diagnósticos indica que, a la hora de establecer las diagnósticos, los expertos y el
sistema experto no siguen los mismos criterios. Sin embargo, la información que no se
considera en el diagnóstico sí se considera en la terapia y las conclusiones de los
expertos y el sistema experto son más coincidentes.
En el caso de la categoría diagnóstica D2 se descubrió que uno de los parámetros
que el sistema experto utilizaba para establecer la terapia T2 era utilizado por los
expertos en el diagnóstico. Esto provocaba situaciones curiosas como la que se muestra
en la Tabla 9.4, en la que los diagnósticos de los expertos A, E y G son distintos pero
sus terapias son prácticamente idénticas.
m
TT
TT
J. 0.90
J. 0.95
m
.^ 0.90
J. 0.80
Tabla 9.4 Comparación entre el diagnóstico D2 y la terapia T2.
J. 0.87
J. 0.92
. Para el caso de la categoría diagnóstica D3, el sistema experto modificaba el
valor del diagnóstico según el contexto en el que se encontrara (por ejemplo, no es lo
mismo la frecuencia cardíaca de un deportista que la de un fumador sedentario). Sin
embargo los expertos no utilizaban el contexto a la hora de realizar el diagnóstico sino a
la hora de realizar la terapia (tal y como se muestra en la Figura 9.10).
Dato 1
Contexto
Conocimiento
fisiológico
Clasificación 1 ^ Diagnóstico X
^
`^ Diagnóstico Y Terapia
^ /^
Dato N
Contexto
Conocimiento
fisiológico
Clasificación N
(a)
Dato 1 ^ Conocimiento ^ Clasificación 1-► Diagnóstico Xfi i ló is o g co
Contexto -► Terapia
Dato N
Conocimiento Ctasificación Nfisiológico
(b)
Figura 9.10 (a) Proceso de diagnóstico }^ terapia segt^ido por el siste^rra experto, (b) proceso de
diagnóstico y terapia segt^ido por los e.rpertos.
Si eliminamos el contexto en la realización del diagnóstico vemos que los
resultados del sistema experto mejoran considerablemente y son prácticamente idénticos
a los de los expertos humanos (Figura 9.11).
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MDS AND CLUSTER • WEIGHTED KAPPA MDS AND CLUSTER • PERCENT. AGREEMEMENT
Rc = 0.898 I Rc = 0.927
Rmds = Ó.953 ^ 1 Rmds = 0.900
Figura 9.11 Datos de la categoría diagnóstica D3 obtenidos sin considerar los contextos.
Como vemos el proceso de validación de un sistema no sólo sirve para
comprobar que un sistema funciona correctamente, sino que también sirva para adquirir
nuevo conocimiento ó refinar el ya existente.
9.2. Resu/tados de la aplicaciór^ de SH/VA al sistema experto
NST-EXPERT
Desde la perspectiva de SHIVA, NST-EXPERT se caracteriza por:
• Estar diseñado para asistir a los médicos en el manejo de pacientes, lo que
define un dominio crítico.
• La arquitectura del sistema se divide en 3 módulos independientes entre si,
pero relacionados a través de sus respectivas entradas y salidas. Estos
módulos corresponden, respectivamente, a categorías diagnósticas, de
pronóstico y de terapia. Sin embargo este estudio se .centró exclusivamente
en el módulo de pronóstico, para el cual se desarrollaron nuevas
aproximaciones.
• El módulo de pronóstico puede validarse contra los pronósticos de los
expertos o contra la solución real de dicho pronóstico.
• Los usuarios del sistema son expertos humanos del dominio.
• La entrada al sistema lo constituyen una serie de evidencias, a partir de las
cuales se puede desarrollar el pronóstico.
• Las interpretaciones del sistema y los expertos se matizan con una serie de
etiquetas lingiiísticas que siguen un orden jerárquico.
• El sistema utiliza medidas de incertidumbre.
• El sistema ha sido diseñado para ser integrado en un sistema de información
más amplio (en este caso un HIS).
• NST-EXPERT es un prototipo de campo validado.
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Para realizar la validación de este sistema seguimos las fases de planificación,
aplicación e interpretación incluidas en la metodología propuesta.
9.2.1. Fase de planificación
En base a las características del dominio, del sistema y de la fase de desarrollo el
planificador de SHIVA define las siguientes características de la estrategia de
validación:
• Relativas al dominio:
* A1 ser un dominio crítico es necesario realizar un validación rigurosa, ya
que los errores del sistema pueden tener consecuencias inaceptables.
* La validación puede realizarse contra el experto o contra el problema. Si
los resultados del sistema experto difieren de los _resultados de los
expertos, pero son similares a los de la solución real del problema, la
confianza en el sistema aumentará.
* Pueden utilizarse medidas de pares y medidas de grupo (con los expertos
humanos, el sistema experto y la salida real) y ratios de acuerdo (tomando
como referencia la salida real).
* Los usuarios del sistema también pueden colaborar en la validación a
través. de ^ tests de campo. Aunque esta posibilidad queda limitada al
tratarse de un dominio crítico.
• Relativas al sistema:
* Al ser un sistema de carácter modular, podemos realizar la validación de
cada uno de los módulos de forma independiente. En este caso nos
centramos únicamente en la validación del módulo de pronóstico.
* El módulo de pronóstico puede validarse en base a casos históricos o con
casos actuales.
* Se utilizan distintas aproximaciones en la construcción del módulo de
pronóstico (factores de certeza, teorema de Bayes, análisis discriminante y
redes de neuronas artificiales). El objetivo de la validación será dilucidar
cual de las distintas aproximaciones presenta mejor rendimiento.
* E1 resultado del pronóstico puede ser "bueno" o"malo". Los resultados
malos aparecen cuantificados por una medida de incertidumbre, para que
dichos resultados puedan ser tratados por SHIVA se agrupan en tres
etiquetas semánticas ( ligeramente malo, moderadamente malo, bastante
malo).
* Como los resultados son de tipo ordinal, es necesario tener en cuenta la
distancia existente entre las categorías a la hora de evaluar el impacto de
las posibles discrepancias. Por ello se recomienda la utilización de
medidas como kappa ponderada, porcentajes de acuerdo dentro de uno y
medidas de asociación.
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* Mientras el ŝ istémá^ no esté; intégrado en un HIS, la validación puede
ejecutarse de manera independiente. Tras su integración habrá que validar
también los interfaces de comunicación.
• Relativas a la fase de desarrollo:
* Al tratarse de un prototipo de campo, la validación debe ser más rigurosa
que en fases iniciáticas, con casos que abarquen toda la cobertura posible,
y con expertos ajenos al desarrollo del sistema.
9.2.2. Fase de aplicación
Captura y preprocesado de los datos
En este estudio se disponía de dos bases de datos. La primera de ellas contiene
3209 casos en los que se incluían las evidencias necesarias para establecer un
diagnóstico y el resultado final del pronóstico. Esta base de datos se utilizó para
entrenar los distintos modelos implementados en el módulo de pronóstico. La segunda
base de datos contenía 177 casos con la misma información que la anterior y además
^ con los pronósticos de tres expertos humanos (representados por las letras A, B y C).
Ambas bases de datos fueron preprocesadas para facilitar la aplicación
automática de los diferentes modelos. En el preprocesado los datos se convierten a
valores binarios, asociando el valor 1 a la presencia de una evidencia y el valor 0 a la
ausencia de dicha evidencia. Los valores de los expertos humanos se codifican en cuatro
valores correspondiendo ĉon las cuatro posibles etiquetas semánticas que puede tomar
el pronóstico. De la misma forma los resultados del pronóstico se codifican en dos
valores. Un ejemplo de los datos con este formato puede verse en la Figura 9.12.
EVIDENCIAS REF EXPERTOS
EV11 EVI2 EVI3 EVI4 EVIS EVI6 EV17 EVIB OUT A B C
0 1 0 0 1 1 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 1 1 0
0 1 0 0 1 1 0 0 1 2 3 2
1 0 0 1 0 0 0 0 0 2 0
Figa^ra 9.12 Ejemplo de datos preprocesados.
Medidas de pares y de grupo
Para entrenar los distintos modelos de predicción empleados se utilizó la base de
datos de 3209 casos utilizando como referencia el resultado final del pronóstico y la
base de 177 casos utilizando como referencia los pronósticos del experto de mayor
prestigio. En el estudio comparativo se incluyeron aquellas aproximaciones que
obtenían mejores resultados y que son: .
ES: EI modelo de factores de certidumbre actualmente implementado en el
sistema y que fue entrenado con la base de datos de 3209 casos (que
toman como referencia el resultado final del pronóstico).
BA 1: El modelo de Bayes entrenado con los 3209 casos.
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BA2: El modelo de Bayes entrenado con los 177 casos (que toman como
referencia los pronósticos del experto más prestigioso).
DIS: E1 modelo del análisis discriminante entrenado con los 177 casos.
RNA: El modelo de neuronas artificiales entrenado con los 177 casos.
Los resultados del análisis cluster y del escalamiento multidimensional para los
resultado de kappa ponderada y el porcentaje de acuerdo se pueden ver en la Figura
9.13.
MDS AND CLUSTER • WEIGHTED KAPPA
0.767
Figura 9.13 Resultados de la validación contra los expertos.
Ratios de acuerdo
Como en este sistema existe una referencia estándar que nos indica si el
pronóstico realizado es correcto o no, podemos utilizar los ratios de acuerdo para ver el
grado de acuerdo existente entre las distintas aproximaciones empleadas (incluyendo a
los expertos humanos) y dicha referencia. Los resultados se muestran en la Tabla 9.5 en
donde TP representa el ratio de verdaderos positivos (se pronostico acertadamente
buena salida), TN el ratio de verdaderos negativos (se pronosticó acertadamente mala
salida), FP el ratio de falsos positivos (se pronosticó erróneamente buena salida) y FN el
ratio falsos negativos (se pronosticó erróneamente mala salida).
^
Tabla 9.5
0.516
0.484
0.233
0
0.781
0.419
0.581
0.219
0
0.863
0.226
0.774
0.137
MDS AND CLUSTER - PERCENT. AGREEMENT
®
0.548
0.742
0.258
0.452
0.255
0.774
0.226
0.745
Resultados de la validación coritra el problerna.
9.2.3. Fase de interpretación
0.269
0.731
0.269
0.731
0.822
0.355
0.645
0.178
0.863
0.419
0.581
0.137
Si atendemos a los resultados de la validación contra los expertos podemos ver
que los expertos A y B presentan pronósticos muy similares. Cerca de estos expertos se
sitúa el experto C, el modelo del análisis discriminante ( DiS) y el de neuronas
artificiales (RNA). Los resultados del sistema experto utilizando factores de certeza
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(ES) parecen encontrarse a medio camino entre los resultados de los expertos humanos
y los resultados de las dos aproximaciones de Bayes.
De esto se podría déduĉ ir qúe los modelós que presentan un mejor rendimiento
son RNA y DIS, o por los menos, que son las métodos cuyo rendimiento es el más
similar a el de los expertos humanos (algo que puede parecer lógico ya que han sido
entrenados con datos provenientes de un experto humano).
Sin embargo, si atendemos a los resultados de la validación contra el experto
nuestras interpretaciones iniciales pueden cambiar. En este tipo de validación se busca
que la tasa de verdaderos positivos y verdaderos negativos sea los más elevada posible.
Pero en sistemas expertos médicos muchas veces es conveniente que la tasa de falsos
positivos sea poco elevada, es decir, que las veces que se diagnostique salida buena y al
final sea mala sean muy pocos. Es preferible que el sistema experto sea algo "pesimista"
y que clasifique un caso como malo aunque no lo sea, a que etiquete como "buenos"
casos potencialmente peligrosos.
Analizando los datos de la Tabla 9.5 vemos que los expertos humanos, DIS y
RNA presentan tasas de TP elevadas pero también tasas de FP elevadas (del orden del
0.7 en el caso del experto C). Por otro lado tenemos las aproximaciones de Bayes que
presentan valores bajos de FP pero también valores muy bajos de TP. Sin embargo, el
sistema experto utilizando CFs consigue valores de FP muy bajos junto con valores de
TP altos (si bien no tanto como los expertos humanos). Esto indica que el sistema
experto utilizando CFs tiene un comportamiento prudente, siendo pocos los casos
poténcialmente "malos" que son etiquetados como "buenos".
9.3. Resumen
En este capítulo hemos visto como la metodología de validación propuesta es
aplicada a la validación de dos sistemas expertos reales. La primera fase de la
metodología, la fase de planificación, nos permite determinar como llevar a cabo la
validación en base a las características del dominio, del sistema y de la fase de
desarrollo. Para ello podemos contar con la ayuda del sistema experto de planificación
incluido en SHIVA.
La segunda fase de la metodología, la fase de aplicación, consiste en la
aplicación de las medidas estadísticas según las recomendaciones establecidas en la fase
de planificación. Es en esta fase cuando la ayuda de la herramienta SHIVA se hace más
patente suministrando de información gráfica fácil de interpretar.
La última fase de la metodología comprende la interpretación de los resultados
obtenidos en la fase anterior. Los resultados de esta fase se utilizan no sólo para
comprobar que el funcionamiento del sistema es correcto, sino también para adquirir
nuevo conocimiento o para refinar el conocimiento ya existente.
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10. DISCUSIÓN, CONCLUSIONES, PRINCIPALES APORTACIO-
NES Y TRABAJO FUTURO
10.1. Discusión
La discusión estimula la curiosidad, y la curiosidad estimula la invención.
Charles Tomlinson, en un tratado sobre /a construcción de cerraduras en 1850.
Una discusión libre y sincera es la mejor amiga de la verdad
G. Campbell
En este trabajo hemos tratado de aproximarnos al complejo campo de la
validación de sistemas expertos, incluyendo aspectos que abarcan la ingeniería del
software, la ingeniería del conocimiento, y la estadística, en forma de procedimientos
comunes a otras áreas de investigación.
^ La validación del software siempre ha sido una fase problemática (la única
forma de asegurarnos que un programa no falla nunca es revisar todos los po ŝ ibles
caminos de ejecución, algo que, por supuesto, es imposible). Además, no debe verse
como algo aparte de la construcción del software sino que es una fase . más de su
metodología de desarrollo.
Después de años de experiencia, la ingeniería del software ha desarrollado
métodos y técnicas para construir programas que se basan en una división del proceso
en etapas. En un principio estas etapas eran rígidas, y debían seguirse escrupulosamente
paso a paso. Actualmente se puede demostrar que este enfoque sólo es adecuado en
entornos deterministas y poco cambiantes. Para el resto de los entornos se sugieren
técnicas que, aunque siguen el modelo en fases, lo hacen desde una perspectiva
incremental.
Los sistemas expertos siguen siendo software y, por tanto, todo lo dicho para el
software convencional también es aplicable a los sistemas expertos. Sin embargo, tales
sistemas son muy ambiciosos, ya que pretenden ser un modelo del conocimiento del
experto humano, sobre un dominio reducido pero complejo. Esto provoca que existan
muchas diferencias entre los sistemas expertos y el software convencional, que se
centran sobre todo en la estructura, los problemas a tratar, las estrategias de resolución,
la naturaleza del conocimiento empleado y el tipo de información utilizada.
Sin embargo, la ingeniería del conocimiento no tiene por qué partir de cero, y la
experiencia obtenida por años de aplicación de la ingeniería del software no debe
desecharse. Así, el primer punto en el que se ve una clara influencia de la ingeniería del
software en los sistemas expertos es en el desarrollo de metodologías de construcción.
Generalmente los ingenieros del conocimiento se decantan por metodologías
incrementales o evolutivas, porque los dominios en los que se mueven no permiten el
establecimiento de fases rígidas (entornos desconocidos o cambiantes, con frecuentes
realimentaciones y cambios en los requisitos iniciales). De estas metodologías
incrementales la que más atención ha suscitado en los últimos tiempos es la
metodología en espiral desarrollada por Boehm (1988). ^
Las metodologías de construcción de los sistemas expertos también incluyen una
fase de prueba, en la que debe comprobarse que el sistema se ha construido
correctamente y ofrece los rESUltados esperados. Las diversas metodologías de prueba o
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de análisis del comportamiento del sistema experto tampoco tienen por qué partir de
cero, y pueden basarse en las metodologías de prueba desarrol'adas por la ingeniería del
software. Entrando en el detalle de la estructura interna de un sistema experto, la
principal preocupación del ingeniero del conocimiento es la validación de la base de
conocimientos. Esto es así porque las otras partes del sistema, o bien son sistemas
comérciales cuya validez se presupone (shells), o se trata de partes meramente
algorítmicas cuya validación puede llevarse a cabo a partir de técnicas tradicionales (por
ejemplo, el interfaz del sistema experto).
El análisis del comportamiento de un sistema experto se estructura en una
pirámide cuya base son las fases de verificación y validación (conocidas popularmente
como V&V). Quizá la mejor definición de estas fases es la ofrecida por Boehm (1981)
por ser breves y directas:
Verificación: ^Estamos construyendo el producto correctamente?
Validación: ^Estamos construyendo el producto correcto?
Es decir, la verificación se encargaría de comprobar que el sistema desarrollado
cumple sus especificaciones y no contiene errores y la validación se encargaría de
comprobar si los resultados del sistema son correctos y cumplen las necesidades y
requisitos de los usuarios.
Si el proceso de V&V es importante en los sistemas convencionales, en los
sistemas expertos lo es mucho más. Esto es debido a la propia naturaleza de los sistemas
expertos, que pretenden emular el comportamiento de un experto humano, aunque sea
en un dominio reducido. Además, sólo aquellos sistemas validados satisfactoriamente
podrán asegurar su aceptabilidad en un entorno real de trabajo (máxime si se trata de
entornos críticos).
El proceso de verificación ha sido estudiado exhaustivamente, sobre todo en
sistemas que utilizan las reglas de producción como método para la representación del
conocimientos. Se han diseñado métodos que permiten verificar la consistencia y la
completitud de una base de conocimientos, y herramientas que permiten aplicar dichos
métodos dentro de shells comerciales. Las herramientas de verificación han alcanzado
un alto grado de sofisticación; sin embargo todavía se les sigue achacando que, para que
su funcionamiento sea efectivo, la estructura de la base de reglas tiene que ser muy
sencilla.
. En un reciente estudio, Murrel y Plant (1997) descubrieron que la mayoría de las
herramientas de validación utilizaban técnicas comunes (análisis de causa-efecto,
chequeos lógicos, comprobaciones de la estructura, etc.) y que, sin embargo, muchas
técnicas de verificación encontradas en la bibliografa no habían sido implementadas
por ninguna herramienta (por ejemplo, métodos formales, métodos semiformales,
técnicas de análisis de fallos, etc.). Evidentemente estas técnicas son^ un área de futuro
desarrollo en la construcción de herramientas de verificación; sin embargo, en algunas
ocasiones la ausencia de estos métodos en las herramientas es debida a la falta de una
investigación profunda sobre la base teórica en que se basan, o a dificultades en la
aplicabilidad de dicho método.
La exposición de la fase de verificación nos sirve como introdúcción de la fase
posterior, la validación, que es el objetivo fundamental de este trabajo. La fase de
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validación se puede dividir^ éri ^'dó`s subfásé ŝ "ĉón diferente objetivo. Una validación
orientada a los resultados y una validación orientada al uso. Generalmente la primera
suele ser un pre-requisito de la segunda (si los resultados del sistema no son aceptables
no importa que su uso séa sencillo, el usuario no lo utilizará). Por ello nos centraremos
en el análisis de la validación orientada a los resultados.
Dentro de este tipo de validación existen una serie de aspectos que es necesario
determinar: personal involucrado en la validación (expertos, usuarios, ingenieros del
conocimiento, evaluadores independientes), partes del sistema a validar (estructuras de
razonamiento, resultados intermedios, resultados finales), datos utilizados en la
validación (muestras aleatorias, muestras estratificadas, etc.), criterios de validación
(contra el experto, contra el problema), momento en el que se realiza la validación
(cuando el sistema está completo, durante el desarrollo), métodos de validación
(cualitativos o cuantitativos), y errores cometidos en la validación (errores de comisión,
de omisión, de riesgo para el desarrollador o de riesgo para el usuario).
Todos los aspectos vistos en la validación son importantes aunque, de entre
todos, quizá debiéramos destacar los criterios de validación y los métodos de
validación. Cuando validamos el software convencional no resulta especialmente
complicado comprobar si un resultado es correcto o no, sin embargo, con los sistemas
expertos esto no es tan trivial. No es fácil disponer de un estándar adecuado que nos
indique si la solución es la correcta, generalmente podrán existir varias soluciones al
mismo problema o incluso se admite un cierto nivel de incertidumbre en las soluciones.
En cuanto a los métodos de validación, existen muchas y variadas formas de
validar un sistema experto. En este trabajo hemos distinguido dos grupos principales:
cualitativos y cuantitativos, pero su aplicación debe ser conjunta y coordinada. Así, se
puede realizar un análisis de sensibilidad a partir de medidas de exactitud, o se pueden
desarrollar pruebas de Turing y luego comprobar los resultados en base a medidas de
acuerdo.
Este trabajo hace especial énfasis en tres tipos de medidas estadísticas: medidas
de pares, medidas de grupo y ratios de acuerdo. Las medidas de pares se utilizan para
comprobar el grado de acuerdo o asociación existente entre dos expertos. Dentro de las
medidas de acuerdo se han incluido el porcentaje de acuerdo, el porcentaje de acuerdo
dentro de uno, kappa y kappa ponderada. El porcentaje de acuerdo es una de las
medidas más populares empleadas para comprobar la fiabilidad de un sistema, aunque
adolece de ciertas carencias que las otras medidas intentan solucionar. Así, el porcentaje
de acuerdo incluye como acuerdos parciales aquellas discrepancias que son debidas a
cuestiones de matiz, y las medidas kappa corrigen aquellos acuerdos debidos a la
casualidad. Sin embargo, estas medidas tampoco están exentas de problemas, y pueden
llevar a situaciones como la saturación del porcentaje de acuerdo dentro de uno (que
consiste en que, cuando el número de categorías no es muy elevado, este porcentaje
siempre suele obtener valores elevados de acuerdo), o la presencia de valores de kappa
muy bajos cuando se esperaba la presencia de acuerdos altos (generalmente debidos a
muestras poco balanceadas).
En los tests de pares también ŝe han incluido medidas de asociación no
paramétricas como la tau de Kendall, la gamma de Goodman-Kruskal o la rho de
Spearman. Estas medidas tratan de medir el grado de asociación lineal existente entre
las interpretaciones de dos expertos. De ellas, la que presenta las características más
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adecuadas para ser usada en entornos de validación es la rho de Spearman, por realizar
un tratamiento más racional de las observaciones ligadas.
Un aspecto importante.de este trabajo es que no se detiene en la mera aplicación
de las medidas de pares, sino que utiliza éstas como base para el desarrollo de las
medidas de grupo. Estas medidas de grupo permiten hacernos uña idea global sobre
cómo se sitúan los distintos expertos según la similitud de sus diagnósticos; y además
nos permiten hacerlo de una forma sencilla, gráfica y visual. Las medidas de grupo
estudiadas en este trabajo son las medidas de Williams, el análisis cluster, el
escalamiento multidimensional, y las medidas de dispersión y tendencia. De estas
medidas las que más se utilizan son las resultantes del análisis cluster y del MDS,
generalmente de forma conjunta en un único gráfico (gráfico de burbujas). Estos
gráficos, novedosos en trabajos sobre la validación de sistemas expertos, permiten
identificar la posición relativa de las interpretaciones de los distintos expertos con una
simple observación. En base a esta información resulta más fácil realizar posteriormente
un análisis detallado de los resultados de los tests de pares, la tablas de contingencia,
etc.
También se analizaron los ratios de acuerdo, útiles sobre todo a la hora de
comparar los resultados del sistema con los resultados de un estándar (bien sea un
experto de reconocido prestigio, un consenso entre expertos o la solución real del
problema). E1 uso de los ratios de acuerdo se emplea con frecuencia en el entrenamiento
y validación de mecanismos de aprendizaje automático (como pueden ser las redes de
neuronas artif ciales).
E1 trabajo realizado con los métodos estadísticos ha sido doble: por un lado
analizarlos en profundidad, intentando descubrir sus puntos fuertes y débiles a partir de
diversas fuentes de la bibliografía y, por otro lado, analizar los aspectos más
importantes de estas medidas cuando se utilizan en entornos de validación.
En base a las características analizadas en la validación de sistemas expertos y a
las características de los distintos modelos estadísticos estudiados, se decidió desarrollar
una metodología que fuera aplicable a la validación orientada a los resultados de los
sistemas expertos. Esta metodología pretende paliar uno de los principales problemas
que presentan los métodos de validación de sistemas expertos, como son su naturaleza
ad hoc e informal.
La metodología propuesta se compone de tres fases fundamentales:
planificación, aplicación e interpretación. La fase de planificación consiste en analizar
las características del dominio de aplicación del sistema, las características del propio
sistema a validar y las características de la fase de desarrollo en la que nos encontramos,
para determinar cómo debería llevarse a cabo la validación (validación contra el
experto, contra el problema, qué medidas utilizar, etc.)
El segundo paso de la metodología es la aplicación de las medidas propuestas en
la fase de planificación y comprende las subfases de captura de la casuística,
preprocesado de los datos y realización de las medidas estadísticas. Como resultado de
la fase de aplicación obtenemos un conjunto de gráficos, tablas^ y resultados cuya
interpretación se llevará a cabo en la siguiente fase de la metodología, la fase de
interpretación. Esta fase es especialmente complicada ya que, medidas iguales obtenidas
en contextos distintos pueden tener interpretaciones radicalmente diferentes.
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Para facilitar la .aplicación de :7aa ; metodología propuesta se desarrolló la
herramienta de validación SÍ-íÍVA, un Sistema Heurístico e Integrado de Validación.
Esta herramienta abarca la fase de planificación (a través de un sistema experto) y la
fase de aplicación ( implementando los distintos métodos estadísticos y mostrando sus
resultados a través de un navegador gráfico y un navegador en modo texto).
Es importante destacar que la utilización de SHIVA facilita enormemente la
aplicación de la metodología propuesta, ya que los paquetes estadísticos tradicionales
no suelen incluir algunas de las medidas propuestas, o no están adaptados para realizar
de forma sencilla los pasos de la metodología (por ejemplo, la utilización de los
resultados de los tests de pares como información de entrada a los tests de grupo).
Además, la distinta información gráfica que se puede obtener de forma sencilla
mediante SHIVA (gráficos de barras, gráficos de líneas, dendrogramas, gráficos del
MDS, gráficos de burbujas, etc.) facilita en gran manera la interpretación de los
resultados. A1 respecto podemos decir que los usuarios de la herramienta SHIVA
generalmente pedían primero la infórmación de los dendrogramas o del MDS, y una vez
se habían hecho una composición de lugar, pasaban a analizar los datos de las tablas de
contingencia, pares de acuerdo, etc.
En cuanto a la fase de interpretación, SHIVA implementa un sencillo sistema
experto que utiliza las reglas de interpretación del índice kappa desarrolladas por Landis
y Koch. Sin embargo, no se desarrolló un sistema experto completo de interpretación,
en parte porque su complejidad sobrepasa los límites de la propia herramienta, y en
parte porque constituye una línea en curso de investigación y desarrollo. .
Por último, se evaluó la aplicabilidad de la herramienta SHIVA sobre el sistema
de monitorización inteligente PATRICIA (Moret, Mosqueira y Alonso, 1997) y sobre el
sistema experto antenatal NST-EXPERT (Alonso, Mosqueira y Baldonedo, 1997),
ambos desarrollados en el laboratorio LIDIA. De esta forma se pudo comprobar cómo
la herramienta no sólo facilita la validación de los sistemas, sino que permite el
descubrimiento de nueva información y facilita el refinamiento del conocimiento ya
existente.
Al respecto puede resultar interesante una anécdota ocurrida en la validación de
estos sistemas: Preguntado un experto humano sobre su disponibilidad para evaluar una
serie de casos para luego comparar sus interpretaciones con las del sistema experto, su
primera respuesta fue: "^queréis comprobar si yo me equivoco?", y posteriormente
añadió: "estándares sobre estas interpretaciones están disponibles en la bibliografa".
Esto pone de manifiesto una de las dificultades de la elección de expertos como criterio
en la validación: Muchas veces los expertos humanos interpretan que a quién se está
validando es a ellos y no al sistema. Respecto al segundo comentario, el conocimiento
fruto de la experiencia no corresponde exactamente a un conjunto de reglas extraídas de
un manual. Si así fuera haría mucho tiempo que los sistemas expertos se habrían
popularizado en la industria y los estudiantes recién titulados tendrían un nivel muy
superior al actual (ya que son los que mejor se conocen la información extraída de
manuales). Sin embargo el conocimiento experto es algo más, son aquellos detalles que
no aparecen en ningún libro pero que un experto puede reconocer fruto de sus muchos
años de trabajo. Estos aspectos son los que intentan incluir los sistemas expertos en su
base de conocimientos y por lo que es necesaria la ^presencia de un experto en el
desarrollo y validación de este tipo de sistemas.
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10.2. Conclusiones y principales aportaciones
Una conclusión es el lugar donde Ilegaste cansado de pensar
Anónimo
He Ilegado a la conclusión de que la politica es demasiado seria como para ser dejada
en manos de los políticos
Charles DeGaulle (Militar y político francés, 1890 - 1970)
Entre las principales conclusiones a las que hemos llegado con este trabajo
podemos citar las siguientes:
• La validación es un paso crucial dentro de la metodología de desarrollo de
los sistemas expertos, y garantiza su aplicabilidad en entornos reales.
• Las metodologías de desarrollo, y las metodologías de validación de los
sistemas expertos, se basan en la experiencia previa extraída de la ingeniería
del software.
• Es necesario tener en cuenta las características distintivas de los sistemas
expertos a la hora de su construcción y de su validación.
• Los principales métodos de desarrollo de sistemas expertos se basan en
metodologíás evolutivas o incrementales, en las que debe incluirse una fase
de V&V.
• Normalmente las validaciones de los sistemas expertos se realizan de manera
informal y ad hoc.
• La verificación es un paso previo a la validación que nos permite comprobar
si el sistema se ha desarrollado correctamente.
• La validación comprueba que el sistema realmente hace que lo que se
pretende que haga. .
• El desarrollo de una metodología de validación y una herramienta que
soporte dicha metodología facilita enormemente la realización de la fase de
validación.
Entre las principales aportaciones podemos destacar:
• E1 estudio de los métodos de desarrollo del software convencional y su
influencia en los métodos de desarrollo de los sistemas expertos.
• La caracterización de las fases de verificación y validación, tanto de los
sistemas convencionales como de los sistemas expertos
• E1 desarrollo de una metodología de validación que permita llevar a cabo
dicha validación de una manera formal.
• E1 estudio de diversos métodos estadísticos y su aplicaciói^ al campo de la
validación. Dentro de estos métodos estadísticos se puede resaltar cómo la
combinación de técnicas, que normalmente se utilizan por separado, permite
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la obtención de, mejores resultados que facilitan la interpretación de la
validación.
• La construcción de una herramienta (SHIVA) que permite la fácil aplicación
de las distintas fases de la metodología de validación.
• La utilización de SHIVA sobre sistemas reales para demostrar su
aplicabilidad.
10.3. Trabajo futuro
Nunca pienso en el futuro. Llega enseguida
Albert Einstein (Fisico y matématico de origen alemán. 1.879 - 1.955)
Como líneas de trabajo futuro podemos incluir las siguientes:
• Incluir en el sistema soporte para la validación orientada al uso
(implementando, por ejemplo, el método AHP).
• Estudiar e implementar los métodos matemáticos para la construĉción de
estándares.
• Estudiar e implementar nuevas medidas de acuerdo (medidas de Fleiss,
medidas de Light, la C de Ciccheti, etc.) y medidas de asociación predictiva
(lambda y tau de Goodman-Kruskal, eta de Theil, etc.).
• Ultimar la implementación del sistema experto de interpretación.
• Validar nuevos sistemas éxpertos, como el sistema de monitorización
inteligente de apneas en sueño (MIDAS) que está siendo desarrollado en
estos momentos en el Laboratorio LIDIA de la Universidade de A Coruña.
Como resumen final podemos decir que el campo de la verificación y la
validación de los sistemas expertos es crucial en el desarrollo de los mismos. Si somos
capaces de validar correctamente estos sistemas, y descubrir los errores antes de que se
produzcan; habremos dado un paso adelante en la aceptación de los sistemas expertos
en los distintos ámbitos de trabajo.
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APÉNDICE A: REGLAS DEL SISTEMA EXPERTO DE
PLANIFICACIÓN ^ ^
RULE : Rule ANA_2 (#1)
If
Prognosis is TRUE
Then Analysis
is confirmed.
RULE : Rule ANA_1 (#2)
If
Diagnosis is TRUE
Then Analysis
is confirmed.
RULE : Rule CHK_ANA_SYN_2 (#3)
If
Synthesis is TRUE
Then Check_Ana_Syn
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* A1 ser un
problema de sintesis, lo normal es que no sea posible aplicarlo sobre casos historicos
ya que requiere una actuacion sobre el entorno,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo problema Sintesis:
SI => No aplicable a casos historicos,@ADD";)
RULE : Rule CHK_ANA_SYN_1 (#4)
If
Analysis is TRUE
Then Check_Ana_Syn
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,OFILE=plan.txt,@TEXT=* A1 tratarse de
un problema de analisis lo podemos aplicar tanto a casos actuales como a casos
historicos,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo problema Analisis:
SI => casos historicos y actuales,@ADD";)
RUI.E : Rule CHR_ADEV_3 (#5)
If
Dev_Phase is "Final" '
Then Check_AuxDev
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* En las fases
finales priman mas los aspectos de la validacion orientada al uso. Es necesario tambien
preparar el terreno para una validacion en el entorno de trabajo por parte de los
usuarios"
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Fase de desarrollo:
FINAL => validaciones orientadas al uso y en el entorno real de trabajo,@ADD";)
RULE : Rule CHK_ADEV_2 (#6)
If
Dev_Phase is "Medium"
Then Check_AuxDev
is confirmed.
And Execute "WriteTo"(s^STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* En las fases _
intermedias el numero de casos de validacion debe ser mayor que en las fases anteriores
y tener una mayor cobertura. En estas fases tambien pueden colaborar expertos ajenos al
de"
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Fase de desarrollo;
MEDIA => Mayor numero de casos y cobertura. Pueden aparecer expertos ajenos al
desarrollo,^ADD";)
RULE : Rule CHK_ADEV_1 (#7)
If
Dev_Phase is "Initial"
Then Check_AuxDev
is confirmed. ^
And Execute "WriteTO"(^^STRING="@TRANSCRIPT,s^FILE=plan.txt,s^TEXT=* En las fases
iniciales se pueden utilizar casos de prueba ya resueltos que analizan aspectos
concretos, siempre dentro de un ambiente de laboratorio. Actuan exclusivamente el Ing.
del conoc. "
And Execute "writeTo"(s+STRING="^FILE=planred.txt,^TEXT=Fase de desarrollo:
INICIAL => Casos ya resueltos, aspectos concretos, ambiente de laboratorio, llevado a
cabo por el I.C. y el experto colaborador,s^ADD";)
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RULE : Rule CHK_CRI_5 (#8)
If
Criteria_RS is FALSE
And Criteria_Experts is TRUE
And Type_Criteria_Experts is "Consensus"
Then Check_Criteria
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,s^FILE=plan.txt,@TEXT=* Solo podemos.
realizar una validacion contra el éxperto. La presencia de un consenso entre expertos
facilita la validacion de los resultados del sistema,s^ADD";)
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Podemos
utilizar medidas de pares y ratios de acuerdo,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Validacion contra el
problema: NO,@ADD";)
And Execute "WriteTo"ls^STRING="@FILE=planred.txt,sTEXT=Validacion contra el
experto: SI (consenso),@ADD";)
And Execute "WriteTo"(s^STRING="@FILE=planred.txt,@TEXT=Medidas: pares y
ratios,@ADD";)
RULE : Rule CHR_CRI_4 (#9)
If
Criteria_RS is FALSE
And Criteria_Experts is TRUE
And Type_Criteria_Experts is "Several"
Then Check_Criteria
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Solo podemos
realizar una validacion contra el experto. E1 estudio con varios expertos es amplio pero
pueden surgir problemas si los expertos difieren mucho entre si. Puede intentarse
constru"
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Podemos
utilizar medidas de pares y medidas de grupo,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Evaluacion contra el
problema: NO,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Evaluacion contra el
experto: SI (grupo de expertos) _> mayor objetividad péro problemas si sus diferencias
son elevadas. Tratar de desarrollar un consenso,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Medidas: pares y
grupos,@ADD";)
RULE : Rule CHR_CRI_3 (#10)
If
Criteria_RS is FALSE
And Criteria_Experts is TRUE
And Type_Criteria_Experts is "One"
Then Check_Criteria
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Solo podemos
realizar una validacion contra el experto. A1 contar solo con un experto para la
validacion la objetividad de nuestro estudio puede ponerse en entredicho,@ADD";)
And Execute "WriteTo"(@STRZNG="@TRANSCRIPT,s^FILE=plan.txt,@TEXT=* Podemos
utilizar medidas de pares y ratios (si consideramos al experto como un estandar),@ADD";)
And Execute "WriteTo"(@STRING="sTRANSCRIPT,^aFILE=planred.txt,@TEXT=* Validacion
contra el problema: NO,@ADD";)
And Execute "WriteTo"(s^STRING="^FILE=planred.txt,s^TEXT=* Validacion contra el
experto: SI (experto aislado) _> puede afectar a la objetividad del estudio,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,s^TEXT=* Medidas: pares y ratios
(si consideramos al experto aislado como un estandar),@ADD";)
RULE : Rule CHK_CRI_2 (#11)
If
Criteria_Experts is FALSE
And Criteria_RS is TRUE
Then Check_Criteria
is confirmed.
And Execute "WriteTo"( ŝ^ STRING=".@TRANSCRIPT,s^FILE=plan.txt,s^TEXT=* La validacion
solo puede realizarse contra el problema. A1 no tener los resultados de expertos humanos
es importante no caer en el error de pretender que el sistema obtenga unos resultados
qu"
And Execute "WriteTo"( ŝ^STRING=" ŝTRANSCRIPT,aFILE=plan.txt,@TEXT=* Podemos
utilizar medidas de pares y ratios de acuerdo, ŝADD";)
And Execute "WriteTo"(S^STRING="•ŝFILE=planred.txt, ŝTEXT=* Validacion contra el
problema: SI,^ŝADD";) ^
And Execute "WriteTo"( ŝSTRING=" ŝFILE=planred.txt, ŝTEXT=* Validacion contra el
experto: NO, ŝADD";)
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And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Medidas: pares y ratios
de acuerdo,s^ADD";)
RULE : Rule CHK_CRI_1 (#12)
If
Criteria_Experts is TRUE
And Criteria_RS is TRUE
Then Check_Criteria
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* La validaciCn
puede realizarse contra el experto o contra el problema. Podemos validar los resultados
de los expertos y compararlos con los del SSEE,@ADD";)
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Podemos
utilizar medidas de pares, medidas de grupo (con los expertos y la salida real) y ratios
de acuerdo (con la salida real).,@ADD";)
And Execute "WriteTo"(s^STRING="@FILE=plared.txt,@TEXT=* Evaluacion contra el
problema: SI,@ADD";) •
And Execute "WriteTo"(s^STRING="@FILE=planred.txt,s^TEXT=* Evaluacion contra el
experto: SI,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Medidas: pares, grupos
(experto y salida real) y ratios (salida real),@ADD";)
RULE : Rule CHK CRI DOM 2(#13)
If - _ -
Critical Domain is FALSE •
Then Check_Critical
is confirmed. ^
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@NEW";)
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* A1 ser un
dominio no critico, los errores no tienen la misma gravedad que en un dominio
critico,@ADD";)
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=planred.txt,@NEW";) ^
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo: No critico =>
Errores de validacion menos peligrosos,@ADD^';)
RULE : Rule CHK CRI DOM 1(#14)
If - - -
Critical_Domain is TRUE
Then Check_Critical .
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@NEW";)
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* E1 dominio
critico obliga a una validacion rigurosa ya que un error del sistema puede tener un
coste elevado,@ADD";) -
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=planred.txt,@NEW";)
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=planred.txt,@TEXT=* Tipo:
Critico => Validacion rigurosa. Los errores en la validacion son peligrosos,@ADD";)
RULE : Rule CHK_DEV (#15)
If
Check_AuxDev is TRUE
Then Check_Development
is confirmed.
RULE : Rule CHK_DIA_2 (#16)
If
Diagnosis is FALSE
Then Check_Diagnosis
is confirmed.
RULE : Rule CHK_DIA_1,(#17)
If
Diagnosis is TRUE
Then Check_Diagnosis
is confirmed.
RULE : Rule CHK_DOM (#18)
If
Check_Critical is TRUE
And Check_Criteria is TRUE
And Check_Profile is TRUE
Then Check_Domain
is confirmed.
RULE : Rule CHK_DPT_1 (#19)
If
Check_Diagnosis is TRUE
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And Check_Prognosis is TRUE
And Check_Therapy is TRUE
Then Check_DPT
is confirmed.
RULE : Rule CHK ENV 4(#20)
If - -
Embedded_System is TRUE
And Dev_Phase is "Final"
Then Check_Environment
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* A1 estar el
sistema embebido en un entorno mayor es necesario contemplar la validacion de los
interfaces, sobre todo en las etapas mas avanzadas del desarrollo,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,^@TEXT=* Sistema embebido: SI =>
validar los interfaces sobre todo en las etapas finales del desarrollo,@ADD";)
RULE : Rule CHK_ENV_3 (#21)
If
Embedded_System is TRUE
And Dev Phase is "Medium"
Then Check_Environment
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* A1 estar el
sistema embebido en un entorno mayor es necesario contemplar la validacion de los
interfaces, aunque es mas recomendable hacerlo en etapas mas avanzadas del
desarrollo,@ADD";) .
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Sistema embebido: SI =>
validar los interfaces pero no en las primeras etapas del desarrollo,@ADD";)
RULE : Rule CHIC_ENV_2 (#22)
If
Embedded_System is TRUE
And Dev Phase is "Initial"
Then Check_Environment
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Al estar el
sistema embebido en un entori ►o mayor es necesario contemplar la validacion de los
interfaces, aunque es mas recomendable hacerlo eñ etapas mas avanzadas del
desarrollo,@ADD";)
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=planred.txt,@TEXT=* Sistema
embebido: SI => validar los interfaces.pero no en las primeras etapas del
desarrollo,@ADD";)
RULE : Rule CHK_ENV_1 (#23)
If
Embedded_System is FALSE
Then Check_Environment
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,^TEXT=* A1 no estar el
sistema embebido en un entorno mayor la validacion puede centrarse unicamente en el
sistema a desarrollar,^s^ADD";)
And Execute "WriteTo"(s^STRING="@FILE=planred.txt,^^TEXT=Sistema embebido: NO =>
validacion independiente del sistema,•^ADD";)
RULE : Rule CHK_NOM_2 (#24)
If
Results Nominal is FALSE
Th^n Check_Nominal
is confirmed.
RULE : Rule CHK_NOM_1 (#25)
If
Results Nominal is TRUE
Then Check_Nominal
is confirmed.
And Execute "WriteTo"(^STRING="s^TRANSCRIPT,aFILE=plan.txt,^aTEXT=* Para los
resultados nominales no es adecuado el empleo de medidas de asociacion ni del porcentaje
de acuerdo dentro de uno, ya que no preveen ninguna ordenacion en sus categorias,@ADD";)
And Execute "WriteTo"(@STRING=" ŝ•FILE=planred.txt, ŝ•TEXT=* Tipo resultados: NOMINAL
_> no medidas de asociacion ni porcentajes dentro de uno,a^ADD";)
RULE : Rule CHK_NUM_2 (#26)
If
Results_Numeric is FALSE
Then Check_Numeric
is confirmed.
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RULE : Rule CHK_NUM_1 (#27)
If
Results_Numeric is TRUE
Then Check_Numeric
is confirmed.
RIILE : Rule CHK_ORD_2 (#28)
If
Results_Ordinal is FALSE
Then Check_Ordinal
is confirmed.
RULE : Rule CHK_ORD_1 (#29)
If
Results Ordinal is TRUE
Then Check_Ordinal
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Para los
resultados ordinales es necesario tener en cuenta la distancia existente entre sus
categorias con medidas como kappa ponderada o el porcen, de acuerdo dentro de uno.
Tambien son apli"
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo resultados: ORDINAL
_> hay que tener en cuenta el orden de las categorias. Se recomienda utilizar kappa
ponderada, porcentajes dentro de uno y tambien medidas de asociacion,@ADD";)
RULE : Rule CHK_PLAN (#30)
If
Check_Domain is TRUE
And Check_System is TRUE
And Check_Development is TRUE
Then Check_Plan
is confirmed.
RIILE : Rule CHK_PRO_2 (#31)
If
Results_Probabilistic is FALSE
Then Check_Probabilistic
is confirmed.
RULE : Rule CHR_PRO_1 (#32)
If
Results_Probabilistic is TRUE
Then Check_Probabilistic
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Los resultados
que forman un vector probabilistico puede compararse a traves de distancias aritmeticas
(no incluidas en SHIVA),@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo resultados: VECTOR
PROBABILISTICO => utilizar distancias aritmeticas (no en SHIVA),@ADD";)
RULE : Rule CHK_PRO_2 (#33)
If
User_Profile is "Non Expert"
Then Check_Profile
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Los usuarios no
expertos son adecuados solo para una validacion orientada al uso,s^ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo usuarios: NO
EXPERTOS => Colaboran solo en la validacion orientada al uso,@ADD";)
RULE : Rule CHK_PRO_1 (#34)
If
User_Profile is "Expert"
Then Check_Profile
is confirmed.
And Execute "WriteTo"(sSTRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* Los usuarios
expertos pueden colaborar activamente en la validacion de resultados a traves de tests
de campo,^aADD";)
And Execute "WriteTo"(s^STRING="s^FILE=planred.txt,s^TEXT=* Tipo usuarios: EXPERTOS
_> validacion orientada a los resultados con tests de campo,s^ADD";)
RULE : Rule CHK_PRO_3 (#35)
If
Prognosis is FALSE
Then Check_Prognosis
is confirmed.
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RULE : Rule CHK_PRO_2 (#36)
If
Prognosis is TRUE
And Criteria_RS is TRUE
Then Check_Prognosis .
is confirmed.
RULE : Rule CHK_PRO_1 (#37)
If
Prognosis is TRUE
And Criteria_RS is FALSE
Then Check_Prognosis
is confirmed. ^
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,s^TEXT=* En los
problemas de pronostico generalmente se suele contar con una solucion real (el resultado
final del pronostico), por lo que seria interesante tratar de hallarla para mejorar
nuestro pro"
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo Analisis:
Pronostico => Para mejorar el proceso de validacion puede tratar de hallar la solucion
real del pronostico,@ADD";)
RULE : Rule CHK_SUB_2 (#38)
If
Ind_MOdules is FALSE
Then Check_Subsystems
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,s^FILE=plan.txt,@TEXT=* A1 no poder
subdividir el sistema en modulos independientes debemos validarlo como un todo, lo que
puede dificultar la deteccion de errores,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Modulos independientes:
NO => Validar al sistema como un todo,@ADD";)
RULE : Rule CHR_SUB_1 (#39)
If
Ind_Modules is TRUE
Then Check_Subsystems
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* A1 estar el
sistema dividido en modulos mas o menos independientes, podemos realizar la validacion
de cada uno de ellos de forma independiente,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Modulos independientes:
• SI => Podemos realizar validaciones independientes,@ADD";)
RULE : Rule CHK SYS 1(#40)
If - -
Check_Subsystems is TRUE
And Check_Uncertainty is TRUE
And Check_Type_Problem is TRUE
And Check_Type_Output is TRUE
And Check_Environment is TRUE
Then Check_System
is confirmed.
RULE : Rule CHK_THE_3 (#41)
If
Therapy is FALSE
Then Check_Therapy
RULE :
is confirmed.
Rule CHR_THE_2 (#42)
If
Therapy is TRUE
And Critical_Domain is FALSE
Then Check_Therapy
is confirmed.
And Execute "WriteTo"(@STRING=" ŝ+TRANSCRIPT,@FILE=plan.txt,@TEXT=* A1 no ser un
dominio critico se puede aplicar la terapia y comprobar si los resultados obtenidos son
correctos, ŝ^ADD";)
And Execute "WriteTo"( ŝSTRING="aFILE=planred.txt, ŝTEXT=* Tipo Sintesis: Terapia
_> La terapia puede aplicarse al no ser un dominio critico, ŝADD";)
RULE : Rule CHK_THE_1 (#43)
If
Therapy is TRUE
And Critical_Domain is TRUE
Then Check_Therapy
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is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* A1 ser un
dominio critico la terapia recomendada por el sistema solo se podra aplicar en aquellos
casos en los que coincida con expertos humanos,@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Tipo Sintesis: Terapia
_> La terapia en un dominio critico solo puede aplicarse si coincide con la opinion de
un experto,@ADD";)
RULE : Rule CHK_TYP_OUT (#44)
If
Check_Nominal is TRUE
And Check_Ordinal is TRUE
And Check_Numeric is TRUE
And Check_Probabilistic is TRUE
Then Check_Type_Output
is confirmed.
RULE : Rule CHK_TYP_PRO_1 (#45)
If
Check_Ana_Syn is TRUE
And Check_DPT is TRUE
Then Check_Type_Problem
is confirmed.
RULE : Rule CHK_UNC_2 (#46)
If
Unĉertainty is FALSE
Then Check_Uncertainty
is confirmed.
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Incertidumbre:
NO,@ADD";)
RULE : Rule CHK_UNC_1 (#47)
If
Uncertainty is TRUE
Then Check_Uncertainty
is confirmed.
And Execute "WriteTo"(@STRING="@TRANSCRIPT,@FILE=plan.txt,@TEXT=* SHIVA supone
resultados categoricos que.no se ven afectados por la incertidumbre. Esta puede ser
analizada con medidas de exactitud o analisis de sensibilidad (no incluidos en
SHIVA),@ADD";)
And Execute "WriteTo"(@STRING="@FILE=planred.txt,@TEXT=* Incertidumbre: SI =>
Analizarla con medidas de exactitud o analisis de sensibilidad (no en SHIVA),@ADD";)
RULE : Rule SYN_1 (#48)
If
Therapy is TRUE
Then Synthesis
is confirmed.
273
i^%
t
^^
Apéndice B: Articulos publicados
APÉNDICE B: ARTÍCULOS PUB^ICADOS
275
^
Apéndice 8: Artículos publicados
IEEE Trans. on Informa^ion Technology in Biomedicine
Moret-Bonillo, V., Mosqueira-Rey, E. and Alonso-Betanzos, A. "Information Analysis
and Validation of Intelligent Monitoring Systems in Intensive Care Units." IEEE
Transactions on Information Technology in Biomedicine, vol. l, no. 2, pp. 87-
99, June 1997.
277

A PUBLICATION OF THE IEEE ENGINEERING IN MEDICINE AND BIOLOGY SOCIETY
4 ^.
)
JUNE 1997 (ISSN.1089-7771)
Applying Objéĉt-Oriented Technologies íñ ^ Modeling and Querying Temporally Oriented Clinical Databases Dealing
with Temporal Granularity and Indeterminacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . G Combi, G. Cucchi, and F. Pinciroli 100
Ctinii^al Infórmatiori Mánagement :
Maltimedia and Imaging .
Computer-Aided Detection of Breast Cancer Nuclei ........................................................................
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . F. Schnorrenberg, C. S. Pattichis, K. C. Kyriacou, and C. N. Schizas 128
Segmentation Algorithms for Detecting Microcalcifications in Mammograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
.. . . . . . . . . . . . . . . . . . . . . . . .. I. N. Bankman, T. Nizialek, 1. Simon, O. B. Gatewood, 1. N. Weinberg, and W. R. Brody 141
Communications
Microcontroller-Based Underwater Acoustic ECG Telemetry System .............. R. S. H. Istepanian and B. Wood ►^•ard 150
ANNOUNCEMENTS
IEEE EMBS Spring Conference on Information Technology Applications in Biomedicine (ITAB'98) ................... I55
Announcement and Call for Papers-Rocky Mountain Bioengineering Symposium ...................................... 156
IEEE Copyright Form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . l 59

fEEE TRANSACi70NS ON INFORMA170N 1ECHNOLOGY QV BIOMFDICiNE. VOL. 1, NO. 2, 1(1NE 1997
Information Analysis and Validation of Intelligent
Monitoring Systems in Intensive Care Unit ŝ
Vicente Moret-Bonillo, Member, IEEE, Eduardo Mosqueira-Rey, and Amparo Alonso-Betanzos, Member, IEEE
Abstract-Validation of intelligent systecns is an important task
to perform. Typically the results of the validation analysis are
used to verity whetóer or not t6e system satisfies the initia! design
requirements, and to acquire new knowledge and/or refine the
knowledge already acquired. In practice, the validation of intelli-
gent systems usually requires the appGcation of several diíferent
techniques (e.g., retrospective, prospective, quantitátive). In this
woric the authors pc^esent the methodology devised to validate
PATRICIA: an inteWgent monitoring system designed to advjse
clinicians, on the management of patients dependent on mechani-
cal ventilation. The application of this methodology requires that
appropriate validation paradigms are selected, depending on both
the appGcation domain and the cóaracteristics of the intelligent
system. T6e article also presents and discusses validation results.
Irtdex Ternss- Evaluation of intelGgent systems, intelGgent
monitoring, performance analysis, validation.
^ I. INTRODUCTION
HE eonstruction of any software system is a cyclical
, process that involves specification of requirements, de-
sign and construction (initial prototyping, refined prototype,
and final product), performance analysis, and feedback of re-
sults for further refinements. In addition, knowledge engineer-
ing techniques requir+es procedures for knowledge elicitation,
concepts formalization and knowledge operationalization [ 1].
The complete intelligent system should be structured within
a well-defined and efficient architecture (i.e., with multiple
knowledge bases, modular design, well-established distinction
between declarative and , procedural knowledge, . etc.), and
finally, the performance of the whole product should be tested.
Analysing the performance of intelligent systems is a
process that involves multiple tasks [2], and the techniques
usually employed to carry out^ this analysis should be based
on methodological approaches [3]. For reasons which will
become evident, these approaches should be based on classical
software engineering procedures, which are adapted to the
differential characteristics of intelligent systems [4].
A classical approach to the analysis of performance of
intelligent systems involves the following phases [2]: sofnvare
verification, that is, testing the consistency, completeness, and
appropriateness of the software [5]; system validation, that is,
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determining the suitability of the final program with respect to
both user needs and initial requirements and specifications [5];
credibility analysis, that is, the extent both to which a system
is acceptable to users and to which users can have confidence
in it; assessment, the objective of which is to evaluate to what
extent system and user can cooperate beyond the correctness of
the decisions that the system makes; and finally, evaluation,
which is generally coneerned with cost-benefit analysis. All
of the above-mentioned phases are hierarchically ordered in
such a way that any inconsistency at a lower level leads to
incoherencies at an upper level.
The two first phases in the programme mentioned above
(i.e., verification and validation) are also known as "the V&V
phase" which represents the most crucial stage in ensuriñg
quality in the system. We can hardly implement the credibility,
assessment and evaluation pháses if a given system is not
firstly verified and validated adequately.
A. Influence of the Application Domain in
the Yalidation Strategy
Not all domains require the same treatment in the validation
process since there are some domains for which it is always
possible to reconsider decisions and conversely, there are other
domains where once a given decision has been undertaken,
it is not possible to reconsider it due to its consequences.
We will call these latter domains "critical domains," where
the reasoning processes and results are both highly dependent
on the characteristics of the environment as well as on^ the
complexity of the overall decision process.
In medicine a good example of a critical domain is the
intensive care unit (ICU), where the working environment
is defined by the following four different generic elements:
patient, clinical personnel, therapeutic equipment, and moni-
toring equipment.
In the ICU all relevant information on the patient can be
obtained from the patient's clinical history, patient symptoms,
clinical observations, bedside monitors, and laboratory results.
The information from these sources is brought together by
clinical personnel in order to make inferences about the
patient's pathophysiological condition and evolution, and to
prescribe appropriate therapies. In this context, for example,
appropriate therapies may include drug administration, adjust-
ments to electricaUelectroni ĉ and/or mechanical devices, and
manual intervention. The final result is a series of actions that
tend to control ventilation and oxygenation of the patient,
nutritional, electrolytic and acid-base balances, neurophysio-
logical activity, and patient hemodynamics [6]. As part of
1089-7771N7S10.00 © 1997 )EEE
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the overall monitoring process, time constraints are crucial,
due to-at least in part-the different persistence or latency
of the variables, and the different monitoring and action
priorities to be taken into account, depending on the patient's
pathophysiological condition.
Given the above-mentioned factors, it can be said that the
optimal performance of an intelligent system designed to help
clinicians in the ICU relies greatly on the validation process.
The system should be carefully tested, taking into account
initial design specifications, in order to guarantee appropriate
interpretations and therapies. In addition, the system should
become part of the working environment without substantially
altering clinical routine.
II. AN OVERVIEW OF SOME
EXISTING VALIDATION PARADIGMS
As previously mentioned, the term "validation" refers to
the process that permits the establishment of whether or not
a given intelligent system satisfies initial design requirements
while, simultaneously taking into account the restrictions of
the working environment. In the literature several different
methods for performing this task are described. Each method
can be evaluated according to the following criteria: the
standards used in the validation process, the qualitative or
quantitative nature of the method, and the retrospective or
prospective nature of the method. These three criteria define
our validátion paradigms. _
A. Gold-Standard versus Non-Gold-Standarri
Yalidation Meti^ods ^
Traditional approaches to the validation of intelligent sys-
tems usually endeavour to compare the results of the system
with a"gold-standard" [7]. However, in critical domains, this
gold-standard is not always easy to establish. For exainple, in
the ICU, the opinions of experts, even when confronted with
the same clinical problem, can vary. This variation in opinion
can be accounted for in the following ways: 1) medicine is
basically a nondeterministic science, 2) stress can affect the
clinical interpretation process, 3) equivalent but not identical
actions can be undertalcen in trying to resolve the same
problem, and 4) priorities are imposed in the ICU by time
constraints and by the relative urgency of a given crisis. Thus,
even if there are one or more "gold-experts" we cannot be
sure that intecpretations and decisions follow "gold-standard
principles." ^
In situations where a gold standard cannot be established,
methods such as ^lliams measurements [8] and Cluster anal-
ysis (9j, [ 10], facilitate the validation process. These methods
are based on comparison of results supplied by the system
with those supplied by a group of experts, when each is
independently faĉed with the same set of problem data. These
methods have as their objective an analysis of the extent of
agreement between experts and the system and so to locate
the system within the group of experts.
«^illiams measurements are useful to investigate how much
a single isolated expert agrees with a group of experts, and
to ^•hat extent this agreement is similar to agreement among
dAe
dca s^. c
dca e. ^. c^. E. ^
dD. E
Fig. 1. Cluster analysis tree or "dendrogram" with di, j repr+esenting the
distance between expert i and czpert j. Splitting the dendrogram at line X we
obtain thrce clustcn (A, B), (C), and (D. E, F)•
members of the group.. The Williams method defines an
index of comparison (In ) which is a ratio between on the .
one hand, the agreement between the isolated expert and
the reference group of experts (Po) and on the other hand,
the observed overall agreement within the group (P„). The
equations defining these concepts are the following:
In = Pn
^a=t P(o^n)Po = n
P -n - [n(n - 1)]
(1)
(2)
(3)
where P(Q,6) represents percentage agreement between expert
a and expert b, n the number of experts (not including the
isolated expert), and 0 the isolated expert.
The range both of Po and Pn is [0,1] while the values of
In can be interpreted as follows.
• If 0<_ In < 1, the agreement between the isolated expert
and the group of experts is lower than the agreement
among members of the group.
• If In = 1, the agreement between the isolated expert and.
the group of experts is equal to the agreement among
members of the group.
• If In > 1, the agreement between the isolated expert and
the group of experts is greater than the agreement among
members of the group.
Anothcr possible method to use when a gold standard
cannot be established is cluster analysis. This method en-
deavours to establish "categories" of experts and to iden[ify
the level of "expertise" to which our system belongs. Cluster
methods are classified into two main types: hierarchical and
nonhierarchical [ 11).
Hierarchical methods are based on the construction of
an agreement matrix that describes distances between all
n-1 n
2 ^a=1 ^6=a+1 P^a,b)
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members of the study. This matrix can be built, for example,
using percentage agreement between experts. Constructing
this matrix, we follow a sequence of nested groúpings, thus
obtaining a tree structure, called a dendrogram, where each
level of aggregation represents a partition of the given set of
members (Fig. 1).
Non-hierarchical methods on the other hand, create a di-
vision that minimizes the sum of squares of the distances
between each point and the centroid of its class (several
distances can be used: Euclidean, Chebychev, etc). In this
case the method consists of performing an initial subdivision
into a predefined number of classes that is improved by
iteration, shifting the elements of one cluster to another and
calculating, after each assignment, the new centroids. Optimal
Law SlightN
(L) Law (SL)
(a)
configuration is obtained when in the process of a complete
iteration, no element switches from one cluster to another.
B. Qualitative versus Quantitative Yalidation Methods
Another different aspect of the validation problem concerns
the nature both of the method and of the information used
(i.e., qualitative or quantitative). ^
Qualitative approaches are based on the application of
subjective techniques of evaluation [12]. Some of the best
lcnown qualitative methods are the Surface Validation Method,
the Turing Test, and the Field Test.
The "Surface Validation Method" consists of an informal
approach w^hereby l^nowledge engineers and domain experts
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Fig. 5. Prospective validation scheme.
discuss and analyze the validity of conclusions obtained by
the system. This technique can be useful in evaluating a given
module during the system's development phase, but it cannot
be used to investigate the performance of the whole system
because it does not follow a formal approach [12].
The "Tuiing Test" consists of a"multiple hidden evaluation
technique." The expert appointed to test the system (i.e., the
"evaluator") is presented with a number of sets of data that
have been independently interpreted both by the intelligent
system and by a number of experts. Data and interpretations
are presented to the evaluator using the same format, in such
a way that he or she caa identify neither the intelligent system
nor any of the experts [2]. Because of its particular charac-
teristics some authors r^ecommend this method for validating
medical expert systems [13].
The "Field Test" allows qualitative validation of intelligent
syŝtems in their working environment. This method transfers
the responsibility of the validation process to the end-user who
is required to stress the system in order to detect inconsisten-
cies in its reasoning processes and other problems that can
only be detected in the operational field [14].
Quantitative validation methods, on the other hand, are
based on statistical analysis which compares the conclu-
sions of the intelligent system with those of domain experts.
Some of the best known quantitative methods are agree-
ment measurements such as percent agreement and within-one
percentage agreement [15], or kappa and weighted kappa
measurements [16].
The percent agreement technique is a very simple one where
an index of agreement is obtained by dividing the number of
cases in which both the intelligent system and the domain
expert agree, by the total number of cases. Given a system in
which diagnoses are divided into cate^ories denoting a given
semantic set, we can define this measurement as
k
^t= ntiPercentage agreement = ^r (4)
^ ResoNed
Not Resdved
Retrospective context
Sampling
Cases
Analysis of agreement betwcen pairs
ot experts using
quantitative techniques
Outputs
Global analysis of th^e results of the
group of experts. Looking for
standar^d references
F'ig. 6. Representation of the proposed validation method.
where N represents the total number of cases under consid-
eration, k the number of categories into which the diagnosis
under consideration is divided, and n;^ the number of cases
in which the first expect diagnosed category i and the second
category j(thus, n;^ where i= j represents the number of
cases where exact agreement occurs).
Within-one agreement measurements are based on the same
principle, but they are specifically indicated in cases where
interpretations fit into a previously defined semantic set, and
where linguistic nuances are taken into account. The interpre-
tations expert-intelligent system (or any other "pair" under
consideration) differing in just one linguistic category are
considered in partial agreement. This measurement can be
defined as
^k
^-^ n^^
Within one percentage agreement = '-Ñ1 (5)
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Fig. 7. Distribution of procedural knowledge in PATRICIA.
where N, k, and ni j are the same parameters as in (4). How
this measurement of agreement operates in a hypothetical case
is ŝhown in Fig. 2[ 17].
As previously mentioned, other quantitative validation
methods are based on kappa measurements. Kappa measure-
ments were developed by Cohen in an attempt to eliminate
those agreements expected by chance [ 16]. The kappa index
is defined as
Po - P^
rc
= 1 _ p^
where po is the observed proportioit of agreement, and p^ is
the proportion of agreement expected by chance. This latter
propoction is found by summing along the agreement diagonal
the product of the marginal proportions for the row and ĉolumn
of each cell of that diagonal. This calculation is illustrated in
Fig. 3, and is based on the same data as in Fig. 2.
Kappa measurements treat all discrepancies in exactly the
same way. However, in clinical practice it is not the same, for
a patient suffering "severe hypertension," to say that he or she
is suffering "moderate hypertension" or "severe hypotension."
In order to avoid this inconsisteney in the model, Cohen
defined a new index called the "weighted kappa measurement"
which weights disagreements (such as described above) ac-
cording to their relative importance. Weighted kappa is defined
as
_ ^ yijPvij
^ vijpcij
where poi j is the proportion observed in the cell i j, p^; j
the propoction expected by chance in the cell i j and v; j the
disagreement wei^ht of that cell (a weight that represents the
relative importance of the disa^reement).
C. Retrospective versus Prospecti ►•e Validation Methods
The aim of retrospecti^•e validation is to investi^ate the
extent of similarity between the conclusions of the intelli^ent
system and those of either the domain experts or the ^old
standard. The method consists of the construction of an
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agreement matrix and, once this is done, the evaluation of
whether or not the intelligent system agrees with the domain
experts to the same extent that the experts agree among
themselves (see Fig. 4).
Prospective validatioñ on the other hand, is an"against the
problem" procedure in thát. it is necessary to confirm that the
decisions made by the intélligent sy ŝtem resoIved the problem
in question. (or if the intérpretations are correct) [ 14]. Fig. 5
illustrates the prospective validation method. In practice, and
for obvious reasons, this method can only be applied in those
cases where the subgestions of the intelligent system coincide
exactly with the ĝold standard. .This fact can háve negative
effects in. relation with, for example, the number of sampling
data used in the validation process.
The nonexistence of gold st^ndards in critical domains
makes prospective validation methods generally impractical.
However, these validation methóds do have a use in systems
that include prediction facilities and for which a gold standard
is available. ^
(6)
III. A STRATEGY FOR THE VALIDATION OF
INTELLIGENT SYSTEMS IN CRTTICAL DOMAINS
The choice of which validation technique to be used depend ŝ
basically on the problem domáin and on the characteristic ŝ of
the intelligent system under consideration. In the first place, the
application domain can limit possibilities of election between
different validation paradigms in the following ways.
.• If the domain is a critical one we can never run the risk
of an erroneous decision, and thus, prospective validation
methods are not appropriate; ^
• There are some domains for which it is difficult to
establish gold standards. In these ,cases, our validation
approach should be conswcted without gold standard
considerations;
• If the output of the system is a set of diagnoses which
are cate^orically and linguistically labeled, then we can
use quantitative measurements (e.g., percentage agree-
ment, kappa and weighted kappa measurements) since
(7)
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Fig. 8. An example of declarativc knowledge in PATRICIA.
the construction of a contingency table to facilitate the
application of such methods is comparatively simple.
Secondly, the particular charactéristics of an intelligent
system also play a part in the selectioñ óf validatión paradigms.
Thus, if the system can be divided irito a series of subsystems,
then each unit can be analyzed separately, as long as there are
no modules that act as input-output fo^ other modules. In such
a situation, the ^•alida[ion process is complicated by the fact
that the results of one module depend on the results of another
and, as a consequence, it may be difficúlt to identify the source
of an error. Moreover, if the input máñipulated by the system
includes numerically presented uncertain knowledge, then it
may be difficult to establish the numeric values representing
such an uncertainty. For this reason, it may be necessary to
make systematic chan^es ^within the system in order to evaluate
the effect of these factors on the system's responses.
The methodology described belo^^ is particularly suited
for criti ĉal domains where, although there is not a standard
reference, the opinions of se^•eral experts are available. These
expert opinion; should be based on a statisticall}• representa-
Sportaneais &eathing
Er+d^ExpiratorY CO^
Arterial PCO7
Arter'al p0^
Arterial pH
Arterial BicarOorntes
O^ Saturation
Irwtropics
Sedatires
Analgesics
Paraly^ng Agerts .
Alkalotics
Di^retics
tive number of cases, for which there are a sufficient quantity
of data. In addition, system output should be hierarchically
arranged in a semantic set which takes ^ into account linguistiĉ
nuances (i.e. very, slightly, etc.) Furthermore, the system's
interpreta^ions should not be affected by certainty factors
or any other imprecise statistical measurement, since the
methodology will ignore them.
The followin^ methodology and corresponding phases can
be applied to any system and domain complying with the
above criteria. ^
• Sampling: Fór an accurate analysis of system perfor-
mance it is esseritial to have available an adequate quan-
tity of data relating to clinical cases. Also important is
the cove^a^e of the data, in that the relative frequency of
the problems dealt with by the system is reflected in the
cases [ 13].
• Analysis of agreement bet^veen pairs of expért.s: For
each module and each diagnostic/therapeutic category, an
arialysis of a^reement between pairs of experts (ineluding
the intelliQent system) is proposed, using percentage
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agreement, witliin-one percentage agreement, kappa and
weighted kappá measurements, with the object of cover-
ing different aspects of the global problem.
• Analysis of agreement between experts: Using the re-
sults obtained for pairs of experts, the use of Williams
measurements is recommended in order to determine to
what extent ágreement between system and group of
experts deviates from aQreement among experts. Cluster
analysis may also be useful in grouping expert and system
^ results in classes.
In this wáy the methodology can be fitted into a retro-
spective context, whereby a series of quantitative techniques
cait be used to measure agreement between experts. The
subsequent 'results are used as input for other quantitative
methods ^lliams measurements and cluster analysis), which,
analysing the results of all experts together, can endeavour to
establish a standard reference (Fig. 6).
In order to apply this methodology, and given that
within-one percentage agreement is used, it is necessary
to form a scale of the linguistic labels given to each
diagnostic/therapeutic category. This makes it possible to
discriminate linguistic nuanĉes and at the same time identify
overlapping between categories.
It may happen, on the other hand, that in usin^ kappa
measurements, the values obtained are low even though agree-
ment between experts is high [ 18]. This is a limitation in the
technique, caused fundamentally by the characteristics of the
sample (i.e., a sample not entirely representative of the widesi
possible spectrum of cases).
Finally, for the implementation of the cluster analysis tech-
nique, the use of liierarchical, ^rather than nonhierarchical
methods is recommended. This is because, firstly results
converge more rapidly and secoridly, there is no need to ^
specify in advance ^ the number of clusters to be obtained.
^th nonhierarchical methods on the other hand, in order
to be able to use an iterative algorithm, it is necesŝary to
work with the coordinates that characterize the expert (for
example, the expert's diagnoses for each one of the categories,
then assign a number to each diagnosis and finally, treát the
expert as a numerical vector), all this in order to cómpare
distances between those experts. This technique does have
some drawbácks such as the loss of the possibility to use kappa
measurements or percentage agreements as distances between
experts,. and/or the fact that it is an unnatural way to work
with seman[ic elements. Since the allocation of an expert to a
cluster cannot be changed, the problem with the hierarchical
methods is that, the resulting categories máy be different to
those obtained by using nonhiérarchical methods.
IV. VALIDATWG THE INTELLIGENT
MONTTÓRING SYSTEM PATRICIA
The intelligent monitoring system PATRICIA was designed
to ássist clinical personnel in the supervision of intensive care
patients dependent on mechanical ventilation. Fundamentall^^,
PATRICIA's function is to classify the patient's respiration.
oxygenation, acid-base balance and hemodynamics; in order to
facilitate appropriate diagnoses and therapies. To do this, con-
textual information from the patient (natural contexts) and/or
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Fig. 10. Clinical interpretations in the validation chart.
contextual information from the process (inferential contexts)
are used [ 19]: As a knowledge repre ŝentation scheme, PATRI-
CIA uses a mixed strategy where declarative knowledge is
represented by classes that follow an object-oriented appróach,
and dynamic knowledge is distributed as a series of production
rules, organized into five rule bases, each one dedicated to
a specific aspect of the global problem in question. Fig. 7
illustrates the modular architecture of procedural knowledge
and Fig. 8, an example of declarative knowledge.
The system architecture includes three modules: a deter-
ministic nwdule for the symbolic classification of numerical
parameters within a semantic space previously defined for
each variable, with the classification criteria being defined by
the expert and adapted to the case under consideration [20],
a heuristic module, which makes diagrioses and prescribes
therapies, both based on results obtained from the determin-
istic module, and finally a ĉontrol module which includes a
temporal strategy that prioritises tasks and controls the global
supervision process. A detailed de^cription of PATRICIA has
been published elsewhere [21].
PATRICIA has been implemented using "Nexpert Object"
knowledge engineering tools, and runs on UNIX workstations
as well as on PC's with "Windows" platforms.
From a validation perspective, PATRICIA is characterized
as follows:
• it is designed to assist doctors responsible for patients
dependent for survival on mechanical ventilation. Thus,
it functions within a critical domain;
• because its architecture is modular, global validation is
only possible via the validation of each of its modules
separately;
• inputs to the system consist of a series of demographic,
ventilatory and physiological parameters, a series of nat-
ural contexts which affect the symbolic processing of
the parameters, and a series of inferential contexts which
influence diagnoses and therapies;
• the set of interpretations produced by PATRICIA is per-
formed by a series of linguistic labels, arranged ^hierar-
chically [22J;
• not just one therapy is recommended; rather, various
possible therapies are suggested, each one different but
at the same time, from a physiological ^ point of view,
equivalent.
In order to carry out validation of PATRICIA, a sample was
obtained of 30 actual clinical cases, representative of the most
typical situations in the system's application dom^in. Each one
of this 30 patients was monitored over time, so as to obtain
for each case, different sets of data corresponding to different
moménts in time and different medical conditipns. All this
information was assembled and recorded in chart^ such as that
reproducéd in Fig. 9. The minimum number of sçts of data for
each patient was two and the mai^imum was ei^ht.
For eaĉh set of data (i.e. for' eaĉh chart), ^ seven diag-
nostic/therapeutic categories (oxygenation, acid-base balance,
arterial pressure, heart rate, endogerious respirati`^ n, oxygena-
tory therapy and ventilatory therapy) were analyzed. The
global sample consisted in 1470 numerical datá. These data
were analyzed "blind" and independeñtly by six intensive care
experts working separately, and by the intelligent monitoring
system PATRICIA. The results were recorded in charts such
as that reproduced in Fig. 10. Finally, the results, decisions
and interpretations of each expert were labeled A to F and
^,^
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TABLE I
RFSU[.rs FoR ^ Ducrromc C^TECOruEs
>
1
Oxygenatiot^ Acid-base balana Eedogrnous
R 'vatioe
Arterial Prrssurc Hart Rate
^ii o/il K K„ oYo yol K K. % oXil K K. oti yol K K,,, % %1 K 1C.,
a/b 68 96 .S6 .81 62 83 .56 .63 90 97 .82 .91 SO 100 .30 .76 S9 100 .3S .60
a/c 17 ?9 -.04 .19 62 79 .56 .63 83 100 .69 .91 47 80 35 .63 66 86 .52 38
a/d 28 90 .07 .S2 83 90 . 80 .86 90 100 .82 .9S 72 100 .63 .88 52 97 .25 .48
a/e 79 100 .68 .88 83 93 .80 .87 97 100 .94 .98 60 100 .43 .81 62 100 .41 .67
a/f 83 100 .75 .90 62 90 .S6 .72 97 !00 .94 .98 63 97 .SO .78 66 97 .48 .S3
al 28 76 . 14 .58 86 90 .84 .86 90 100 .82 .96 43 100 .26 .77 59 100 .38 .67
ac 17 66 .06 .20 53 87 .47 .63 83 93 .69 .82 20 70 .04 .52 34 90 .11 .49
Wd 28 76 .14 .40 60 80 .S3 .62 79 97 .64 .86 SS 100 .40 .80 45 90 .IS .28
b/e 62 100 .45 .83 57 83 .SO .64 93 97 .87 .93 77 100 .63 .87 45 97 .14 .43
Wf 69 93 .57 .76 57 77 .49 .64 93 97 .87 .93 70 100 .SS .83 45 90 .18 .24
b/ 45 86 .30 .76 53 80 .46 .60 93 97 .88 .93 60 93 .44 .74 34 90 .OS .23
c/d 63 87 .36 .33 67 83 .6l .73 87 100 .75 .92 41 83 .30 .73 45 83 .20 .20
cJe 20 80 .03 .24 77 83 .72 .72 87 100 .75 .93 33 73 .19 .60 62 86 .46 .47
c/f 17 73 -.04 .20 SO 73 .43 .S4 87 100 .75 .93 27 77 .13 .56 52 83 .31 .24
d 27 SO .20 .18 67 87 .61 .73 83 97 .69 .88 40 83 .27 .74 34 86 .06 .02
d/e 33 90 .16 .SS 77 87 .73 .79 87 100 .75 .93 66 100 .53 .85 69 97 .47 .34
d/f 20 87 ^ -.02 .4S S3 77 .46 .60 87 100 .75 .93 48 9•7 .31 .73 76 93 .60 .54
d/ 30 S3 .21 .29 70 83 .66 .78 80 100 .64 .91 SS 100 .42 .83 69 !00 .S1 .70
df 60 100 .41 .77 60 87 .S3 .74 100 100 I 1 67 100 .S 1 .82 72 97 .S6 .65
d 30 70 .l4 .59 87 97 .84 .93 93 100 .8R .97 53 97 .36 .76 48 100 .21 .33
t7¢ 30 83 .17 .S8 60 83 .54 .67 93 100 .88 .97 63 93 .49 .76 62 97 .42 .60
those of PATRICIA were labeled G. The validation process Fig. 11 shows the results obtained for the cathegory "En-
took into account the followino factors: symbolic processing dogenous Respiration" using the weighted kappa measurement
of numerical parameters, individual diagnoses (e.g., heart rate), and presented in a classical graphical way. However, due to
global diagnoses (e.g., acid-base balance) and finally, therapy space limitations, in the rest of this sec[ion results are presented
prescriptions (e.;., ventilatory therapy) through tables (Tables I-VI) in which "%" is the percentage
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TABLE II
RESUt.rs ^ Txe Tl^vnc C^^coRffs
rnat Vrntilat
% ^ %1 K I K« % I ye 1 K
62 97 .42 .S7 6l 93 .43 .64
a/c 57 97 .29 .43 S7 97 .37 .66
a/d 6G 100 .42 .61 52 97 .30 .65
a/e 67 97 . S 1 .66 60 93 .41 .62
a/f 76 100 .61 .73 64 93 .49 .68
a/ 60 97 .43 .64 60 97 .44 .72
b/c SS 97 .31 .47 6l 96 .42 .68
Wd 61 93 .39 .40 70 96 .56 .77
b/e 69 100 .54 .78 75 96 .62 .78
b/f 61 93 40 44 81 100 .71 .89
^
^
59 93
.
.40
.
.57 G8 100 .SS .83
dd SS 93 .20 .17 7G 97 .63 .78
de SO 93 .29 .40 83 97 .75 .81
df 59 97 .29 .40 71 93 .58 .68
v 57 93 .39 .46 80 97 .71 .82
d/e 48 93 .27 .36 83 97 .74 .83
d/f 75 100 .S6 .69 70 96 .56 .68
d/ 41 93 .19 .34 76 100 .66 .87
df 59 93 .41 .SO 79 93 .67 .74
d 67 93 .49 .66 87 97 .81 .86
fl 62 93 .47 .S4 82 9G .74 .83
TABLE III
WI11^^AMS MF.USIJRF^tENr VALUES FOR THE DUGNOSI7C CATEGORiES
Oxygrnation Acid-b.zse balance Endogrnous
R iration
Artaial Pressure Heart Rate
'/e yil K K„ ^6 yGl K K,,, yo %1 K K„ S6 yol K K,,, '/o '/ol K K.
q 1.37 1.13 1.71 1.36 1.16 I,OS 1.20 1.10 1.03 1.01 1.06 1.03 1.08 1.05 I.10 1.04 1.14 1.03 1.33 133
B 1.28 1.06 1.62 1.30 .82 .93 .78 .84 .99 .% .99 .95 1.06 1.02 1.03 I.00 .73 .99 .42 .78
C .S8 .84 .30 .34 .93 .% .92 .91 .93 .99 .86 .95 .58 .79 .48 .79 .85 .89 .81 .59
p .77 .% .53 .75 I.OS .98 1.06 1.04 .93 1.01 .87 .98 1.09 1.06 1.19 1.10 1.11 I.00 1.17 1.01
E 1.23 1.13 1.36 1.33 1.16 1.07 1.?0 1.14 1.06 1.01 1.12 1.04 1.18 1.04 1.23 1.06 1.13 1.04 1.22 133
F 1.21 1.12 1.32 . 1.24 .82 .9S .78 .89 1.06 1.01 1.12 1.04 1.09 1.02 1.12 .99 1.19 .99 I.49 1.05
G .71 .79 .70 .93 1.10 1.04 I.13 1.10 1.00 1.00 .99 1.01 .99 I.03 .97 1.03 .90 1.04 .79 t.02
TABLE IV
Wn^^►ts MFwsut^a^arr V,u.c^s poR n^ T^tmc CA^coRffs
^rnation Vrntilatory
% %1 ^ K I K^. % %1 ^ K Kw
1.10 1.03 1.20 1.28 .77 .98 .63 .84
B 1.02 1.00 1.03 1.06 .96 1.01 .92 1.02
C .89 .99 .68 .68 1.00 l .00 1.00 .97
D .94 1.00 .81 .78 1.00 1.01 1.00 1.02
E .99 .99 1.09 1.12 1.13 .99 1.22 1.04
F 1.12 1.00 1.23 1.10 1.07 .99 1.12 1.00
.94 .98 1.00 1.03 1.08 1.02 1.18 1.13
agreement, "%1" is the within-one percentage agreement, "^c"
is the kappa measurement and "^cw" is the weighted kappa
measurement.
V. DISCUSSION
The results presented above show that, within the system's
application domain; the conclusions arrived at by the intelli-
gent monitoring system PATRICIA do not differ substantially
from those arrived at b^^ the experts involved in its validation.
Lool:ing at, for example the diagnostic category "endogenous
respiration," percentage a^reement is never less than 80%
and within-one percentage agreement is practically 100%.
Referring to the same category, kappa values (around 0.6) are
adjusted upwards after carrying out weighting (weighted kappa
around 0.8), which indicates that discrepancies observed are
more a question of nuance rather than errors in interpretation.
Again with respect to the same category, it can be seen that the
cluster analysis based on within-one percentage agreements
gives very little information, since virtually all experts are
in agreement. Nevertheless, this same analysis carried out on
percentage agreements and unweighted kappa measurement,
permits the establishment of three groups: F-E-A, B-G and
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TABLE V
CLUSTFR ANALYSIS POR 7f{E DIAGNOST7C CA7F.GORIES
enatioo Acid-ba.u balance R iraticx^ Arterial Pt^trc Heart Rate
f-a
.828 g-e .867 ft 1.000 e^ .767 f^ .759
fa-e
.697 ge-a .845 fe-a .967 d-a .724 fd-e .707
y. fae-b
.652 gead .780 g-b .931 f-cb .683 o-a .655
^ .633 gead^ .668 gb-fea .91 S g-feb .600 fdc-ca .578
g-f^b .371 f-b .567 d-c .867 gfeb^a .530 g-fdoca .517
aeb-dc
.257 dc-!b .549 bfea-dc .840 ebda-c .387 deca-b .401 ^
f-^ 1.000 g^c .967 g-f 1.000 f-e 1.000 g-e 1.000
fe-a 1.000 ge-a .914 gf-t 1.000 g-d 1.000 ge-a 1.000
yol fca-b
.9GS gw-f .873 gfc-d 1.000 fe-b 1.000 gea^ .974
d-c .867 c-b .867 gfad-a 1.000 gd-a 1.000 gead-f .948
g-feab .812 geaf-d .820 gfeda-c .998 gda-feb .979 geadf-b .914
eab-dc .644 eadfd-cb .801 edac-b .948 dafeb-c .770 eadtbc .866
f-a .752 gt .844 f^ 1.000 e-b .630 f-d .601
fa-b .567 go-a .819 faa .937 d-a .629 c-a .524
x fab-e .500 gea-d .745 g-b .878 f{b .526 fd-e .S 14
d^ .357 gead^ .614 gb-fca .845 g-feb .445 fde-ca .374
g^c .208 geadc-b .496 d-c .749 gfeb-da .375 g-fdeca .278
dc-fabe .129 eadcb-f .481 fea-dc .707 ebda-c .263 deca-b .122
f-a .903 g-c .925 f-e 1.000 d-a .883 g-d .698
e-b .833 gea .866 fe-a .985 e-b .868 e-a .667
K^ fa^b .806 gea^d .819 g-fea .966 f{b .826 f^s .589
g-faeb .627 gead-c .700 gfea-b .927 g^a .801 gd-fca .564
gfaeb-d .387 f^ .640 d-c .917 gda-feb .768 o-b .485
aebd^ .261 eadc-fb .613 eab-dc .875 dafeb-c .635 dfea-cb .268
TABLE VI
C^.US7ER ANALYSiS FOR ^ THERAPELTi'IC CA2EGORIES
i
r
i^,
;
i
)
OXYGENATORY VEN1'ILATORY
fa .759 g-e .867
fa^ .703 ge-c .817
•/. e-b .690 f^ .808
g^b .626 gec-d •776
Fad^ .564 geod-!b .707
Geb-fadc .547 a .588
f-d 1.000 g-d • 1.000
e-b 1.000 ^ f-b 1.000
4G1 fd-a 1.000 gd-íb .973
Fda-c .957 c-a .967
Fdac-eb .949 gdtb-e .956
-fdaoeb .937 dPoe-ca .951
f,a .612 g{ .806
e-b .539 ge-c •728
x fa-d .490 f-b •7^
g-eb .447 gec^ .672
Geb-fad .352 gecd-tb .566
Gebfad-c .294 a •^4
e-b .779 f-b .891
f-a .752 g-d .871
x,. fa-d .648 gd^ .847
g-eb .61 S gde^ .803
Geb-fad .463 gdec-tb .724
Gebfad-c .370 decf^a .657
D-C. Implementing the corresponding cluster analysis using
weighted kappa values, the results converge in that G ap-
proaches the first cluster F-E-A, whereas B moves away. An
analysis of the results using Williams measurements produces
conclusions conforming to those of the cluster analysis.
However, for other diagnostic/therapeutic categories (e.g.,
acid-base balance, arterial pressure, ventilatory therapy, etc.),
the validation results are not so conclusive. In these cases it
is certainly a question of discrepancies. In this respect when
measuring agreement between pairs it is observed that discrep-
ancies between PATRICIA and the experts is no greater than
9
discrepancies between experts. In fact, information supplied b}^
grouping techniques seems to indicate that PATRICIA tends to
coincide more with the experts E, A, and F, rather than the rest.
Also noteworthy of inention are the analysis of results
obtained in, one hand, the "heart rate" category and, in the
other hand, in the "oxygenation" category when compared with
the results of the "oxygenotherapy" category.
In the heart rate, a fact of note is that, although weighted
kappa values are higher than kappa values and so maintain
discrepancies in nuance, both measurements are, in fact, lower
than those cocTesponding to the percentage agreement method.
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Fig. 12. (a) Process of diagnosis and tberap^ F•e`^^n^on for PATRICIA and (b) process of diagnosis and [berapy prescripcion for the experts.
This situation however, can be c^`la^ntd by ^ng into
account the previously mentioned l^^t^^^tions, with respect
to sample character•istics of the ka^^ and weighted kappa
methods. And so it appears that, for t^` P^cular category,
the sample was not sufficiently repcr.^c'^`taave.
A more detailed examination is ^^Vu'^d for the other
two ĉategories (oxygenation and ox^^^^x'^empy)^ ^y does
PATRICIA differ so much from ex^^n 'n ^e ^terpretation
of the oxygenatory situation, and ^^ ^^;rce appreciably ^ in
the recommendation for oxygenatc^r the^PY^ The answer
to this particular question may ^•cl: t^ found in the way
the experts and PATRICIA carry ^^^t ^e global inferential
process, illustrated schematically in t•L^ ['-• lt seems that the
relative position of the contextual inf.^^^wU°n used during the
inferential process affects intermediar. ^r^ults; but not the final
results (given that, that contextual ^^:;^^tli1tion is tal:en into
account anyway).
With respect to the methodoloc^ ^4^'11ed to evaluate the
system, the authors consider that gi^^n^ ttie condicions and hy-
potheses described above, the use ot ^^^1<<tati^•e techniques in
a retrospective analysis context ( in tl^c :^^^^lation of agreement
between experts and in subsequent t::`^^F` a:;^ment analysis)
IFFF TRANSACTIONS ON INFORMATION 'IF,CHNOLOGY W BIOMEDICWE. VOL. l, NO. 2. lUNE 1997
-t:^/ ^.:\/j: ni.:t^(:; ;.^ ^•. ^•)ryI.r• :^`y:5^T^ • ^i
^\^\M'!ih\V: i.VM•iMV^V%^WIN1^N iI%l:.LÑtilVKV11W^IM1'
may play an important role in the validation of intelligent
systems in critical domains.
To sum up:
• In the opinion of the authors, the acceptance of a given
intelligent monitoring system owes much to the validation
process.
• The choice of which validation technique to be used
depends basically on the problem domain and on the char-
acteristics of the intelligent system under consideration.
• The described methodology could be used in the valida-
tion of intelligent systems ha^zng similar characteristics
of those applying to PATRICIA.
Finally, as far as PATRICIA is concerned, the authors believe
that subsequent use of qualitative methods such as the "field
test," could well be the next step in investigating the credibility
of our intelligent system.
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A. Alon^c^-Bct^tt^-r.o^, E. Mo^c^ucir;t-Rcy, >3. B:^Icl ĉ^nccio clel Río
LtU1A (L^tx^r^turio dc Invc,ti^;^cicín y pc^arrullc^ c^n I,ittli^cnci^ Artifirial)
pcr.^rtlncnt ut• C^lnputer Scicncc, Ui^ivcr^ity c^f• A Cc^ruña, 15071, A Corulia (S^alll)
cinail: ciamt^.^rc^(^c^udc•.c;^, cciuarclc^(ĉĉ)tidc.c,, h^^lcnh(c^udc.t^
Ahsh•act: C)ne c^f the n^c ►st I^c^hulur methc ►cls fur ussessin^ fetal «^ell-I^einy^ is the nunstress
test (1^^1^)• "l^t^e expert ^ytitem \'S'I'-1^,X('[;IZ'1', perfurms a cli^.,t;nusis c ►f tl^e nunstt•ess test
and formulutes therapeutic I^lunti, ^^^hile t^kint; intu ^ccuunt . clifferent ashects uf tl^e
n^aternal-fetal cc^ntext, ^ncl incc^nc^^ratin^ these unal^^sis intu a moclel fur rreclictint; t'etal
outcc^me. 'I'he prc^^;nusis niuclule :^ctually ini^lementecl in the N^"1'-^XI't:RT uses a
n^athematiral mc,clel (hased e ►n the rertainty factrn•s c^f ^I^c,rtliffe and I^uchanan) that
camhines tlie \'^'I' cliat;nusis with the risk facturs hresent in the maternal-fetal context tu
predirt the fetal uutcume. In this we^rk we clescril^e anuther diffea•ent a^proaclies
fullu^^'ed I^ased un artifirial neural netwurks (AN\), statistical techniques (Iiayes,
lofiistic ret;ression) and certainty manat;ement methuds (f)empster-Shafer). The
valiclation of the diffet•ent me^dels is ^ec•fc,rmecl thruut;h ^ formal metnc^clulc,^;y of
validation usinf; the tool SHIVA.
I. INTR(^)DUC7^ION
The ev;^lu:^tion ot intrauterine tet:tl cot^dition is a^tand;^rd of c^re in clinic^t
ohstetrics. Amon^ the method^ currently employed for :^t^tep:^rtum fet^l as^essment,
the non^tres^ te^t (NST), h:^s hecotT^e one of the most populor methods for ^ssessinj
fet;^l well-l^ein j:^^ it ^ppe^rs to he sin^ple and reli^ble. The NST is hosed in the study
of the Fct;^l He:^rt Rate (FHR) and the tlterine Activit^^ (UA) ^i^^n:^l^ t^ken into
^ccount the fc^llowit^^ p;tran^eter^: (1) the tet:^l hea,'t r;^te 1.^:^^eline (BFHR), (?) the
v;u'i;tl^ility ot the BFHR (VA.R), (^) the pre^ence or :tl.>>enc:e of ^ut^ticient IlUtllllel'^ Ot^
"^ood ^tu;^lity" ;^cceler:^tion^, depenclin;^ c)n v,e^t:^tion;^l :^^,Te cACC'), :^nd (4) the
pre^ence or :^I>>ence, qu:^ntity :^nd type c^t^ the deceleration^ (DEC').
Thc expet't ^ysten^ NST-EXPERT [ 1^, pert^^rn>> a di:^`Tnrni^ ot the non^ti-e^^ te^t
and lorn^ulates ther:tp^^utic; pl:tt^^, ^^^hile I:^I:ii^;^ intc^ ;te^c)unt di(^t^rent ;>>pect^ oC lhe
^^i:^lcc'n:^l-t^t;jl c:c^^^text, :tnc1 it^cc)rpor:ttin^ these ;^nalV^l^ i^^to ;^ Illodel tOr pl'edlCtltl^,
I•etal ol1tCOIl1C. lit the current versic^n, NST-EXPERT, i^ divided it^ t^^ur b^sic;
i»c)ciules: ( l) Ihe clic^;^^ic^.^^ir ^»c^cl^^/c^, ^l^hich c:c^nt:tin^ ;t t^i^^^^^^led;ie h;tse (KB) so :^^ to
ev;tlu:tt^^ :ii^ci inlert^rc^t th^^ restilt^ c^f^ lh^^ NST, :lll(1 1)I'O(1ll^e :t l•in,tl c^i:^`Tt^osi^ of the
1est, (?) tl^e ^lic^^'c^/^c^ir^ic• i^ic^clr^lc^, ^t^lti^h w^r{:s c^v^^r lh^^ ^c)n^.lu^iuns t'e:^ehecl I^y lhe
prcvic^us c^ne :lll(! ^en^^r:tte^ thc thcr:tt^^^ulic: pl:tn, (^) 7^lic^ /»'c^clic•^ic»i ^^wcli^/c^ ol^ the.
systcn^ which is ec^n^t^c^^ec1 I^y :^ ^el c^l^ r^utine^ writ(^^n ii^ C Ian^1u,t^e ;tnd ;t heuritilic
p^^rt whiett :t»i^Ti>> Ihc ^en^:tntic: I;tl^cls (this n^^^clul^^ i^ t^^^c1 ^^^ith l^:tt't c)l^ the c^;^l:t^.
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intcrl^rctcci I^y thc (li:l^;nc^^i^ KB). :Ind (4) thc rr.^^c^r-.^:y.^^^c^rrr irr^rrfr^c^c^ (icvcloped i^.
^r,l(1hi^:11 CllVll'o111T1C111 nl:ll:il^a thc Il^tcr:lcti(^n with thc ^y^tcn^ n^ore l^ricndly,
Thc ul>I(icl'lyil^^ n^cr'dcl u^c(1 in thc pr(^^nc^^tic li^o(lulc is h:l^c(1 on Shoctliffe an
E3uch:^n:11^'^ n>lo(iel :II^(i h,l^ Ilccll l^ul^li^hc(1 cl^cwhcrc [2^. Thi^ Inodel users
^
evi(lel^ce^ lhc NST (ii,l^;l^c>>e^ ^II^(1 the I-i^l: f^:lc;tc^r^ l^re^ent il>I the n^:^terl^^l_fct
^ 3 `:
cc^l>Itcxt. An,lly^iti of^ thc I^rccltlcnc;y :II^(1 in^l^:lc:t of^ thc clil^t^crcnt hi^h ri^l^ i^^ctor^ in ^'otu `^ ^.
(l:ll:^l^,l^c yiclclc(1 thc t^^ll(^win^ In:l,jc^r ri^l: C:IC;tol-^: Intr:lutcl'inc ^rc^wth I'et:^rd^tipq :^^;;
(IUGR), M.Itcrn,ll hypcrtcl>>ic^n (HPT), Di,ll^ctc^ (DBT) :^nd Postd.^tc^ (PDT). This y^^^
l^lctors accounted l^^r more th^lll Kl^^n of^ all c:>;^e^ in the o(^^tetric d:^t:>Ih:^^e and 93^0 ^^^<^of >:.,,
the poor outcomes not rel:^ted to preln:lturity, convTenital ni:^lformations `"'ot ; :;;
un:lvoid:lhle :^ccident^. The cel'tail^ty v,^lues ol^t:^il^ed li'oln the d:1ta were reCned by ^^,:^
the experts in order to upbrude the c:lpahilitie^ ol^ the pl'U^IlO^tIC InOdule. ^^
In thi^ work We deSCflllC t11C (^ItÍCI'ellt :^ roaches fc^llowed while tr in^T ^^^^'`pf^ Y ^ to solve . :
the prohlem ot^ the neon:tt:^l outcon^e pro^no^i^. Th i^ aphro:^che^ are based on
^rtitici:ll neur,^l networks (ANN), ^t:^ti^tical techni^lue^ (B:tye^, lo^i^tic re^ression)
^nd cert:llllly n^:lnu^elnel^l mcthc)d> (Demp^tel'-Sh:^f^el'). The v:llidution of ther
dit^ferent model^ i^ perl^)rmed throuvh :^ Corn^:ll mctho(1olo^y ot^ v:11id:1tion usin^ lhC
tool SHIVA (^n Spalll^h .^cronyln th:lt ^t:lnds l^or Intevrated :lnd Heuri^tic System of
V:11id^tion), :^ vi^u:11 tool thut :^llo^^^s to ,Ipply the n^ethodoto^y in :^ fa^t wuy.
II. (iI.(^)I^AI, ASI'CC1'S (:)l: "I'HI: C()NEXI(:)NIST AI'I'R()ACH
A very ilnport^nt ^tep in the developlnel^t ot ^n artiticial new':11 network is to
choose the traillinj dat^. We decide to u^e the d:^taha^e ot^ more than ^000 cases th11
was used to culcul^te the certainty t^^lctors. In thi^ ca^es, we only h^ve the fet^l
outcolne to perfol'm the validatiol^ pl'oce^s. For this I-e:^^on we :^c;cluil'e a new dataha^e
(with 177 cuses) in which we inc;lude the pro^no^e^ ot^ thl-ee hum:>tl^ expert^ and the
expert system NST-Expert with the pl-eviou^ pl'o^nosi^ modute.
In order to t^:^cilit^te the reedin^ ot^ the. :^rtirici:ll neur^l network, a preprocessinb
ph:1^e ^^^a^ developed to convert the ciata lllt0 ^^)lllary v^llue u^^oci^^tin^ the value "1"
with the presence ot :^ risk f:^ctor or the :1^.111oCln:^lity ot all NST p:^r^meter. :^nd the
v:llue "^^^ with the :^h^ence ot^ :1 ri^l^ t^:lctor or the norln:^lity of an NST par:^meter (the
determin:^tion of norn^:^lity is done throu^h heuristic rules).The hum:ln expcrts
pro^l^o^e^ wel'e c:^te^orized in f^c^ul' mutu:^lly exclu^ive ^em:^ntic l:^hels (bcxxl,
had/^li^^htly, h:^d/n^oder:^tely, hac^/cluite) e:1ch one was identitied with a v:llue th^^t
repre^ent^ pre^ence ( 1) or ul^,en^e ( (1). An exallll)le ot tlle Ci:^t:>I call he SeelT lll Fl^. 1•
DBT PDT HPT IUGR FHRB VAR ACC DEC OUTC
0 1 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 0
0 1 0 0 1 1 0 0 1
1 0 0 1 0 0 0 0 0
1 0 0 1 0 0 0 0 4
0 1 0 0 0 0 0 0 1
I^i^. I. I:^;titt^^l^^ ^^l^tlt^• ti: ► inin^^ ^1;tla c^t Ilt^ n^t^^'^^r4:.
^
^
^
^,^
^
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^t^r•/rins; ^tnd n term c^llled l^lvl^lc^lc^^cl» th;^t :^voids the d:lll^er c^t• in^t:^hility.
The procedure used l^)r ^toppin^ network tr;linin^ i^ the Cl^(^ss- ► ^(rli(Ir,^ic^lr l^rc^^lrc^(l.
^Pnc^r(^li_c^(l. (lc^l^(l ^•r^lc^ in which the learnin^ 1)rcx;e^^ i^ n^odil^ied through ^l r(l^c- c^f^
prder ro ad,just the network output to the desired output. The le^>Irninj rule u^ed i^ the
nd emer^es :^t the output end ns ;ln OutpUt SI^II^I; :Ind (2) ;^ h(,r.^.^^(,r(l. /^(/ss, in which
n error sibn^l áener^^ted ^^t :^n output neuron i^ propo,:^ted throu^h the network in^
^m^in unaltered and the input si^n,ll i^ prop,i^ated t^^rwurd throu^h the network
QiStin^ui^h two cíistinct p.^s^e^: (1) u fvr^^nr((. /^^/ss in which the syt^^ptic wei^hts
^ The learnln^ ^tl^orlthn^ u^cd l^ the !)ack-prc^pa^;:^trc^n ol^orlthm, ln whlch we c^^n
. . .
^guirin^ stallc p:rttcrn cl^iti^it^ic:ltlon.
lo^y ^rre it> >irnl^liei(y :tncl it^ ef•lic;iency l)rc)ved in cc^tlntless .^pplic,ttions
d(3) the nclwork exhihit^ .I hi^h cicoree oC c^c^lelrc^(•rivi^^^. Thc re^^sons to use this
netion), (2) the netwc)rk cc ►nt^rins c^ne er mc^re !ri(lrlc^/r /(/yc^ ► 's (in our ease only one),
é network includeti ^ l lrvlrlil ► c-(/l•it>^ r^t Ihe eutput end (in ^ur cnse thc sl^rnold:ll
^.In the diCierent ^ppro^^ches to the prohlem we u^ed network rT^ethodolo^y known
multil^yer perceptron th,^t i^ chnr^ ► cterized Cor (^): (1) the model ot^ each neuron in
This method n^onitors the err^r on nn inde[^endent set oC d^t:^, called the test set, and
s^ops trainin^ when thi^ error be^in^ to incre:l^e. This is considered to be the point ot^
best beneralization, ^vc)idin^^ the problem^ ot overtittin^.
III. MrTHOn()LO(;Y ()r VALInATIC)N
The methodolo^y c)t v^^lidation used in the difCerent model^ is represented in
figure 2 and hn^ been succe^sCully appiied to the expert sy^tem PATRICIA [4, 5].
RETROSPECTIVE CONTEXT
1
Sampling
3
Global analysis of the resuhs
of tl^e group of e^erts
PROSPECTIVE CONTEXT
f^i^^. ?. Scltcine (^f thr (lifferrnt l^li^t^c: (^t tlt^ vali(i,ltl^ll I11ltIl(1lI(lI(^^Y
f'/tase 1: ,^'Cl/11^I///l^^
For ,^n :^ccur:^te ;^n^lly^i^ ol^ ^y^ten^ [^ert^orm: ► nee it i^ e»enti:ll to h:^vc avail:^ble an
^^eclu.>Ite t,1u:rntitv of repre^ent:llive c1;^t:1 rel;ltin^i t ĉ^ clinic;ll c:l^e^. A p:^rt ot^ the^
Z;lol^^ll c:l^e^ c;ll)tured wn^ re^ervcci tc) the v;lliel;^tic)n pl-oce^^ in c)rder to en^ure the
SCller;1h7;111011 C;II);1I11IIt1C^ O I^ llle ^ySlClll.
f'/rn^•e 2: A/rrrll^si.ti• (^f rii,^re('nle/11Oetti4^('e/! ^!/!rs uj^e.rpert.^^
._
Fc)r e:^ch c1i: ► ^^nrni^ tll ► dc^r c:c^n^ider;ltic^n ;^nc1 tor e:lfrh p;^ir ot• experts we huild u
eol ► ^in^el ► cy t;ll^lc.^ u^ee1 tc) ^c)n^l):ll-e the intel•pret: ► tic^l^^ l^etween to exl)ert^. The^e
,
2
Analysis of agreement
between pairs oi e^erts
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t:lhlc^ ^hc)ulcl il^^ltlclc lh^^ f^c ► Ilc)win`^ :I^pcc;t^: (:l) pcr^^c.•I^I;I^;c :I^Tr^^cn^cnl. (t^) .'within
c)nc" l^crc;cni:l^c :l^rc^nlcl^t ((^J (^ii>>il:lr tc) th^ I)rcvic)u^ c ►Ilc htlt ^c)t^siderin^,
, a 1^
'l^;lrti;ll :I,rc;^•i»cl)l^" Ihc)^c cli:i^;l)c)^c^ th:lt clil^l^^•r c)nly il^ c)i^c I:Il^cl il^ Ihe seln^nli^
^ct). (c) ^:lpp:l :ll^;lly^^^ (th;lt clu;ll)^if^ic^ the pcrc;cl^l:l`^c :I^reen^eltt corrected ('or
^h<iitc:c:). :Inc) (cl) wci`^hl^•(1 {^;lpl^;l ;lil:ll^^til^ (7J (th:tt wci^ht^ c1i^:l; T^rccnl^^nt^ ^ccordil^^
Ic ► (hcir rcl:lliv^ lll^pc)rt:ll^^c) .
I'Ir^t.ti^e .3: ^;lr^h^rl «^rcrl y.^^i.ti^ r^J^ tlie re.ti^r^ll.ti^ r^f tl^e ^^rr^^^h uj^ expc^rt^^
V^il^^ thc rc^ult^ c)I^I;lil^ccl I^c^r l^:lir^ c)t^ cap^•rl^, tilc I1^^• c)1^ Willi;llT^^ ine^l^Urelllcnt^
(^( i^ rc^c^n^n^cnclcci il^ c^rcicr tc^ cíctcr^»il^c tc) ^t^h:lt cxtcnt :l^rcen^cl^t (^ctweel^ sy^tcl»
:ll^ci vrr^up ol^ cxpcrt^ clcvi:llc^ l^rc^lTt ,l^Trcclnel^t :1111OII^T cxpcrt^. C'lu^tcr :ln:lly^is (y(
t1^:ty :ll^c) hc u^cl^ul in `rc)upin^ cxpert :incl ^y^tcn^ rc^ult^ in cl:l^^c^.
f lia^^e ^: A,t^,l.y,^, uf'u^^ree^^^e^rt. f^et ►t^ee^i e.rperts u^^^l.tetal urctcume.
Since we h:^ve a cl:lt:lh:l^e w^ith thc prc^ync).^e^ ot^ the; expert^ :lncl the f^et:^l outcc^l»^,,
^^^e c;;ln :il^alyic lhe c;;lp:lc;ity of^ ihe experl^ in ^r^lvin^ thc `Tivcl^ prol^len^ with thc I^e)ur
;ICCUr^cv r:^tios: ^el^tiitivity (trtle pc>>itivc r:^ti^^). ^pccil^icity (true l^c^:ltive r:^tio). C:ll^c,
po^itive r:ttio :^nd t^alse ne^:ltive r:ttic^ [ 1O).
t'J«<^^e ^: ^r^terpret^rtrun uf tlre resrtltti^
tiVe :ln:llyre the :^^rcen^ent l^ct^^^een the ^ystcn^ ^I^d the human exp^rl^
(rctr^>>pective v,^licl:ltic^n) al^cl c;^^I1^p;ire it «^ith lhe e:^lp:lc:ity of^ the ^y^tel» in solvin.;
the pr^l^lcm in clue^tion (pro^pecti^^e ^^^1i^l;ttion). ^
IV, aNN MOI)rL^ hOR "1'HE .^N"1'I:N,^"1',aI, I'iz(:)(^N(:)tiI^
In thi^ ^ectiot^ we de^crihe the dilterent :^ppro:^che^ tĉ^llo«^ed when trying to ^c^lvc
the prohlell^ of the t^eol^^t:^l outcol»e pro;Tnc^.i^ thr(^u^h an :trtit^ici^l neural t^etwctrk
n^odel. For euch ot the^e :lppro:^c;he^ Ihe trallllll^.? d:^t:^, the topolc^;^y ot the l^etwc)rk^
and the v:^lid:^tion ot the re^ult^ :^re de^cril^ed. The c(^111111011 ch:tracteri^tic^ c^f^ :111 Ih^•
model^ h^ve heen descriheci il^ sectiol^ Il ot thi^ worl:.
1 " ^ ppruuclr
IIl thl^ appl'oa^l1 W^ ll^(; a^ Il^;lllllll^? C^;lta tf1C (^al;lll;1^^ ^t'tth tllol'('. lh.lll ^^(^^) C:I^l:1
lll ^^'lIIC;l1 wf'_ h:lvl'_ tlle fCt^ll Ol1tCn111^', allCi ati t^^t (^lal^l lh(', (^:1C:11^:1^^ wlCh 177 ^:1^^^ II ►
^t^hich we have l.^oth the Cetal c^ut^^n^^• allci th^ prcwnc^^^^^ i^t ^^•vcc:l! dOlll:^in exp^r(^•
The net^^^orl^ h:^ve ?^ neuron^ in th^• inptlt l:t^^^•r, l(^ in :^ hiilclt^l^ l:^_yer :^nd only cnlr
olllhllt Il^llrC)Il.
The (^ru(.^It^lll that :^ri^e^ wilh lhi^ ;^I^l^rc^:^:h i^ th:lt tl)^ llllt^^lit^ (lI thC'. Il^t^l^c)rl^ ;il^c'.
I>>c^^l ut thc lin^^^^, ..^c)c.)c1 c)utcc^n^^^.. ;lnci ^t^^• f);I^^e c)1^1^' :I f^^•^^^ ^^:I^e^ wlth c^lltput "I^;icl
c^ut^^^n^c'... Tl^^^ ^^xl^l:^n:ltion c^t^ lhi^ l^r^^l^l^•i>> ^:tl^ hc tllc l^c^llu^^^ii^^T: thc tr: ► inil^^^ c1;lt;l
c^l^l^' h;l^^c twc^ l^c^^^il^(c ^^ulc:c^n^^^^ (`^c^c^cl ;1i^^1 I^:^cj) :lncl thc,,^• :lr^^ the ^^nly pc)^^il^lc^
c^llt^c^n^^^^ c)I^ c ► tlr I^^•Iwc^rl^ (it i^ I^c^t l^c^.^il^l^• tc) c^l^t;tin :1 r:ln^T^^ I^^^t^^^^•^^I^ ^^ood :Incf I^;ICI).
Itt lll^• lr: ► il^in^T ci:lt:l tilc Illllllll^•r c ► I^ `Tc^c ►^i c^tll^c^i»^•^ ;Ir^• I^;tr n^c^rc f^rcclucnt th:ll^ tlic•
Itlli>>I^^•r c)l^ I^:IC1 l)lltlrOIlll•^ (cc^rr^^^l^c)i^^iin`T tc^ :I r^^pr^^^^^l^t:lti^^; cli^tril^utic^l^ ol^ thc r^•;II
c1:lt:l). Thcl^ ll ► ^^ I^^•l^^^c^rl: tri^^^ tc) ^^^^n^^r;llii.^• :III ih^^ ^;I^^^^ tc^ th^' Illcl^t ^.O111111OI1 Ollt^^)Illl^
;ll^ci th^^ l^):I,jc)rit^^ c^l^ th^^ c^lltptlt^ :Ir^• ;^c^c^c1 c)ut^^c ► n^^•^. 1\^lc^rcc^^^^•r. ^^^^' tlllll{: th:^t, pcl'hah^,
it i^ I)c^l ;I ^^c)c^cl iclc:l lc) tr:lil^ th^• I^^•t^^^c)rl: ^^^ith tll^• r^•:ll c)tlt^^c^l»^•. t^c^r cx:111111Ic. :I ^^Itic'
...
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'^^t pre^c;nt^ u)mc ri^k I^rclc)rs ^tnd tioI11C ^ihnc)rmal NST p:lr^llY^ctcrs is ^ti ^ood
^^ndidate to h,lvc :r h;td prc)^no^i^, hut ihe ^uh^c(lucl^t medicatir^r^ ol- the p<^tient m;ly
'^h^n^e hcr or his state rlnd the let:ll outcc)me m;iy Ix; bcx^d (reprc^el^tinb a wron^
^orrel^tion lx;iwecl^ ri^k t^lc;tors and NST par^lmcter^ with the fetal outcome). For
these re<I^on^ we decide to u^e .^ dit-fercnt ^^ppro;tch to the prohlelrt.
2ie Apl^ruacl^
In this t^ppro:lCh wc deci(1e to develop ^ new nctwOrk, hut tr^llllCd with the
proano^es ot^ thc expcrt^ :ind not with the tet:^l outcome (since the opinions of the
eXperts ^re C:ttc;TOrircd in t^)ur scmantic lohels we c^r>I develop a network with tour
possihle c)utcolne^, and not with only two). To do this we use the d^t^h^se il^ which
we h:tve hoth the l^et^ll OlllCC)Ine ;tnd the pro^nose^ ot^ the experts :^1>Id we set the $O^^o
of the ca^es :ls tr;lllllil^,._► data (takin^ into account only the pro^nosi^ of the most
prestibiou^ expert) und the rem^inin^ 20^7^ a^ test d:tt:^ (u^in^ all the expert's
progno^es).
The topolo^y of the networl: consists ot K ncuron^ il^ the il^put I^lyer, 1(i neurol^s
in the hidden la^•cr ^^nd 4 I^euron^ in the output I;lyer (th:^t Cori-e^pond to the 4
possible pro^nc»e^ ot- the networl:: ^ood, I^.^d/^li^_htly, h:ld/modcr:ltely ;^nd l^^d/quite).
The pro^no>e^ ot- the network, the pro^nose^ ot the expert^ :Ind the tetal outcome
were p:>>^ed to tht valldltiC111 tool S^-IIVA oht:linin^J the tollo\^^in^ re^ult^ in which
ANN i^ the netw^r^: ES the expert systelT^ with the Certail^ty v^lue^; :Il^d A, B ^nd C
are^ the humar^ expert^.
TABLE I
TESTS BETWEEN PAIRS OF EXPERTS (2w APPROACH
kapp3 weighted kappa percentage agreement within-one percentage
a reement
ES - A 0.146 0.404 0.543 0.914
ES - B 0.136 0.368 0.543 0.886
ES • C 0.287 0.584 0.600 0.943
ES - ANN 0.281 0.464 0.629 0.914
A- ANN 0.305 0.549 0.743 1.000
B• ANN 0.016 0.440 0.657 1.000
C- ANN O.^s49 0.544 0.771 0.943
A- B 0.262 0.474 0.714 0.971
A- C 0.295 0.666 0.686 1.000
B- C •0.063 0.311 0.543 0.971
I1^ tal^le I we ^ho\^^ the result^ ot' the d:^t:^ helol^^in^ to the tir^t pha^e ot the
retro^pe(:tive v;^lici;ltion th:^t con^i^ts of :^n identitiC;^tion ot the ^^^reen^el^t betweel^
p:^ir^ ot expert^. II^ thi^ tahle we c^n see th:^t the re^ults ot^ all the experts :^re very
simil^r (includin^T the expert ^ysteln with the cert^linty t;tCtor^ ;^nd the new-al
networl:). An in^h^rt:^nt t:^Ct th^^t C:^n be noticed ili thi^ dat:l i^ th:^t l:app^ :^nd
WCl^hled ñljlp;l ^'alllt'.^ :Il'C VCl'y IoW . The explail^tl011 [o thl^ prolllCill^ C:111 ^le toutld
111 tlle dC'IlilitlOIl (lÍ^ It1CtiC Illt':ltilll'Cr11C'lll^ aild lll ti1C C:h:ll';1C:1C1-I^tIC^ Ot tile tialllple
. The
51111p1C ll^Cd Iti 1'r'lll'^'^CIll:1tIVC Ot thC 111O^l (r(lllllllOI1 C;1tiCti Inlllld, lll \t'illCil \ve h^tve
n^c^re "^,c^c)d out^:c^l»^^" c;;^^e^ th;^n "h:^d outCC)IT^c" c:l^e^, \^^hiCh ili^l)lie^ th;lt the ^;In^ple^
is ul^l^:^lanced. Sinr^^ I::lhha me:l^uren^ent^ cc^rrcct :l^rccn^enl^ (iu^^ tc) c;h:ince. it^ \^^e
h:tve ^evcr;^l v:lltl^^, I^^'IOn`iin^T to c^nc typc, tlll^ I11^':l^uren^ent^ il^tcrpret th:tt cxi^t^ :1^
^rcat l^: ► clcir (^f^ ch;ll^^'^^ :II^c1 thc^ rc^ultir^`! v; ► lu^' i^ Ic^w ^ 1 1 J.
1000
In t;rl^lc^ II .^r^ci III thc ir^I^c^rlT^;l^ic^r^ c;c^rrc^pc^l^ciil^^ tc^ thc ^ccc^l^O ph^t^e il^ the
rctrc^^pcctivc v;rli(l:ltic^l^, ir^ wllich ^^^c u^c iflc ir^f-c^rr>>;rticz'r^ c^f- the f^ir^t I^h;ltic, i^ shown,
U^il^ ►^ Ihe Willi;lillti I>>e:;r^urer»^^I^t^ (in wflich ;i v;llrl^^ nc^lr c^l^e itT;dic:;^te^ th,^t the
prc^^l^cnc:^ c;'f- the expert Ilnclc:r ev;rlu;riic^n ^ ► rc; ^in^il;lr t(^ the prc>^r^c^^e^ of the ^other
expcrt^) wc c;lr> >cc th;lt ;rll the rc^ult^ ^^re ne;rr thc llnil. Thc c^nly cxccptic^l^s are the
rc^lllt^ (^I^ cxl^crt Ei il^ {:;rpl^;l li^c:r^urcl7^cnt^ (i^ thc I^IC^^I lll^h;rl;ll^cccl ^;Irt^ple) cir^d thc
rc;^llll^ c^t^ lhc cxpcrt ^y^tcl» lh;lt ;Irc ;r litlic Ic^wcr th;ll^ lhc rc^t.
Thi^ ^i(u;ltic^r^ i^ ri^;lil^t:lil^ccl ;rf^lcr rc;rliril^v Ihc c;lll^tcr ;rn;rly^i^ ;Il^ci ^rc^u^in^ thc
expcrt^ ;IC;c:c^r(lir^`1 tc^ thc re^ult^ c^t^ thc .r^reen^ent v;llu^^^ c^l^ t;rl^lc I. Thcref^(>re we c^n
^ec th:lt lhe ANN i^ -jc^inted, ;Ilw; ► y^ :rt the f-ir^t Ievcl^, wilf^ exherl^ A;rnci C, while in
the 1^^11(,^t-in^ Icvcl^ ;rrc jc^intcci thc expert ^y^tcn^ ;Ir^cl ihc expcrt f3 (ihi^ (^ne only il^
k^lpp:r n^c;>>uren^ent^). ^
TABLE II
Wt^UAMS MEASUREMENTS (2^^ APPROACH)
kappa weigl^ted kappa percentage agreement w^thin-one percentage
aareement
Ar:N 1.483 t.067 t.t57 t.OtB
_ S t 009 0.914 0.844 0 932
A t.366 t, t 58 1.076 1 030
B 0.299 0.744 0 928 1.005
C t 267 1.170 t.019 1.018
TABLE III
CLIISTER ANALYSIS ( 2^ APPROACH)
kappa weighted ka^pa percentage agreement w^thin•one percentage
aareement
ANN - C 0.449 C- A 0.666 ANN - C 0.77t ANN • B t 000
ANN.C - A 0.300 ANN - C.A 0.547 ANN.C - A 0.714 C• A 1.000
ANN.C.A - ES 0.215 ANN.C.A • ES 0.479 ANN.C.A - B 0.657 ANN.B - C.A 0.9^1
ANN.C.A.ES • B O.t28 ANN.C.A.ES - B 0.392 ANN.C.E.B • ES 0.561 ANN B.C.A - ES 0.9t4
Then we c^n c:^nclude th^^t the re>ult^ ot ^tl the expert^ ;^re vel-y ^ilnil.^r, anci thal
the cii^crep;^ncie^ tound hetween lhe ANN and the hul^^^n expert^ ;^re the ^;^r»e
di^crep^l^cie^ th^t exi^t het^^^een the dilterent expert^. The i^^ct th;^t the re^ults ot the
expert ^^'^ten^ ^^re :l little l^^t^er th;ln the re^ult^ or the other expcrt^ c:an he expl^incd ^
when pt^rf(^rmil^;^ the prc^^pective ^^:^lid;^tio» (t:^i^le 1V) il^ which the pro` ► ^o^e^ c^l^ the '
E;xptrl^ :ll-C COIllpal-eC^ ^^'Ith lll^' 1`t'tal OUt('OIl1C'. Tfl(.' Il1C`;l^llrelllC;ill^ lltic'Ci ^^'^l'^ t ► 1C lOUI' ^
` , , . . I . I ^ ` . , . . . • ^ lT • ^ ^
.^ccur:^^^^ r;^tt^^: ^cl>>111^ It^ .^11tl.lÍl('l^1 , f^^l^e ^^^^tt^^^^. r:^t ► c^ ^lll(1 t;ll^t n` :^tl^^t ratic^.
. _ ^
h, tne pro^pective v;lli(i:itiol^ ► . ^peci;tily v;^ll,^'(i the ;^l,ilit^^ tc^ 1^(^ c^ ► ;^^T1^(»t' ;I^ ^
..^Voo^1 (^ulcon^e" thU^e c.;t^e^ ir^ ^t^hi^h the t-in;^l c^ul^•c^l»c i^ I^;^(1 (:I^I^^'^'t t1^(^rr,' ^cric^u^
th;^n (ii:^^tr^(^^e ;r^ "I^^d c^lricc^l»^'.. :I ^;I^c in ^^^hich th^^ (•in:^l c^utcc^n^^' i^ `^c^c^^i ).
TABLE IV
PRC?ĉPECTNE VAUDATION ( 2~V Ap^^,04CN)
Sens^trv^'y
(true oos^we rat^ol
Specilicity
(true neoative rat^ol
False pos^tive ra^^o False nec_a!^ve rat^o
AtiN 0 87t 0.75 0.25 0 129
^S 06t3 1 0 03b7
A O. ĉOñ 0.75 0.25 0 t9^1
S 0.839 0.75 0.25 0 t 6 t
C 0 7a2 0 75 0.25 0.258
,
II^ thi. w:ly ^^^^• c.;ll^ ^^'^^ th:it :III tht,• cxp^'rt^ (cx^^Illclil^^T th^• ^•xl^^•rt ^^^^t^'n^) pr^'^cnt ^
trtlt' I^c^:itivc r:rlic^^ hi`Th^'r th:rl^ (1.7 ; ► ncl trllc 1^^•^^;Iti^'^• r:ltic^^ hi^Th^'r th:ll^ (1.7^. Frc^n^ ^
thi^ c1:ll:r ^t^^^ c;lr^ cc^nclttcl^' lh:ct Ih^• I^rc^^r^c^^^•^ c^C Iht• aNN . ► r^' vcr^' ^il>>il; ► r ic^ nc^' ^
^^
v
1001
^^noses of the hum1n experts, while the expert system is_. more pessimistíc
nosing more "bad outcome" than the others. The ndvantage of this attitude is
t the f^lse positive ratio is zero and the expert system doesrr't dia ĝi^ose ^ b^d case
`good outcome".
3i° Appru^tclc
Although the results of the network were acceptable there were some input
tterns for which the experts m^de different prognoses. To avoid the inFluence of
e cl^ssific^tion rules^ of the NST par^meters (^s norm^l or ^biiorm^l), we decided
train the network with the numerical v^lues of the NST p^rameters. The results
tained with this approact^ do not differ substantially of the results obtaine^d with
previous o»e, as we c^n see in the retrospective results of table V and the
pective results of table VI (in which the number of true positives is hióher but
number of false positives is the same of the previous network).
TABLE V
AGREEMEM t3ETWEEN THE ANN AND THE EXPERTS (3pD APP
^• ^^ ka,ppa weighted kappa peroentage agreemenf within-one percentage
a reement
) . ES - ANN 0.008 0.210 0.514 0.857
^ ;f A- ANN
B- ANN
0.284
0.125
0.333
0.323
0.771
0.743
0.971
0.971
^ C- ANN 0.305 0.294 0.743 0.943
TABLE VI
PROSPECTIVE VALIOATION (3^ APPROACHI
Ssnsitivity Specificity False positivs ratio
rue dive radiol (lrue neoative ratio - ^
0.967 0.75 0.25 ^
V. OTHER PREnIC"I'ION MODELS
False negative ratio
0.032
^^^As well as t.he different appro^ches m^de with the artifici^l neural networks, we
ried to solve the problem usiná classical statistical techniques (BZyes theorem), new
tátistical techniques (logistic regression), and cert^inty management techniques
Bayes theorem ohtninín^ the prior probabilities of "bud outcome", P(M,S), and "good
outcome", P(^M,S), a^^c1 the condition^l prol^^l^ilities or lil:elil^oods of the appearance
of a given evide^^ce whe^^ we l;^^ow the fetal outcome. The results obinined with this
approach are little different ti-om the results of the experts, as we can see in the
cluster nnnlysis dendroarnm (ti^. 3) obt.^ined throuah the vulidution process.
First we decided to suppo^e i»dependence between ^11 the evidences and apply
no clear th^t the third condition is fulfilled.
Nevertheless, when we ^^se ns evidences the risk factors and the NST parameters it is
^utcome" and ``bud outcome" (thnt, obviously, fulfill the two tirst conditions).
'^ypotheses must he mutu^lly e^xclusive, (2) the set ot hypotheses must be exhaustive
,
tand, (^) the evidences must be conditionnlly independent. The hypotheses nre "good
^
^ In order to apply Bnyes model, we huve to fultill the followin j conditions: (1) the
empster-Shafet model).
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Fig. 3. Dei^drogram af the cluster analycis for the rtrsults of Qayes Uieorem
Consideriná the prospective valid^tio» (tablé VII) the results ot the true negati
ratio and false positive ratio are acceptable, but. the results of the true positives ^^i
the false negatives are not f^vorable. ^^^!.
TABLE VII . ,. i
PROSPECTIVE VALIDATION ( BAYES THEOREM)
Falso positive ratioSensitivity Speciticity False negativo ratq'
(true sitive ratiol (true n ative ratiol
0.267 0.742 0.258 0.733 ^ '^,ANN
For this reaso^i we decided to chec;^ if the evide»ces were really independe
.^
doing an independe^ice analysis with the x'` of Pearsrn^. The results seem to sho
that the risl^ factors are dependent between themselves and so are the NS
parameters, but factors and parameters are independent. Then we decided -rt
calculate the likelihoods of all the possible co^nbinations of ris^ factors ^(24) a»d of.^l
the possible combinations of parameters (2^}. Therefore, in a given case,^^
probability of "bad outcome" can be calculated using the product of the lil^elit^^
obtained for the risk factors, in one hand, and for the NST parameters, iñ the ót
^ ^f ,,^hand. This new approach cannot be applied because the lacking .
combin:► tions of sy^nptoms (i.e. in t.he database there was no cases that present ^ll
risk factors or all the NST parameters abnormal). ^.',^Ié
Due to the problems found with Bayes theorem, we decided to use a m^
adequate statistic^l analysis, in which we do not need to presume independen ĉ
^between the evidences. Then we use the logistic regression model [ 12] in which^i
dichotomous variable (i» this case the fetal outco^l^e) depends on some varia^l
called "independent variables" (ris^ factors a^^d NST parameters). The equation .th^^.
defines the model is eduation 1, in whicti X; represent the independent variables and
P is the probability that the dependent variable takes ^^ given value.
1
1' _
1 + e-c^+^ ^;a, )
.^
In this equ.^tion there are some unknown terms ( rx y^3;) c:^^lled the reRression
cc^cffir.ic>»rs ^nd which ^re necess^ry to infer ti-o^1^ the d^^t.l c^^ptured. The coefficient
cz is an independent term, while the tern>> ^3; ( there is one tor each independent
vari:►ble) represent the relation hetween e^^ch of the independent variubles and the
dependent variable ( if it is positive the probahility P is hijher, it^ it is negative the
probahility P is lower .l^^d if it is 0 it means th^t the independent variable doesn't
aflect the dependent variable). The method applied to estimate the coefticients is the
ntn.a i^»tcnt I ik^l ihcwcJ fi.^jtctiv^t.
o.s7
,
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The problem found with this method is simil^r to the problem found in the first
^^ta^ch of the artificial neural networks, the results are a majority of "good
come" except for some cases in which the outcome was b^d. This means that the
^gistic regression tries to generalize the different cases presented, fitting them to the .
aracteristics of the sample used to estimate the parameters of the model (a sample
^'which the numl^er of good cases is high than the nurnl^er of bad cases). With this
éthod we cannot appty the solution used in tt^e ANNs (using as training d^ta the
rognoses of the experts) because the dependent v^riable must be dichotomous.
In the certaii^ty management methods, the results of the Shortliffe-Buchanan
odel have been puhlished ir^ [ l^). Relating to the Dempster-Shafer model we
^^. .
ec^de to include in the fi•rnne vf ^l^scernrnen^ two hypothesis: "good outcome" and
d outcome" (that are mutually excfusive ^nd exhaustive}. The risk factors and the
ST parameters represent the evidences of the model. Due to the special
mposition of the fi•ame of ^liscc^•^imejtt (with an hypothesis ^nd its neg^tion) it is
sy to demonstrate .that the resulting value of the application of the prob^ibility
ŝsignment function is equivalent to the value obt^ir^ed with the cornbination of the
ifferent cert^inty factors of the Shortliffe-Buchan^n model. For this reason the
ésults obtained after the application of the Dempster-Shafer model are not shown
ecause they are identical to the results of the certainty f^^ctors model.
DISCUSSION
In this work we pretend to carry out a comparative analysis of the neonatal
^5' •
rognosis problem using lrtificial neural networks, statistical techniques and, .
yrtainty management techniques. .
In the ANNs the most accurate results were obtained in the networks trained with
é prognoses of a prestigious human expert (secor^d and third approach), while the
;esults were worse when we trained the networ^ with the fetal outcome (first
pproach). The explanation, already pointed, to this bad results rnay be that the
etwork tries to approxirnate atl the prognoses to the result "good outcome" because
iŝ the most frequent in the traininj data. ^ne can think that this problem is easy to
solve using a database with the same nwnher of ^ood and bad cases, but it is not. so
ŝimple because this new dataliase would not be represer^tative of the real c^lses and
because there ^re several similar cases, with a rnajority of áood outcornes but with
^ŝome bad outcomes, and if we eliminate some of this ^ood outcomes the net^^ork can
`assw^e an erroneous correlltio^l in the data dia;nosing these cases as bad. The
^^ solution may be four^d by usir^b rnore data to do the progr^osis (more risl; factors and
^'.contextual information) but it still has the problern of working with a real outcome
that may have been ^ffected by external f^ctors unknown to the r^etwork (medication,
elinical manaJement, etc.). But the solutior^ of traininj the d^^ta with human expert
prognoses is not li-ee tl'olll prolilems because we inherit the hu^nan errors and in
some cases, atter^ciir^^ to the talse positive r-atios, this e ►^rors rnay be very hi^h.
^ With the cert^^inty rl^ana^erT^ent models we can chec>; that the Dempster-Shafer
model is eduivalent to the Shortlil'fe-Buchan^n model in this case in particular, and
.. •L _ . . . . . .
- - • - - - ri [ 13].
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In relation .with the statistical me<^aurements, the application ,9f;
theorem presented some prolitems associated with the constraint of in^ep^
the evidences (wl^ich is not e<^sy to l^e sure to fu1C11). The fact that the:re,ŝ
tittle worse tha^^ the results obtained with t.he Short[iffe-Buchanan ^r^p
i»dicate that the corre^;tion of the certainty factors made by the human éx
crucial and t[^e simp(e inference of .condition^l prob^bitities of a database^
insufCcient to obtain competitive results. Nevertheless the logistic regression
.^
presents some advantabes respect to the Bayes theorem, because it doesn't;^
indepe»dent variables. The problem aroused with tt^is model its the same;
found in the first approach of the ANN. _,; ^;
As a final conclusion we can say that there are several methods to implep^
probnosis of the fetat outcome, but the m^i» adva»t^ge that presents the
the rest is its flexibility, because there are several topolo^ies a»d le<^rning ^r
can be used without t^king into account the co^istrai»s of the stati.stical meth
the c rt i ^t th ' ^t d^e a y manabemen me s. ^. í;f^o
:; r.^_
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