Abstract. We generalize existing Jacobi-Gauss-Lobatto collocation methods for variable-order fractional differential equations using a singular approximation basis in terms of weighted Jacobi polynomials of the form (1 ± x) μ P a,b j (x), where μ > −1. In order to derive the differentiation matrices of the variable-order fractional derivatives, we develop a three-term recurrence relation for both integrals and derivatives of these weighted Jacobi polynomials, hence extending the three-term recurrence relationship of Jacobi polynomials. The new spectral collocation method is applied to solve fractional ordinary and partial differential equations with endpoint singularities. We demonstrate that the singular basis enhances greatly the accuracy of the numerical solution by properly tuning the parameter μ, even for cases where we do not know explicitly the form of singularity in the solution at the boundaries. 1. Introduction. In this paper, we focus on the computation of the variableorder fractional integrals and derivatives of the weighted Jacobi polynomials. Using the weighted Jacobi polynomials with negative exponent as the basis functions, we develop Jacobi-Gauss-Lobatto (JGL) collocation methods to solve fractional differential equations (FDEs) of variable and constant orders when a singularity at an endpoint appears.
Introduction.
In this paper, we focus on the computation of the variableorder fractional integrals and derivatives of the weighted Jacobi polynomials. Using the weighted Jacobi polynomials with negative exponent as the basis functions, we develop Jacobi-Gauss-Lobatto (JGL) collocation methods to solve fractional differential equations (FDEs) of variable and constant orders when a singularity at an endpoint appears.
Numerical computation of the fractional integrals and derivatives is the key to understand fractional calculus and solve FDEs of increasing interest in many fields of science and engineering; see, e.g., [2, 10, 20, 21, 23, 27] . It is important to develop numerical methods for FDEs as the exact solutions to FDEs are difficult to obtain in real applications, due to the nonlocality and complexity of the fractional differential operators, especially for variable-order FDEs. Recently, finite difference methods have been widely used to approximate fractional differential operators and FDEs with constant orders; see, e.g., [3, 11, 12, 15, 18, 22, 24, 25, 30, 43] . Some of these methods have been extended to the variable-order FDEs; see, e.g., [1, 4, 5, 29, 32, 42, 45, 47] .
Spectral methods have been also applied to FDEs when the exact solutions are smooth; see, e.g., [17, 26, 33, 35, 37, 38, 41, 46] . As in the traditional spectral methods for integer-order differential equations (see, e.g., [14, 28] ), it is extremely important to choose appropriate approximation bases in the spectral methods for FDEs. When the solution is smooth enough, the classical Jacobi polynomials (typically Legendre or Chebyshev polynomials) can be used as an approximation basis and the computation of the fractional integrals and derivatives of these bases was investigated in some works; see, e.g., [16, 17, 37, 41] . Unlike for the classical spectral polynomials, Zayernouri and Karniadakis obtained a new basis in terms of polyfractonomials, which are eigenfunctions of the fractional Sturm-Liouville problem [36] .
When the solutions of underlying FDEs are not smooth, some weighted Jacobi polynomials can be used to accommodate the weak singularity at the boundary; see, e.g., [6, 37, 38, 44] . Specifically, we use a set of weighted Jacobi polynomials of the form {(1 + In [6, 37, 38, 39, 44] , the parameters b and μ (or a and μ) are chosen to be the same so that the left (or right) fractional derivatives of these weighted polynomials have simple expressions; see also Corollary 4.3 in this paper. In particular, the polyfractonomials of Zayernouri and Karniadakis have similar structure but with μ = b ≥ 0 or μ = a ≥ 0 (see [38, 39] ), while we allow that μ > −1 and μ is not required to be equal to a or b. Moreover, the proper choice of μ (especially negative μ) results in significant improvement in accuracy of numerical solutions as shown in section 5.
When μ = 0, we may use the three-term recurrence formulas of the Jacobi polynomials to derive recurrence formulas for fractional integrals and derivatives of the Jacobi polynomials; see, e.g., [16, 40] . In this paper, we extend this approach to compute constant-order fractional integrals and variable-order fractional integrals of the weighted Jacobi polynomials for arbitrary a, b, μ > −1. Subsequently, the left (or right) Riemann-Liouville and Caputo fractional derivatives of (1 + x) μ P a,b j (x) (or (1 − x) μ P a,b j (x)) can be derived via the corresponding fractional integrals of these weighted bases. The advantage of recurrence formulas for the left (or right) fractional integral of weighted Jacobi polynomials is that they exhibit very good stability in the numerical simulations. Under some conditions, it can be proven that the recurrence formulas may degenerate into a three-term recurrence relation and thus define an orthogonal system; see, e.g., Corollary 4.3.
Compared to Galerkin spectral methods, spectral collocation methods are more flexible to deal with complicated problems, such as FDEs with variable coefficients, multiterm FDEs, and variable-order FDEs; see, e.g., [13, 38] . In this paper, we develop spectral collocation methods by using the aforementioned weighted basis that can capture the weak singularity at the boundary of the exact solution to FDEs with constant or/and variable orders even if the regularity is unknown.
In the implementation of spectral collocation methods, we have to compute fractional differentiation matrices, i.e., the fractional derivatives of the weighted Lagrange interpolants, which result from the Jacobi-Gauss-(JG-) type quadrature nodes; see, e.g., [31, 34, 38, 40] . With the derived variable-order fractional integrals and derivatives of the weighted Jacobi polynomials, we actually unify the results of existing approaches of computing fractional differentiation matrices; see, e.g., μ = 0 in [31, 34, 40] and μ = b or μ = a in [13, 38, 39] .
Further, we can choose some μ with −1 < μ < 0 which can lead to better accuracy than the case of taking μ ≥ 0 when the regularity of the exact solutions to the FDEs is very low and even unknown. Note that the regularity is indeed low for the FDEs with variable orders and nonlinear FDEs; see Example 5.3. To the best of our knowledge, the case we propose corresponding to −1 < μ < 0 is new and one of the distinguished features that makes our work different from the existing work.
In summary, we briefly list the main contributions of the present work.
(1) Spectral collocation methods are developed to solve variable-order FDEs using a singular basis in terms of weighted Jacobi polynomials of the form
An efficient three-term recurrence formula to calculate the fractional integrals of the weighted Jacobi polynomials is developed, which leads to the differentiation matrices of the Riemann-Liouville and Caputo fractional derivatives. (3) By tuning the index −1 < μ < 0, FDEs with endpoint singularity can be solved with higher accuracy by the proposed spectral collocation method. The remainder of this paper is outlined as follows. The definitions of the fractional calculus are introduced in section 2 and the spectral collocation method for fractional ordinary differential equations (FODEs) is presented in section 3. In section 4, the new differentiation matrices are developed. The spectral collocation methods for FDEs applied to numerical experiments are presented in section 5, and the conclusion is included in the last section.
Definitions.
In this section, we introduce the definitions of the fractional integrals and derivatives with variable orders and their related properties.
Definition 2.1 (see [47] ).
, the left fractional integral (or the left Riemann-Liouville integral) with order α(x) > 0 is defined by
and the right fractional integral (or the right Riemann-Liouville integral) with order α(x) is defined as
where Γ(·) is Euler's gamma function. Definition 2.2 (see [47] ). The left Riemann-Liouville fractional derivative with
and the right Riemann-Liouville fractional derivative is defined by
where n is a positive integer and n − 1 < α(x) < n. Definition 2.3 (see [32, 47] 
where n is a positive integer and n − 1 < α(x) < n.
, we have the following properties [47] :
3. Spectral collocation method for FODEs. In this section, we present one of the main contributions of this work, i.e., we present the spectral collocation method to solve FODEs by applying the new differentiation matrices (see section 4). Our spectral collocation method is more flexible with better accuracy than the existing ones. We also clarify when the new spectral collocation methods obtains better results than existing versions.
Consider the following FODE
To approximate the solution of u, we use the following basis
where P N is a set of algebraic polynomials of order no more than N over the domain
N is the JGL interpolation operator associated with the collocation points
N (x)) , and P a,b N (x) is the N th-order Jacobi polynomial defined by (4.2). The Lagrange interpolation basis function l j (x) is the jth corresponding interpolation polynomial, i.e., it has value 1 at x j and value 0 at points x i (i = j).
In its matrix form, (3.2) can be expressed as
and D L is defined by (4.39), while B ∈ R N ×1 satisfies
With (3.2), we actually solve the following equation
which is equivalent to (3.1) with u = (x− x L ) μ v. As pointed out in [44] , the regularity of v can be much higher than u and thus the polynomial interpolation of v in (3.2) is more accurate than the polynomial interpolation of u itself. For example, when a = b = 0 (see, e.g., [19] ), we have
−μ+0.1 , which has higher regularity than u(x) when −1 < μ < 0. For FODE (3.1) with smooth f (x) and C(x), this is true when α is small; see, e.g., [11] and Remark 3.1.
The choice of μ is extremely important in practice. Here we prefer to choose μ ≤ 0 that will lead to
that is unknown if the JGL spectral collocation method is applied to (3.1), while arbitrary assignment of v 0 may lead to unsatisfactory accuracy; see Bv 0 in the right-hand side of (4.31), where Γ(1+α(x)) . For such a simple case, the regularity of u(
can be smoother than u when −1 < μ < 0. Then we have more accurate numerical solutions of v(x) and thus expect more accurate numerical solutions of u(x). See numerical examples for details in section 5.
Derivation of the differentiation matrices.
In this section, we first develop the recurrence formulas to calculate the fractional integrals of the weighted Jacobi polynomials P
Then we derive the fractional derivatives of P a,b,μ ±,j (x) from the corresponding fractional integrals of P a,b,μ ±,j (x), which leads to the desired differentiation matrices associated with these weighted polynomials by a simple matrix-matrix multiplication.
The Jacobi polynomials {P 1] are given by the following three-term recurrence relation (see, e.g., [28] ),
where (4.3)
.
where δ mn is the Kronecker delta function and
In this section, we also use the following notation:
4.1. Fractional integrals of the weighted Jacobi polynomials. In this subsection, we develop a recurrence formula to calculate the α(x)th-order left (or right) fractional integral of P a,b,μ
(x) by the following recurrence relation.
where
where A j , B j , and C j are defined by (4.10), (4.11), and (4.12), respectively. Remark 4.1. When μ = 0 and j ≥ 1, we have (see, e.g., [16, 40] ),
The initial values of H j (j = 0, 1) in Theorem 4.1 (or Theorem 4.2) can be obtained from the relation
Proof. Equation (4.17) with constant fractional order α can be found in [6, 37, 44] , which also holds for the variable-order α(x). For any α(x), (4.17) can be proven by using the explicit form of Jacobi polynomials (e.g., see p. 71 in [28] ), the proof of which is omitted here.
Next, we investigate the stability of the recurrence formulas 
In general cases, i.e., b = 0 or a = 0, it is difficult to prove that the three-term recurrence formula (4.8)-(4.9) or (4.13)-(4.14) could define an orthogonal system. Thus, we numerically show their performance in stability. Here we only consider (4.8)-(4.9), since the situation is very similar for (4.13)-(4.14).
We will test two approaches of computing G
(x) in (4.6): the recurrence formula (4.8)-(4.9) and the direct computation using the Gauss quadrature rule given by
can be directly calculated by the following exact formula
, {ŝ k } are the JGL quadrature points, i.e., {ŝ k } are the roots of (1 −ŝ 2 )∂ŝP
(ŝ), with the corresponding weights {ω k }. For simplicity, we can choose M j = N/2 + 2 in (4.19) in the computation. Now we are ready to test the computational performance of the recurrence formula (4.8)-(4.9) and the Gauss quadrature (4.19). The numerical solutions obtained by the recurrence formula (4.8)-(4.9) are denoted by
and the numerical solutions from the Gauss quadrature (4.19) are denoted by
is the reference solution from the first equation in (4.17) with μ = b. Then the relative L ∞ error is defined by
In Table 1 , we observe that the recurrence formula (4.8)-(4.9) shows higher accuracy while the Gauss quadrature (4.19) shows less accurate results, especially when 
. Moreover, we also need to recalculate the Gauss quadrature points {s k } and weights {ω k } in (4.19) when x changes, and thus the computational cost is O(N 3 ). From Table 1 , we observe better accuracy of the recurrence formula, which implies the stability of the recurrence formula (4.8)-(4.9). 
Riemann-
In the rest of this subsection, we use
When α(x) = α is a constant and n − 1 < α < n, n ∈ N, we have
For 0 < α < 1, lettingα = 1 − α and s = (x + 1)ŝ − 1, we have
which leads to
where we have used 
Applying (A.2) and (A.3) (see appendix) with n = 1, 2, we obtain
When α(x) is a function of x, x ∈ (−1, 1], we can readily verify that (4.21) and (4.22) hold from the definitions (2.3) and (2.4). Also, when α(x) > 2, S L,j (x) can be similarly derived, which is omitted here.
For the right fractional derivative operator, we have similar relations. For a given
For a given x ∈ [−1, 1) and 1 < α(x) < 2, letα(x) = 2 − α(x) and we have (4.24) 
Differentiation matrices of the
where l j (x) is the Lagrange interpolation basis function based on JGL points and l j (x) can be represented as
Then c k,j can be determined by the following relation [28] (4.27) 
at the collocation points x = x j (j = 0, 1, . . . , N) can be calculated by the following simple formula
We can similarly derive the differentiation matrix D R such that 
Differentiation matrices of the Caputo fractional derivatives. In this subsection, we focus on the computation of
Similarly, we have
For μ ≥ 1 and 1 < α < 2, we obtain
Remark 4.2. According to (2.7), we can also calculate the Caputo derivative
When μ = 0, we have (cf. [16, 40] where α(x) is a constant) For the Caputo derivatives, we can similarly derive the following differentiation
Remark 4.4. The total computational cost of the present algorithm is O(N 3 ), where N × N is the size of the fractional differentiation matrices. For the differentiation matrices based on the Chebyshev-Gauss-Lobatto points, the computational cost can be reduced to O(N 2 log N ) due to the fast Fourier transform. In the standard spectral collocation method, i.e., α = 1, 2, we have the exact formula to calculate the differentiation matrices with O(N 2 ) operations; see [28] .
Applications and numerical examples.
In this section, we first illustrate the spectral collocation method proposed in section 2 to solve FODEs and compare the numerical results with existing spectral collocation methods. Then we illustrate the spectral collocation methods to solve FPDEs.
We will present three examples. In the first two examples, the endpoint singularity index of solution is known, and we mainly focus on the convergence order of our methods and test the methods for different situations. In the third example, we consider a fractional Burgers equations where the endpoint singularity index of the solution is not explicitly known. Example 5. In this example, the errors are measured in the following sense: In Case I, the solution is smooth and then we use (3.3) with μ = 0 (standard spectral collocation method; see, e.g., [31] ) to solve it. In Table 2 , we observe spectral accuracy for the smooth solutions when three types of collocation points are used. For the same N , the three sets of collocation points give the same level of accuracy, which is expected from standard spectral theory; see, e.g., [14] .
For Case II, we know from [44] that the analytical solution u(x) to (3.1) satisfies
Here, we apply the JGL collocation method (3.3) with three choices of μ: Tables 3-4 ). In Table 3 , 2 we show the errors e ∞ by using the Legendre-Gauss-Lobatto (LGL) spectral collocation method (a = b = 0), and the errors e ∞ of the Chebyshev-Gauss-Lobatto collocation method (a = b = −1/2) are shown in Table 4 .
In both tables, we observe spectral accuracy when we choose μ = σ + α − σ + α or μ = σ+α− σ+α for σ+α ≥ 1. Note that we are actually approximating v instead of u. While we have a smooth v with the chosen parameter μ, it is natural to expect spectral accuracy. However, it is still important to choose μ < 0 if JGL collocation methods are used. When 0 < σ + α < 1, we choose μ = σ + α − σ + α (−1 < μ < 0), 1 Here we choose such a solution to somewhat mimic the singularity structure of the solution of In this table and in Tables 4 and 5 , we marked the optimal μ with μ * for Cases II and III. where we still observe spectral accuracy; see the text before Remark 3.1 for choosing μ. However, if 0 < σ + α < 1 and we choose μ = σ + α > 0, then we need to know v(0) to recover spectral accuracy and observe otherwise only slow convergence. When we simply take v(0) any value other than the exact value (here the exact value of v(0) is (1)), we cannot observe spectral accuracy; see (3.3), and Tables 3-4 where v(0) = 0 is used whenever 0 < μ = σ + α < 1. If 0 < μ = σ + α < 1 is chosen, then one can use JG points to avoid the dilemma instead of JGL points (see [44] ), where the solutions are evaluated only at interior points.
For Case III, we observe in Table 5 that higher accuracy is obtained when μ < 0 as we can expect from the fact v(x) = x −μ u(x) has better regularity than u(x) (μ = 0). We observe that the best choice of μ is μ = σ − σ < 0.
Next, we apply the spectral collocation methods to solve space-time FPDEs and test these methods when solutions are known and smooth. 
where 0 < γ(x, t), β(x, t) < 1 and 1 < α(x, t) < 2.
We represent the solution u(x, t) to (5.1) as u(
. We interpolate v(x, t) on the JGL points (x j , t k ), where
Here {x j } and {t k } are the roots of
Hence u(x, t) can be approximated by 
In our computation, we take x L = −1, x R = 1, T = 1, and choose proper f (x, t) such that (5.1) has the exact solution u(x, t) = t 6+2/3 sin(πx) with different variableorders given by
• Case I: γ = β = 
where (x j , t k ) are the LGL points from (5.2), i.e., the LGL spectral collocation method is applied in the computation (
Since the analytical solution is smooth in space, we choose σ = 0 in (5.3). In Figures 1(a) -(b), we observe machine accuracy when M ≥ 6, μ = 2/3 or M > 6, μ = −1/3. This is because the analytical solution u(x, t) to (5.1) satisfies u(
, where v(x, t) = t 6 sin(πx) or t 7 sin(πx). When we choose μ = 2/3 or μ = −1/3, we interpolate v(x, t) instead of u(x, t), which yields much higher accuracy due to the smoothness of v(x, t), thus higher accurate numerical solutions of u(x, t).
Conservation laws that involve fractional Laplacians have been widely applied in several fields; see, e.g., [7, 8, 9] . Here, we apply our collocation method to solve a suitable benchmark problem, namely, the space-fractional Burgers equation where the solution is not known explicitly. Numerical results show the superiority of choosing μ close to −1. 
subject to the homogeneous boundary conditions and initial condition u(
We use the present JGL spectral collocation method in space and the first-order backward difference (backward Euler) method in time to solve (5.4). The method is given by the following:
where τ is the time step size with τ = T /n T , n T ∈ N, t n = nτ , {x j } are the roots of
N (x)) . As (5.5) is implicit, we employ the fixed-point iterations to solve the resulting nonlinear system. As in the previous two examples, we observe better accuracy if −1 < μ < 0 rather than μ ≥ 0.
In our computation, we take the initial and boundary conditions as u(x, 0) = sin(πx) and u(−1, t) = u(1, t) = 0. We also choose different fractional orders α(x, t) in the numerical tests:
• Figure 4 and μ = −0.7 in Figure 5 ) can capture sharper transitions better than larger μ (see μ = 0 in Figure 2 and μ = −0.2 in Figure 3) .
Next, we show numerical solutions for different μ (μ = 0, −0.2, −0.45, −0.7, −0.9) in Figure 6 , where we fix α = 1.1. We observe that the wiggles are smeared when we In Figures 7(a) -(d), we consider Cases 2-5 and we have similar observations: smaller μ leads to better resolution. Also, we observe that when α(x, t) is small at x = −1 we need small μ < 0 to get better numerical solutions. For example, in 6. Conclusion and discussion. In this paper, we proposed the use of the spectral collocation methods using the singular approximation basis functions of the weighted Jacobi polynomials, i.e., (1 ± x) μ P a,b j (x), P a,b j (x) is the Jacobi polynomial and a, b, μ > −1, to solve FDEs. We observed that with proper choices of μ > −1, we have better resolution of solutions to constant-order and variable-order FDEs.
When we know exactly the regularity of the exact solutions, we can choose optimal μ > −1 such that higher accuracy can be obtained; see Examples 5.1 and 5.2. When we do not know the regularity of the analytical solutions but still know that the solution has endpoint singularity while the solution is relatively smooth in the interior domain, we always choose suitable −1 < μ < 0 so that higher accuracy can be obtained; see numerical results in section 5.
Compared with the existing works, e.g., [31, 34, 38, 40] , we take the weak regularity at the boundary into account in our spectral collocation method to get better resolution at the boundary and thus the whole domain; see Examples 5.1-5.3.
To efficiently evaluate variable-order fractional integrals and derivatives of (1 ± x) μ P a,b j (x), we developed the recurrence formulas for these integrals and derivatives, which are shown to be numerically stable. In some special cases, the derived recurrence formulas are reduced to the weighted Jacobi polynomials. Comparison with brute force computation of these integrals shows comparable or better accuracy with much improved efficiency.
We will investigate the error estimate of the present spectral collocation methods when regularity of solutions is known and extend the present methods to solve a wider class of FDEs in our future work. 
