This paper describes a graph-spectral method for shape-fromshading. The algorithm takes as its input a field of initial surface normal estimates computed using the Lambertian irradiance cone and the Canny edge gradient. We illustrate how to refine this field of surface normals using a graph-spectral method. From the initial field of surface normals we make curvature estimates. The curvature estimates are in turn used to compute a transition probability matrix. Fmm the theory of random walks on graphs, the leading eigenvector of this matrix is a curvature minimising path through the field of surface normals. We impose curvature consistency on the initially noisy field of surface normals by mtaring them about their irradiance cones so that they follow the path defined by the leading eigenvector: This method is applied to a variety of real-world images and is shown to lead to impmved surface reconstruction.
INTRODUCTION
Shape-from-shading is a process which allows surface shape to be recovered from shading variations using the physics of light. Unfortunately the problem is an ill-posed one [I] since at each image location it requires the two degrees of freedom of the surface normal, i.e. the local slant and tilt angles of a surface, to be recovered from a single measured brightness value. To overcome this problem the process is frequently posed in a variational setting, in which the goal is to find the field of surface normals so as to minimise a regularised energy functional [2] .
The main problem with this approach is that the smoothness constraints tend to dominate the data-closeness constraints, resulting in a recovered field of surface normals that is devoid of fine surface detail. To overcome this problem, Worthington and Hancock (31 have recently developed a new geometric framework for shape-from-shading. Data-closeness is guaranteed by constraining the surface normals to fall on the local irradiance cone defined by Lamberts law. That is to say they must reside on a cone whose axis is the light source direction and whose opening angle is the inverse cosine of the measured image intensity.
Although effective, this new framework leaves considerable scope for further development. In this paper we focus on three areas. The first of these is how to exploit the differential geometry of the field of surface normals, or Gauss map of the surface, in a finer way. Here we aim to draw on both the patch structure of the surface, and the directionality of the field of principal curvature directions to improve the smoothing of the Gauss map. The second aim is to improve the efficiency of the method by using a path-based smoothing process, rather than a lattice-based one. The mathematical framework for our method is provided by spectral graph theory. Here it is well known that the steady state random 'Supported by CONACYT, under grant No. 146475/151752. 0-7803-7622-6/02/$17.00 02002 IEEE walk on a weighted graph is given by the leading eigenvector of the associated transition probability matrix (found by normalising the weighted adjacency matrix). We use the initial field of surface normal directions to define a transition probability matrix whose elements are related to the sectional curvature between different locations in the Gauss map. The blocks of this matrix are distinct surface patches. The leading eigenvector of each sub-block is a curvature minimising path through a region of the Gauss map which corresponds to a distinct surface patch. We adjust the initial field of surface normals by traversing these paths and adjusting the surface normal direction. Each surface normal is rotated on the cone so that it points in the direction of minimum curvature along the path. The third development is to use the curvature minimising path to integrate the surface, i.e. to recover its height informationfrom local slant and tilt angles. This approach offers a number of advantages. First, we avoid smoothing across patch boundaries. Second, smoothing only proceeds in the direction of minimum curvature, and is hence regulated. Third, the propagation process is less computationally demanding since it is uni-dimensional.
LAMBERTIAN REFLECTANCE
In the case of Lambertian reflectance from a matte surface of constant albedo illuminated with a single collimated light-source, the observed intensity is independent of the viewing direction. The observed intensity depends only on the quantity of absorbed light, and this in turn is proportional to the cosine of the incidence angle. Suppose that L' is the unit-vector in the direction of the light source and that $, is the unit-vector in the surface normal direction for Lambertian reflectance at the pixel i. According to Lambert's ltw, '_he observed image intensity at the pixel indexed i is
Lambert's equation provides insufficient information to uniquely determine the surface normal direction. However, as recently observed by Worthington and Hancock [3] , the equation does have a simple geometric interpretation which can be used to constrain the direction of the surface normal. The equation specifies that the surface normal must fall on the surface of a right-cone whose axis is aligned in the light-source direction L' and whose apex angle is
arccos(E).
Worthington and Hancock [3] exploit this property to develop a two-step iterative process for SFS. The process commences from a configuration in which the surface normals are placed on the position on the irradiance cone where their projections onto the image plane are aligned in the direction of the local (Canny) image gradient.
GAUSSMAPS
The method outlined in the previous section provides us with an initial estimate of the field of surface normals. The projection of the unit normals from a surface onto a plane is frequently referred I1 -569
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to as the Gauss map of the surface. In this paper our aims are twofold, First, we aim to smooth the field of surface normals so that they are consistent with the principal curvature directions of the surface. Second, we aim to reconstruct the surface from its smoothed Gauss map. To do this we adopt a graph-spectral approach locate a curvature minimising path across the Gauss map. We smooth by rotating the surface normals about their irradiance cones so that they are smoothed in the direction of minimum curvature. Second, we increment the surface height function along the minimum curvature path to reconstruct the surface.
Stated succinctly, we aim to find a set of pixel locations which can be connected by a curvature minimising path. Suppose that the unit surface normal at the pixel indexed i on the "image" plane is denoted by Ni. Further suppose that the normal curvature of the path connecting the pixels i and j is &,j. Let rs be a path that connects the pixel sites belonging to a patch whose constituent pixels are contained in the set S. The total curvature of the path is = x(i,j)ErS Ini,jlsi,j, where ni,j is an estimate of the normal curvature based on the surface normal directions at the pixel locations a and j. and s i j is the path distance between these points. To estimate the curvature, we note that the normal curvature is approximated by I~i , j I = &-, where &,j is the radius of the local circular approximation to the path connecting the pixels i and j. If si,j is the length of the chord connecting the pixels i and j and 6i,j = arccos Ni.Njis the angle subtended between the surface normals at the points i and j., then it is straightforward to show that &;,j = Ini,j(si,j N 8;,j 1: 1 -Ni.Nj
With &;,j to hand, we can characterise the Gauss map in terms of a transition probability matrix. For the pixels indexed i and j we commence by computing the weight ----where k, is a constant and A( is the set of pixels-neighbours of the pixel i. Hence, the curvature weight is only non-zero if pixels abut one-another. From the curvature dependant weights, we construct a transition probability matrix in which the upper diagonal elements sum to unity. The element in the row indexed i and column indexed j is
RANDOM WALKS AND MARKOV RANDOM CHAINS
The set of pixel sites can be viewed as a weighted graph G = (V,W, P ) withindex-setVandedge-set E = {(i,j)l(i,j) E V x V, i # j}. The off-diagonal elements of the transition probability matrix P are the weights associated with the edges.
Consider a random walk on the graph G. The walk commences at the node jl and proceeds via the sequence of edgeconnected nodes W = {jl,j2,j3,...} where (ji,ji-l) E E.
Suppose that the transition probability associated with the move between the nodes j l and j , , , is R,m. If the random walk can be represented by a Markov chain, then the probability of visiting the nodes in the sequence above is f i = P(j1) Pj,+, ,j, . This Markov chain can be represented using the transition probability matrix P whose element with row I and column m is R,m.
It is well known that the leading eigenvector of the transition probability matrix is the steady state of the Markov chain. For a 
., r$*([Vl))T.
We use the non-zero elements of the non-zero elements of the vector to define a surfacepatch. In practice, the transition probability matrix P will have a strong block-structure. These blocks correspond to separate surface patches. To exploit this property, we have developed an iterative method for removing blocks from the transition matrix. We commence by constructing the matrix A(1) whose elements are defined as follows To recover the matrix B. we proceed as follows. First, we compute the leading eigenvector 4: of A('). Once this first patch is to hand, then we set to zero the elements belonging to it in the adjacency matrix to zero. The updated adjacency matrix is given by We then compute the leading eigenvector & of the revised adjacency matrix A(') to locate the second most significant patch. We iterate this process until all of the elements of the adjacency matrix have been set to zero, i.e each of the patches has been detected.
NORMAL CORRECTION AND HEIGHT RECOVERY
Our surface height recovery algorithm proceeds along the sequence of pixel sites defined by the order of the co-efficients of the leading eigenvector associated with the separate patches. For the kth patch, the path is r k = (jk,ji,& ....,) where the order of the co-efficients of the leadin eigenvector for this patch is such that +l(jk) > &(j:) > + i ( j k ) > .... As we move from pixel-site to pixel-site defined by this path we perform two computations. First, we adjust the position of the surface normals on the irradiance cone so that they are smoothed in the local direction of minimum curvature. Second, we recover the surface from the Gauss map by incrementing the height function using the local slope parameters. At step n of the algorithm, we make a transition from the pixel with path-index j,-l to the pixel with path-index jn. To perform smoothing and height recovery, we make use of the surface normals Nj, and Njn-l at the two pixel-sites.
Turning our attention first to the smoothing process, our aim is to adjust the surface normal directions so that they are consistent with the direction of the curvature minimising integration path and also remain on their respective irradiance cone. We therefore parameterise the surface normal directions using two angles. The first of these is the polar angle polar angle ej, between the surface normal and the light source direction. This is simply the opening angle of the irradiance cone, and this angle must be kept fixed in order to ensure that the recovered surface normal satisfies Lambert's law. The second is the azimuthal angle 'pj, , which measures the position of the surface normal on the irradiance cone. The angles 'pj, and Oj, can be defined in terms of the surface normal components. Using some simple trigonometry we can write 
where Rj, is the projection of the surface normal Nj, onto the image plane given by &,, = sin(arccos fiJn (z)).
These angles are adjusted in the smoothing step. This smoothing step uses the following equations to update the tilt and azimuthal angles of the surface normals
where qj, is a weight which measures the consistency of the surface normal directions with the direction of the curvature minimising path and 'polj,, e'j, are the updated angles. For the smoothing step. we make use of the thresholded change in surface normal direction where the threshold E is a constant that has been found empirically to have 0.5 as its optimum value. We compute the smoothing weight qj,, using the hyperbolic tangent function as suggested by robust statistics and as used by Worthington and Hancock in their work on needle-map smoothing. The weight is given by and takes the product of the change in azimuthal angle and surface normal direction as its arguement. Once the updated angles have been computed, then the surface normals may be updated using the equations
With the smoothed surface normals to hand, we can compute the height increment. Using the trapezium rule the increment may be computed using the components of the surface normals and is given by where d , is the Euclidean distance on the x-y plane between the two pixel sites associated with the nth transition. If the heightfunction is initialised by setting zj, = 0, then the centre-height for the pixel with path-index j , is ~j , +~ = z j , + h,. We merge abutting regions by assuring they have the same mean boundary height.
EXPERIMENTS
We have performed experiments using real world imagery. The images used in our study have been selected because they have proved problematic when conventional shape-from-shading algorithms are used. In the top panel of Figure 2 we show the three gray-scale images studied. These are a wooden block, an urn handle and a marble toe. The wooden block image illustrates the usefulness of the new method when dealing with ambiguous initial normal estimates (i.e. the planar faces of the block) while the other two images show the ability of the new method for smoothing on the minimum curvature direction keeping patch boundaries fixed. For comparison, the second panel shows the patches extracted from the needle maps using the Koenderink and van Doorn shape index [SI. In each case the boundaries have been cleanly detected. In the third and fourth rows, we respectively show the initial and smoothed needle-maps. The smoothing process improves the quality of the field of surface normals, but does not oversmooth across the patch boundaries. In the fifth and sixth rows, we compare the surfaces reconstructed from the raw and smoothed fields of surface normals. It is evident that the smoothing process improves the quality of the recovered surfaces. For instance, it has corrected the noise on the lateral face of the wooden block and the inconsistent normals on the left hand region of the toe. Finally, we have compared the recovered surfaces to the ones obtained when using the Bichsel and Pentland approach for height recovery [7] . This is a local scheme which, from Zhang et a1 We show the view of the reconstructed surfaces in Figure 3 for the real world images in Figure 2 . Qualitatively, the most interesting point of comparison between methods is the ability to recover discontinuities and the degree of distortion and oversmoothing across boundaries. In Figure 3 , the depth discontinuity between the rectangular block and the cylindrical handle of the block is not well recovered. The handle has been distorted and oversmoothed while the marble toe has been "carved" into the background. A more quantitative analysis is presented in faces obtained with the graph spectral approach and the Bichsel and Pentland method. The graph spectral method has error rates of 5 1 0 % while the Bichsel and Pentland method has error rates of 40-60%.
CONCLUSIONS
In this paper, we have described a graph-spectral algorithm shapefrom-shading. The method commences from an initial surface normal estimate and performs smoothing along a curvature minimising path defined by the leading eigenvector of a curvature-based transition probability matrix. By traversing this path and applying some simple trigonometry we reconstruct the surface height function. Results on real world images reveal that the method is able to deliver accurate height reconstructions for complex surfaces.
