Abstract: We propose a mode demultiplexing method based on multichannel blind deconvolution (MBD) for a mode-division multiplexing (MDM) system. A 6 Â 6 MDM transmission system is simulated to verify the performance of MBD. Compared with the frequently used least-mean-squares-based time-domain equalization (TDE) and frequency-domain equalization (FDE), MBD shows almost the same demultiplexing performance in the case of quadrature phase-shift keying (QPSK) modulation format and a better performance in the case of 16 quadrature amplitude modulation (16 QAM). Furthermore, it is also demonstrated that the proposed MBD can recover the carrier phase during the process of demultiplexing and has a fast convergence speed.
Introduction
In order to satisfy the exponential growth of data traffic, the capacity of single-mode fiber (SMF) has been increased continuously over the past few decades and is approaching its nonlinear Shannon's limit [1] . For dealing with the forthcoming bandwidth crisis, over the past few years, mode-division multiplexed (MDM) transmission over few-mode fiber (FMF) has attracted much attention as a promising approach to overcome the capacity limits of SMF [2] - [4] . In MDM, the limited and orthogonal spatial modes of FMF are used as independent channels to transmit information parallely, and ideally, the capacity of a MDM system is proportional to the number of modes.
However, in a practical FMF, intermodal coupling is induced because of the fiber imperfections, bending, and twisting. In addition, the difference of group velocities between different modes will generate differential mode group delay (DMGD). The interplay between mode coupling and DMGD impacts the transmission performance of the MDM system severely, which results in the signals transmitting in the modes suffering inter-channel crosstalk (ICI) and intersymbol interference (ISI) simultaneously, and now the output signal is a superposition of multiple linear convolutions between input signals and channel impulse response (CIR), which will be deduced in detail in the following section.
To date, in most MDM demonstrations, the compensation for mode coupling and DMGD, namely demultiplexing for the output signals, has been realized by using the equalization methods generalized from the SMF systems. The existing adaptive equalization algorithms for mode demultiplexing can be divided into two groups: time-domain equalization (TDE) [5] , [6] and frequency-domain equalization (FDE) [7] , [8] . To achieve initial convergence of the equalizer coefficients and track the dynamic change of the mode channels, typically both equalization approaches use data-aided (DA) method first that inserts the training symbols into the transmitting sequence, and then switch to decision-directed (DD) mode. Noted that blind equalization such as CMA based adaption scheme may perform poorly in MDM systems with DMGD due to slower convergence speed and more instability compared to DA method [9] . However, the insertion of training symbols [5] - [7] or cyclic prefixes [8] generally decreases the spectral efficiency of the transmission system, and longer transmission distance requires larger amount of training symbols for convergence [10] . For both TDE and FDE algorithms, their convergence speed is also limited by the step size, and they may need some additional algorithms to control the step size adaptively for tracking the dynamic change of the channel [10] , which increases the complexity of the two algorithms. Moreover, in the adaption process of the equalizers, they both require additional information about the carrier phase offset to compute the gradient without the impact of the phase noise, and the required phase information is obtained by feeding back the output of the carrier phase estimator [4] , [5] , [7] ; however, the feedback delay impacts the real-time performance of the equalizers. Further, [7] even employs two carrier phase recovery stages to ensure the performance in the case of higher order modulation formats, which will no doubt increase the complexity of the DSP module.
Based on the conclusion that the output signal of the MDM system is a superposition of multiple linear convolutions between input signals and CIR, in this paper, we propose to use MBD [11] directly to separate the convolutive mixing outputs and recover the source signals. The proposed algorithm can implement mode demultiplexing effectively only using the received signals while without needing the training symbols to estimate the channel. Meanwhile, in MBD, we choose a complex-valued independent component analysis (ICA), the complex QAM (C-QAM) algorithm [12] , to separate the convoluted signals. Since the C-QAM algorithm is specially designed for QAM source signals, the proposed MBD algorithm can also compensate the impact of the laser phase noise while achieving mode demultiplexing. The demultiplexing performance of MBD is compared with TDE and FDE simultaneously, and in terms of bit error rate (BER) performance, MBD is similar to both equalization algorithms in the case of quadrature phase shift keying (QPSK) modulation format, while in the case of 16-QAM, MBD improves about 1.6 dB compared to the equalization algorithms in terms of the required OSNR (optical signal-to-noise ratio) to reach a BER of 10
À3 . Moreover, MBD shows a fast convergence speed ensuring that it has a reliable tracking ability to the dynamic behavior of mode channel.
The rest of the paper is organized as follows: Section 2 discusses the principle of the proposed MBD algorithm. In Section 3, the demultiplexing performance of MBD is verified by simulation and compared with that of TDE and FDE. Section 4 discusses the convergence property of MBD, and finally, Section 5 concludes the paper.
Theory

MDM System Model
In MDM, due to the random characteristic of the index perturbation along the FMF, the strengths and locations of mode coupling are also random, and this randomness increases the difficulty to model the transmission process of the system. Therefore, we employ the matrix propagation model [13] to conduct the statistical modeling for random mode coupling and to describe the interplay between mode coupling and DMGD. The core idea of matrix propagation model is to model the MDM system as a cascade of multiple independent sections in which the transmission of modes can be represented by a matrix and assuming that in the section each mode propagates independently and mode coupling only occurs at the input and output of the section. The detailed modeling process for an MDM system is described as follows.
Assuming that there are D modes in FMF and the MDM system can be divided into K independent sections. Ignoring the mode coupling, the uncoupled propagation of the modes in the lth section can be described by the following diagonal matrix:
where Ã 
where U ðlÞÃ is the Hermitian transpose of U ðlÞ , U ðlÞ , and V ðlÞ are a pair of frequency-independent unitary matrices. Finally, we obtain the frequency-domain transmission matrix Hð!Þ of the whole MDM system by the cascading the K sections, and it can be written as 
Through the inverse Fourier transform, (4) becomes the following time-domain convolution:
where xðt Þ and sðt Þ denote the input signals and the output signals in the time-domain, and the D Â D matrix H is the time-domain channel transmission matrix of the MDM system. Thus Eq. (5) can be rewritten as the following matrix convolution.
. .
Now, due to the interplay between mode coupling and DMGD and the delay spread induced by the DMGD, the channel impulse response from the input mode j to the output mode i, namely h ij in (6), is no longer a simple scalar but is a finite impulse response (FIR) filter whose length is decided by the total DMGD of the transmission link; moreover, the tap weights of h ij are decided by the strength of mode coupling. Thus, the FIR filter h ij can be represented by
where h ij ðk Þ is the corresponding tap weight of the FIR filter when the time-delay between the jth mode and the ith mode is Á k , and actually, h ij ðk Þ represents the coupling strength. Q is the length of the filter and Á DMGD ¼ Á Á L f represents the total time-delay spread caused by DMGD, where Á is the DMGD and L f is the length of the fiber. Because CD can be compensated separately, the total time-delay spread of the system has not included the spread caused by CD.
The Principle of the Proposed MBD
For covering all the possible coupling events of the MDM system, we make the assumption that the maximum time-delay in (7) is Á Q ¼ Á DMGD and the corresponding filter-tap weights vector is h ij ¼ ½h ij ð0Þ; . . . ; h ij ðQÞ. Substituting (7) into (6), the received signal x i ðt Þ can be given as
As shown in (8), because mode coupling and DMGD exist in the system simultaneously, each output signal is a superposition of multiple linear convolutions between the input signals and CIR, and it is in perfect accordance with the model of multichannel convolutive mixtures [11] : Mode coupling creates linear instantaneous mixing between the mode channels; meanwhile, DMGD makes each output signal have the time-delayed visions of the same source signal; with the interplay between mode coupling and DMGD, the outputs of multichannel convolutive mixing will be obtained. In order to compensate mode coupling and DMGD and separate the source signals from the convolutive mixtures, in this paper the MBD algorithm is directly used to conduct mode demultiplexing. MBD is an extension of ICA in practical applications, and so far many effective algorithms for blind separation of convolutive mixtures has been developed [14] , [15] . Here, we use the simplest MBD algorithm [11] that reformulates the complex convolutive mixing as a relatively simple instantaneous mixing by extending the received signals, and the resulted instantaneous mixtures can be separated by the widely used ICA method. We give the principle of the transformation from convolutive mixing to instantaneous mixing as follows. First, we define a vectorsðt Þ by concatenating Q þ 1 time-delayed visions of each source signal: 
Using these two definitions, the convolutive mixing shown in (5) can be rewritten as xðt Þ ¼H Ásðt Þ
whereH is a DQ Â DQ matrix containing the tap weights h ij ðk Þ of the FIR filters in a suitable order. Now, the separation of convolutive mixtures xðt Þ can be realized by applying the ICA method to the instantaneous mixturesxðt Þ. The main steps of the MBD algorithm used in this paper can be summarized as follows: 1) Sample the received signals xðt Þ and then make CD compensation to the sampled data xðnÞ.
2) Extend xðnÞ toxðnÞ shown as (10).
3) ImportxðnÞ to the instantaneous ICA algorithm and then obtain the separation matrix W that is the inverse matrix ofH. (The instantaneous ICA algorithm used in MBD is the C-QAM algorithm that will be discussed in the following.) 4) Estimate the source signals using: yðnÞ ¼ W Hx ðnÞ.
The Complex QAM Algorithm
C-QAM algorithm [12] is a complex-valued ICA algorithm that is proposed by Novey and Adali and specially designed for QAM sources separation. Based on maximization of nonGaussianity, this ICA method uses negentropy as the measurement of nonGaussianity. The negentropy of the complex-valued signal is given as
where
represents the differential entropy of the complex-valued signal y k ¼ y gauss Þ is the entropy of Gaussian random variable y gauss that has the same covariance matrix as y k , and it is a constant.
As shown in (13) , if the negentropy is computed by its definition, the joint probability density function (pdf) pðy R k ; y I k Þ has to be estimated first, but it is difficult in practical application. So the approximation of negentropy can be used to overcome this difficulty that can be acquired by substituting a nonlinear function for the joint pdf. Following this, the C-QAM algorithm proposes to approximate the maximization of negentropy by maximizing the following cost function [12] :
where the nonlinear function is given as
This nonlinear function is a mixture of Gaussian kernels obtained by adding complex Gaussian white noise to the M-QAM source. Therefore, the function can match the M-QAM source signals well, which ensures the good separation performance of the algorithm to M-QAM source signals, and it is also verified in the subsequent simulation results. In (15), R i and I i are the real part and imaginary part of the complex points of the ideal M-QAM constellation respectively.
2 is the variance of the Gaussian white noise. And throughout the simulations of this paper, 2 remains unchanged and is set to 0.5 and 0.2 in the cases of QPSK and 16 QAM, respectively, which were found to produce satisfactory results in [12] .
The adaption process of the C-QAM is shown as follows: 1) Whiten the received data x using the whitening transform V, and obtain z ¼ Vx.
2) Initialize the separation matrix W, and make kWk ¼ 1.
4) Regularize W ¼ ½w 1 ; . . . ; w n using W ðWW H Þ À1=2 W.
5) If
W is non-convergent, return to step 3. 6) Estimate the source signal using y ¼ Wz. gðÁÞ, g a ðÁÞ, and g b ðÁÞ are the transformation of the partial derivative of the cost function JðwÞ, and their concrete form can be seen in [12] .
Moreover, the C-QAM algorithm can also mitigate the phase ambiguity of the received signals. That is because when the separation matrix achieves convergence and the cost function is maximized, the distribution of the estimated signals aligns with that of the M-QAM sources [12] , and in other words, now the peaks of the Gaussian mixtures model align with the constellation of the M-QAM source. Therefore, in MDM, the proposed MBD algorithm can correct the phase deviation of the received signals continuously during the separation process. In addition, the C-QAM algorithm can maintain good separation performance in the case of larger number of sources and small sample sizes, which is very significant for MDM systems.
Simulation Results and Discussion
To verify the effectiveness of the proposed MBD algorithm, a polarization multiplexed three modes (LP01, LP11a, and LP11b) transmission system as depicted in Fig. 1 is simulated. At the transmitter, lasers with a 100 KHz line width operating at 1550 nm are used as light source. Then, six independent signals are generated to feed the three modes and their two polarizations, and each tributary is modulated with QPSK or 16 QAM format at 28 G baud data rate. The total bit rate is 336 bit/s in the case of QPSK and 672 bit/s in 16 QAM. The FMF model used in our simulation with discrete mode coupling is similar to the one presented in [16] . The DMGD is 27 ps/km which is aligned with [5] . Mode scattering factor defined in [17] is used to describe the strength of mode coupling of the FMF and it is set to À30 dB/km with the coupling length of 10 km. The mode coupling induced by mode multiplexer/demultiplexer is also considered. Other parameters of the FMF are shown in Table 1 . After the FMF transmission, variable optical noise is loaded to set the OSNR of the system.
The main steps of the offline DSP module are shown in Fig. 2 . Before MBD or adaptive equalization for mode demultiplexing, the received electrical signals are resampled to two samples per symbol and CD of the FMF is compensated. The two shadows highlight the required modules of mode demultiplexing when using MBD and equalization, respectively. We can see that the equalization methods require the feedback of carrier recovery and hard decision; however, the MBD based method has no need for these modules due to the ability of compensating the phase error, which simplifies the DSP module.
The demultiplexing performance of the proposed MBD algorithm is simulated and compared with that of TDE [5] and FDE [7] in the case of QPSK and 16-QAM modulation format, and the filter-tap coefficients of TDE and FDE are adapted by the data-aided LMS algorithm first and then switching to the decision-directed LMS after initial convergence. In addition, carrier phase estimate is independently performed for each spatial-polarization mode channel and its output is also given as a feedback to the LMS adaptation. For the two equalization algorithms, the TABLE 1 Parameters of the FMF Viterbi-Viterbi algorithm [18] is used for carrier phase recovery (CPR) in the case of QPSK where the size of the data block used for estimating phase error each time is 8 and in 16 QAM, a QPSK partitioning based phase estimate method [19] is used where the data block length is 20. The parameters of the algorithms used for demultiplexing are shown in Table 2 , where N ¼ dÁ DMGD =T e denotes the number of symbols covered by the time-delay spread of DMGD induced and dx e is the ceiling function, T is the symbol period. Q denotes the time-delay for MBD to extend the received signals, while L T and L F represent the length of the filter-taps of TDE and FDE, respectively. In addition, the optimal step size of TDE and FDE is 10 À4 in the case of QPSK and 10 À5 in 16 QAM.
Constellation Diagrams
Figs. 3 and 4 show the constellation diagrams of the x-polarization of LP01 mode with and without mode demultiplexing in the cases of QPSK ðOSNR ¼ 15 dBÞ and 16 QAM ðOSNR ¼ 25 dBÞ, respectively. As can be seen in Figs. 3(b) and 4(b) , the proposed MBD algorithm achieves mode demultiplexing successfully in both cases of QPSK and 16 QAM, and meanwhile, it can realize the compensation for the phase error without CPR when the line width of the laser is 100 KHz. In terms of the convergence degree of the constellations, MBD and the two equalization methods almost have the same performance in the case of QPSK which can be seen from Fig. 3(b)-(d) , but as shown in Fig. 4(b)-(d) , MBD outperforms the both equalization algorithms apparently in 16 QAM. This point is further testified in the bit error rate (BER) performance, as shown in Fig. 6 . Moreover, we found in the simulation process that the performance of both equalization methods relied greatly on the step size of the filters, which made the algorithms unstable, while the MBD approach was not constrained by some factor as step size and thus performed relatively more stable.
BER Versus OSNR
In Fig. 5 , we show the BER performance of QPSK transmission and 16 QAM transmission after the MBD based offline DSP as a function of OSNR. As a reference, the theoretical limits for 28 Gbaud QPSK and 16 QAM are shown. The results of Fig. 5(a) show that at a target BER of 10 À3 , the OSNR penalty of all six channels with respect to the theoretical limit for QPSK is about 2 dB, and for 16 QAM the BER of 10 À3 can be achieved with penalty of about 5 dB, as shown in Fig. 5(b) . Fig. 6 shows the performance comparison of three demultiplexing algorithms with the average BER over all six channels. As shown in Fig. 6(a) , compared to TDE and FDE the proposed MBD algorithm shows similar BER performance in the case of QPSK format. However, in 16 QAM, the performance of MBD is better than that of TDE and FDE while the both equalization methods show almost the same performance as shown in Fig. 6(b) , and the required OSNR of MBD based demultiplexing is improved about 1.6 dB compared to both equalization methods at a BER of 10 À3 . 
Convergence Speed of the Proposed MBD Algorithm
As an extended ICA algorithm for separating the convolutive mixtures, MBD also depends on the statistical property of the signals, and thus, it deals with the received data in blocks that have a certain number of symbols. Meanwhile, to retrieve the channel characteristics, MBD needs to update the separation matrix iteratively. Therefore, we study the convergence speed of the proposed MBD algorithm by considering the number of symbols collected and iterations for achieving mode demultiplexing. When we emulated one of the two parameters, the other was set to the optimal value. The OSNR is 15 dB and 25 dB for QPSK and 16 QAM transmission, respectively. Fig. 7 (a) shows BER performance versus the number of symbols collected for MBD based demultiplexing. Although the convergence performance is obtained based on the x polarization of LP01 mode, other spatial-polarization modes have almost the same results. As shown in Fig. 7(a) , 4096 and 8192 symbols are sufficient for QPSK and 16 QAM transmission to reach the optimal BER with MBD based demultiplexing. For a 28 Gbaud spatial-polarization mode channel, 4096 QPSK symbols and 8192 16 QAM symbols correspond to 146.3 ns and 292.6 ns, respectively, that are enough to track the dynamic change of the channels in MDM systems. For a fair comparison, Fig. 7(b) shows the BER performance of TDE based demultiplexing as a function of the length of training sequence for QPSK and 16 QAM transmission, and the step size of the equalizer is set to the optimal value. According to Fig. 7(b) , the equalizer requires 16 384 symbols to obtain the best performance for both QPSK and 16 QAM modulation formats. Fig. 8 shows the BER performance versus the number of iterations of the MBD used to retrieve the channel characteristics. And we can see that for both QPSK and 16 QAM formats, the proposed MBD algorithm have already achieved convergence after 20 iterations while the BER achieving almost the optimal value.
Conclusion
Computational complexity is also a key factor for mode demultiplexing and as shown in [7] and [8] , the computational complexity per symbol of TDE scales linearly in the number of modes and DMGD, while FDE reduces the complexity significantly enabling the computational complexity per symbol to scale sublinearly in the number of modes and DMGD. Like TDE, the computational complexity per symbol of the MBD proposed in this paper also scales linearly in the number of modes and DMGD. Because the proposed MBD can correct the phase error, there is no need to use carrier phase estimation module which can simplify the DSP to some extent. However, we consider that the best approach to fundamentally reduce the complexity of MBD is to conduct the signals separation in the frequency domain, i.e., frequency domain MBD, and it needs further research.
In conclusion, the MBD algorithm is proposed for the first time as a mode demultiplexing method and simulated for a FMF based MDM system. It is shown that compared to TDE and FDE, the proposed MBD shows similar performance in the case of QPSK, but a better performance in the case of 16 QAM, which improves 1.6 dB in terms of the required OSNR to reach the BER of 10 À3 . Moreover, the propose MBD shows a fast convergence speed, which ensures a reliable tracking to the dynamic change of the channels of MDM systems. All of the above indicate that the proposed MBD is an effective demultiplexing algorithm, especially in the case of higher-order modulation formats.
