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Abstract—Person re-identification (re-id) aims to match people across non-overlapping camera views in a public space. This is a
challenging problem because the people captured in surveillance videos often wear similar clothing. Consequently, the differences in
their appearance are typically subtle and only detectable at particular locations and scales. In this paper, we propose a deep re-id
network (MuDeep) that is composed of two novel types of layers – a multi-scale deep learning layer, and a leader-based attention
learning layer. Specifically, the former learns deep discriminative feature representations at different scales, while the latter utilizes
the information from multiple scales to lead and determine the optimal weightings for each scale. The importance of different spatial
locations for extracting discriminative features is learned explicitly via our leader-based attention learning layer. Extensive experiments
are carried out to demonstrate that the proposed MuDeep outperforms the state-of-the-art on a number of benchmarks and has a
better generalization ability under a domain generalization setting.
Index Terms—Person re-identification, multi-scale deep learning, self-attention, domain generalization
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1 INTRODUCTION
Person re-identification (re-id) is the task of matching
two pedestrian images crossing non-overlapping cam-
era views [1]. It plays an important role in a number
of applications in video surveillance, including multi-
camera tracking [2], [3], crowd counting [4], [5], and
multi-camera activity analysis [6], [7]. Person re-id is
extremely challenging and remains unsolved for a num-
ber of reasons. First, in different camera views, one per-
son’s appearance often changes dramatically due to the
variances in body poses, camera viewpoints, occlusion
and illumination conditions. Second, in a public space,
many people often wear very similar clothing (e.g., dark
coats in winter). Thus, the differences that can be used
to distinguish between people are subtle. These subtle
discrepancies exist at different locations in the image and
are of different spatial scales. For instance, they could be
global, e.g., one person is bulkier than another, or local,
e.g., the two people are wearing different shoes.
Early re-id methods used hand-crafted features for
person appearance representations and employed dis-
tance metric learning models as matching functions.
They focused on either designing robust cross-view fea-
tures [8], [9], [10], [11], [12], or learning robust distance
metrics [13], [14], [15], [16], [17], [18], [19], [12], or both
[20], [12], [21], [22]. Recently, inspired by the success of
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convolutional neural networks (CNNs) in many com-
puter vision problems, deep CNN architectures [23], [24],
[25], [26], [27], [28], [29], [30] have been widely used for
person re-id. Using a deep model, the tasks of feature
representation learning and distance metric learning are
tackled jointly in a single end-to-end model.
However, most existing deep re-id models adopt a net-
work architecture originally designed for object category
recognition tasks, such as the ImageNet 1K challenge.
These tasks are very different from fine-grained instance
recognition tasks such as person re-id. For these tasks,
it is critical to extract rich features that capture subtle
instance differences at different spatial scales and loca-
tions. In particular, most existing re-id models compute
features at a single scale and ignore the factor that
people are often only distinguishable at particular spatial
locations and scales. More specifically, these re-id mod-
els employ CNNs consisting of multiple convolutional
layers for feature extraction. The final feature output of
such a CNN is subject to pairwise verification or triplet
ranking losses to learn a joint embedding space where
the appearance of persons from different camera views
is compared. With this type of architecture, features
extracted at different layers become progressively more
abstract. This occurs because features are extracted us-
ing filters with larger receptive fields, corresponding to
larger spatial scales. Furthermore, the features computed
by the final network layer typically go through a global
average pooling operation. This results in the loss of
spatial location information about where the features
were extracted from the image.
In this work, we argue that the key to learning an
effective re-id model lies in computing rich features that
represent person appearance at multiple scales. This is
because some people can be easily distinguished by
some global features such as gender and body build,
2(a) Matching two similar-looking people requires examining both
global and local image patches.
(b) Our MuDeep model computes features at multiple scales for re-id.
Figure 1. Computing multi-scale features is crucial for
re-id and motivates our approach. In (a), to distinguish
between two people wearing similar clothing, global vi-
sual cues such as body shape and clothing color are
insufficient. Visual cues from local parts such as shoes
and hairstyle are needed for telling them apart. Motivated
by this observation, our MuDeep, as shown in (b), learns
discriminative features at different spatial scales and lo-
cations (indicated by the red dashed boxes).
whilst for some others, detecting local image patches
corresponding to, say a handbag of a particular color
or the type of shoes, would be critical for distinguishing
between two otherwise very similar-looking people. In
other words, the optimal matching results are only ob-
tainable when features at different scales are computed
and combined. Such a multi-scale matching process is
also likely adopted by most humans when it comes
to re-id. In particular, humans typically compare two
images from coarse to fine [31], [32], [33], [34], [35],
[36]. More specifically, Parker et al. [34] presented re-
sults on a coarse-to-fine integration in complex natural
scene images. These results have shown that low-to-
high sequences of natural scene images are better in-
tegrated by the human perceptual system than high-
to-low spatial frequency sequences. Musel et al. [32]
believed that the human cognitive system operates in a
coarse-to-fine manner in visual recognition, in terms of
the various supporting results from neurophysiological,
computational, and behavioral studies. Take the images
of two persons in Figure 1(a) as an example. At the
coarse level, the color and texture information of their
clothes are very similar; humans would thus go down
to finer scales to discern subtle local differences (e.g.,
hairstyle and type of shoes) to reach a conclusion that
these are two different people.
To this end, we propose a novel multi-scale deep
learning model (MuDeep) for re-id. Our model aims
to learn discriminative feature representations at mul-
tiple scales and automatically determine the different
important spatial locations for each scale (see Figure 1(b)
for a conceptual illustration and Figure 2 for a detailed
architecture). The network architecture of MuDeep is
designed to enable to learn features at different scales
and exploit their importance for cross-camera matching.
These abilities are achieved by introducing two novel
types of layers: a multi-scale stream layer that extracts
image features by analyzing the person images at multi-
scale; and a leader-based attention learning layer, which
selectively learns to refine the multi-scale data streams
and generate more discriminative features. In addition
to the classification loss used to globally supervise the
network learning by many previous deep re-id models,
we introduce a pair of classification losses to strengthen
the multi-scale feature learning at two different paths,
global and local. This also helps to extract features at
different locations that can potentially capture subtle
differences between two similar-looking people.
Apart from being more discriminative, another benefit
of extracting rich scale and location sensitive features
is that the features are more generalizable to unseen
datasets collected from different camera networks in-
stalled in different environments. This is because by
examining a richer set of features at different scales and
locations, it is more likely that some of the features
will be transferable to the new dataset, regardless of
how different the new dataset domain is from the do-
main where the model is trained. In order to evaluate
the generalization ability of the proposed re-id model,
extensive experiments are conducted under a domain
generalization (DG) setting, that is, the re-id model is
only trained on a source domain and then tested on
a variety of unseen domains without model updating
using labeled/unlabeled data from the target domain.
Under this challenging yet practical setting1, our ex-
tensive experiments show that our model significantly
outperforms state-of-the-art alternatives.
Our contributions are as follows. (1) We propose
a novel multi-scale representation learning architecture
for learning discriminative person appearance features
at multiple spatial scales and locations. Critically, the
multiple scales refer to different resolution levels of fil-
ters, rather than multi-scale inputs. This approach results
in a lighter and more efficient model compared with
previous work. (2) We propose a leader-based attention
learning layer that utilizes the information computed
at all scales to lead, and dynamically determines the
important spatial locations in the feature extraction at
each scale. This novel strategy is fundamentally different
from the self-attention strategy [37], [38]. (3) Extensive
experiments and performance analyses are conducted
on a number of benchmark datasets to show that our
model outperforms state-of-the-art deep re-id models,
1. Collecting and annotating labeled data across camera networks
is difficult even for humans, thus it is very expensive. Consequently,
domain generalization is critical for the applicability of a re-id model,
i.e., directly applying re-id models to a new camera network without
any model adaptation.
3often by a significant margin. (4) We propose a more
realistic domain generalization setting for person re-
identification to verify the generalization ability of our
model. Essentially, we argue that this is a more realistic
setting in extending the study of person re-identification
to real-world applications. An early and preliminary
version of this work has been published in [39]. Com-
pared with [39], some significant modifications have
been made in the network architecture and evaluation
experiments.
2 RELATED WORK
2.1 Deep re-id models
Various deep learning architectures have been proposed
to either address visual variations in pose and viewpoint
[25], [40], [41], [42], or learn better relative distances
of triplet training samples [43], [44], [45], [46], or learn
better similarity metrics of any pairs [47], [29], [48],
[23]. To cope with the data sparsity problem, Xiao et
al. [49] proposed a single deep network built upon the
inception module [50], combined multiple re-id datasets
together for training, and introduced a domain guided
dropout strategy to achieve domain adaptation for each
individual dataset. More recently, variants of Siamese
Network have been studied for person re-id [51], [52].
Pairwise and triplet comparison objectives were utilized
to combine several sub-networks for person re-id in [27].
Zhong et al. [29] proposed a novel method to utilize
hard sample mining online with triplet loss in person re-
identification. Similarly, Chen et al. [43] improved triplet
loss and proposed a deep quadruplet network. With
the success of generative adversarial networks (GAN)
in image generation, Wei et al. [53] and Zhong et al. [26]
applied GAN in the re-id task to solve the problem of do-
main gap and overcame the problem of lacking labeled
data in new domains. Among these existing approaches,
a number are closely related which are worth mentioning
and differentiating from our model.
1) Our MuDeep generalizes convolutional layers with
multi-scale representation learning. In particular,
we propose a multi-scale stream layer and a leader-
based attention learning layer for multi-scale learn-
ing, which is clearly different from the ideas of
combining multiple sub-networks [27] or channels
[30] with the pairwise or triplet loss.
2) He et al. [54] proposed a multi-branch deep net-
work to obtain global feature representations and
local feature representations with multiple gran-
ularities. In contrast, our work applies a multi-
branch architecture to not only learn the feature
representations of person images at multiple scales,
but also share the weights of previous layers to
exploit the complementarity between multi-scale
feature representations.
3) Both Shen et al. [55] and Guo et al. [51] improved
the accuracy of person re-id by using a multi-level
similarity, which was computed by multi-level fea-
tures. Although the multi-level features are related
to analyzing person images at multiple scales, our
MuDeep is specially designed for multi-scale fea-
ture learning with multiple branches. Importantly,
features are extracted using convolutional filters
of different receptive fields at the same abstrac-
tion level, i.e., in the same convolution block/layer
rather than across different layers. Moreover, in
order to learn scale-specific feature representations,
the weights of the multiple branches are not shared
between any two of them in our network.
2.2 Multi-scale re-id
The idea of multi-scale learning for re-id was first
exploited in [56]. However, the definition of scale is
different: It was defined as different levels of input
resolutions rather than as in our definition, which ap-
plies multi-scale filters. Despite the similarity between
terminology, very different problems are tackled in these
two approaches. Compared with previous multi-scale
methods in re-id, Chen et al. [57] adopted m scale-
specific networks to learn deep pyramidal features from
images with different scales; however, our MuDeep has
a much simpler architecture and only utilizes one net-
work with multiple branches to extract m scale-specific
representations of one person image. Wang et al. [58]
extracted multi-resolution embeddings in one network at
different stages, and fused them with a simple weighted
sum to solve the problem of person re-identification
under resource constraints. Our MuDeep concentrates on
exploiting and combining discriminative global and local
information for re-id tasks and utilizes multiple branches
to extract multi-scale feature representations.
Another similar multi-scale deep re-id method that we
are aware of is Liu et al. [45]. Compared with our model,
Liu et al. [45] proposed a quite “straightforward” multi-
scale model where different down-sampled versions of
the input image were fed into shallower sub-networks
to extract features at different resolutions and scales.
These sub-networks were combined with a deeper main
network for feature fusion. With an explicit network for
each scale, this network becomes computationally very
expensive. In addition, scale weighting cannot be learned
automatically and no spatial importance of features can
be modeled as in ours.
2.3 Deep attention modeling
In deep representation learning, the attention mecha-
nism [59] works in a top-down fashion and allows the
salient features to dynamically come to the front as
needed. This has been widely used in various computer
vision tasks, including person re-identification [60], [61],
[62]. Recently, a self-attention mechanism has received
increasing interest as a means to dynamically focus
on local salient regions for computing deep features
[63], [37], [64]. In order to capture multiple attention
4Figure 2. Overview of MuDeep architecture. The multi-scale stream layer first analyzes feature maps with multiple
scales. Then the leader-based attention learning layer is followed to automatically discover and emphasize important
spatial locations. Finally, the global and local branch layer is utilized to extract discriminate features from global and
local parts. Note that the parameters of each scale are not shared. ‘LAL’ means the Leader-based Attention Learning
layer, with further details shown in Figure 4.
features from the low-level to the semantic-level, Liu
et al. [24] proposed a HydraPlus-Net, which consists
of three multi-directional attention modules, to extract
discriminative features. To overcome the visual ambigu-
ity, Si et al. [65] presented a feature sequence extraction
module and a feature sequence matching module. Espe-
cially, a dual attention mechanism was used in the latter
to realize intra-sequence refinement and inter-sequence
alignment. Similarly, Li et al. [66] jointly learned the soft
pixel attention and hard regional attention along with
simultaneous optimization of feature representations to
optimize person re-id in misaligned images.
In this work, we propose a leader-based attention
learning layer to further refine the feature representa-
tions at each scale and abandon redundant and useless
information. Specifically, the attention features are com-
puted with the guidance which is summarized from the
outputs of the multi-scale stram layer, to automatically
discover the most discriminative feature regions among
different scales. This is thus quite different from the con-
ventional self-attention module adopted in existing deep
re-id models. Importantly, our proposed layer computes
attention maps not only with the input itself, but also
with the features from other scale streams.
2.4 Domain generalization in re-id
Conventionally, the person re-id problem is formulated
as a supervised learning task. Given a dataset collected
from a specific camera network, existing re-id models
rely on hundreds of labeled data samples per camera
pair (i.e., images are paired if they contain the same
person) for model training. Specifically, most models
are based on either supervised distance metric learning
[16], [67], [68], [69], [70], or learning to rank [71], or
deep learning [23]. However, the supervised setting has
significantly limited the applicability of existing person
re-id models in real-world scenarios. This is because with
a wide deployment of CCTV surveillance cameras, it
is not uncommon to have a camera network consisting
of hundreds or even thousands of cameras, and thus,
labeling a sufficient number of training data for each
individual camera pair is not possible.
In order to overcome this problem, transfer learning
can be exploited in re-id. A typical deep learning based
approach would pretrain the re-id model on a source
dataset with sufficient labeled training samples, followed
by model fine-tuning on a target dataset with a small
set of labeled data samples. To further remove the need
for labeling any data from the target dataset/domain,
a number of unsupervised transfer learning based per-
son re-id approaches have been proposed. These meth-
ods assume that only unlabeled data from a target
dataset/domain can be used for model adaptation. Con-
cretely, the SVM multi-kernel learning transfer strategy
[72] was adopted. Alternatively, multi-task metrics learn-
ing models [19], [73], [74] were also proposed. However,
these unsupervised transfer learning based re-id models
still require the collection of unlabeled examples in the
target dataset to update models.
In this work, we consider the most challenging do-
5main generalization setting for person re-id. Under this
setting, no data from the target dataset is used for
model updating: the model trained from labeled source
datasets/domains is applied to the target domain with-
out any modification. Thus, this is completely different
from existing transfer learning based re-id settings. We
show that our proposed MuDeep is naturally suitable for
this setting as the features extracted at multiple scales are
more likely to generalize to unseen domains.
3 MULTI-SCALE DEEP ARCHITECTURE
(MUDEEP)
Problem Definition. Given a training dataset of N per-
sons DTrain = {Ik, yk}Nk=1, where Ik and yk are the k-th
person’s image and identity. During the training phase,
we learn a function F(·) to extract the feature of image
I, fI = F(I). In the testing stage, given a pair of person
images {Ii, Ij} from testing dataset DTest, where the
identities are not overlapping between both datasets, we
need to judge whether yi = yj or yi 6= yj .
Architecture Overview. As shown in Figure 2, Our
MuDeep consists of four components: basic convolution
layer, multi-scale stream layer, leader-based attention learning
layer, and global and local branch layer. The remainder
of this section is structured as follows. We first give a
brief introduction of the basic convolution layer in Sec. 3.1.
Then, in Sec. 3.2, Sec. 3.3 and Sec. 3.4, we provide details
on the key components of the multi-scale stream layer,
leader-based attention learning layer, and global and local
branch layer, respectively. Loss functions are formulated
in Sec. 3.5. Finally, a discussion on the domain general-
ization setting is provided in Sec. 3.6.
3.1 Basic convolution layer
A basic convolution layer is applied here to extract
the middle-level features of input person images, which
are further processed by the multi-scale stream layer
(see Sec. 3.2). Considering that the ResNet architecture
[75] has achieved outstanding performance in ImageNet
and has been widely adopted in re-id work [76], [77],
[26], we apply ResNet-50 [75] as our basic convolution
layer. More specifically, the size of the input image is
resized to 384× 192 using bi-linear sampling due to the
requirements of the global and local branch layer (see
Sec. 3.4). In order to extract middle-level features and
obtain the considerable size of feature maps for further
analysis, we remove the last block of ResNet-50, that is,
our basic convolution layer only consists of the con1, res2,
res3 and res4 blocks.
3.2 Multi-scale stream layer
As mentioned previously, humans typically compare two
images from coarse to fine. In particular, if the cues
at the coarse scales, such as body shape, are insuffi-
cient to verify the images of two persons, humans will
further examine the fine-grained details (e.g., handbags
Stream Layer Output
scale 1 3× 3+R∗ 2048× 24× 12
scale 2 3× 3+R∗ – 3× 3+R 2048× 24× 12
scale 3 3× 3+R∗ – 3× 3+R – 3× 3+R 2048× 24× 12
Table 1
Details of the multi-scale stream layer. Note: (1) 3× 3 indicates
the convolution layer with a 3× 3 kernel. (2) ‘+R’ means that
the type of this layer is the residual block, as shown in Figure 3.
(3) ‘+R∗’ indicates that there is a 1× 1 convolution layer in the
shortcut of the residual block to balance the number of
channels.
Figure 3. Illustration of our residual block.
or shoes), which are more discriminative visual cues.
Correspondingly, we propose a multi-scale stream layer
to analyze the data stream at multi-scale. In order to
capture the characteristic representations of different
scales, all these multi-scale data streams do not share
weights.
The multi-scale stream layer analyzes the input data
stream from S = 3 scales with receptive field sizes of
3× 3, 5× 5 and 7× 7, respectively. To increase the depth
of this layer and reduce the computation cost, we equally
split the filter size of 5×5 into two 3×3 streams cascaded,
and 7×7 into three 3×3 streams cascaded. Furthermore,
inspired by [75], we transform the data streams with dif-
ferent scales into residual blocks, which can strengthen
the feature representation ability at each scale. As shown
in Figure 3, before analyzing the information with a
3 × 3 kernel, we utilize a 1 × 1 convolution layer to
first compress and refine the essential features. Finally,
another 1× 1 convolution layer is applied to restore the
feature maps to the original number of channels, and
add it to the output of the shortcut. Details about the
multi-scale stream layer are shown in Table 1.
3.3 Leader-based attention learning layer
With the output processed by the previous layers of
each data stream, the resulting data channels at different
scales may have redundant information. For example,
some channels may capture relatively important infor-
mation about a person, like body, while other channels
may only model the background context. Therefore, a
natural question to ask is, “Where should one give more
in-depth and closer attention?”
Intuitively, this question should be answered by a
“Leader”, which contains more global and comprehen-
sive information about all the feature channels and
scales, and thus is best positioned to determine where
to focus attention. In the light of this strategy, a leader-
based attention learning mechanism is utilized here to
6guide the outputs of the multi-scale stream layer, and to
also automatically discover and emphasize the channels
with more discriminative features. Note that different
from [37], [38], which utilized the self-attention mecha-
nism, our proposed leader-based attention learning layer
computes the attention maps with both the input itself,
and the features from other scale streams, as illustrated
in Figure 4.
Formally, we assume Fi represents the feature maps
from the i−th data stream (1 ≤ i ≤ 3); the operation
of the leader-based attention learning layer in each data
stream is denoted as Fi = LAL(F1,F2,F3), which can
be expressed as follows,
Hg =Wg·Cat(F1,F2,F3) (1)
Hf1 =Wf1Hg, Hf2 =Wf2Hg (2)
αi =
exp
(
Hif1 ⊗ (Hf2)
T
)
∑C
j=1 exp
(
Hif1 ⊗
(
Hjf2
)T) (3)
Fi = α⊗ Fi (4)
where Fi ∈ RNb×C×H×W ; Nb, C, H and W mean the
number of batch size, feature channels, height and width,
respectively; Cat (·) represents the operation of concate-
nation; Wg ∈ RCg×3C×1×1, Wf1 ∈ RC×Cg×1×1 and
Wf2 ∈ RC×Cg×1×1 are the parameters of convolution
layers with 1× 1 kernel size. The symbol ⊗ in Equation
3 and Equation 4 is the batch matrix multiplication. In
particular, the dimensions of Hf1 and Hf2 in Equation 2
are Nb × C ×H ×W , in order to do batch matrix mul-
tiplication in Equation 3, Hf1 and Hf2 will be flattened
with Nb × C ×HW .
In the leader-based attention learning layer, the feature
maps of F1, F2 and F3 are first concatenated to form
the “Leader”, since it needs to see images from multiple
scales. Then, it goes through a convolution layer to gen-
erate guidance features Hg with the guidance channel
Cg , which refines useful information from the “Leader”.
Subsequently, we utilize the self-attention mechanism
to calculate attention maps α from two feature spaces
Hf1 and Hf2 , which are computed by the convolution
layers from Hg . Especially, the α contains C attention
information to refine the input features. Finally, Fi is re-
weighted based on the attention maps α by a softmax
function. Note that except for the Wg , the parameters of
the convolution layers are not shared within each data
stream.
Because we apply random initialization for the param-
eters of all attention learning layers, it is possible that a
bad initialization would have a detrimental effect on the
previous multi-scale feature extraction, which can never
be recovered. To minimize this risk, we further multiply
the output of Equation 4 by a trainable parameter β
which is initialized as 0, as follows:
Figure 4. Structure of the leader-based attention learning
layer. Note that ⊗ means batch matrix multiplication.
Fi = βFi + Fi (5)
Such a way ensures that a bad initialization would
have a minimal impact on model training. Importantly,
the model is given a chance to find more optimal param-
eters for the attention model and subsequently increase
the value of β.
3.4 Global and local branch layer
Generally, a human body can be divided into several
parts according to a hierarchy, e.g., two parts (upper
body and lower body), three parts (head, upper body,
and lower body), four parts (head, chest, abdomen, and
legs) and so forth. Accordingly, some previous studies
[78], [79] built an architecture with several branches to
learn specific features for each part. Recently, Zhang et
al. [77] and Wang et al. [54] both proposed approaches
to extract global and local features for re-identification.
Similar to their approaches, we design a global and local
branch layer. This leads to several benefits, including
better supervision of learning the discriminative features
from both global and local branches, and exploitation of
the relationships between global and local human body
parts.
Figure 2 illustrates the structure of our global and local
branch layer. There are two branches: a global branch
and a local branch. In the global branch, global features
(C×1×1) are directly extracted by utilizing a global aver-
age pooling. The local branch uses the horizontal global
average pooling, which is the operation of applying the
global average pooling horizontally on feature maps2, to
extract M local features (M×C×1×1). In the end, a 1×1
convolution layer is applied after all features to reduce
the dimension from C to C
′
. Consequently, following the
global and local branch layer, one global feature and M
local features will be obtained for each scale.
2. In order to make sure that feature maps could be divided by
different values of M , the size of the input image is set to 384× 192.
73.5 Loss function
Person re-identification can be formulated as either a
classification task or a verification task. For the classifi-
cation task, the network usually learns to output person
feature representations, that is, to classify the identity of
a person. This task pays more attention to discriminative
feature learning. Meanwhile, for the verification task, it
aims to verify whether two persons are the same or
not by decreasing the distance of positive pairs and
increasing the distance of negative samples.
To combine these two complementary tasks, we utilize
both classification loss and verification loss. Thus, the
total loss of MuDeep can be calculated as the sum of
these two kinds of losses:
L = λ1·Lcls + λ2·Lver (6)
where λ1 and λ2 are the coefficients of each term indi-
vidually.
Classification loss. In order to learn strong discrim-
inative features for person appearance representations,
and to supervise the learning of the leader-based at-
tention learning layer, we first add classification loss
to all global features and local features, which learn
to classify different pedestrian identities with different
scale features. Specifically, the softmax with N output
neurons are connected, where N denotes the number of
pedestrian identities. The total classification loss can be
formulated as follows:
Lcls =
3∑
i=1
1
1 +M
Lig + M∑
j=1
Lilj
 (7)
where M is the number of local features; Lilj represents
the softmax loss of the j-th local feature in the data
stream of scale i; and Lig denotes the softmax loss of
a global feature at scale i.
Verification loss. In order to minimize the intra-class
variations and maximize the inter-class variations, the
verification loss, i.e., triplet loss, is employed to help op-
timize the network. Particularly, we adopt the HardTrip
loss [44] in favor of online hard negative mining. In
the training stage and given image a in a batch P ×K
(P persons with K images each), we select the hardest
positive and negative samples in a batch to compute
triplet loss,
Lver =
3∑
i=1
1
P ×K
∑(
max dipos −min dineg +m
)
+
(8)
where m is the parameter of margin; di denotes the
Euclidean distance of global features at scale i and the
subscript pos or neg means the positive pairs or negative
pairs; and the value of (x)+ is not equal to zero if x > 0.
Dataset # ID # Train # Test Evaluation
CUHK03-NP 1467 767 700 SQ
CUHK03 1467 1367 100 SS
CUHK01 (100) 971 871 100 SS
CUHK01 (486) 971 485 486 SS
Market-1501 1501 751 750 SQ
DukeMTMC-reID 1402 702 702 SQ
Table 2
Settings of all datasets. Note: (1) SS: single-shot; (2) SQ:
single-query.
3.6 Domain generalization
In this paper, we consider the person re-id under a
domain generalization setting, where no person image
has been observed so far from the target dataset. We
demonstrate that a key strength of our MuDeep is that
it can extract features that are generalizable to unseen
domains without any model updating. This is due to
two reasons. First, the rich multi-scale features cover
visual cues of different scales and locations. This richness
means that at least some of the extracted features would
be useful in any given domain. Second, for any given in-
stance in the training domain, our leader-based attention
learning layer is able to determine the optimal ways to
exploit critical features of different scales. This dynamic
attention mechanism is likely to be easier to generalize
than the features themselves. Therefore, an additional
dimension is provided for the feature extraction process
to adapt to new person images from unseen domains on
the fly.
4 EXPERIMENTS
4.1 Datasets and settings
Datasets. The proposed method is evaluated on
four widely used datasets, i.e., Market-1501 [92],
DukeMTMC-reID [93], CUHK03 [25], and CUHK01 [94].
The settings for all the datasets are summarized in Table
2.
1) Market-1501 is collected from six different cam-
era views. It has 32,668 bounding boxes of 1,501
identities obtained using a Deformable Part Model
(DPM) person detector. Following the standard
splits in [92], we use 751 identities with 12,936
images for training and the remaining 750 identities
with 19,732 images for testing.
2) DukeMTMC-reID is constructed from the multi-
camera tracking dataset - DukeMTMC [95]. It con-
tains 1,812 identities. Following the evaluation pro-
tocol in [93], 702 identities are used as the training
set and the remaining 1,110 identities as the test-
ing set. During testing, one query image for each
identity in each camera is used for query and the
remaining as the gallery set.
3) CUHK03 includes 14, 096 images of 1, 467 pedestri-
ans, captured by six camera views. Each person has
4.8 images on average. Two types of person images
8Methods DukeMTMC-reID CUHK03(D) CUHK03(L) CUHK03-NP(D) CUHK03-NP(L) CUHK01 (100) CUHK01 (486)
ResNet-50∗ 27.87/13.94 16.50/– –/– –/– –/– –/– 27.20/–
PN-reID [40] 29.94/15.77 16.85/– –/– –/– –/– –/– 27.58/–
ResNet-50 29.30/14.81 25.08/– 26.17/– 7.85/6.37 8.00/6.41 49.11/– 32.14/–
MGN† [54] 43.27/24.99 28.84/– 29.48/– 8.50/7.37 9.21/8.72 50.88/– 35.94/–
MuDeep 47.57/27.66 35.16/– 37.90/– 10.29/9.10 11.01/9.23 63.13/– 45.38/–
Table 3
Rank-1/mAP accuracy of transfer learning on extensive benchmarks. Note that all models are only trained with
images from Market-1501 dataset. ‘*’ means that the results are reported from [40]. ‘†’ indicates our implementation.
Method 100 test IDs 486 test IDsRank-1 Rank-5 Rank-10 Rank-1 Rank-5 Rank-10
KISSME [16] 29.40 60.18 74.44 – – –
eSDC [80] 22.84 43.89 57.67 19.76 32.72 40.29
mFilter [81] – – – 34.30 55.00 65.30
DeepReid [25] 27.87 58.20 73.46 – – –
IDLA [23] 65.00 88.70 93.12 47.53 71.50 80.00
DeepRanking [82] – – – 50.40 70.00 84.80
GOG [83] – – – 57.80 79.10 86.20
EMD [28] 69.38 91.03 96.84 – – –
SI-CI [27] 71.80 90.35 93.50 – – –
MTDNet [84] 78.50 96.50 97.50 – – –
Spindle [85] 79.90 94.40 97.10 – – –
Quadruplet [43] 81.00 96.50 98.00 62.55 83.44 89.71
X-Corr [86] 81.23 95.00 97.39 65.04 – 89.76
NullReid [87] – – – 69.09 86.87 91.77
ReID-GLILA [88] 84.80 95.10 98.40 – – –
CSN [51] 88.20 98.20 99.35 – – –
DeepAlign [89] 88.50 98.40 99.60 75.00 93.50 95.70
DCSL [90] 89.60 97.80 98.90 76.50 94.20 97.50
MC-PPMN [91] 93.45 99.62 99.98 78.95 94.67 97.64
MuDeep (SL) 98.73 99.82 100 87.55 96.63 98.38
Table 4
Results on CUHK01 dataset. ‘-’ indicates not reported.
are provided [25]: manually labeled pedestrian
bounding boxes (Labeled) and bounding boxes au-
tomatically detected by the deformable-part-model
detector [96] (Detected). The manually labeled im-
ages are generally of higher quality than those de-
tected images. We use the settings of both manually
labeled and automatically detected person images on
the standard splits in [25]. Furthermore, we also
report our results using a hard setting as proposed
in [29], which is called CUHK03 new protocol
(CUHK03-NP for short): 767 identities are used for
training and 700 identities for testing.
4) CUHK01 has 971 identities with 2 images per
person in each camera view. As in [94], we use the
images from camera A as the probe and take those
from camera B as the gallery. The experiments are
repeated over 10 trials. We evaluate our approach
on this dataset using two settings:
a) CUHK01 (100): we randomly select 100 identi-
ties as the test set, and the remaining identities
are for training and validation;
b) CUHK01 (486): 486 identities are randomly
chosen for testing, and the remaining of 485
identities are used for training.
Implementation details. We implement our model based
on the PyTorch framework. We use the weights of
ResNet-50 pretrained on ImageNet [102] for finetuning.
We set the channels Cg of the guidance features as 512,
and set C
′
as 512. During training, the images are resized
to 384 × 192, as the same aspect ratio for images in
Market-1501. We also apply random horizontal flipping
and random erasing [103] for data augmentation. Each
batch is sampled with size P × K = 12 × 4. For triplet
loss, we set the margin m to 1, and set λ1 : λ2 = 2 : 1.
Additionally, SGD is utilized as the optimizer to train
networks with momentum 0.9, and the weight decay
factor for L2 regularization is set to 0.0005. We train
our network for 100 epochs with the initial learning rate
set to 0.01, and reduce the learning rate by a factor of
0.1 every 40 epochs. The proposed MuDeep model gets
converged in two hours with Market-1501 training im-
ages on two NVIDIA TITAN Xp GPUs. During testing,
all features from the global and local branch layer are
concatenated as the final re-id features.
Evaluation metrics. In terms of standard evaluation
metrics, we report the Rank-1, Rank-5 and Rank-10
accuracies with the single-shot setting, and report Rank-
1 and mAP accuracies with the single-query setting.
Evaluation settings. The evaluation experiments on all
datasets are conducted under two settings.
1) Supervised Learning (SL) setting: the models are
9Method Detected LabeledRank-1 Rank-5 Rank-10 Rank-1 Rank-5 Rank-10
SDALF [8] 4.87 21.17 35.06 5.60 23.45 36.09
eSDC [80] 7.68 21.86 34.96 8.76 24.07 38.28
LMNN [68] 6.25 18.68 29.07 7.29 21.00 38.28
XQDA [12] 46.25 78.90 88.55 52.20 82.23 92.14
LDM [97] 10.92 32.25 48.78 13.51 40.73 52.13
DeepReid [25] 19.89 50.00 64.00 20.65 51.50 66.50
IDLA [23] 44.96 76.01 83.47 54.74 86.50 93.88
SI-CI [27] 52.17 84.30 92.30 – – –
EMD [28] 52.09 82.87 91.78 61.32 88.90 96.44
G-Dropout [49] – – – 72.58 91.59 95.21
Gated Sia [52] 68.10 88.10 94.60 – – –
X-Corr [86] 72.04 92.10 96.00 72.43 92.50 95.51
MTDNet [84] 74.68 95.99 97.47 – – –
Quadruplet [43] 75.53 95.15 99.16 – – –
JLML [98] 80.60 96.90 98.70 83.20 98.00 99.40
DeepAlign [89] 81.60 97.30 98.40 85.40 97.60 99.40
DPFL [57] 82.00 – – 86.70 – –
Verif-Identif.+LSRO [93] 84.60 97.60 98.90 – – –
PDC [41] 78.29 94.83 97.15 88.70 98.61 99.24
CSN [51] 86.45 97.50 99.10 87.50 97.85 99.45
HP-net [24] – – – 91.80 98.40 99.10
MC-PPMN [91] 81.88 96.56 98.58 86.36 98.54 99.66
HAP2S P [99] 88.90 98.40 99.10 90.40 99.50 99.90
Mancs [100] 92.40 98.80 99.40 93.80 99.30 99.80
SGGNN [101] – – – 95.30 99.10 99.60
ReID-GLILA [88] 90.90 98.20 – 92.50 98.80 –
Aligned-ReID [77] – – – 91.90 98.70 99.40
MuDeep (SL) 93.70 98.53 98.95 95.84 99.42 99.61
Table 5
Results on CUHK03 dataset. ‘-’ indicates not reported.
Method Detected LabeledRank-1 mAP Rank-1 mAP
BOW+XQDA [92] 6.40 6.40 7.90 7.31
LOMO+XQDA [12] 12.80 11.50 14.80 13.60
IDE [104] 21.30 19.70 22.20 21.00
IDE+XQDA [104] 31.10 28.20 32.00 29.60
PAN [105] 36.30 34.00 36.90 35.00
SVDNet [106] 41.50 37.30 – –
HA-CNN [66] 41.70 38.60 44.40 41.00
MLFN [107] 52.80 47.80 54.70 49.20
PCB [108] 61.30 54.20 – –
PCB+RPP [108] 63.70 57.50 – –
DaRe(De)+RE [58] 63.30 59.00 66.10 61.60
MGN [54] 66.80 66.00 68.00 67.40
Mancs [100] 65.50 60.50 69.00 63.90
MuDeep (SL) 71.93 67.21 75.64 70.54
Table 6
Results on CUHK03-NP dataset. ‘-’ indicates not
reported.
trained on the training set of one dataset, and
evaluated on the corresponding testing set.
2) Domain Generalization (DG) setting: the models
are trained on Market-1501 dataset, and directly
evaluated on the testing sets of the other re-id
datasets, i.e., CUHK03, CUHK01, and DukeMTMC-
reID. The DG setting is especially useful in real-
world scenarios, where a pre-trained model needs
to be deployed to a new camera network without
any model fine-tuning. This setting thus tests the
generalizability of a re-id model.
4.2 Domain generalization results
We first report our results obtained under the DG set-
tings on three datasets, i.e., DukeMTMC-reID, CUHK03,
and CUHK01. All models are trained on Market-1501
dataset, and directly used for evaluation on other testing
sets. For the evaluation of generalization ability, we
compare our results against those of ResNet-50 baselines
as well as two very recent and state-of-the-art re-id
models PN-reID [40] and MGN [54] in Table 3.
First, except for CUHK03-NP, we can observe that
our model gets improvements over those of ResNet-
50 baselines and PN-reID/MGN by at least 10%. These
results thus show that our model has the potential to be
truly generalizable to new re-id data from new camera
networks when operating in a “plug-and-play” mode.
Second, it can be seen from Table 3 that CUHK03-NP
is a truly challenging setting, however, our model still
improves the performance by 3%, which demonstrates
that our proposed approach facilitates the person re-id
in the domain generalization setting.
Third, we have to say that the results under the do-
main generalization setting are much lower than those in
the supervised setting. On the one hand, this is because
of the intrinsic difficulty of the domain generalization
setting. On the other hand, it shows that domain gen-
eralization in person re-id is still an important and not
fully-resolved problem.
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Methods Rank-1 mAP
TMA [109] 47.90 22.3
SCSP [110] 51.90 26.40
DNS [87] 61.02 35.68
Gated Sia [52] 65.88 39.55
HP-net [24] 76.90 –
Spindle [85] 76.90 –
PIE [42] 79.33 55.95
Verif.-Identif. [111] 79.51 59.87
DLPAR [89] 81.00 63.40
DeepTransfer [112] 83.70 65.50
Verif-Identif.+LSRO [93] 83.97 66.07
PDC [41] 84.14 63.41
DML [113] 87.70 68.80
SSM [114] 82.20 68.80
JLML [98] 85.10 65.50
PN-reID [40] 89.43 72.58
CSA [26] 89.49 71.55
MLFN [107] 90.00 74.30
HA-CNN [66] 91.20 75.70
DuATM [65] 91.42 76.62
Deep-Person [115] 92.31 79.62
Aligned-ReID [77] 92.62 82.31
SGGNN [101] 92.30 82.80
HAP2S P [99] 84.59 69.43
Mancs [100] 93.10 82.30
ReID-GLILA [88] 93.30 81.80
PCB+RPP [108] 93.81 81.62
MGN [54] 95.70 86.90
MuDeep (SL) 95.34 84.66
Table 7
Results on Market-1501 dataset. ‘-’ indicates not
reported. Note that all results are reported without
re-ranking [29] for a fair comparison.
4.3 Comparisons against the state-of-the-art
Evaluations on CUHK01. The results of CUHK01
dataset are provided in Table 4. It is a small re-id dataset
requiring strong learning and discriminative feature ex-
traction ability of re-id models. Moreover, the setting of
486 test IDs is more challenging because this provides
fewer training samples. Our MuDeep still obtains the
best performance with 98.73% and 87.55% on Rank-1
accuracy under two different settings, which beats all
state-of-the-art methods; and is about 10% higher than
the second best method [90]. This further shows the
advantages of our framework.
Evaluations on CUHK03. On the CUHK03 dataset, our
results are compared with the state-of-the-art methods
under both manually labeled and automatically detected
settings in Table 5. The setting of automatically detected
is more realistic, but more difficult than manually la-
beled. Firstly, our MuDeep outperforms the methods of
using hand-crafted features and recent deep learning
models, including the method of [54], which shows the
advantages of our proposed multi-scale stream layer
and leader-based attention learning layer. Secondly, com-
pared with CSN [51], a method of computing the visual
similarities at different levels of the whole network
and leveraging Spatial Transformer Networks to extract
meaningful parts from the feature maps, our results
are 7.25% and 8.34% higher at Rank-1 accuracy in the
Methods Rank-1 mAP
LOMO+XQDA [12] 30.80 17.00
ResNet50 [75] 65.20 45.00
Basel. +LSRO [93] 67.70 47.10
AttIDNet [116] 70.69 51.88
PN-reID [40] 73.58 53.20
SVDNet [106] 76.70 56.80
CSA [26] 78.32 57.61
HA-CNN [66] 80.50 63.80
MLFN [107] 81.00 62.80
DuATM [65] 81.82 64.58
Deep-Person [115] 80.91 64.83
HAP2S P [99] 75.94 60.64
SGGNN [101] 81.10 68.20
PCB+RPP [108] 83.31 69.20
Mancs [100] 84.90 71.80
MGN [54] 88.70 78.40
MuDeep (SL) 88.19 75.63
Table 8
Results on DukeMTMC-reID dataset. All results are
reported without re-ranking [29].
Detected setting and Labeled setting, respectively. More
importantly, we also evaluate the effectiveness and scal-
ability of our model using a new setting as proposed
in [29]: 767 identities for training and 700 identities for
testing, which is a more challenging re-id task. As shown
in Table 6, our results provide the best performance,
and are about 5% higher than the second best method
[54], which utilized a multi-branch architecture to extract
global and local features.
Evaluations on Market-1501. We also evaluate our ap-
proach on Market-1501, which is one of the largest re-id
datasets. As shown in Table 7, our MuDeep can achieve
competitive performance compared with the method of
MGN. Except for MGN, our model outperforms all the
other methods. Particularly, we note that our results are
significantly better than the third best model by a margin
of 1.5% and 2.7% in Rank-1 and mAP, respectively. This
validates the efficacy of our architecture and suggests
that the proposed multi-scale stream layer and leader-
based attention learning layer can help extract discrim-
inative features for person re-id. Moreover, compared
with the HA-CNN method, which designed complex
attention modules and utilized multi-branch architec-
tures to extract discriminative features, our approach
improves the performance from 91.20% to 95.39% in
Rank-1, and from 75.70 to 84.37 in mAP. This suggests
that our framework can better analyze the multi-scale
patterns from data, exploit the complementarity between
different scales, and highlight the important regions with
attention, due to the novel multi-scale stream layer and
the leader-based attention learning layer.
Evaluations on DukeMTMC-reID. We further evaluate
our approach on DukeMTMC-reID. Similar to Market-
1501, the person images in this dataset are captured
on campus, but have more occlusion and complex
background, which means that this benchmark is more
challenging. Table 8 shows that our MuDeep results
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Datasets Market-1501 CUHK01(100 test IDs) CUHK03-detected CUHK03-labeled
Methods mAP R1 R5 R10 R1 R5 R10 R1 R5 R10 R1 R5 R10
MDLA [39] - - - - 79.01 97.00 98.96 75.64 94.36 97.46 76.87 96.12 98.41
ResNet+MDLA [39] 79.62 91.78 96.94 98.04 96.02 99.45 100 89.25 97.57 99.03 92.36 99.05 99.52
MuDeep 84.66 95.34 98.16 98.73 98.73 99.82 100 93.70 98.53 98.95 95.84 99.42 99.61
Table 9
Analysis of improvements. “ResNet+MDLA [39]” means that we replace the backbone with ResNet50 and
incorporate the residual blocks into the multi-scale stream layer of [39].
Methods mAP Rank-1 Rank-5 Rank-10
MuDeep w.o. “Leader” 84.45 95.17 98.18 98.72
MuDeep 84.66 95.34 98.16 98.73
Table 10
Results of training models with/without the “Leader” on
Market-1501 dataset.
Method Rank-1 Rank-5 mAP
-scale -atten -local 87.02 94.62 73.30
-atten -local 89.55 95.52 76.54
-scale 94.59 98.07 82.98
-local 93.64 97.68 82.54
-atten 95.07 98.15 84.42
MuDeep 95.34 98.16 84.66
Table 11
Results of comparing variants of MuDeep on
Market-1501 dataset. Note that “-scale” denotes that we
only use one scale-specific stream layer instead of the
multi-scale; “-atten” represents that our MuDeep is
trained without the leader-based attention learning layer;
and “-local” indicates that MuDeep doesn’t have local
branches in the global and local branch layer.
in a lower accuracy than [54] by a small margin, but
still outperforms other competitors by clear margins,
with 88.19% and 75.63% accuracy in Rank-1 and mAP,
respectively. This verifies the importance of multi-scale
information analysis and attention modeling in person
re-id tasks.
4.4 Ablation study
Analysis of improvements compared with [39]. This
ablation study would clearly show how much the pro-
posed new multi-scale learning architecture and leader-
based attention learning layer contribute to the final
performance. We conduct experiments by replacing the
backbone in [39] with ResNet-50 and incorporating
residual blocks into the multi-scale stream layer of
[39]. For a fair comparison, we also use triplet loss
[44] as in MuDeep, instead of the original contrastive
loss used in [39]. The results are shown in Table 9,
where “MDLA” and “MuDeep” refer to the method
in [39] and the model proposed in this paper, respec-
tively; and “ResNet+MDLA” is the contrast experiment
described above (i.e., with the same ResNet50 back-
bone as MuDeep). The results suggest that using the
ResNet50 backbone indeed helps, but the gap between
our MuDeep and “ResNet+MDLA” is still significant,
indicating that the proposed improvements in this paper
provide clear contributions to the final model perfor-
mance.
Analysis of different components. To further investi-
gate the contributions of three key components: multi-
scale stream layer, leader-based attention learning layer and
global and local branch layer, we compare variants of our
model by removing different components and tested on
Market-1501 dataset. The results in Table 11 show that
our full model has the best performance over all variants.
Thus, we conclude that all three components are helpful
and the combination of the three can further boost the
performance.
Analysis of contribution of the “Leader”. In order to
ensure that the attention maps produced from each scale
will not be confused by local information, we propose a
leader-based attention learning layer that computes the
attention maps with both the input itself and the features
from other scale streams in Sec. 3.3. To verify whether the
“Leader” works as expected, we conduct experiments
by training models with or without Equation 1. The
results shown in Table 10 indicate that our proposed
leader-based attention learning layer indeed provides
clear contributions to the final result.
Analysis of hyper-parameters. In Figure 5, we analyze
the performance when applying different values of the
hyper-parameters (e.g., Cg , λ1 and λ2). First, the guidance
channel Cg is a very important hyper-parameter, which
controls the information capacity of Hg . As we men-
tioned in Sec. 3.3, Hg is computed as the guidance fea-
ture to guide the network about where to look closer at
each scale. Therefore, a bottleneck layer is adopted here
to refine the information of the “Leader”, which thus
outputs Hg with the guidance channel Cg . We evaluate
our model with different values of Cg on Market-1501
dataset, as illustrated in Figure 5(a). With an increase of
Cg , the performance first shows an upward trend and
then decreases. It indicates that if the value of Cg is
too small, the refined features will not be representative
enough as a good “Leader”. On the contrary, if Cg is
too large, a number of redundant features or trivial
background information will still be retained. The best
performance is achieved when Cg is set at an appropriate
value, i.e., 512. Second, we evaluate various combina-
tions of λ1 and λ2. These two hyper-parameters balance
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(a) (b)
Figure 5. Analysis of hyper-parameters. (a) Results of choosing different values of the guidance channel Cg; (b)
Results of using different ratios of λ1 and λ2.
Figure 6. Results of comparing “multi-scale” with “multi-
branch’ on Market-1501 dataset.
the importance between classification loss and triplet
loss. If λ1 : λ2 > 1, the features tend to have more distinct
representations of a person. If λ1 : λ2 < 1, the features
have a potential for concentrating on maximizing inter-
class and minimizing intra-class distances. Figure 5(b)
shows that it is beneficial for re-id feature learning when
both classification loss and triplet loss are used, and for
assigning the former a higher weight.
Analysis of the number of scales (S) and parts (M ).
The multi-scale stream layer is proposed here to identify
two person images from coarse to fine with multi-
scale features, and the global and local branch layer is
adopted to exploit the complementarity between global
and local (part) features. Intuitively, if the number of
scales (S) and parts (M ) is small, for example being
one, then some fine information may not be considered
for identification, however, too many scales and parts
require huge computation resources. Therefore, what is
the optimum number of scales and parts? To answer this
question, we conduct extensive experiments to gradually
increase the number from 1 to 4, as shown in Table 12.
Note that we do not take more than 5 scales or parts
into consideration because of the large memory cost, and
especially, M = 1 is equivalent to using only the global
feature. A number of observations can be made from
Table 12. (1) From left to right, the improvements in accu-
racy become smaller and smaller, or even degrade. From
top to bottom, the performance gradually improves, as
expected. (2) Comparing the results of S = 1,M = 1
with S = 1,M = 2, we can find that there is a large
jump in Rank-1 accuracy when both global and local
features are used, which indicates the importance of our
proposed global and local branch layer. (3) Furthermore,
comparing the second observation with the results of
M = 1 and M = 2, the gain gradually becomes tiny with
an increase of S, which intuitively shows that our multi-
scale stream layer helps to analyze the data from coarse
to fine, and from global to local with multiple scales; but
too many scales would not be helpful. (4) We notice that
the result of S = 4,M = 1 is a special case in the above
observations. We explain that having a value of S that
is too large and missing the complementarity between
global features and local features may make the results
inconsistent. Lastly, (5) to balance the efficiency and
effectiveness, the best optimal combination we apply in
this work is S = 3 and M = 3. For better computational
efficiency, we can choose S = 2 and M = 3 as an
alternative.
Multi-scale vs. multi-branch. Our multi-scale stream
layer is designed based on a multi-branch structure
to exploit features from multiple scales. Consequently,
there may be a doubt about whether the contribution
of our proposed layer comes from the multi-branch
instead of the multi-scale. To this end, we formulate
two contrastive models: one is our MuDeep; another is
similar to MuDeep, except that all branches in the multi-
scale stream layer have the same structure of scale 3 in
Table 1. The results in Figure 6 show that our MuDeep
is approximately 1% higher than multi-branch in both
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Rank-1/mAP M1 2 3 4
S
1 89.10/74.98 94.51/83.11 94.59/82.98 94.38/81.78
2 90.14/76.61 94.53/83.70 95.33/84.54 94.53/83.18
3 93.64/82.54 94.65/84.20 95.34/84.66 94.68/83.65
4 82.15/66.06 94.92/84.53 94.92/84.03 94.74/83.21
Table 12
Results of comparing a various number of scales and parts on Market-1501 dataset.
Methods mAP Rank-1 Rank-5 Rank-10
Saliency+Fusion 82.56 93.88 97.35 98.27
Guidance+Attention+Fusion 83.01 94.77 98.09 98.72
MuDeep 84.66 95.34 98.16 98.73
Table 13
Results of comparing the leader-based attention learning
layer with the saliency-based learning fusion layer on
Market-1501 dataset.
Figure 7. Some examples of small scale and large scale
features learned by our model. A warmer color indicates
a higher activation value.
Rank-1 and mAP accuracy. This indicates that our pro-
posed multi-scale stream layer efficiently explores data
from coarse to fine to help solve the re-id problem.
Leader-based attention learning layer vs. saliency-
based learning fusion layer. One of our contributions
is to improve the saliency-based learning fusion layer
in [39] and propose a leader-based attention learning
layer. In order to verify gains in performance, we first
do some summaries about these two attention layers.
Thus, the saliency-based learning fusion layer consists
of two parts: “Saliency” and “Fusion”. The former aims
to choose essential features and remove redundant in-
formation, and the latter merges filtered features for
final re-identification. The motivation of this module is
to select discriminative features from different scales.
However, once the model is trained, the weight for
each scale is fixed, which is clearly suboptimal as the
weights should be adaptive according to the model
inputs. To overcome this shortcoming, we propose a
leader-based attention learning layer. This is also com-
posed of two parts: “Guidance” and “Attention”. The
former is applied to fuse comprehensive information
to guide each scale branch so that the attention is not
be confused by partial details, and the latter is a self-
attention mechanism which refines features at each scale.
Then, we conduct experiments to analyze the contri-
bution of these two attention layers. More specifically,
we first replace the leader-based attention learning layer
with the previously proposed saliency-based learning fu-
sion layer. It (referred to as “Saliency+Fusion”) achieves
93.88% and 82.56% accuracies on Rank-1 and mAP,
respectively, which is inferior to the results reported
in this paper by a margin of 1.46% and 2.1%, respec-
tively, as shown in Table 13. This validates the efficacy
of our proposed leader-based attention learning layer.
Furthermore, we also add the part of “Fusion” after
the leader-based attention learning layer, and it (referred
to as “Guidance+Attention+Fusion”) obtains 0.89% and
0.54% higher accuracies at Rank-1 and mAP than the
“Saliency+Fusion”. This result further suggests that our
proposed leader-based attention learning layer brings
clear benefits.
Visualization of attention mechanism. In order to illus-
trate the intuition for the leader-based attention mech-
anism, eight query examples are shown in Figure 7.
We have small scale feature activations in the first four
examples, and large scale feature activations in the last
four examples. It is shown that the large scale features
are most concentrated in the regions containing homo-
geneous colors and textures, e.g., the torso of the person.
In contrast, the small scale features are focused on the
regions containing small objects, such as accessories that
make the person stand out, e.g., the area of a short sleeve,
a handbag strap, and unique patterns on clothing.
5 CONCLUSION
In this paper, inspired by the human cognitive process,
we have proposed a novel deep architecture – MuDeep.
Different from previous re-id approaches, MuDeep ex-
ploits person features that are extracted from multiple
scales. Further, a novel leader-based attention learning
layer is proposed to utilize all information as the leader
to dynamically guide analyses of important regions for
each specific-scale data stream. Extensive experiments on
several benchmarks show that our model achieves state-
of-the-art performance. Finally, a more realistic domain
generalization setting is considered in our work. We
show that under this setting, the advantages of our
model over state-of-the-art alternatives are even more
pronounced. This suggests that the multi-scale features
extracted using MuDeep are more generalizable to novel
domains.
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