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ERROR ANALYSIS OF THE L1 METHOD ON GRADED AND
UNIFORM MESHES FOR A FRACTIONAL-DERIVATIVE
PROBLEM IN TWO AND THREE DIMENSIONS
NATALIA KOPTEVA
Abstract. An initial-boundary value problem with a Caputo time derivative
of fractional order α ∈ (0, 1) is considered, solutions of which typically exhibit
a singular behaviour at an initial time. For this problem, we give a simple
framework for the analysis of the error of L1-type discretizations on graded
and uniform temporal meshes in the L∞ and L2 norms. This framework is
employed in the analysis of both finite difference and finite element spatial dis-
cretiztions. Our theoretical findings are illustrated by numerical experiments.
1. Introduction
The purpose of this paper is to give a simple framework for the analysis of the
error in the L∞(Ω) and L2(Ω) norms for L1-type discretizations of the fractional-
order parabolic problem
(1.1)
Dαt u+ Lu = f(x, t) for (x, t) ∈ Ω× (0, T ],
u(x, t) = 0 for (x, t) ∈ ∂Ω× (0, T ], u(x, 0) = u0(x) for x ∈ Ω.
This problem is posed in a bounded Lipschitz domain Ω ⊂ Rd (where d ∈ {1, 2, 3}).
The operator Dαt , for some α ∈ (0, 1), is the Caputo fractional derivative in time
defined [2] by
(1.2) Dαt u(·, t) :=
1
Γ(1− α)
∫ t
0
(t− s)−α ∂su(·, s) ds for 0 < t ≤ T,
where Γ(·) is the Gamma function, and ∂s denotes the partial derivative in s. The
spatial operator L is a linear second-order elliptic operator:
(1.3) Lu :=
d∑
k=1
{
−∂xk(ak(x) ∂xku) + bk(x) ∂xku
}
+ c(x)u,
with sufficiently smooth coefficients {ak}, {bk} and c in C(Ω¯), for which we assume
that ak > 0 in Ω¯, and also either c ≥ 0 or c− 12
∑d
k=1 ∂xkbk ≥ 0. All our results also
apply to the case L = L(t), while some remain valid for a more general uniformly-
elliptic L (i.e. with mixed second-order derivatives); see Remark 3.3.
Throughout the paper, it will be assumed that there exists a unique solution of
this problem in C(Ω¯ × [0, T ]) such that |∂ltu(·, t)| . 1 + tα−l for l = 0, 1, 2 (the
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2 NATALIA KOPTEVA
notation . is rigourously defined in the final paragraph of this section). This is
a realistic assumption, satisfied by typical solutions of problem (1.1), in contrast
to a stronger assumption |∂lu(·, t)| . 1 frequently made in the literature (see, e.g.,
references in [8, Table 1.1]). Indeed, [21, Theorem 2.1] shows that if a solution u
of (1.1) is less singular than we assume (in the sense that |∂ltu(·, t)| . 1 + tγ−l for
l = 0, 1, 2 with any γ > α), then the initial condition u0 is uniquely defined by the
other data of the problem, which is clearly too restrictive. At the same time, our
results can be easily applied to the case of u having no singularities or exhibiting a
somewhat different singular behaviour at t = 0.
We consider L1-type schemes for problem (1.1), which employ the discetization
of Dαt u defined, for m = 1, . . . ,M , by
(1.4) δαt U
m :=
1
Γ(1− α)
m∑
j=1
δtU
j
∫ tj
tj−1
(tm − s)−α ds, δtU j := U
j − U j−1
tj − tj−1 ,
when associated with the temporal mesh 0 = t0 < t1 < . . . < tM = T on [0, T ].
Similarly to [22], our main interest will be in graded temporal meshes as they
offer an efficient way of computing reliable numerical approximations of solutions
singular at t = 0. We shall also consider uniform temporal meshes, as although
the latter have lower convergence rates near t = 0, they have been shown to be
first-order accurate for t & 1 [5, 9].
Novelty. We present a new framework for the estimation of the error whenever an
L1 scheme is used on graded or uniform temporal meshes. This framework is simple,
applies to both finite difference and finite element spatial discretizations, and works
for error estimation in both L2(Ω) and L∞(Ω) norms. It easily extends to general
elliptic operators L = L(t), as well as quasi-uniform and quasi-graded temporal
meshes. Naturally, it yields versions of some previously-known error bounds as
particular cases. It is also used here to establish entirely new results.
Graded meshes for problem of type (1.1) for the case d = 1 were recently consid-
ered in [22], where maximum norm error bounds are obtained for finite difference
discretizations. In comparison, our analysis deals with temporal-discretization er-
rors on graded meshes in an entirely different and substantially more concise way.
To be more precise, we use more intuitive integral representations of the temporal
truncation errors; see Lemma 2.3. Once error bounds on graded meshes are estab-
lished for a paradigm problem without spatial derivatives, they seamlessly extend
to finite difference and finite element spatial discretizations of (1.1) for any d ≥ 1.
Our results on graded meshes are new for finite element discretizations, as well as
for finite difference discretizations for d > 1.
The convergence behaviour of the L1 method on uniform temporal meshes is
well-understood. In particular, for finite element spatial discretizations, the errors
in the L2(Ω) norm have been estimated in [9] using Laplace transform techniques
(for L = −4 and f = 0). For finite difference discretizations for d = 1, a similar
error bound the maximum norm was established in [5]. Within our theoretical
framework, we easily get versions of error bounds of [9] and [5]. Furthermore, we
give error bounds for finite element discretizations in the L∞(Ω) norm on uniform
temporal meshes, which appear to be entirely new. (Some error bounds in the L∞
norm for linear-finite-element spatial semi-discretizations are given in [12].)
Our approach to uniform meshes is very similar to the case of graded meshes.
The main difference is in that now we employ a more subtle stability property of the
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discrete fractional-derivative operator δαt from [5], a version of which is also given
in [11]; see Lemma 2.1∗. Additionally, we give a considerably shorter and more
intuitive proof of this stability result. This new proof relies on a simple barrier
function, and may be of independent interest; see Appendix A.
Outline. We start by presenting, in §2, a paradigm for the temporal-error analysis
using a simplest example without spatial derivatives. This error analysis is extended
in §3 to temporal semidiscretizations of (1.1). Full discretizations that employ finite
differences and finite elements are respectively addressed in §4 and §5. Finally, the
assumptions on the derivatives of the exact solution are discussed in §6, and our
theoretical findings are illustrated by numerical experiments in §7.
Notation. We write a ' b when a . b and a & b, and a . b when a ≤ Cb with
a generic constant C depending on Ω, T , u0 and f , but not on the total numbers
of degrees of freedom in space or time. Also, for 1 ≤ p ≤ ∞, and k ≥ 0, we shall
use the standard norms in the spaces Lp(Ω) and the related Sobolev spaces W
k
p (Ω),
while H10 (Ω) is the standard space of functions in W
1
2 (Ω) vanishing on ∂Ω.
2. Paradigm for the temporal-discretization error analysis
2.1. Graded temporal mesh. Throughout the paper, we shall frequently con-
sider the graded temporal mesh {tj = T (j/M)r}Mj=0 with some r ≥ 1 (while r = 1
generates a uniform mesh). For this mesh, a calculation shows that
(2.1) τj := tj − tj−1 'M−1 t1−1/rj for j = 1, . . . ,M.
This follows from τ1 = t1 'M−r for j = 1, and tj ≤ 2rtj−1 for j ≥ 2.
Note that all results of the paper immediately apply to a quasi-graded mesh
defined by {tj = T (ξj)r}Mj=0, where {ξj}Mj=0 is a quasi-uniform mesh on [0, 1].
2.2. Stability properties of the discrete fractional operator δαt . The defini-
tion (1.4) of δαt can be rewritten as
δαt V
m = κm,m︸ ︷︷ ︸
>0
V m −
m∑
j=1
(κm,j − κm,j−1)︸ ︷︷ ︸
>0
V j−1,(2.2a)
κm,j :=
τ−1j
Γ(1− α)
∫ tj
tj−1
(tm − s)−α ds for j = 1, . . . ,m, κm,0 := 0.(2.2b)
Here κm,j for j ≥ 1 is the average of the function {Γ(1 − α)}−1(tm − s)−α on the
interval s ∈ (tj−1, tj), so κm,j−1 ≤ κm,j for all admissible j and m.
Lemma 2.1. (i) For any {V j}Mj=0 on an arbitrary mesh {tj}Mj=0, one has
|V m − V 0| . max
j=1,...,m
{
tαj |δαt V j |
}
for m = 1, . . .M.
(ii) If V 0 = 0 and δαt |V j | ≤ |F j | for j = 1, . . . ,M , then |V m| . maxj=1,...,m
{
tαj |F j |
}
for m = 1, . . . ,M .
Proof. (i) Let W j := V j − V 0; then W 0 = 0, while δαt W j = δαt V j =: F j , so we
need to prove that |Wm| . maxj≤m{tαj |F j |}. Let maxj≤m |W j | = |Wn| for some
1 ≤ n ≤ m. Then, by (2.2a) combined with W 0 = 0, one gets
(2.3) κn,n︸︷︷︸
>0
|Wn| −
n∑
j=2
(κn,j − κn,j−1)︸ ︷︷ ︸
>0
|Wn| ≤ |Fn| ⇒ |Wn| ≤ κ−1n,1 |Fn|.
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Next, recalling (2.2b), and also using (tn−s)−α ≥ t−αn on (0, t1), one concludes that
κn,1 & t−αn . So |Wn| . tαn |Fn|, which immediately implies the desired assertion.
(ii) Let W 0 = 0 and δαt W
j = |F j | for j = 1, . . . ,M . Then 0 ≤ |V m| ≤ Wm
(as δαt is associated with an M -matrix), while |Wm| . maxj=1,...,m
{
tαj |F j |
}
by the
result of part (i). The desired assertion follows. 
To deal with uniform temporal meshes, we employ a more subtle stability result.
Lemma 2.1∗ ([5]). Let r = 1 and τ := TM−1. Given γ ∈ (0, α], if V 0 = 0 and
|δαt V j | . τγt−γ−1j for j = 1, . . . ,M , then |V j | . tα−1j for j = 1, . . . ,M .
Proof. The desired assertion follows from [5, Lemma 3] with β = 1+γ; see also [11,
Theorem 3.3] for a similar result. We give an alternative (substantially shorter)
proof in Appendix A. 
The next lemma will be useful when dealing with Ritz projections while estimat-
ing the errors of finite element discretizations in §5.
Lemma 2.2. Let {V j}Mj=0 ∈ RM+1 and {λj}Mj=1 ∈ RM , and λ¯ = λ¯(t) be a
piecewise-constant left-continuous function defined by λ¯(t) = λj for t ∈ (tj−1, tj ],
j = 1, . . . ,M . Then, with the notation J1−αv(t) := {Γ(1−α)}−1∫ t
0
(t−s)−αv(s) ds,
(2.4) δαt V
j ≤ J1−αλ¯(tj) ∀ j ≥ 1 ⇒ V m − V 0 ≤
m∑
j=1
τj λ
j ∀m ≥ 0.
Proof. Let Λj := V 0 +
∫ tj
0
λ¯ dt so that λj = δtΛ
j . Now, J1−αλ¯(tj) = δαt Λ
j , so we
get M equations δαt V
j ≤ δαt Λj for j = 1, . . . ,M . Augmenting these equations by
V 0 = Λ0, we get the matrix relation A~V ≤ A~Λ for the column vectors ~V := {V j}Mj=0
and ~Λ := {Λj}Mj=0 with an inverse-monotone (M + 1) × (M + 1) matrix A. (The
latter follows from A being diagonally dominant, with the entries Aij ≤ 0 for i 6= j
in view of (2.2a).) Consequently, ~V ≤ ~Λ, which immediately yields the desired
assertion. 
2.3. Error estimation for a simplest example (without spatial deriva-
tives). It is convenient to illustrate our approach to the estimation of the temporal-
discretization error using a very simple example. Consider a fractional-derivative
problem without spatial derivatives together with its discretization:
Dαt u(t) = f(t) for t ∈ (0, T ], u(0) = u0,(2.5a)
δαt U
j = f(tj) for j = 1, . . . ,M, U
0 = u0.(2.5b)
Throughout this subsection, with slight abuse of notation, ∂t will be used for
d
dt ,
while δtu(tj) := τ
−1
j [u(tj)− u(tj−1)] (similarly to δt in (1.4)).
Lemma 2.3. Let {tj = T (j/M)r}Mj=0 for some r ≥ 1. Then for u and U j that
satisfy (2.5), one has
|u(tm)− Um| . max
j=1,...,m
ψj ,
where m = 1, . . . ,M , and
ψ1 := τα1 sup
s∈(0,t1)
(
s1−α|δtu(t1)− ∂su(s)|
)
,(2.6a)
ψj := τ2−αj t
α
j sup
s∈(tj−1,tj)
|∂2su(s)| for j ≥ 2.(2.6b)
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Proof. Using the standard piecewise-linear Lagrange interpolant uI of u, let
χ := u− uI ⇒ |χ(s)| ≤ τj(tj − s)︸ ︷︷ ︸
≤τ2j
sup
s∈(tj−1,tj)
|∂2su| for s ∈ [tj−1, tj ].
As χ will appear in the truncation error, it is useful to note that, in view of (2.6b),
(2.7a) |χ(s)| ≤ ψj ταj t−αj min{1, (tj − s)/τj} for s ∈ (tj−1, tj), j ≥ 2.
On (0, t1), one has χ
′(s) = ∂su(s)− δtu(t1), which, combined with (2.6a), yields
(2.7b) |χ(s)| ≤ ψ1 τ−α1
∫ t1
s
ζα−1 dζ︸ ︷︷ ︸
.sα−1(t1−s)
. ψ1 τ−α1 sα−1 (t1 − s) for s ∈ (0, t1).
We now proceed to estimating the error ej := u(tj)−U j , for which (2.5) implies
(2.8) δαt e
j = δαt u(tj)−Dαt u(tj)︸ ︷︷ ︸
=:rj
for j = 1, . . . ,M, e0 = 0.
For rm, recalling the definitions (1.2) and (1.4) of Dαt and δ
α
t , we arrive at
Γ(1−α) rm=
m∑
j=1
∫ tj
tj−1
(tm−s)−α[δtu(tj)− ∂su(s)]︸ ︷︷ ︸
=−χ′(s)
ds = α
m∑
j=1
∫ tj
tj−1
(tm−s)−α−1χ(s) ds.
(In particular, for the interval (tm−1, tm), to check the validity of the above inte-
gration by parts, with → 0+, one can integrate by parts over (tm−1, tm − ).)
Next, combining the above representation of rm with the bounds (2.7) on χ, we
claim that
(2.9) |rm| . J˚m (τ1/tm)ψ1 + Jm max
j=2,...,m
{νm,j ψj},
where
J˚m := τ−α1 (tm/τ1)
∫ t1
0
sα−1(t1 − s) (tm − s)−α−1ds,
Jm := ταm t−α(1−1/r)m
∫ tm
t1
s−α/r (tm − s)−α−1 min{1, (tm − s)/τm} ds,
νm,j := (τj/τm)
α (tj/tm)
−α(1−1/r) ' 1.
Here, the bound on νm,j follows from τj/τm ' (tj/tm)1−1/r (in view of (2.1)). To
check the bound (2.9), note that the two terms in its right-hand side are respectively
associated with
∫ t1
0
and
∑m
j=2
∫ tj
tj−1
in rm. Note also that for j = 2, . . . ,m − 1, it
is convenient to use a version of (2.7a) with min{1, (tj − s)/τj} ≤ 1 replaced by
min{1, (tm − s)/τm} ≥ 1. So a calculation using (2.7a) and the definition of νm,j
implies for j = 2, . . . ,m that
|χ(s)| ≤ {νm,j ψj} ταm t−α(1−1/r)m t−α/rj︸ ︷︷ ︸
.s−α/r
min{1, (tm − s)/τm} for s ∈ (tj−1, tj).
This observation leads to the definition of Jm in (2.9).
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For J˚m, the observation that (t1 − s)/(tm − s) ≤ t1/tm for s ∈ (0, t1) implies
J˚m ≤ t−αm
∫ t1
0
sα−1(t1 − s)−α ds = t−αm
∫ 1
0
sˆα−1(1− sˆ)−α dsˆ . t−αm ,
where sˆ := s/t1. For Jm, it is helpful to employ another substitution sˆ := s/tm
and τˆj := τj/tm, so, for m ≥ 2, one gets
Jm = t−αm τˆαm
∫ 1
τˆ1
sˆ−α/r(1− sˆ)−α−1 min{1, (1− sˆ)/τˆm} dsˆ︸ ︷︷ ︸
.τˆ−αm
. t−αm .
Here, when bounding the integral, it is convenient to replace the lower limit τˆ1 by 0,
and then consider the intervals (0, 2−r), (2−r, 1− τˆm) and (1− τˆm, 1) separately (in
view of 1 − τˆm ≥ 2−r). On these intervals, the integrand is respectively . sˆ−α/r,
. (1− sˆ)−α−1 and . (1− sˆ)−α/τˆm, so the corresponding integrals are respectively
. 1 (in view of α/r ∈ (0, 1)), . τˆ−αm and . τˆ−αm . So the above bound on Jm is
indeed true.
Finally, we combine (2.9) with the above bounds on J˚m and Jm, and arrive at
(2.10) |rm| . t−αm
{
(τ1/tm)ψ
1 + max
j=2,...,m
ψj
}
,
while |δαt em| = |rm|. As τ1/tm ≤ 1, the desired assertion follows by an application
of Lemma 2.1. 
Corollary 2.4. Under the conditions of Lemma 2.3, suppose |∂ltu(t)| . 1 + tα−l
for l = 1, 2 and t ∈ (0, T ]. Then |u(tm)−Um| .M−min{αr,2−α} for m = 1, . . . ,M .
Proof. It suffices to show that ψj . M−min{αr,2−α} for j ≥ 1. As t ≤ T , we have
|∂ltu(t)| . tα−l. For ψ1 of (2.6a), note that s1−α|δtu(t1)| . τ−α1
∫ τ1
0
sα−1 ' 1, while
s1−α|∂su(s)| . 1, so ψ1 . τα1 'M−αr. For any other ψj , defined in (2.6b), in view
of tj−1 ≥ 2−rtj , one gets |∂2su(s)| . tα−2j for s ∈ (tj−1, tj), so ψj . (τj/tj)2−αtαj .
Now, set γ := min{αr, 2 − α}. Then (τj/tj)2−α ≤ (τj/tj)γ . M−γt−γ/rj , by (2.1).
Combining this with t
α−γ/r
j . 1 yields ψj .M−γ = M−min{αr,2−α} for j ≥ 2. 
Remark 2.5 (Optimal mesh grading r). The optimal error bound O(M−(2−α)) in
Corollary 2.4 is attained when r = (2−α)/α. For any larger r, one also enjoys the
optimal rate of convergence; however, increased temporal mesh widths near t = T
(for example, τM ≈ rTM−1) lead to larger errors. See also [22, Remark 5.6].
2.4. Analysis on the uniform mesh. Let us now consider the case of a uniform
temporal mesh (i.e. r = 1). If u is smooth on [0, T ] in the sense that |∂ltu| . 1
for l = 1, 2, then an application of Lemma 2.3 immediately yields for the error
to be . M−(2−α). However, we are interested in a more realistic case of u being
singular at t = 0.
We start with a shaper version of Lemma 2.3.
Lemma 2.3∗. Under the conditions of Lemma 2.3, let r = 1 and τ := TM−1, and
set γ = min{α, 1− α}. Then
|u(tm)− Um| . tα−1m max
j=1,...,m
{
τ−γ t1−α+γj ψ
j
}
.
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Proof. An inspection of the proof of Lemma 2.3 shows that one can replace the
term Jm maxj=2,...,m(νm,j ψj) in (2.9) (where recall that νm,j ' 1) by
(2.11) J˜m max
j=2,...,m
{
(tj/tm)ψ
j
}
,
where (with the use of t−1j ≤ s−1 for s ∈ (tj−1, tj))
J˜m := ταm t
−α(1−1/r)+ 1
m
∫ tm
t1
s−α/r− 1 (tm − s)−α−1 min{1, (tm − s)/τm} ds.
Here, for convenience, the terms that differ from Jm are framed.
Next, set r = 1 and τj = τ . We claim that J˜m . t−αm for m ≥ 2. Indeed, imitat-
ing the estimation of Jm in the proof of Lemma 2.3, we employ the substitution
sˆ := s/tm and the notation τˆ := τ/tm to get
J˜m = t−αm τˆα
∫ 1
τˆ
sˆ−α−1(1− sˆ)−α−1 min{1, (1− sˆ)/τˆ} dsˆ︸ ︷︷ ︸
.τˆ−α
. t−αm .
Here τˆ ≤ 12 ≤ 1− τˆ , so one may consider the intervals (τˆ , 12 ), ( 12 , 1− τˆ) and (1− τˆ , 1)
separately.
Now, using (2.11) in (2.9), we arrive at a version of (2.10):
(2.12) |rm| . t−α−1m max
j=1,...,m
{
tjψ
j
}
. t−γ−1m max
j=1,...,m
{
t1−α+γj ψ
j
}
.
Finally, an application of Lemma 2.1∗ yields the desired assertion. 
Corollary 2.6 (Uniform temporal mesh). Under the conditions of Lemma 2.3, let
r = 1 and τ = TM−1, and suppose |∂ltu(t)| . 1 + tα−l for l = 1, 2 and t ∈ (0, T ].
Then |u(tm)− Um| . tα−1m M−1 .M−α for m = 1, . . . ,M .
Proof. We imitate the proof of Corollary 2.4, only now employ Lemma 2.3∗. So it
suffices to show that τ−γ t1−α+γj ψ
j . τ . For j = 1, this follows from ψ1 . τα, while
for j ≥ 2, from ψj . τ2−αtα+(α−2)j . τ1+γtα−1−γj (as τ ≤ tj and γ ≤ 1− α). 
3. Error analysis for the L1 semidiscretization in time
Consider the semidiscretization of our problem (1.1) in time using the L1-method:
(3.1) δαt U
j + LU j = f(·, tj) in Ω, U j = 0 on ∂Ω for j = 1, . . . ,M ; U0 = u0.
Theorem 3.1. (i) Given p ∈ {2,∞}, let {tj = T (j/M)r}Mj=0 for some r ≥ 1,
and u and U j respectively satisfy (1.1),(1.3) and (3.1). Then, under the condition
c− p−1∑dk=1∂xkbk ≥ 0, one has
(3.2) ‖u(·, tm)− Um‖Lp(Ω) . maxj=1,...,m ‖ψ
j‖Lp(Ω) for m = 1, . . . ,M,
where ψj = ψj(x) is defined by (2.6), in which u(·) is understood as u(x, ·) when
evaluating ∂su, ∂
2
su and δtu.
(ii) Furthermore, if r = 1, a sharper maxj=1,...,m{τ−γ t1−α+γj ‖ψj‖Lp(Ω)} can re-
place the right-hand side in (3.2), where τ = TM−1 and γ = min{α, 1− α}.
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Corollary 3.2. (i) Under the conditions of Theorem 3.1, suppose ‖∂ltu(·, t)‖Lp(Ω) .
1 + tα−l for l = 1, 2 and t ∈ (0, T ]. Then ‖u(·, tm) − Um‖Lp(Ω) . M−min{αr,2−α}
for m = 1, . . . ,M .
(ii) If, additionally, r = 1, then ‖u(·, tm)−Um‖Lp(Ω) . tα−1m M−1 for m = 1, . . . ,M .
Proof. Imitate the proofs of Corollaries 2.4 and 2.6 for parts (i) and (ii), respectively.

Proof of Theorem 3.1. For the error em := u(·, tm)−Um, using (1.1) and (3.1), one
easily gets a version of (2.8):
(3.3) δαt e
m + Lem = δαt u(·, tm)−Dαt u(·, tm)︸ ︷︷ ︸
=:rm
for m = 1, . . . ,M, e0 = 0.
Note that the bound (2.10) on rm obtained in the proof of Lemma 2.3 implies that
‖rm‖Lp(Ω) . t−αm maxj=1,...,m ‖ψj‖Lp(Ω). Hence, to complete the proof of part (i),
it suffices to show that
(3.4) δαt ‖em‖Lp(Ω) ≤ ‖rm‖Lp(Ω) for m = 1, . . . ,M.
Then, indeed, (3.2) immediately follows by an application of Lemma 2.1.
If r = 1, combining (2.12) (obtained in the proof of Lemma 2.3∗) with (3.4) and
then applying Lemma 2.1∗ yields the assertion of part (ii).
We now proceed to establishing (3.4). Rewrite the equation δαt e
m + Lem = rm
using (2.2a) as
(3.5) κm,m︸ ︷︷ ︸
>0
em + Lem =
m∑
j=1
(κm,j − κm,j−1)︸ ︷︷ ︸
>0
ej−1 + rm,
and address the cases p = 2 and p =∞ separately.
For p = 2, consider the L2(Ω) inner product (denoted 〈·, ·〉) of (3.5) with em. As
c− 12
∑d
k=1 ∂xkbk ≥ 0 implies 〈Lem, em〉 ≥ 0, so for p = 2 one gets
(3.6) κm,m‖em‖Lp(Ω) ≤
m∑
j=1
(κm,j − κm,j−1)‖ej−1‖Lp(Ω) + ‖rm‖Lp(Ω).
By (2.2a), this implies (3.4) for p = 2.
For p = ∞, let maxx∈Ω |em(x)| = |em(x∗)| for some x∗ ∈ Ω. Suppose that
em(x∗) ≥ 0 (the case em(x∗) < 0 is similar). Then c ≥ 0 implies Lem(x∗) ≥ 0, so
(3.5) at x = x∗ yields κm,mem(x∗) ≤
∑m
j=1(κm,j − κm,j−1)ej−1(x∗) + rm(x∗) and
then (3.6) for p =∞. By (2.2a), the desired assertion (3.4) follows for p =∞.
Note that in our proof of (3.4) for p =∞, we relied on Lem being well-defined in
the classical sense. More generally, (3.3) implies that em solves an elliptic equation
with the operator L+ κm,m. Now, {rj} ∈ L∞(Ω) implies that em ∈ C(Ω¯). So one
can modify the above argument by using a more general result κm,m‖em‖L∞(Ω) ≤
‖(L+κm,m)em‖L∞(Ω) (the latter follows from the maximum principle for functions
in C(Ω¯) [4, Corollary 3.2].) 
Remark 3.3 (More general L). The results of this section also apply to a general
uniformly-elliptic L defined by Lu := ∑dk=1{−∑dn=1 ∂xk(akn ∂xnu)+bk ∂xku}+c u,
where the coefficients akn(x) form a symmetric uniformly-positive-definite matrix.
Indeed, when establishing (3.4), we still have 〈Lem, em〉 ≥ 0 and κm,m‖em‖L∞(Ω) ≤
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‖(L+ κm,m)em‖L∞(Ω) for, respectively, p = 2 and p =∞. For fully discrete finite-
element discretizations, Theorem 5.1 remains valid, but condition Ap for p =∞may
be problematic. Similarly, finite-difference discretizations that satisfy the discrete
maximum principle are not readily available in this more general case.
4. Maximum norm error analysis for finite difference discretizations
Consider our problem (1.1)–(1.3) in the spatial domain Ω = (0, 1)d ⊂ Rd. Let
Ω¯h be the tensor product of d uniform meshes {ih}Ni=0, with Ωh := Ω¯h\∂Ω denoting
the set of interior mesh nodes. Now, consider the finite difference discretization
(4.1)
δαt U
j(z) + LhU j(z) = f(z, tj) for z ∈ Ωh, j = 1, . . . ,M,
U j = 0 in Ω¯h ∩ ∂Ω, j = 1, . . . ,M, U0 = u0 in Ω¯h.
Here δαt is defined by (1.4). The discrete spatial operator Lh is a standard finite
difference operator defined, using the standard orthonormal basis {ik}dk=1 in Rd
(such that z = (z1, . . . , zd) =
∑d
k=1 zk ik for any z ∈ Rd), by
LhV (z) :=
d∑
k=1
h−2
{
ak(z +
1
2hik)
[
U(z)− U(z + hik)
]
+ ak(z − 12hik)
[
U(z)− U(z − hik)
]}
+
d∑
k=1
1
2h
−1 bk(z)
[
U(z + hik)− U(z − hik)
]
+ c(z)U(z) for z ∈ Ωh.
(Here the terms in the first and second sums respectively discretize −∂xk(ak ∂xku)
and bk ∂xku from (1.3).) The error of this method will be bounded in the nodal
maximum norm, denoted ‖ · ‖∞ ;Ωh := maxΩh | · |.
Theorem 4.1. (i) Let {tj = T (j/M)r}Mj=0 for some r ≥ 1, and u satisfy (1.1)–
(1.3) in Ω = (0, 1)d with c ≥ 0. Then, under the condition
(4.2) h−1 ≥ max
k=1,...,d
{
1
2‖bk‖L∞(Ω) ‖a−1k ‖L∞(Ω)
}
,
there exists a unique solution {U j}Mj=0 of (4.1), and
(4.3) ‖u(·, tm)− Um‖∞ ;Ωh . max
j=1,...,m
‖ψj‖L∞(Ω) + tαm ‖(Lh − L)u(·, tm)‖∞ ;Ωh ,
where m = 1, . . . ,M , and ψj = ψj(x) is defined by (2.6), in which u(·) is understood
as u(x, ·) when evaluating ∂su, ∂2su and δtu.
(ii) If r = 1, then maxj=1,...,m ‖ψj‖L∞(Ω) in (4.3) can be replaced by a sharper
maxj=1,...,m{τ−γ t1−α+γj ‖ψj‖L∞(Ω)}, where τ = TM−1 and γ = min{α, 1− α}.
Corollary 4.2. (i) Under the conditions of Theorem 4.1, suppose ‖∂ltu(·, t)‖L∞(Ω) .
1 + tα−l for l = 1, 2 and t ∈ (0, T ], and also ‖∂lxku(·, t)‖L∞(Ω) . 1 for l = 3, 4,
k = 1, . . . , d and t ∈ (0, T ]. Then
‖u(·, tm)− Um‖∞ ;Ωh .M−min{αr,2−α} + tαm h2 for m = 1, . . . ,M.
(ii) If, additionally, r = 1, then
‖u(·, tm)− Um‖∞ ;Ωh . tα−1m M−1 + tαm h2 for m = 1, . . . ,M.
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Proof. Imitate the proofs of Corollaries 2.4 and 2.6 for parts (i) and (ii), respectively,
to show that |ψj | . M−min{αr,2−α} and τ−γ t1−α+γj |ψj | . τ . Combine these
bounds with the standard truncation error estimate |(Lh − L)u| . h2. 
Remark 4.3. In the case d = 1, error bounds similar to those of Corollary 4.2 can
be found in [22, Theorem 5.2] and [5, Theorem 1] for parts (i) and (ii), respectively.
Note also that the assumptions made in this corollary on the derivatives of u are
realistic; see §6.1 and Example A in §6.2.
Proof of Theorem 4.1. For the error em(z) := u(z, tm) − Um(z), using (1.1) and
(4.1), one easily gets a version of (2.8):
δαt e
m+Lhem = Rm := δαt u(·, tm)−Dαt u(·, tm)︸ ︷︷ ︸
=:rm
+(Lh−L)u(·, tm) in Ωh for m ≥ 1,
subject to e0 = 0 in Ω¯h, and e
m = 0 on Ω¯h∩∂Ω. Recall that the bound (2.10) on rm
obtained in the proof of Lemma 2.3 implies that |rm| . t−αm maxj=1,...,m ‖ψj‖L∞(Ω).
Hence, to complete the proof of part (i), it suffices to show that
(4.4) δαt ‖em‖∞ ;Ωh ≤ ‖Rm‖∞ ;Ωh for m = 1, . . . ,M.
Then, indeed, (4.3) immediately follows by an application of Lemma 2.1.
For r = 1, when dealing with the component rm of Rm, we combine the
bound (2.12) (obtained in the proof of Lemma 2.3∗) with (4.4) and then employ
Lemma 2.1∗, which yields the assertion of part (ii).
To prove (4.4), let maxz∈Ωh |em(x)| = |em(z∗)| for some z∗ ∈ Ωh. Suppose that
em(z∗) ≥ 0 (the case em(z∗) < 0 is similar). As (4.2) combined with c ≥ 0 implies
that the spatial discrete operator Lh is associated with a diagonally-dominant M -
matrix, so Lhem(z∗) ≥ 0, so δαt em + Lem = Rm at z = z∗ yields δαt em(z∗) ≤
Rm(z∗). In view of (2.2a), our assertion (4.4) follows. 
5. Error analysis for finite element discretizations
In this section, we discretize (1.1)–(1.3), posed in a general bounded Lipschitz
domain Ω ⊂ Rd, by applying a standard finite element spatial approximation to
the temporal semidiscretization (3.1). Let Sh ⊂ H10 (Ω) ∩ C(Ω¯) be a Lagrange
finite element space of fixed degree ` ≥ 1 relative to a quasiuniform simplicial
triangulation T of Ω. (To simplify the presentation, it will be assumed that the
triangulation covers Ω exactly.) Now, for m = 1, . . . ,M , let umh ∈ Sh satisfy
(5.1) 〈δαt umh , vh〉h +Ah(umh , vh) = 〈f(·, tm), vh〉h ∀vh ∈ Sh
with u0h = u0 or some u
0
h ≈ u0.
With 〈·, ·〉 denoting the exact L2(Ω) inner product, (5.1) employs a possibly
approximate inner product 〈·, ·〉h. To be more precise, either 〈·, ·〉h = 〈·, ·〉, or
〈v, w〉h :=
∑
T∈T QT [vw] results from an application of a linear quadrature formula
QT for
∫
T
with positive weights. Let A˚ be the standard bilinear form associated
with the elliptic operator L˚ := L − c (i.e. A˚(v, w) = 〈Lv − cv, w〉 for smooth v
and w in H10 (Ω)). The bilinear form Ah in (5.1) is related to A˚ and defined by
Ah(v, w) := A˚(v, w) + 〈cv, w〉h.
Our error analysis will invoke the Ritz projectionRhu(t) ∈ Sh of u(·, t) associated
with our discretization of the operator L˚ and defined by A˚(Rhu, vh) = 〈L˚u, vh〉h
∀vh ∈ Sh and t ∈ [0, T ].
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When estimating the error in the Lp(Ω) norm for p ∈ {2,∞}, an additional
assumption Ap will be made, which we now describe. The set of interior mesh nodes
is denoted by N , with the corresponding piecewise-linear hat functions {φz}z∈N .
A2 Let 〈·, ·〉h = 〈·, ·〉. (Otherwise, see Remark 5.2).
A∞ Let ` = 1 (i.e. linear finite elements are employed), and let the stiffness
matrix associated with Ah(·, ·) + κm,m〈·, ·〉h have non-positive off-diagonal
entries, i.e. Amzz′ := Ah(φz′ , φz) + κm,m〈φz′ , φz〉h ≤ 0 for any two interior
nodes z 6= z′, where m = 1, . . . ,M .
(It suffices to check Amzz′ ≤ 0 for m = 1 only, as QT uses positive weights,
while κ1,1 = maxm=1,...,M{κm,m} = τ−α1 /Γ(2− α).)
Sufficient conditions for A∞ will be discussed in §§5.2–5.3. Note that an assumption
similar to A∞ has been shown to be both necessary and sufficient for non-negativity
preservation in finite element discretizations of equations of type (1.1) [10].
Theorem 5.1. (i) Given p ∈ {2,∞}, let {tj = T (j/M)r}Mj=0 for some r ≥ 1, and
u satisfy (1.1)–(1.3) with c − p−1∑dk=1 ∂xkbk ≥ 0. Then, under the condition Ap,
there exists a unique solution {umh }Mm=0 of (5.1) and, for m = 1, . . . ,M ,
‖u(·, tm)− umh ‖Lp(Ω) . ‖u0 − u0h‖Lp(Ω) + maxj=1,...,m ‖ψ
j‖Lp(Ω)(5.2)
+ max
t∈{0,tm}
‖ρ(·, t)‖Lp(Ω) +
∫ tm
0
‖∂tρ(·, t)‖Lp(Ω) dt,
where ρ(·, t) := Rhu(t)− u(·, t), while ψj = ψj(x) is defined by (2.6), in which u(·)
is understood as u(x, ·) when evaluating ∂su, ∂2su and δtu.
(ii) If r = 1, then maxj=1,...,m ‖ψj‖L∞(Ω) in (5.2) can be replaced by a sharper
maxj=1,...,m{τ−γ t1−α+γj ‖ψj‖L∞(Ω)}, where τ = TM−1 and γ = min{α, 1− α}.
Proof. Let emh := Rhu(tm) − umh ∈ Sh. Then u(·, tm) − umh = emh − ρ(·, tm), so it
suffices to prove the desired bounds for emh . Now, a standard calculation using (5.1)
and (1.1) yields
〈δαt emh ,vh〉h +Ah(emh , vh)(5.3)
= 〈δαt Rhu︸︷︷︸
=ρ+u
(tm), vh〉h + A˚(Rhu(tm), vh)︸ ︷︷ ︸
=〈L˚u(·,tm),vh〉h
+〈cRhu(tm)− f(·, tm), vh〉h
= 〈δαt ρ(·, tm) + cρ(·, tm) + δαt u(·, tm)−Dαt u(·, tm)︸ ︷︷ ︸
=:rm
, vh〉h ∀vh ∈ Sh,
for m ≥ 1, with e0h = [u0 − u0h] + ρ(·, 0).
Recall that the bound (2.10) on rm obtained in the proof of Lemma 2.3 implies
that ‖rm‖Lp(Ω) . t−αm maxj=1,...,m ‖ψj‖Lp(Ω). Hence, to complete the proof of
part (i), it suffices to show that
(5.4) δαt ‖emh ‖Lp(Ω) ≤ ‖ δαt ρ(·, tm) + cρ(·, tm) + rm︸ ︷︷ ︸
=:Rm
‖Lp(Ω) for m = 1, . . . ,M.
Note that δαt is associated with an M -matrix, so we can deal with the terms |δαt ρ|
and |cρ + rm| in the right-hand side of (5.4) separately. With this observation,
indeed, (5.2) immediately follows by an application of Lemma 2.1 when dealing
with the term cρ+ rm in the right-hand side of (5.4), and Lemma 2.2 when dealing
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with δαt ρ. For the latter, Lemma 2.2 is applied with λ
j := ‖δtρ(·, tj)‖Lp(Ω). Then
‖δαt ρ(·, tm)‖Lp(Ω) ≤ J1−αλ¯(tm), while τj λj .
∫ tj
tj−1
‖∂tρ(·, t)‖Lp(Ω), so the resulting
contribution to the bound on ‖emh ‖Lp(Ω) will be
∑m
j=1 τj λ
j .
∫ tm
0
‖∂tρ(·, t)‖Lp(Ω).
If r = 1, when dealing with the component rm or Rm in (5.4), we recall the
bound (2.12) (obtained in the proof of Lemma 2.3∗) and then apply Lemma 2.1∗,
which yields the assertion of part (ii).
To prove (5.4), consider the cases p = 2 and p =∞ separately.
For p = 2, set vh := e
m
h in (5.3) and note that condition A2 combined with
c − 12
∑d
k=1 ∂xkbk ≥ 0 implies Ah(emh , emh ) ≥ 0, and then 〈δαt emh , emh 〉 ≤ 〈Rm, emh 〉.
The bound (5.4) follows in view of (2.2a).
For p = ∞, let maxx∈Ω |emh (x)| =: |emh (z∗)| for some node z∗ ∈ N . Now, set
vh := φz∗ in (5.3) and note that condition A∞ implies
|Ah(emh , φz∗) + κm,m〈emh , φz∗〉h| ≥
{Ah(1, φz∗) + κm,m〈1, φz∗〉h} |emh (z∗)|.
(Here we used the representation emh = e
m
h (z
∗)−∑z 6=z∗ [emh (z∗)− emh (z)]φz.) Note
also that (in view of the definition of Ah related to L of (1.3)) for any z ∈ N
Ah(1, φz) + κm,m〈1, φz〉h = 〈c+ κm,m, φz〉h ≥ κm,m〈1, φz〉h .
Combining these two observations with (5.3) and (2.2a), we arrive at
κm,m〈1, φz∗〉h |emh (z∗)| ≤
m∑
j=1
(κm,j − κm,j−1)︸ ︷︷ ︸
>0
〈ej−1h , φz∗〉h + 〈Rm, φz∗〉h .
Now, recall that QT has positive weights so |〈v, φz∗〉h| ≤ ‖v‖L∞(Ω) 〈1, φz∗〉h for
any v. With this observation, dividing the above relation by 〈1, φz∗〉h and again
using (2.2a) we finally get (5.4) for p =∞. 
Remark 5.2 (Case 〈·, ·〉h 6= 〈·, ·〉: error in the L2(Ω)). Suppose that QT [1] = |T |
and the Lagrange element nodes in each T are included in the set of quadrature
points for QT , while h := maxT∈T {diamT} is sufficiently small. Then a version of
Theorem 5.1 is valid for p = 2 (with condition A2 dropped) with ‖ · ‖L2(Ω) replaced
by ‖ · ‖h ;2 := 〈·, ·〉1/2h . Indeed, the proof of Theorem 5.1 applies to this case with
Ah(emh , emh ) ≥ 0 for sufficiently small h, in view of |〈c emh , emh 〉h − 〈c emh , emh 〉)| .
h‖∇emh ‖L2(Ω). Note also that ‖ ·‖h ;2 ' ‖·‖L2(Ω) in Sh (as 〈·, ·〉h is an inner product
in Sh; for the latter, note that QT [vhwh] generates an inner product for vh, wh ∈ Sh
restricted to T ).
5.1. Application of Theorem 5.1 to the error analysis in the L2(Ω) norm.
Let Ω ⊂ Rd (for d ∈ {2, 3}) be a domain of polyhedral type as defined in [15, §4.1.1].
To be more precise, for d = 3, the boundary ∂Ω consists of a finite number of open
smooth faces, open smooth edges and vertices, the latter being cones with edges.
Also, let the angle between any two faces not exceed θ∗ < pi. (These conditions
are satisfied, for example, by a convex domain of polyhedral type, as well as by a
smooth domain). Then ‖v‖W 22 (Ω) . ‖Lv‖L2(Ω); see [15, Theorem 4.3.2] in the case
ak = 1 ∀ k in (1.3), as well as [13, Theorem 5.1] and [6, Chapter 4] for d = 2. The
treatment of variable smooth coefficients {ak} was addressed in [13, §2].
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Consequently, for the error of the Ritz projection ρ(·, t) = Rhu(t) − u(·, t) one
has
(5.5) ‖∂ltρ(·, t)‖L2(Ω) . h inf
vh∈Sh
‖∂ltu(·, t)− vh‖W 12 (Ω) for l = 0, 1, t ∈ (0, T ].
For l = 0, see, e.g., [1, Theorem 5.7.6]. A similar result for l = 1 follows as
∂tρ(·, t) = Rhu˙(t)− u˙(·, t), where u˙ := ∂tu.
Corollary 5.3. (i) Under the conditions of Theorem 5.1 for p = 2, suppose that
‖∂ltu(·, t)‖W `+12 (Ω) . 1 + t
α−l for l = 0, 1 and ‖∂2t u(·, t)‖L2(Ω) . 1 + tα−2, where
t ∈ (0, T ]. Then
‖u(·, tm)− umh ‖L2(Ω) .M−min{αr,2−α} + h`+1 for m = 1, . . . ,M.
(ii) If, additionally, r = 1, then
‖u(·, tm)− umh ‖L2(Ω) . tα−1m M−1 + h`+1 for m = 1, . . . ,M.
Proof. Imitate the proofs of Corollaries 2.4 and 2.6 for parts (i) and (ii), respectively,
to show that ‖ψj‖L2(Ω) . M−min{αr,2−α} and τ−γ t1−α+γj ‖ψj‖L2(Ω) . τ . M−1.
Combine these bounds with ‖∂ltρ(·, t)‖L2(Ω) . h`+1(1 + tα−l) for l = 0, 1 (the latter
follows from (5.5)). 
Remark 5.4. The assumptions made in Corollary 5.3 on the derivatives of u are
realistic; see §6.1 and Example B in §6.2.
Remark 5.5. The errors of finite element discretizations of type (5.1) are also es-
timated in the L2(Ω) norm in a recent paper [9], where the authors particularly
address the non-smooth data. In the case of a uniform temporal mesh and f = 0,
an error bound similar to that of Corollary 5.3(ii) is given in [9, Theorem 3.16(a)].
Remark 5.6 (Convergence in positive time in the W 12 (Ω) semi-norm for r = 1). Un-
der condition A2, one has Ah(emh , emh ) ≥ ‖∇emh ‖2L2(Ω). Now, imitating the proof of
(5.4) for p = 2, one gets δαt
(
κ−1m,m‖∇emh ‖2L2(Ω)/‖emh ‖L2(Ω)+‖emh ‖L2(Ω)
) ≤ ‖Rm‖L2(Ω)
for m ≥ 1. Consequently, κ−1m,m‖∇emh ‖2L2(Ω)/‖emh ‖L2(Ω) (as well as ‖emh ‖L2(Ω)) is
bounded similarly to the error in Corollary 5.3(ii), while, by (2.2b), κm,m ' Mα.
Combining this with the standard error bound on ‖∇ρ‖L2(Ω) (see, e.g., [1, (8.5.4)])
yields convergence of (5.1) in the W 12 (Ω) semi-norm for tm & 1.
5.2. Lumped-mass linear finite elements: application of Theorem 5.1 to
the error analysis in the L∞(Ω) norm.
In this section we restrict our consideration to the case ak = 1 and bk = 0 in (1.3)
for k = 1, . . . , d, and lumped-mass linear finite-element discretizations, i.e. ` = 1
and 〈·, ·〉h is defined using the quadrature rule QT [v] :=
∫
T
vI , where vI is the
standard linear Lagrange interpolant.
For the error of the Ritz projection ρ(·, t) = Rhu(t)− u(·, t), one has
(5.6) ‖∂ltρ(·, t)‖L∞(Ω) . h2−q| lnh|
{
‖∂ltu(·, t)‖W 2−q∞ (Ω) + ‖∂ltLu(·, t)‖W 2−qd/2 (Ω)
}
,
where l = 0, 1, q = 0, 1 and t ∈ (0, T ]. Consider (5.6) for l = 0 (while the
case l = 1 is similar as ∂tρ(·, t) = Rhu˙(t) − u˙(·, t), where u˙ = ∂tu). If 〈·, ·〉h =
〈·, ·〉, the terms involving Lu disappear; this version of (5.6) immediately follows
from the quasi-optimality of the Ritz projection in the L∞ norm; see, e.g., [19,
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Theorem 2], [14, Theorem 3.1] and [20, Theorem 5.1], for, respectively, polygonal,
convex polyhedral and smooth domains. The lumped-mass quadrature 〈·, ·〉h 6= 〈·, ·〉
induces an additional component ρˆh ∈ Sh in ρ, defined by 〈∇ρˆh,∇vh〉 = 〈L˚u, vh〉h−
〈L˚u, vh〉 ∀vh ∈ Sh. For completeness, the bound of type (5.6) (with l = 0) for ρˆh is
proved in Appendix B.
As we intend to apply Theorem 5.1 under condition A∞, note that the latter
is satisfied under the following assumptions on the triangulation. For Ω ⊂ R2, let
T be a Delaunay triangulation, i.e., the sum of the angles opposite to any interior
edge is less than or equal to pi. In the case Ω ⊂ R3, for any interior edge E, let
ωE := {T ∈ T : ∂T ⊃ E}, and impose that
∑
T⊂ωE |E′T | cot θET ≥ 0, where θET is the
angle between the faces of T not containing E, and the edge E′T is their intersection.
Under these conditions on T , the stiffness matrix for −∑dk=1 ∂2xk is an M -matrix
(see, e.g., [24, Lemma 2.1]), while the mass matrix is positive diagonal. So indeed,
A∞ is satisfied. Note also that it is sufficient, but clearly not necessary, for the
triangulation to be non-obtuse (i.e. with no interior angle in any mesh element
exceeding pi2 ).
Corollary 5.7. (i) Under the conditions of Theorem 5.1 for p =∞, suppose that
‖∂ltu(·, t)‖W 2∞(Ω) . 1+ tα−l and ‖∂ltLu(·, t)‖W 2d/2(Ω) . 1+ tα−l for l = 0, 1, and also
‖∂2t u(·, t)‖L∞(Ω) . 1 + tα−2, where t ∈ (0, T ]. Then
‖u(·, tm)− umh ‖L∞(Ω) .M−min{αr,2−α} + h2| lnh| for m = 1, . . . ,M.
(ii) If, additionally, r = 1, then
‖u(·, tm)− umh ‖L∞(Ω) . tα−1m M−1 + h2| lnh| for m = 1, . . . ,M.
Proof. Imitate the proofs of Corollaries 2.4 and 2.6 for parts (i) and (ii), respectively,
to show that ‖ψj‖L∞(Ω) .M−min{αr,2−α} and τ−γ t1−α+γj ‖ψj‖L∞(Ω) . τ .M−1.
Combine these bounds with ‖∂ltρ(·, t)‖L∞(Ω) . h2| lnh|(1 + tα−l) for l = 0, 1 (the
latter follows from (5.6)). 
Remark 5.8. The assumptions made in Corollary 5.7 on the derivatives of u are
realistic; see §6.1 and Example C in §6.2.
5.3. Linear finite elements without quadrature: a comment on the error
analysis in the L∞(Ω) norm.
We shall start by checking condition A∞, used in Theorem 5.1, for the simplest
case of d = 1 and L = −∂2x1 . A straightforward calculation shows that the stiffness
matrix associated with Ah(·, ·)+κ1,1〈·, ·〉 will be a tridiagonal matrix with diagonal
entries 2h +
2
3hκ1,1 and off-diagonal entries − 1h + 16hκ1,1. So, for off-diagonal entries
to be non-positive, one needs to impose κ1,1 ≤ 6h−2, i.e. τ−α1 ≤ 6Γ(2 − α)h−2.
Note that exactly the same condition is required for the discrete maximum principle
in the classical parabolic case of (1.1) with α = 1 assuming the backward Euler
discretization in time is combined with linear finite elements without quadrature.
A similar condition is true if ak = 1 in (1.3) for k = 1, . . . , d, and 〈·, ·〉h = 〈·, ·〉.
Then the mass matrix is not diagonal and contains positive off-diagonal entries.
Still, condition A∞ is satisfied (and so Theorem 5.1 with p = ∞ can be applied)
if h2τ−α1 ≤ CT for a sufficiently small constant CT that we specify below, and,
additionally, the triangulation is non-obtuse and minT⊂ωE θ
E
T ≤ θ∗ for some fixed
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positive θ∗ < pi2 (for the notation, see §5.2). Indeed, for such a triangulation, not
only the stiffness matrix for −∑dk=1 ∂2xk is an M -matrix, but its contribution to
Amzz′ , for any two nodes z 6= z′ connected by an interior edge E, will be strictly
negative and equal to −∑T⊂ωE |E′T | cot θET /{d(d−1)} (with E′T , in the case d = 2,
being a node and the notational convention |E′T | = 1 used); see [24, Lemma 2.1].
A calculation also shows that the contribution of 〈(κ1,1 + c)φz′ , φz〉 to Amzz′ does
not exceed (τ−α1 /Γ(2 − α) + ‖c‖L∞(Ω))|ωE |/{(d + 1)(d + 2)}. Furthermore, the
contribution of 〈bk(x) ∂xkφz′ , φz〉 to Amzz′ is . h−1|ωE |. As the triangulation is
quasi-uniform, these observations imply that there is a positive constant C ′T such
that for any interior edge E, one has
(d+ 1)(d+ 2)
d(d− 1) |ωE |
−1 ∑
T⊂ωE
|E′T | cot θET ≥ C ′T h−2.
Now, h2τ−α1 ≤ CT , with any fixed constant CT < C ′T Γ(2 − α), implies A∞ (as-
suming that h is sufficiently small; in fact, one can use CT = C ′T Γ(2− α) if c = 0
and bk = 0 for k = 1, . . . , d in (1.3)). To avoid computing C
′
T , one can instead
impose h2| lnh| τ−α1 ≤ CT with any fixed CT > 0 and h sufficiently small. Note
that although the above triangulation condition is somewhat restrictive, it is satis-
fied by mildly structured meshes with all mesh elements close to equilateral trian-
gles/regular tetrahedra.
Note also that in most practical situations, the convergence rates do not deterio-
rate because of the restriction τα1 & h2. To be more precise, as long as r ≤ (2−α)/α
(including the optimal r = (2 − α)/α), the error in part (i) of Corollary 5.7 is
. M−αr + h2| lnh| ' τα1 + h2| lnh|. Similarly, in part (ii) for tm & 1, the error
is . τ1 + h2| lnh|, so a reasonable choice τ1 ' h2 is clearly within the restriction
τα1 & h2.
6. Estimation of derivatives of the exact solution u
The purpose of this section is to show that the assumptions made in §§3–5 on
the derivatives of the exact solution u of (1.1) are realistic, and give examples of
when they are satisfied. The discussion will be mainly restricted to the case of the
operator L being self-adjoint (i.e. bk = 0 for k = 1 . . . , d in (1.3)); for the non-
self-adjoint case, see Remark 6.1 below. For simplicity, we also assume that Ω is
either a convex domain of polyhedral type or a smooth domain. Hence, we shall be
able to invoke ‖v‖W 22 (Ω) . ‖Lv‖L2(Ω) when v = 0 on ∂Ω, as well as the consequent
property ‖v‖L∞(Ω) . ‖Lv‖L2(Ω) (in view of the Sobolev embedding theorem).
The approach that we consider here employs the method of separation of vari-
ables, in which the eigenvalues and eigenfunctions of the self-adjoint operator L
(see, e.g., [3, §6.5] for their existence and properties) are used to get an explicit
eigenfunction expansion of u. Note that the time-dependent coefficients in this
expansion are represented using Mittag-Leffler functions. This approach was used
in [18] for smooth domains, [7, §2.2 and §3.4] for polygonal/polyhedral domains,
and [22, §2] for Ω = (0, 1). Eigenfunction expansions are frequently used to estab-
lish regularity estimates for fractional-derivative problems; see, e.g. [16, 17], where
somewhat different problems were considered. In particular, the bounds [16, (1.6)
and (1.7)] are somewhat similar to those we obtain below.
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6.1. Temporal derivatives of u. The assumptions made in Corollary 3.2 on tem-
poral derivatives of u (that ‖∂ltu(·, t)‖Lp(Ω) . 1 + tα−l for l = 1, 2, and p ∈ {2,∞})
are realistic. For example, for the case p = ∞, d = 1 and L = −∂2x1 + c(x1),
they are satisfied under certain regularity assumptions on u0 and f (including
Llf(·, t) = Lqu0 = 0 on ∂Ω for l = 0, 1 and q = 0, 1, 2) by [22, Theorem 2.1]. The
proof relies on the term-by-term differentiation with respect to t of the eigenfunc-
tion expansion of u. Note that this proof cannot be directly extended to d > 1
(as the eigenfunctions are not necessarily uniformly bounded, while the eigenvalues
exhibit a different asymptotic behaviour in higher dimensions).
These difficulties are avoided by the following modification. A term-by-term
application of Lq∂lt to the eigenfunction expansion of u yields ‖Lq∂ltu(·, t)‖L2(Ω) .
1 + tα−l for l = 1, 2 and q = 0, 1. Now, setting q = 0 and q = 1 implies the
desired bounds on the temporal derivatives for p = 2 and p = ∞, respectively.
It should be noted that this approach relies on the regularity assumptions that
‖u0‖Lq+2 +‖∂ltf(·, t)‖Lq+1 . 1 for l = 0, 1, 2 (where the assumptions of the temporal
derivatives of f may, in fact, be weakened). Here (similarly to [7, 18, 22]) we used
the norm ‖v‖Lγ :=
{∑∞
i=1 λ
2γ
i 〈v, ψi〉2
}1/2
, where 0 < λ1 < λ2 ≤ λ3 ≤ . . . are
the eigenvalues of L, while {ψ}∞i=1 are the corresponding normalized eigenfunctions
satisfying ‖ψi‖L2(Ω) = 1.
6.2. Spatial and mixed derivatives of u. In §§4–5 (see Corollaries 4.2, 5.3, 5.7),
a number of additional assumptions were made that involve spatial derivatives of u.
Here the situation is more delicate, as if Ω has any corners, u may exhibit corner
singularities.
Example A. Consider Ω = (0, 1)2 and L = −[∂2x1 + ∂2x2 ] + c(x1, x2) under the
assumption ‖u0‖L3 +‖f(·, t)‖L5/2 . 1. Note that the latter implies that the elliptic
corner compatibility conditions up to order 2 are satisfied. Hence, [23, Theorem 3.1]
combined with the Sobolev embedding theorem yields ‖u‖W 4∞(Ω) . ‖Lu‖W 2+∞ (Ω) .
‖Lu‖W 42 (Ω) for any t ∈ (0, T ]. Similarly, ‖Lu‖W 42 (Ω) . ‖L2u‖W 22 (Ω) . ‖L3u‖L2(Ω),
while one can show (by an application of L3 to the eigenfunction expansion of u)
that ‖L3u‖L2(Ω) . 1. Combining these observations, one gets ‖u‖W 4∞(Ω) . 1, so
the assumptions made in Corollary 4.2 on the spatial derivatives of u are satisfied.
Example B. It is assumed in Corollary 5.3 that ‖∂ltu(·, t)‖W `+12 (Ω) . 1 + t
α−l for
l = 0, 1 and t ∈ (0, T ]. For linear finite elements, i.e. ` = 1, these bounds follow
from ‖∂ltu‖W 22 (Ω) . ‖L∂ltu‖L2(Ω) combined with the bound on ‖L∂ltu(·, t)‖L2(Ω)
obtained in §6.1 (see the case q = 1). For ` > 1, a similar argument can be used
(under additional data regularity assumptions) if Ω is smooth.
Example C. If Ω is smooth, then both ‖∂ltu(·, t)‖W 2∞(Ω) and ‖L∂ltu(·, t)‖W 2d/2(Ω)
are . ‖L∂ltu(·, t)‖W 22 (Ω). For the latter, using the argument of Example B, one
can show that ‖L∂ltu(·, t)‖W 22 (Ω) . 1 + tα−l for l = 0, 1 under the regularity as-
sumption ‖u0‖L3 + ‖∂ltf(·, t)‖L2 . 1. So for this example, the assumptions made
in Corollary 5.7 on u are satisfied.
Remark 6.1 (Non-self-adjoint L). Even if some coefficient(s) bk 6= 0 in (1.3),
one can sometimes employ the eigenfunction expansion after reducing the prob-
lem (1.1) to the self-adjoint case. For example, if the coefficients {ak} and {bk}
in (1.3) are constant, it suffices to rewrite (1.1) for the unknown function u˜ :=
u exp
{−∑dk=1 12 (bk/ak)xk}. A similar trick for the case of variable coefficients and
d = 1 is described in [5, §2].
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Figure 1. Delaunay triangulation of Ω with DOF=172 (left), maxi-
mum nodal errors for α = 0.5, r = (2− α)/α and M = 104.
7. Numerical results
Our model problem is (1.1) with L = −(∂2x1 +∂2x2), posed in the domain Ω× [0, 1]
(see Fig. 1, left) with ∂Ω parameterized by x1(l) :=
2
3R cos θ and x2(l) := R sin θ,
where R(l) := 0.4 + 0.5 cos2l and θ(l) := l + e(l−5)/2 sin(l/2) sin l for l ∈ [0, 2pi].
We choose f , as well as the initial and non-homogeneous boundary conditions, so
that the unique exact solution u = tα cos(xy). This problem is discretized by (5.1)
(with an obvious modification for the case of non-homogeneous boundary condi-
tions) using lumped-mass linear finite elements (described in §5.2) on quasiuniform
Delaunay triangulations of Ω (with DOF denoting the number of degrees of freedom
in space).
The errors in the maximum nodal norm maxz∈N ,m=1,...,M |umh (z)−u(z, tm)| are
shown in Fig. 1 (right) and Table 1 for, respectively, a large fixedM and DOF. In the
latter case, we also give computational rates of convergence. The graded temporal
mesh {tj = T (j/M)r}Mj=0 was used with the optimal r = (2−α)/α (see Remark 2.5).
By Corollary 5.7(i), the errors are expected to be . M−(2−α) + h2| lnh|. Our
numerical results clearly confirm the sharpness of this corollary for the considered
case. For more extensive numerical experiments, we refer the reader to [22], where,
in particular, the influence of r on the errors is numerically investigated, as well as
[5, 9] for numerical results on uniform temporal meshes.
Table 1. Maximum nodal errors (odd rows) and computational
rates q in M−q (even rows) for r = (2 − α)/α and spatial
DOF=398410
M = 64 M = 128 M = 256 M = 512 M = 1024 M = 2048
α = 0.3 4.157e-4 1.428e-4 4.750e-5 1.558e-5 5.053e-6 1.624e-6
1.542 1.588 1.608 1.624 1.637
α = 0.5 7.824e-4 3.109e-4 1.173e-4 4.301e-5 1.555e-5 5.582e-6
1.331 1.407 1.447 1.468 1.478
α = 0.7 1.236e-3 5.924e-4 2.693e-4 1.181e-4 5.045e-5 2.120e-5
1.061 1.137 1.190 1.226 1.251
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Appendix A. Proof of Lemma 2.1∗
Proof. (i) First, consider γ = α. As the operator δαt is associated with an M -
matrix, it suffices to construct a barrier function 0 ≤ Bj . tα−1j such that δαt Bj &
ταt−α−1j . Fix a sufficiently large number 2 ≤ p . 1, and then set β := 1 − α and
B(s) := min
{
(s/tp)t
−β
p , s
−β}, and also Bj := B(tj). Note that, when using the
notation of type ., the dependence on p will be shown explicitly.
For j ≤ p, a straightforward calculation shows that δαt Bj = Dαt B(tj) ' tβj t−β−1p &
p−β−1(ταt−α−1j ). Next, for D
α
t B(t) with t > tp one has
Γ(1− α)Dαt B(t) =
∫ tp
0
t−β−1p (t− s)−α ds︸ ︷︷ ︸
≥t−βp t−α
−β
∫ t
tp
s−β−1(t− s)−α ds︸ ︷︷ ︸
=:t−1I
.
Here, using sˆ := s/t and tˆp := tp/t, and noting that α+ β = 1, one gets
I = β
∫ 1
tˆp
sˆ−β−1(1− sˆ)−α dsˆ = tˆ−βp (1− tˆp)β ≤ tˆ−βp (1− βtˆp).
Now, using t−1tˆ−βp = t
−β
p t
−α, one concludes for t > tp that
(A.1) Γ(1− α)Dαt B(t) ≥ t−βp t−α (βtp/t) = βtαp t−α−1 = βpα (ταt−α−1).
So, to complete the proof, it remains to show that 12D
α
t B(tm) ≥ |δαt Bm−Dαt B(tm)|
for any m > p. For the latter, with the notation F (s) := β−1(tm − s)β , note that
δαt B
m involves
∑m
j=1 of the the terms
δtB
j
∫ tj
tj−1
(tm − s)−α︸ ︷︷ ︸
=F ′(s)
ds = δtF
j
∫ tj
tj−1
B′(s)ds.
Note also that the component
∑p
j=1 is identical in δ
α
t B
m and Dαt B(tm). Now,
subtracting one of the above representations from the corresponding components∫ tj
tj−1
B′(s)F ′(s) ds of Dαt B(tm) yields
|δαt Bm−Dαt B(tm)| . τ
∫ tn
tp
s−β−1(tm−1−s)−α−1 ds+τ
∫ tm
tn
(s−τ)−β−2(tm−s)−αds,
where n := max{p, bm/2c}, and n ≤ m − 2 whenever n > p. Here, when dealing
with s ∈ (tj−1, tj), we also used |δtF j − F ′(s)| ≤ τ |F ′′(tj)| . τ(tm−1 − s)−α−1 for
j ≤ n, and |δtBj −B′(s)| ≤ τ |B′′(tj−1)| . τ(s− τ)−β−2 for j > n. Estimating the
above integrals
∫ tn
tp
and
∫ tm
tn
similarly to I and respectively using (tm−1 − s)−1 ≤
2(tm − s)−1 and (s− τ)−1 ≤ 2s−1, one finally gets
|δαt Bm −Dαt B(tm)| . τt−2m (tp/tm)−β ' p−β (ταt−α−1m ).
Combining this with (A.1) and choosing p sufficiently large yields the desired as-
sertion δαt B
m & ταt−α−1m .
(ii) It remains to consider γ ∈ (0, α). Set pm := 2mp and cm := 2−mγ . Now,
set Bm(s) := min
{
st−β−1pm , s
−β} (i.e. B0(s) = B(s)), and Bjm := Bm(tj), and then
B¯j :=
∑∞
m=0 cmB
j
m. Here p is from part (i), and, when using the notation of type
., the dependence on γ and m, but not on p, will be shown explicitly.
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Imitating the argument used in part (i), one gets δαt B
j
m ≥ 0 for j ≥ 0, while
for j > pm one has δ
α
t B
j
m & tαpmt
−α−1
j (compare with (A.1)). The latter implies
cm(δ
α
t B
j
m) & cmtγpmt
−γ−1
j ≥ τγt−γ−1j for pm < j ≤ pm+1. Combining this with
c0 = 1 and δ
α
t B
j
0 & ταt−α−1j & τγt
−γ−1
j for 1 ≤ j ≤ p0, one concludes that
δαt B¯
j & τγt−γ−1j . Finally, note that
∑∞
m=0 cm = Cγ := (1 − 2−γ)−1, so B¯j ≤
Cγt
−β
j = Cγt
α−1
j , which completes the proof. 
Appendix B. Lumped-mass quadrature error in the maximum norm
The lumped-mass quadrature 〈·, ·〉h 6= 〈·, ·〉 induces an additional component
ρˆh ∈ Sh in the error of the Ritz projection ρ(·, t) = Rhu−u, defined by 〈∇ρˆh,∇vh〉 =
〈L˚u, vh〉h − 〈L˚u, vh〉 ∀vh ∈ Sh. We claim that
(B.1) ‖ρˆh‖L∞(Ω) . h2−q| lnh| ‖L˚u(·, t)‖W 2−q
d/2
(Ω) for q = 0, 1.
The desired bound of type (5.6) (with l = 0) for ρˆh follows in view of L˚ = L − c.
To prove (B.1), a standard calculation yields, for any vh ∈ Sh and q = 0, 1,
|〈∇ρˆh,∇vh〉| . h2−q
{
‖L˚u‖W 2−q
d/2
(Ω)‖vh‖Ld/(d−2)(Ω)+‖L˚u‖W 1−qd (Ω)‖∇vh‖Ld/(d−1)(Ω)
}
.
In view of the Sobolev embedding ‖L˚u‖W 1−qd (Ω) . ‖L˚u‖W 2−qd/2 (Ω), one arrives at
(B.2) |〈∇ρˆh,∇vh〉| . h2−q
{
‖vh‖Ld/(d−2)(Ω) + ‖∇vh‖Ld/(d−1)(Ω)
}
‖L˚u‖W 2−q
d/2
(Ω).
Next, consider the cases d = 2, 3 separately.
For d = 2, one has d/(d − 2) = ∞ and d/(d − 1) = 2. Set vh := ρˆh in (B.2),
and recall the discrete Sobolev inequality ‖ρˆh‖L∞(Ω) . | lnh|1/2‖∇ρˆh‖L2(Ω), so
‖∇ρˆh‖L2(Ω) . h2−q| lnh|1/2 ‖L˚u‖W 2−q
d/2
(Ω), so (B.1) follows.
For d = 3, with ‖ρˆh‖L∞(Ω) = |ρˆh(x∗)| for some interior node x∗ ∈ N , let gh ∈ Sh
be a discrete version of the Green’s function gh ∈ Sh associated with x∗ and defined
by 〈∇gh,∇vh〉 = vh(x∗) ∀vh ∈ Sh. Now set vh := gh in (B.2), so
‖ρˆh‖L∞(Ω) = |〈∇ρˆh,∇gh〉| . h2−q
{
‖gh‖L3(Ω)︸ ︷︷ ︸
.| lnh|1/3
+ ‖∇gh‖L3/2(Ω)︸ ︷︷ ︸
.| lnh|2/3
}
‖L˚u‖W 2−q
d/2
(Ω),
where we employed the bounds on ‖gh‖L3(Ω) and ‖∇gh‖L3/2(Ω) from [14, see (3.10),
(3.11) and the final formula in §3]. So we again get (B.1).
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