This research presents a breast cancer detection system using deep learning method. Breast cancer detection in a large slide of biopsy image is a hard task because it needs manual observation by a pathologist to find the malignant region. The deep learning model used in this research is made up of multiple layers of the residual convolutional neural network, and instead of using another type of classifier, a multilayer neural network was used as the classifier and stacked together and trained using end-to-end training approach. The system is trained using invasive ductal carcinoma dataset from the Hospital of the University of Pennsylvania and The Cancer Institute of New Jersey. From this dataset, 80% and 20% were randomly sampled and used as training and testing data respectively. Training a neural network on an imbalanced dataset is quite challenging. Weighted loss function was used as the objective function to tackle this problem. We achieve 78.26% and 78.03% for Recall and F1-Score metrics, respectively which are an improvement compared to the previous approach.
INTRODUCTION
Breast cancer is one of the most deadly diseases, especially for women. Based on the data from the Ministry of Health Republic of Indonesia. In the year of 2013, 1,4 of 100 women were diagnosed with breast cancer. There were 347,000 cases of breast cancer in the year of 2013 [1] . Data from Badan Penyelenggara Jaminan Sosial (BPJS) shows that in the year of 2014 until 2015, the breast cancer cases were increased [1] . Invasive ductal carcinoma is the most common type of breast cancer because 80% of breast cancer case is invasive ductal carcinoma [2] . Early-stage breast cancer could be cured in most women. Thus, early detection of breast cancer cases is crucial.
Histopathology test is the most common method for breast cancer detection. This method involves an expert to analyze large slides of histopathology images. This is a time-consuming diagnosis since they need to separate malignant cells in a large area of benign cells. Computer-Assisted Diagnosis (CAD) is required to help pathologists with this task. This diagnosis is crucial to choose the best treatment based on the state of that particular breast cancer.
Researchers have been developing multiple algorithms to develop a CAD system for breast cancer. However, the majority of the algorithms are using sophisticated handcrafted features to represent the histopathology image before the classification step. To produce this type of feature, the process is very challenging which usually involving image analysis and multiple complicated pre-processing steps. In the past few years, deep learning is showing a good result in multiple computer vision tasks such as object detection, localization, and semantic segmentation. This deep learning framework is consists of convolutional neural network (CNN) and multilayer neural network. Instead of using handcrafted features, CNN can "learn" the most suitable features directly from the image data, which will be used later for classification process inside the multilayer neural network.
Previous researchers have worked to solve this problem using an in-depth learning approach. Cruz-Roa [4] use only two layers of CNN and three layers neural network as the classifier. Andrew Janowczyk et al. [5] use pre-trained AlexNet CNN to classify the histopathology images. However, improvement is still required especially in the way the model trained on the unbalanced dataset to decrease the false-negative rate and at the same time, increasing the recall.
In this research, we use Residual CNN, which has better performance in image classification tasks compared to conventional CNN and weighted loss in the form of weighted cross-entropy loss as the objective function to solve the unbalanced dataset. We compare the result of this research with the previous work fairly, and it shows that there is an improvement compared to the previous work.
II. RESEARCH METHOD

A. Dataset
We used public IDC datasets from the Hospital of the University of Pennsylvania and The Cancer Institute of New Jersey. It was first introduced by Cruz-Roa et al. [3] . However, the dataset that publicly available is not the same as the original research. The public dataset consists of 277,525 patches of 50x50 pixels biopsy images in RGB color space. The class distribution in this dataset is not balanced. The number of the benign class is 198,738, and the malignant class is 78,786 ( Fig.1 ).
Fig.1. Benign and Malignant Sample in the Dataset
From this dataset, we randomly sampled the dataset into two parts. 80% for training and 20% for testing and do data augmentation in the form of random rotate on every malignant patch the training data and save it into a new file, so the number of data in each class is the same.
B. Data Pre-processing
After the split and augment the dataset, all samples inside it will be converted into YUV, HSV, YCbCr, and Lab color space. We trained our model on five different color spaces, including the original RGB color space. We used min-max feature scaling that scale the value of the input feature into 0 until 1 or -1 until one based on the color space used. The min-max feature scaling follows the equation
is the new feature value after scaled, is the current feature value, max( ) and min ( ) are the maximum and minimum value of the whole features that will be different for each color space used in the training process.
C. Model Architecture
The Residual CNN [5] introduced by Kaiming He et al. shows better performance in image classification tasks compared to conventional CNN. The residual block allows the use of more in-depth architecture that stacks multiple residual blocks, which consists of a convolution filter and a skip connection. This skip connection adds current features with the features from the previous layer. Based on the original paper, this method produces better performance compared to conventional CNN.
We designed two types of the residual block. The first type is made up of two convolution layers. In each layer, there are 32 units of 3x3 filter with a stride of 1. The residual block type II is a bit different. In this block, we put 2x2 max-pooling layer. Fig.2 shows the scheme of both residual blocks. In this research, we stack the residual block in some way and use it as a feature extractor. The feature maps produced at the end of this feature extraction layer will be used as the input of the classification layer. Instead of using the tanh activation function as in the previous work by Cruz-Roa et al. We use ReLU [6] activation function on all convolution filters in this feature extraction layer. ReLU activation functions follow the equation
This activation function actually threshold the output to 0 to achieve the non-linearity.
We used a multilayer neural network as the classifier. The feature maps from the feature extraction layer will be flattened first to convert it into a vector form. There are three layers of the neural network inside the classification layer which are input, hidden and output layer. All neurons in input and hidden layer use ReLU activation function, and the output layer uses a sigmoid activation function, which outputs a probability of malignant cell as in this equation below. See Table 1 
D. Weighted Loss
Our model was trained to classify benign and malignant class. We use only one neuron in the output layer. This type of output layer uses binary crossentropy as the loss function. However, considering the class distribution on the dataset is unbalanced, the training process will be very challenging because the model will be biased towards the majority class inside the dataset, in this case, the benign class, which usually indicated by the high false-negative rate or relatively low recall.
To solve this problem, we proposed custom weighted loss in the form of weighted cross-entropy, which add a multiplicative coefficient ( ) into the standard cross-entropy loss. Both standard crossentropy and weighted cross entropy presented in the following equations
is the target output and ́ is the prediction from the classifier. Based on the equation of weighted crossentropy, > 1 will decrease the false-negative rate and increase recall. On the other hand, < 1 will decrease the false positive rate and increase precision. This can be seen in the equation that the coefficient introduced in the positive target of the loss function. In the training process, we will find the optimal coefficient for this dataset.
E. Training Process
This section describes the whole training process. In this research, we split our training process into three phases as the following: a) In the first phase, we trained our model using standard cross-entropy loss. The purpose of this training was to find the baseline result, which will be used later to find the optimal system. b) In the second phase, we trained our model using weighted cross-entropy loss. We used 1.1, 1.2, 1.25, 1.3, 1.4, and 1.5 as the coefficient value. At the end of this phase, we observe the recall and F1-Score value for all coefficient. The coefficient that produces the highest F1-Score is the optimal value and will be used in the next training phase.
c) The purpose of the third phase was to find the best color space for this dataset. We trained our model using a weighted loss coefficient from the previous phase, but we convert the RGB dataset to HSV, YUV, YCbCr, and CIELab color before feeding the input images to our model. Same with the second process, we measure the recall and F1-Score. The best color space that produces the highest F1-Score is the final model.
Our training procedure uses a fixed configuration that will be used in all training phases. We use a minibatch gradient descent method to speed up the training process [7] , and for the optimizers we use adaptive Adam algorithm [8] . We used learning rate decay if there is no improvement after some epochs. See Table  2 for the detailed training parameters. We trained our model using Nvidia Tesla K80 GPU. Training time for 32 epochs was more or less 110 minutes for all training phases.
III. RESULT
A. First Training Phase
The purpose of the first phase training was to find the baseline result. We trained our model using training parameters shown in Table 2 , but we use standard cross-entropy loss in this phase. After 32 epochs, the training and testing results are shown in Table 3 , and unnormalized confusion matrix is shown in Fig.3 . 
B. Second Training Phase
In this phase, we trained our model with the same architecture as the previous training phase but using a different value of the weighted loss coefficient. It starts from 1.1, 1.2, 1.25, 1.3, 1.4 and 1.5. The purpose of this training was to find the best-weighted loss coefficient ( ) which produces the highest recall metric. The results from this training phase shown in Table 4 . From this result, we conclude that 1.25 is the best value to use as the weighted loss coefficient, which produces best value of recall and F1-score. We prioritized finding the best F1-Score since the dataset is imbalanced. Then we consider the recall value which represents the model performance on predicting the positive sample. This coefficient will be used in the third training step.
C. Third Training Phase
The purpose of the third training phase was to find the best color space for this dataset. We trained our model with the same model architecture as the previous training phase and using 1.25 as the weighted loss coefficient. The color spaces used in this training phase are HSV, YUV, YCbCr, and CIELab. Table 5 shows the result of this training phase. From this result, RGB still has the highest recall, but YCbCr has a better F1-Score, which is more important in this type of research that uses imbalanced dataset. On the other hand, our model unable to learn something using CIELab color space. Figure 4 shows the confusion matrix from the YCbCr training result. There was an improvement compared to baseline results. The true positive rate was increased, and the false-negative also decreased. We chose this color space as the final model in this research, which yielded 78.26% recall and 0.7803 F1-Score. Since the dataset is imbalanced, a small improvement in F-1 Score is important. Table 6 shows a comparison between recall and F1-Score measured with our method and previous work using the same dataset. 
IV. DISCUSSION
We gathered some insights from this research. First, our model improved the recall from 68.69% to 78.26% compared to previous work, which is important, considering that in the medical field we need to minimize the false-negative rate. We also find that there is an improvement in F1-Score, from 0.7294 to 0.7803.
Second, the use of YCbCr color space improved the F1-Score, and at the same time, the recall is decreased. By changing color space to YCbCr does not guarantee a significant effect on improving the model performance compared to RGB color space. Third, our model was failed to learn from CIELab images because this color space has a negative range value, which will get zero output in all filters and neurons in our model if we use the ReLU activation function. Other ReLU variants like Leaky ReLU [9] will work for this type of feature.
V. CONCLUSION
We introduced a novel approach for IDC detection. Our model was made up of residual blocks and a multilayer neural network as the classifier. Our model was trained on imbalanced dataset using weighted cross-entropy loss. We saw an improvement in almost all metrics including precision, recall, and F1-Score. Future works will be focused on finding the best CNN architecture using the same weighted loss approach. Considering that the dataset is unbalanced, anomaly detection is better to approach for this kind of situation.
