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ABSTRACT
WFIRST will conduct a coronagraphic program of characterizing the atmospheres of
planets around bright nearby stars. When observed with the WFIRST Wide Field Cam-
era, these stars will saturate the detector and produce very strong diffraction spikes. In
this paper, we forecast the astrometric precision that WFIRST can achieve by centering
on the diffraction spikes of highly saturated stars. This measurement principle is strongly
facilitated by the WFIRST H4RG detectors, which confine excess charges within the po-
tential well of saturated pixels. By adopting a simplified analytical model of the diffraction
spike caused by a single support strut obscuring the telescope aperture, integrated over the
WFIRST pixel size, we predict the performance of this approach with the Fisher-matrix for-
malism. We discuss the validity of the model and find that 10µas astrometric precision is
achievable with a single 100 s exposure of a RAB = 6 or a JAB = 5 star. We discuss observa-
tional limitations from the optical distortion correction and pixel-level artifacts, which need
to be calibrated at the level of 10 – 20µas so as to not dominate the error budget. To sup-
press those systematics, we suggest a series of short exposures, dithered by at least several
hundred pixels, to reach an effective per-visit astrometric precision of better than 10µas. If
this can be achieved, a dedicated WFIRST GO program will be able to detect Earth-mass
exoplanets with orbital periods of & 1 yr around stars within a few pc as well as Neptune-
like planets with shorter periods or around more massive or distant stars. Such a program
will also enable mass measurements of many anticipated direct-imaging exoplanet targets
of the WFIRST coronagraph and a “starshade” occulter.
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tional
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1. INTRODUCTION
The WFIRST mission will use a repurposed 2.4-meter telescope to conduct a program
of studying dark energy, detecting planets through microlensing, imaging planets with a
coronagraph and using its wide field camera for general astrophysics (Spergel et al. 2013,
2015). Since one of the primary science drivers for WFIRST is making precision mea-
surements of weak gravitational lensing to characterize the nature of dark energy, WFIRST
is being designed to have a very stable point spread function (PSF): WFIRST is operat-
ing at the thermally and dynamically stable L2 point and its thermal/mechanical design
is optimized to minimize variations in the PSF. WFIRST has a wide field camera whose
18 Mercury Cadmium Telluride (HgCdTe) H4RG chips enable a 0.28 square degree field.
The combination of this large field of view that will image hundreds of bright Gaia (Gaia
Collaboration et al. 2016) stars with each observation and the stable PSF makes WFIRST a
powerful instrument for astrometry.
WFIRST should be able to conduct a rich and diverse program of using astrometry to
address science questions ranging from the nature of dark matter, to testing stellar models
to searching for exosolar planets. The WFIRST science team reports (Spergel et al. 2013,
2015) describe some of these potential applications enabled by WFIRST’s ability to obtain
submilli-arcsecond astrometry even for stars as faint as 25th magnitude. Gould et al. (2015,
later G15) discusses WFIRST astrometry as part of the bulge survey. In this paper, we will
focus on the capabilities of WFIRST bright star astrometry and its application to detecting
exoplanets around nearby stars. WFIRST’s H4RG HgCdTe detectors are well suited for
bright star astrometry because these CMOS detectors trap charges in pixels, unlike CCDs
that bleed.
In this work, we seek to understand how precisely one can determine stellar centroids
of very bright stars given the design of WFIRST, foremost its PSF shape and pixel size.
A similar investigation has been performed by G15. We extend that work in three main
aspects: 1) G15 consider only imaging obtained as part of the WFIRST microlensing pro-
gram, which has a fixed exposure time and dither pattern, and only uses the H-band. We
investigate all available filters in the lastest WFIRST design and a range of exposure times.
2) Because of the pixel-level artifacts, we specifically want to avoid a strong reliance of the
centroid measurement on a small number of pixels, spreading out the signal over a larger
area and rejecting the inner regions of the PSF even if they are not saturated. Our results
are therefore more conservative than those of G15, who found that a sizeable fraction of the
statistical power stems from mildly saturated pixels in the core. 3) We attempt to determine
the amount of uncorrected systematics and propagate these uncertainties to the final preci-
sion. By splitting a visit into several exposures, we explore the trade-offs between exposure
time and systematics mitigation to achieve optimal per-visit astrometric precision.
Because we intentionally avoid the core regions, we can restrict our model to capture only
the features that are relevant at high flux levels, namely the diffraction spikes, and generate
an analytic model that can be evaluated in all bands (§2) and estimate the sensitivity of that
model to shifts in the centroid of the star with the Fisher-matrix approach (§3). In §4 we
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Figure 1. Left: WFIRST WFC Cycle 5 pupil for filters from R062 to H158. For reference, the
aperture diameter is 2.37 m. Center: WEBBPSF model of a monochromatic point source with
λ = 1µm in the center of the focal plane. Colors have logarithmic stretch. The presence of 12
diffraction spikes instead of 6 is a consequence of the non-radial alignment of the support struts.
Right: Visual comparison and horizontal profiles at peak intensity of the WEBBPSF model and the
analytical model of a single support strut given in Equation 5. The WEBBPSF model was internally
oversampled by a factor 10, rotated, and then downsampled to the final resolution.
discuss how various observational effects limit the centroiding precision, and investigate in
§5 if WFIRST could successfully detect exoplanets from diffraction-spike measurements.
We conclude in §6.
Throughout this work, all magnitudes are in the AB system unless otherwise noted.
2. THE PSF MODEL
We will approximate the shape of the PSF along a diffraction spike as being purely caused
by a single support strut of the secondary mirror obscuring a part of the telescope aperture.
In addition, we assume that the strut is rectangular with sidelengths a and b, pointing in
radial direction from the center to the edge of the pupil. The actual WFIRST pupil deviates
from those assumptions: there is an inner and outer aperture radius, and the struts are
not exactly radially aligned (see left panel of Figure 1).1 We will nonetheless adopt this
simplified pupil and investigate the accuracy of the model later.
In the Fraunhofer regime of geometrical optics, we can describe the electrical field E(x, y)
at the focal plane in angular coordinates as the Fourier transform of the rectangular obstruc-
tion:
E(x, y) = sinc
(
pia sin(x)
λ
)
sinc
(
pib sin(y)
λ
)
(1)
The PSF intensity is given by the square of the electric field,
I(x, y) = sinc2 (kxx) sinc2
(
kyy
)
, (2)
where we employed the small-angle approximation and introduced kx ≡ pia
/
λ and ky ≡
pib
/
λ. This well known result is not directly applicable because the diffraction features are
1 For observations well above 1µm, an additional pupil mask is mounted directly on the filter, increasing
the obscured areas of the pupil and noticeably changing the PSF and diffraction spike shapes, rendering our
model inapplicable. Given the currently planned telescope operating temperature of 260 K, the pupil mask
would only be used for the filters redward of H158, which we will therefore neglect in this study.
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Figure 2. Comparison of the vertical profile of the diffraction spikes as predicted by WEBBPSF and
the analytical model of a single support strut given in Equation 5 for a point source with λ = 1µm
in the center of the focal plane. The area within the first diffraction minimum (here x < 39 pix)
was excluded. The model underestimates the amount of diffracted light from the centrally obscured
pupil, which can be approximated by a constant in y-direction with an amplitude of 0.2·10–5 (shown
in light red).
narrow compared to the pixel grid. We therefore need to account for the pixelation, i.e.
each WFIRST pixel has a finite size w = 0.11 as, which amounts to an integration over the
box-shaped pixel area,
Ip(x, y) =
∫
dx′dy′I(x′, y′) rect
(
x – x′
w
)
rect
(
y – y′
w
)
(3)
followed by sampling that function at the centers of a pixel grid enumerated with indices
(i, j),
Ip(i, j) = Ip
(
xi, yj), (4)
where xi = (i+ 12 )w. Given the form of Equation 3, the resulting function must be separable,
Ip(x, y | kx, ky,w) = Ip(x | kx,w)Ip(y | ky,w). (5)
The analytical form of the one-dimensional Ip(x) is given in Equation A5. A comparison
between this PSF model of a single support strut and the WEBBPSF2 model (Perrin et al.
2012, 2014) of the entire pupil is show in right panel of Figure 1.
We can see that the analytical model correctly captures the main features of the diffraction
spike, in particular the location of the minima in x-direction, from which we determine
a = 4.85 cm. The profile in y-direction, which contains almost all information about the
2 http://www.stsci.edu/wfirst/software/webbpsf
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stellar centroid, is shown in Figure 2, from which we infer b = 84 cm. Both values of a and
b are in good agreement with measurements from the pupil image shown in the left panel
of Figure 1.
It is worthwhile noting that the oscillations of the diffractions spikes are resolved with the
WFIRST pixel scale w, even at λ < 1µm, while the core of the PSF is undersampled. This
is a consequence of the smaller length b of the support strut compared to the full aperture
diameter.
On the other hand, we can also see the limitations of the analytical model: 1) It drastically
underestimates the intensity in the center. We will therefore restrict the fitting range to
outside of the first minimum in x-direction, i.e. |x| > λ/a, which corresponds to 39 pix
at λ = 1µm. 2) There is a floor of diffracted light from the centrally obscured pupil (see
central panel of Figure 1), which reduces the dynamic range in the actual diffraction spike,
especially in y-direction. At fixed x, it can be approximated by a constant, but it reduces the
contrast of the higher-order diffraction features. We will therefore restrict the fitting range
to the inner 3 maxima, i.e. |y| < 3λ/b, or 6 pix at λ = 1µm.
3. CENTERING ON THE DIFFRACTION SPIKES
We make use of the Fisher information to determine the precision with which we can fit
for the centroid given the pattern of the diffraction spike in data D,
Fi,j = –
∂2
∂θi ∂θj
lnL(D; θ), (6)
with two fit parameters θ = (x, y). We assume Gaussian and uncorrelated noise3, which
leads to the familiar χ2 form
lnL = –1
2
∑
i,j∈V
[
Di,j – NfstrutIp(xi – x, yj – y)
]2
σ2i,j
, (7)
where the normalization accounts for the total flux that is incident on the strut: N is the
total number of photons to reach the unobscured telescope aperture, and fstrut = ab
/
[(1 –
o)(d/2)2pi] is the fraction of the aperture covered by the strut. According to the WFIRST
Cycle 6 telescope parameters, the mirror diameter d = 2.37 m, and the central obscuration
o corresponds to 13.9%, resulting in fstrut ≈ 0.01.
The likelihood should only be evaluated for valid pixels (i, j) ∈ V , which combines two
conditions: the range in which the PSF model is a fair description of the actual diffraction
spike (see §2), and an intensity limit set by the saturation level of the H4RG detectors,
estimated at Ip(i, j) < 1.2 · 105 e– (B. Rauscher, private comm.) with a gain of 2.
3 Correlated noise, e.g. from remapping the images onto an undistorted frame, can be considered by
introducing a pixel covariance matrix in the following equations. We neglect it in this work because we
expect correlated noise not to significantly alter our findings.
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Table 1. Thermal and sky background intensities in the WFIRST filter bands, with a spacecraft
operating temperature of 260 K and filter throughputs set to 0.95. The filter names denote the
central wavelength, e.g. Y106 implies λc = 1.06µm.
Filter Isky [e–s–1pix
–1] Ithermal [e–s–1pix
–1]
R062 0.638 0.023
Z087 0.464 0.023
Y106 0.453 0.023
J126 0.442 0.023
H158 0.437 0.052
Because of the separability of Ip we can express the elements of the Fisher matrix as
F11 = N
2f 2strut
∑
i,j∈V
Ip(yj – y)2
σ2i,j
[
∂Ip(xi – x)
∂x
]2
F22 = N
2f 2strut
∑
i,j∈V
Ip(xi – x)2
σ2i,j
[
∂Ip(yj – y)
∂y
]2
F12 = N
2f 2strut
∑
i,j∈V
Ip(xi – x, yj – y)
σ2i,j
∂Ip(xi – x)
∂x
∂Ip(yj – y)
∂y
.
(8)
The one-dimensional derivatives are listed in Equation A6.
The final ingredient for the likelihood are the pixel noise variances, for which we assume
a combination of Poisson, sky background, thermal ermission, read-out noise, and dark
current
σ2i,j = NfstrutIp(i, j) + Isky + Ithermal + σ
2
ron + σ
2
dark (9)
The read-out noise and dark currents are not yet known (σron < 20 e– pix–1 as per WFIRST
Science Requirements). We adopt σron = 5 e– pix–1 and σdark = 0.015 e–s–1pix–1. Thermal
and sky background intensities, taken from the WFIRST exposure time calculator4, for
different wavelengths are listed in Table 1.
The relevant quantity in this configuration is the uncertainty in the narrow y-direction,
∆2y =
[
F–1
]
22
, (10)
where we marginalized over the uncertainty in the x-direction. However, WFIRST has
k = 6 support struts at different angles φk, separated by approximately 30 deg, so that
each of them can be used as an independent measurement of y with precision ∆y cos(φk),
resulting in a joint astrometric precision of either x or y of
∆pos ≈
√
2
6
[
F–1
]
22. (11)
4 https://wfirst.ipac.caltech.edu/sims/tools/wfDepc/wfDepc.html
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Note that a more precise measurement could be made by exploiting the fact that each
diffraction spike carries information on x and y, modulated by φk, but the improvement
is only of order a
/
b ≈ 5% compared to Equation 11.
In Figure 3 we show the predicted precision for a t = 100 s exposure as a function of
stellar magnitude. The model is calculated for a monochromatic star with a wavelength
centered on the WFIRST filters, and the conversion between photon count and magnitude
incorporates Cycle 6 specifications of the optical transmission, detector efficiency, and
contamination losses.
For fixed wavelength, the shape of the curve is dominated, from left to right: 1) by the
constant, i.e. source-independent noise terms, foremost the sky background; 2) by the
Poisson noise of the diffraction spike itself, scaling with N–
1
2 ; 3) by saturation, which
impedes further improvements once the pixels in the region with a valid PSF model start
to saturate, removing them from V . We can see that for most of the magnitude range, the
shortest wavelength yields the best astrometric precision because the diffraction spike is
narrowest and sky and thermal emissions are lowest (cf. Table 1). But at short wavelengths
the steep profiles of the diffraction spikes saturate more quickly, even outside of the first
diffraction minimum.
We conclude that the centering on the diffraction spikes of WFIRST allows for an astro-
metric precision of 10µas (equivalent to≈ 10–4 of a pixel) for a R = 6 star in a 100 s expo-
sure. Our estimates in Figure 3 agree well with Gould et al. (2015), who find∆pos ≈ 10µas
for a HVega = 3 (approximately H = 4.4) star in a 52 s exposure, for which they utilized
both the diffraction spikes and mildly saturated pixels. We want to stress that this combi-
nation is useful because mildly saturated pixels, which become saturated only after the first
non-destructive read(s) of an exposure, provide a noticeable amount of astrometric infor-
mation. The gain comes from utilizing pixels between the diffraction spikes, which requires
an accurate PSF model for all pixels in question. Our simplified analytical model does not
consider these areas and still captures the main aspects of the astrometric measurement in
the highly saturated regime.
4. LIMITATIONS
So far we have calculated the astrometric precision one could achieve if the location of
each pixel on the sky were perfectly known and reproducible, particularly important for
long-running campaigns to establish variations in the stellar locations. Several effects will
limit the precision in practice.
4.1. Optical distortion correction
As all optical instruments, WFIRST will exhibit geometric distortions that need to be
corrected when image positions are mapped to locations on the sky. The precision of this
mapping depends on the availability of an ideally distortion-free reference catalog, for in-
stance from Gaia, or the ability to self-calibrate the distortions by constructing an internal
master catalog of celestial object positions (e.g. Anderson & King 2003). We expect the
self-calibration approach to yield superior results because WFIRST would be able to utilize
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Figure 3. Astrometric precision as a function of stellar magnitude at the given wavelength for an
exposure time of 100 s. The precision was averaged over 30 randomly chosen subpixel positions
of the stellar center. The approximate locations for transitions between regimes that determine the
shape of each curve are shown as horizontal dashed lines. Best precisions are achieved for the
shortest wavelengths because the diffraction spike is narrowest.
stars (and possibly galaxies) below the magnitude limit of Gaia and would not have to ex-
trapolate the apparent motions from the Gaia reference frame to the epoch of observations
years later. Instead, one is either restricted to an instantaneous astrometric frame or needs
to determine parallaxes and peculiar motions of suitable stars from repeated observations
separated by years.
The approach has been employed with HST (Anderson & King 2003; Bellini et al. 2011)
and ground-based imagers (Libralato et al. 2014), with astrometric precisions after correc-
tion of the order of 0.1 – 1 mas. This is at least an order of magnitude larger than what we
seek to achieve for exoplanet detection, but the design and observation strategy of WFIRST
should enable higher precision because of the thermally stable environment in L2 orbit and
the abundance of calibration products from the microlensing survey. A detailed assess-
ment of the optical distortion correction will be presented by Bellini et al. (in prep.). Here
we adopt the following, admittedly optimistic, assumptions: a template library of optical
distortion patterns and an accurate PSF model for each exposure, approximately 10,000
unsaturated stars and compact galaxies per exposure, and 10 back-to-back exposures of
approximately 100 s integration time, dithered by hundreds of pixels to uniquely determine
the distortion template, should yield an astrometric precision in the central regions of each
SCA of 10 µas.
4.2. Pixel-level effects
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In addition to residuals of the distortion correction, each pixel will be slightly offset from
its assumed location in the focal plane. Several known detector effects are responsible for
such shifts.
The sensitivity of the pixels is not strictly uniform. Barron et al. (2007) and Hardy et al.
(2014) demonstrated that HgCdTe detectors exhibit subpixel quantum efficiency (QE) vari-
ations of several percent in some pixels. While WFIRST will be equipped with more ad-
vanced H4RG detectors, spatial offsets of a few percent of the pixel width need to be
expected (M. Shao, private comm.). If the subpixel QE variations are uncorrelated between
neighboring pixels, the per-pixel offset will be averaged over all pixels in Equation 7, but
most damage would be done in those pixels with a high photon count. Considering Figure 1
and Figure 2, most of the flux is accumulated in a narrow strip of approximately 4 × 120
pix, of which the inner 4×40 pix are masked. Over all 12 half-spikes, that amounts to 3840
pix. An uncorrected spatial offset of 1%w would then be averaged down to 18 µas, which
demonstrates the benefit of spreading out the signal along the diffraction spikes. However,
for stars with R < 7 or H < 5 subpixel QE variation would dominate the error budget. We
anticipate that those variations can be calibrated with laboratory tests on the ground and in
flight by the WFIRST microlensing survey (Spergel et al. 2015, their section 2.5.7) so that
they will not limit the measurements proposed here.
Another relevant effect is nonlinearity, especially the so-called “brighter-fatter” effect,
which presents itself as an increase in the width of point-sources as a function of source
flux. It can be interpreted as the shrinking of the pixel depletion region due to the charges
that accumulate during integration (Plazas et al. 2017, and references therein). As the
total number of charges is expected to be conserved, the proposed solutions entail a re-
apportioning of the pixels fluxes based on the brightness of the source across neighboring
pixels. We expect that such a correction will be sufficient for our purposes. As long as the
exposure times are fixed, any remaining residual of the correction would result in a very
subtle additional blur that affects all exposures equally and does therefore not lead to addi-
tional astrometric residuals. It may, however, cause a mild degradation of the pixel-to-pixel
contrast in the narrow direction and thus reduce the statistical power of the measurement.
Finally, we address persistence, which denotes a slowly fading imprint of bright objects
after an exposure has been read out or even after the telescope has been moved. Should any
preceding exposure induce persistence in a localized region, then the astrometry inferred
from areas with a strong flux gradient in the responsible exposure will be biased. However,
the affected regions are entirely predictable, and we can thus slew the telescope to avoid
them, or mask them afterwards.
4.3. Additional effects
During the exposures the telescope may experience jitter and roll angle changes. Jitter
is the solid-body motion caused predominantly by structural resonances induced by the
reaction wheels of the attitude control system. It is likely that the occurrence of jitter can
be diagnosed from telemetry data of that system, but even then its frequency of order 10
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Hz will lead to an additional blurring of the entire exposure with an constant direction and
an amplitude of up to 14 mas (Spergel et al. 2015). As the diffraction spikes are measured
contemporaneously with the field stars, that blurring will reduce the centering sensitivity
in the jitter direction but not induce an astrometric shift of the target star with respect to
the stars that determine the astrometric solution. This remains true as long as the telescope
responds as a solid body; if additional movements like “beam walk” are excited, they will
have to be diagnosed and corrected from the optical distortion patters they create.
Rotations of the space craft, specifically roll angle changes, can be diagnosed from the
location of stars in subsequent up-the-ramp samples of the exposure. Instantaneous roll
angle changes (Riess et al. 2014, their section 2.4.6) may require additional telemetry data
for a reliable determination of the time-averaged roll angle during the exposure. A model
of the PSF model should then generated for each up-the-ramp samples to reflect the corre-
sponding roll angles.
Finally, in our calculations we have assumed the point source to be monochromatic, while
real stars have a continuous spectrum. That does not affect our findings. We anticipate that
the wavelength dependence of the PSF will be well characterized as part of the WFIRST
High-Latitude Survey weak-lensing program, and that the spectrum of most stars that are
sufficiently bright to serve as targets will be known, so that we can calculate the PSF model
for each such star.
5. EXOPLANET DETECTION WITH WFIRST
5.1. Per-visit astrometry
Given the limitations we discussed in §4, it appears most beneficial to split a single visit
of a target star into E exposures with integration times te chosen such that the astrometric
precision from §3 is comparable to the systematics errors. If those errors are uncorrelated,
the overall positional error is
∆pos,v =
1√
E
√
∆2pos(te |mag,λ) +∆2sys, (12)
where ∆2pos is given by Equation 11. We adopt a fiducial value ∆sys = 20µas, noting
that is could be different by factors of several. To avoid spatial correlations of pixel-level
artifacts and to aid the optical distortion correction, we need to slew the telescope between
exposures by & 200 pix, which incurs a slew-and-settle time tss ≈ 20 s (J. Kruk, private
comm.), resulting in a total visit time
tv = E te + (E – 1) tss. (13)
Fixing tv and varying E determines the best per-visit error of the program. For a reliable
optical distortion correction we assume that E ≥ 10 and te ≥ 10 s.
The results are shown in Figure 4 for two central wavelengths and a range of stellar bright-
nesses and visit times, starting at the minimum of 280 s permitted under those constrains.
Several aspects are remarkable. 1) As we have seen in §3, the astrometric precision at the
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Figure 4. Per-visit astrometric precision as a function of integration time per visit tv for λ = 0.62µm
(R, full circles) and λ = 1.06µm (J, open squares). Shown are the best achievable precisions after
optimizing over the number of exposures E, indicated by the color of the marker. Different lines
correspond to the indicated stellar magnitude in the respective bands. Faint stars mandate few but
long exposures to suppress Poisson noise, for bright stars a large number of exposures is preferable
to suppress systematic errors.
same apparent brightness is better in R than in J. 2) For stars brighter than R ≈ 7 or J ≈ 7,
the scaling is entirely dependent on the systematic error term in Equation 12, which is min-
imized by increasing the number of exposures E, even though a large fraction of the visit
time is spent slewing. 3) For stars brighter than R ≈ 4 or J ≈ 4, the magnitude-dependent
error term becomes irrelevant, there are thus no substantial gains in astrometric precision.
4) Positional uncertainties of∆pos,v . 10µas can be achieved for R < 7.5 or J < 6.5 stars
with visit times below 1000 s.
Besides the assumption of ∆sys = 20µas, which sets the overall systematics floor, at
which only increasing E provides any gains in accuracy, two other aspects of this forecast
are worth pointing out. The minimum exposure time te ≥ 10 s is rather short for obtaining
a sufficiently reliable optical distortion correction, which depends on precise measurements
of reference stars. If it needs to be increased, the number of exposures E at fixed visit time
would have to be reduced accordingly, reducing overall precision for bright stars. Fainter
stars would generally benefit from longer integration times, which at short tv can only be
realized by reducing E. If the optical distortion correction is stable and a reference catalog
can be constructed from all exposures of successive visits, while solving for the apparent
motion of the stars between visits, one could reduce the number of per-visit exposures,
resulting in increased precision for faint stars. In summary, the results in Figure 4 may be
optimistic for bright stars and pessimistic for fainter ones.
12 MELCHIOR, SPERGEL, LANZ
5.2. Exoplanet detectability
Given that we can achieve astrometric precisions of 10µas or better with sufficiently long
visit times, detecting exoplanets around nearby stars becomes feasible (e.g. Perryman et al.
2014; Sozzetti 2015 for studies on Gaia’s capabilities). We now seek to determine the gen-
eral characteristics of exoplanet systems detectable with diffraction-spike measurements.
The astrometric signature of an exoplanet of mass Mp, orbiting a star of mass M∗  Mp
with a semi-major axis a at a distance of d from the observer is given by( α
1 as
)
=
Mp
M∗
( a
1 AU
)( d
1 pc
)–1
. (14)
With Kepler’s third law,
p2 =
4pi2
GM∗
a3, (15)
we can relate a to the orbital period p and re-express the astrometric signature in convenient
units: ( α
1 as
)
=
Mp
M
(
p
1 yr
) 2
3
(
M∗
M
)– 23 ( d
1 pc
)–1
. (16)
For reference, the astrometric signature of the Earth-Sun system at a distance of 1 pc is ≈
3µas. With the measurement precision attainable here, exoplanet detection prefers planets
that are either more massive or on longer period orbits than Earth or stars less massive than
the Sun.
The Extended Hipparcos Compilation (Anderson & Francis 2012, XHIP) lists 141 stars
within 10 pc with magnitudes of VHip < 11, which is approximately the range of stars
useful for such a program. We take magnitudes RJ and JVega from XHIP and transform
them to the AB system according to Frei & Gunn (1994) and (Blanton et al. 2005).5 We
estimate their mass from the spectral type, and show their distance–mass distribution in
Figure 5. We also show the range of stellar masses and distances that would correspond to
an astrometric signature of {3, 5, 10}µas for a hypothetical planet with Mp = 3M⊕ and a
period of 1 yr.
The minimal detectable planet mass for the best target stars are shown in Figure 6; the
ten stars with the best astrometric precisions are listed in Table 2. We assume that the
stars host a single-planet system and a detection threshold of ∆pos,v = 3µas.6 While we
adopt the most powerful prediction of the per-visit astrometry for this figure, this is still
somewhat conservative because detection should be possible with several visits even if the
planet has a smaller α. Earth-mass planets become detectable around several of the nearby
stars, albeit with orbits often longer than 1 yr. As expected, dwarf stars provide the best
targets, irrespective of their distance. It is therefore not surprising that Proxima Centauri (α
5 For a stars on our list, XHIP does not list RJ or JVega. We then estimates the magnitudes from VHip and
the spectral type.
6 This detection criterion is obviously simplistic. In detail, the ability to detect an exoplanet sensitively
depends on the orbital parameters, the number and configuration of planets in the system, as well as several
observational parameters besides the per-visit astrometric precision, including cadence and total duration of
the program (Casertano et al. 2008; Perryman et al. 2014). A thorough investigation of WFIRST’s exoplanet
detection is thus beyond the scope of this work.
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Figure 5. Stars from the Extended Hipparcos Compilation within d = 10 pc and VHip < 11. Masses
are calculated from the spectral type. Colors indicate J – R, sizes the apparent brightness in VHip.
The shaded regions correspond to detections given astrometric signatures of {3, 5, 10}µas for a
hypothetical planet with Mp = 3M⊕ and a period of 1 yr (lighter is easier to detect).
Cen C) is by far the best individual target given its low mass and distance of only 1.29 pc,
followed by Gliese 699, and the two other, more massive stars of the α Cen system.
We also investigate whether the hypothetical planets would occupy the habitable zones
(HZ) of their stars. Using the optimistic limits (“recent Venus” to “early Mars” from Kop-
parapu et al. 2013) for planets with rocky composition (Mp < 5M⊕, Seager 2010), which
depend only on stellar flux and temperature, we determine the corresponding periods p and
show them with thick lines in Figure 6. Stars with effective temperatures below 2600 K
or above 7200 K are excluded, and we ignore any dependence on the planet mass, which
mostly affects the inner edge of the HZ (Kopparapu et al. 2014). Unfortunately, low-mass
stars, nominally best for astrometric measurements, have HZs with small p, a regime that
is hard to access astrometrically. Nonetheless, with an astrometric precision of 3µas, we
would be able to find planets with rocky compositions at the outer edges of their HZs.
In addition, the G- and K-type stars α Cen A and α Cen B are the only stars, for which
Earth-mass planets could be found with Earth-like periods.
Several more stars from our list (not shown in Figure 6 for the sake of clarity) would add
discovery potential of Neptune-class planets, especially on long orbits. Realistically, long
orbital periods are limited by the lifetime of WFIRST, currently specified as 6 yr (Spergel
et al. 2015). A substantial extension to ≈ 16 yr is possible if we add measurements from
Gaia.
5.3. Synergies with other instruments
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Figure 6. Minimal detectable mass of hypothetical planets around the most promising target stars
from Figure 5, assuming an astrometric precision of 3µas. The color scheme is identical to Figure 5.
Thick parts of the lines indicate the habitable zone of the star for a rocky planet (applicable for
Mp < 5M⊕, see text for details).
Table 2. Target starts with the highest astrometric precision from the Extended Hipparcos Com-
pilation within d = 10 pc and VHip < 11 (cf. Figure 5). We list spectral type, distance, and VHip
directly from XHIP, ordered by a astrometric sensitivity η, which we define minimum mass of a
single planet on a circular orbit with a period of 1 yr assuming an astrometric precision of 3µas.
Name Type d [pc] VHip η [M⊕]
α Cen C M6 1.29 10.76 0.47
Gliese 699 M4 1.82 9.49 0.89
α Cen B K1 1.35 1.24 1.08
Gliese 411 M2 2.55 7.51 1.34
α Cen A G2 1.35 0.14 1.35
Gliese 729 M3 2.97 10.41 1.50
Gliese 887 M2 3.28 7.42 1.72
Gliese 725 B M3 3.45 10.00 1.75
Gliese 725 A M3 3.57 8.92 1.81
Gliese 15 A M2 3.59 8.15 1.88
WFIRST’s coronagraphic instrument (CGI) should be the most sensitive coronagraph for
the foreseeable future with the ability to achieve contrast ratios of 109, a thousand-fold
increase over JWST and HST. With an inner working angle of ∼ 0.1 as, it will be tar-
geting many exoplanet systems that are also favorable astrometric targets: planets around
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bright stars with periods of ∼ 1 – 10 years. These targets will range from super-Earths
to Jupiters. There are several potential synergies between WFIRST astrometric and coro-
nagraphic observations. The astrometric program could discover planets that are potential
targets for coronagraphic observations. Most exciting, by observing the same planet with
the coronagraph and a program of astrometric observations, we will have measurements of
the planet’s mass and the composition of its atmosphere.
WFIRST is also being built to be ready for a “starshade” occulter. The combination of
a starshade and WFIRST will enable higher throughputs and contrast ratios than a coro-
nagraph (Roberge et al. 2015). Just as with the CGI, the astrometric measurements are
a powerful complement to the exoplanet imaging. The astrometry can make the imaging
observations more efficient and can increase the confidence of a detection. Again, the com-
bination of a mass measurement and atmospheric characterization will yield deeper insights
into exoplanet properties.
Table 3 lists some of the anticipated targets of the WFIRST CGI and starshade (J. Kasdin,
B. Nemati; private comm.). In the last column, we list the astrometric sensitivity η (same
definition as in Table 2) to illustrate minimal detectable planet masses. Given that the
listed starshade targets are more nearby, astrometric measurements will be more sensitive
overall, however, there is a large overlap with Neptune-like planets that CGI is expected to
target. For stars with larger distances, astrometric targets would be restricted to Jupiter-like
planets, again in good complementarity to the coronagraph.
6. CONCLUSION
We constructed an analytical model of the WFIRST diffraction spikes generated by a
single support strut obscuring the telescope aperture. This model is a very reasonable
description of the actual PSF outside of the first diffraction minimum. By propagating
Poisson noise from the star, the sky, and the thermal emission of the telescope, as well as
read-out noise and dark current, we determine that centering on the diffraction spikes of
WFIRST allows for an astrometric precision of 10µas for a R = 6 of J = 5 star in a 100 s
exposure. The best attainable precision at fixed magnitude is realized in the bluest filters
because the diffraction spikes are narrowest.
Given that both the diffraction spike measurement and the systematic contributions from
optical distortions and pixel-level artifacts yield diminishing returns for longer integrations,
more precise astrometry can be achieved with a series of exposures with t . 100 s. To better
determine the optical distortion pattern and to account for possible spatial correlations of
pixel-level artifacts, these exposures should be offset by about 100 pixels or more, which
is the range in which most of the information about the stellar center is contained. We find
that with an assumed systematic uncertainty of 20µas per exposure, a per-visit precision
of better than 10µas can be achieved for R < 7.5 or J < 6.5 stars with total visit times of
1000 s or less.
For such bright stars the measurement is limited by systematics. Uncorrected optical dis-
tortions or small-scale flaws e.g. from subpixel QE variations or persistence can quickly
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Table 3. Prospective targets for the WFIRST CGI and starshade. We list spectral type, distance, and
V magnitude, and astrometric sensitivity η, which we define minimum mass of a single planet on a
circular orbit with a period of 1 yr assuming an astrometric precision of 3µas.
Name CGI Starshade Type d [pc] V η [M⊕]
α Cen A X G2 1.35 0.14 1.35
α Cen B X K1 1.35 1.24 1.08
α CMa A X A1 2.64 -1.47 4.21
 Eri X X K2 3.22 3.87 2.54
61 Cyg X K5 3.48 5.37 2.42
α CMi A X F5 IV-V 3.51 0.34 4.60
 Ind X K5 3.62 4.83 2.52
τ Cet X G8.5 3.65 3.50 3.10
Gliese 832 X M2 4.95 8.70 2.60
40 Eri A X K0 4.98 4.43 4.43
70 Oph A X K0 5.08 6.00 4.75
α Aqu X A7 5.13 0.76 7.56
σ Dra X G9 5.76 4.67 5.17
η Cas A X G0 5.95 3.44 5.83
36 Oph A X K2 5.98 5.08 5.36
82 Eri X G8 6.04 4.25 4.72
δ Pav X G8 IV 6.11 3.56 6.07
β Hyi X G2 IV 7.46 2.80 7.85
pi3 Ori X G2 IV 8.07 3.16 9.29
β Gem X K0 III 10.3 1.14 16.6
55 Cnc A X G8 12.3 5.95 11.8
υ And X F8 13.5 4.09 15.9
47 UMa X G1 14.1 5.03 14.8
µ Ara X G3 15.5 5.12 16.5
Gliese 777 X G6 IV 15.9 5.71 14.8
14 Her X K0 17.6 6.67 16.4
HD 87883 X K0 18.2 7.56 15.9
HD 39091 X G1 IV 18.3 5.67 19.6
HD 154345 X G8 18.6 6.74 17.1
HD 217107 X G8 IV 19.9 6.17 19.4
HD 114613 X G4 IV 20.7 4.85 24.0
ψ Dra B X F8 23.1 5.82 25.9
HD 142 X F7 25.7 5.71 29.8
HD 134987 X G5 26.2 6.45 27.0
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dominate the overall precision of the measurement. It will be critical for reproducible pre-
cision astrometry that the optical distortion model is well constrained at least in the central
regions of the detectors. We believe that these challenges can be met given WFIRST’s ther-
mally stable environment in the L2 orbit and the calibration products from the microlensing
program and dedicated calibration campaigns in high-stellar density fields.
An astrometric exoplanet discovery program with WFIRST could detect Earth-mass plan-
ets with orbital periods of 1 yr or more as well as Neptune-like planets with shorter periods
around bright starts within ∼ 10 pc. Combining with measurements from Gaia could addi-
tionally provide access to the regime of rocky planets with periods of 10 yr or longer. An
astrometric observing program would complement the WFIRST direct imaging program
and provide masses and orbits for planets whose atmospheres are characterized with either
a starshade or coronagraph.
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APPENDIX
A. PIXEL-INTEGRATED PSF OF A RECTANGULAR OBSTRUCTION, AND ITS
DERIVATIVES
Realizing that both the PSF intensity in Equation 2 as well as the pixel shape in Equation 3
are separable into two 1D functions, we can break down the entire integral into 1D. We
utilize the convolution theorem and these known analytic results for Fourier transforms:
FT [f (x)] (q) ≡ 1√
2pi
∫
dx f (x)e–iqx (A1)
FT [rect(cx)] (q) =
1√
2pic2
sinc
( q
2c
)
(A2)
FT
[
sinc2(cx)
]
(q) =
2√
2pic2
tri
( q
2c
)
, (A3)
where tri(x) ≡ rect(x/2)(1 – |x|). We can now express the x-part of Equation 3 as follows:
FT
[
Ip(x)
]
=
2√
2pikx
tri
(
q
2kx
)
w√
2pi
sinc
(qw
2
)
. (A4)
The inverse Fourier transform of that equation is
Ip(x | k,w) = 1
kpi(w2 – 4x2)
[[
– 2w + 2w cos(kw) cos(2kx) + 4x sin(kw) sin(2kx)+
k(w2 – 4x2)
[
Si
(
k(w – 2x)
)
+ Si
(
k(w + 2x)
)] ]
,
(A5)
where Si denotes the sine integral and we already applied a normalization of
√
2
pi
w
k so the
the function integrates to unity.
The derivatives of this function are:
∂Ip(x | k,w)
∂x
=
16wx (–1 + cos(kw) cos(2kx)) + 4(w2 + 4x2) sin(kw) sin(2kx)
kpi
(
w2 – 4x2
)2 (A6)
∂2Ip(x | k,w)
∂x2
=
8
kpi
(
w2 – 4x2
)3 [ – 2w(w2 + 12x2) +
cos(2kx)
(
2w(w2 + 12x2) cos(kw) + k(w4 – 16x4) sin(kw)
)
+
4x
(
–kw(w2 – 4x2) cos(kw) + (3w2 + 4x2) sin(kw)
)
sin(2kx)
]
(A7)
