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Résumé et mots clés
Nous étudions le problème de la segmentation de bas niveau pour les images couleur. L'approche proposée
consiste à modéliser la segmentation d'une image comme une partition de Voronoï généralisée de son 
domaine. Dans ce contexte, segmenter une image couleur revient à définir une distance appropriée entre
points de l'image et à choisir un ensemble de sites. La distance est définie en considérant les attributs de bas
niveau de l'image et, en particulier, l'information fournie par la couleur. La démarche adoptée repose sur la
division du problème de la segmentation en trois sous-tâches successives, traitées dans le cadre des 
partitions de Voronoï : la pré-segmentation, la représentation hiérarchique et l'extraction de contours. 
Traitement d'images, modélisation des images, segmentation couleur, extraction de contours, partition 
et diagramme de Voronoï, ultramétriques, morphologie mathématique.
Abstract and key words
We address the issue of low-level segmentation of color images. The proposed approach is based on the formulation of
the problem as a generalized Voronoi partition of the image domain. In this context, a segmentation is determined by the
definition of a distance between points of the image and the selection of a set of sites. The distance is defined by 
considering the low-level attributes of the image and, particularly, the color information. We divide the segmentation task
in three successive sub-tasks, treated in the framework of Voronoi partitions : pre-segmentation, hierarchical 
representation and contour extraction.
Image processing, image modelling, color segmentation, contour extraction, Voronoi partition and diagram, ultrametrics,
mathematical morphology.
1. Introduction
Dirichlet [15] et Voronoï [45] furent parmi les premiers à étudier
et à décrire précisément les partitions spatiales. Ils formalisèrent
l'idée intuitive de diviser l'espace en considérant un ensemble
fini de points fixés, appelés sites, et en associant chaque point
de l'espace au site le plus proche. Les régions définies par cette
construction sont souvent nommées régions de Voronoï et la
décomposition de l'espace ainsi obtenue est connue sous le nom
de partition de Voronoï. La Figure 1 présente une partition de
Voronoï classique. Dans cet exemple, un rectangle du plan est
divisé en mesurant la distance euclidienne entre chaque point et
les quatre sites montrés à gauche. Les régions de Voronoï sont
dans ce cas des polygones convexes. 
Depuis son introduction, la partition de Voronoï a été utilisée
dans un large spectre de disciplines et a fait l'objet de nom-
breuses généralisations [5, 37]. Dans le cadre de l'analyse
d'images, on peut citer parmi ses principales applications la
compression [1], la représentation des formes [31] et la classifi-
cation des textures [42]. 
Le présent travail étudie une extension de cette notion aux
espaces pseudo-métriques ainsi que son application à la seg-
mentation d'images couleur. Une segmentation est définie dans
ce contexte par les régions de Voronoï d'un ensemble de sites,
par rapport à une distance pseudo-métrique. Le problème est
donc transféré à la définition d'une pseudo-métrique appropriée
et au choix d'un ensemble de sites. Nous employons les attributs
de bas niveau de l'image et, en particulier, l'information couleur,
pour définir les distances. 
La démarche adoptée consiste à diviser la segmentation d'une
image couleur en trois sous-tâches successives, traitées dans le
cadre des partitions de Voronoï : la pré-segmentation, la repré-
sentation hiérarchique et l'extraction de contours. 
La première étape est un pré-traitement destiné à simplifier l'ima-
ge originale tout en préservant son contenu. Dans cette partie, la
distance est définie en mesurant la variation minimale de la cou-
leur sur tous les chemins qui relient deux points du domaine entre
eux. Les sites utilisés pour déterminer la partition de Voronoï sont
les extrema de la composante de luminosité de l'image. 
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Dans la deuxième partie, nous nous intéressons aux partitions
de Voronoï qui sont invariantes lorsqu'un site est déplacé à l'in-
térieur de sa région. Cette considération mène à étudier un type
de distances particulièrement utile pour créer des représenta-
tions hiérarchiques des images. L'information de la couleur est
ici employée pour définir une mesure de contraste qui est ensui-
te combinée aux attributs internes des régions. 
Enfin, nous proposons une méthode d'extraction de contours
pour les images couleur basée sur les frontières des régions de
Voronoï. Notre approche garantit qu'un simple seuillage de cette
image de contours, appelée image des contours ultramétriques,
fournit un ensemble de courbes fermées qui préservent les
caractéristiques sémantiques des bords, telles les jonctions. Les
contours ultramétriques permettent l'évaluation de nos résultats
par rapport aux segmentations humaines de la Berkeley
Segmentation Dataset [29]. 
Cet article est organisé comme suit. Le cadre mathématique est
présenté dans la Section 2. La Section 3 introduit la méthode de
pré-segmentation. La définition de représentations hiérar-
chiques de l'image est discutée dans la Section 4. La Section 5
est dédiée aux contours ultramétriques et à l'évaluation des
résultats. Enfin, la Section 6 contient quelques remarques
finales. 
2. Partitions 
et Segmentation
2.1. Espaces pseudo-métriques
2.1.1. Définitions
Définition 2.1. Une pseudo-métrique [21, 25] sur un ensemble
 est une application ψ :  ×  → R qui satisfait les axiomes
suivants :
1. Réflexivité : ψ(x,x) = 0, ∀x ∈  . 
2. Inégalité Triangulaire : ψ(x,y) ≤ ψ(z,x) + ψ(z,y),
∀x,y,z ∈  .
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Figure 1. Ensemble de sites et partition de Voronoï euclidienne.
Le couple (,ψ) est appelé un espace pseudo-métrique et le
nombre ψ(x,y) est la distance entre les points x et y. Les pseu-
do-métriques sont aussi appelées parfois des écarts finis [25].
Les propriétés suivantes sont conséquence immédiate des
Axiomes 1. et 2. :
3. Positivité : ψ(x,y) ≥ 0, ∀x,y ∈ 
4. Symétrie : ψ(x,y) = ψ(y,x), ∀x,y ∈ . 
Remarquons que la seule différence entre la Définition 2.1 et
celle d'un espace métrique est la Réflexivité, qui remplace l'axio-
me de Séparation habituel :
1'. ψ(x,y) = 0 ⇔ x = y
Par conséquent, deux points distincts peuvent se trouver à dis-
tance nulle dans un espace pseudo-métrique. Cependant,
la relation ∼ψ, définie dans  ×  par la formule
x ∼ψ y ⇔ ψ(x,y) = 0 est une relation d'équivalence. On peut
donc considérer la classe d'équivalence d'un point x, formée
par tous les points qui sont à distance nulle de x :
xˆ(ψ) = { y ∈  | ψ(x,y) = 0}.
Ainsi, xˆ(ψ) est la fermeture de x pour la topologie pseudo-
métrique. L'espace quotient de  sous ∼ψ est noté par :
̂(ψ) = {xˆ(ψ)| x ∈ }.
L'application ψˆ : ̂(ψ) × ̂(ψ) → R définie par
ψˆ(xˆ,yˆ) = ψ(x,y) est donc une métrique pour l'espace quotient.
Remarquons que, dans le cas où ψ est déjà une métrique, l'es-
pace quotient ̂(ψ) est homéomorphe à .
Par ailleurs, une pseudo-métrique peut être traitée comme la
fonction d'une seule variable qui mesure la distance à un point
fixe :
Définition 2.2. L'énergie induite par une pseudo-métrique ψ,
par rapport à un point s ∈ , est l'application ψs :  → R+
donnée par :
ψs(x) = ψ(x,s),∀ x ∈ .
L'énergie par rapport à un ensemble de points S = {si }i∈J est
définie comme le minimum des énergies individuelles :
ψS(x) = in f
si ∈S
ψsi (x),∀ x ∈ .
2.1.2. Espaces Convexes
Dans l'espace euclidien, un ensemble  est convexe si tout
couple de points peut être relié par un segment de droite entiè-
rement contenu dans . La suite de notre exposé requiert une
extension de ce concept aux espaces pseudo-métriques.
Un chemin γ entre deux points x, y ∈  est une application
continue d'un segment dans l'espace (,ψ) :
γ : [a,b] →  tel que γ (a) = x et γ (b) = y.
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L'image d'un chemin est donc un arc complètement inclus dans
.
L'ensemble des chemins entre x et y est noté par xy et l'en-
semble des chemins de  par . 
Un chemin γ ∈ xy est ψ−droit s'il satisfait la condition sui-
vante :
∀ t ∈ [a,b], ψ(x,y) = ψ(γ (t),x) + ψ(γ (t),y)
Les chemins ψ−droits sont donc l'extension de la notion de seg-
ment de droite pour une distance arbitraire. Ce sont les chemins
qui réalisent la plus courte distance entre deux points et pour
lesquels l'Inégalité Triangulaire devient une égalité. Notons
cependant que, à différence de l'espace euclidien, un chemin
ψ−droit entre deux points d'un espace pseudo-métrique peut ne
pas être unique.
Ainsi, la notion de convexité dans notre cadre est la suivante :
Définition 2.3. Un espace pseudo-métrique (,ψ) est convexe
si et seulement si tout couple de points peut être relié par un
chemin ψ−droit.
Notons enfin que tout espace pseudo-métrique convexe est
connexe par arcs.
2.2. Partitions de Voronoï
Définition 2.4. Soit  une partie fermée de Rn. Une partition
de  est une famille finie de sous ensembles de  ,
T = {1,2,...,n} , qui satisfait les conditions suivantes :
1. i est fermé, ∀i ∈ {1,...n} . 
2. [i \ ∂i ]
⋂[j \ ∂j ] = ∅, ∀ i 	= j
3. 
n⋃
i=1
i = . 
4. i est connexe par arcs, ∀i ∈ {1,...n} .
Il s'agit donc d'un recouvrement de  en régions fermées,
connexes et qui se superposent uniquement sur leurs frontières.
Nous étudierons une sous classe spécifique des partitions, où les
régions i sont déterminées par une distance.
Définition 2.5. Soit (,ψ) un espace pseudo-métrique convexe
fermé et S = {s1,...,sn} ⊆  un ensemble de sites. La région de
Voronoï, ou V-région, d'un site si ∈ S est définie par :
Rsi = {x ∈ |ψsi (x) ≤ ψsj (x),∀ j ∈ {1,...n}, j 	= i}.
La partition de Voronoï, ou V-partition, de  associée à ψ et à
S est l'ensemble des régions de Voronoï :
(ψ,S) = {Rs1 ,...,Rsn }.
En morphologie mathématique, les V-régions s'appellent aussi
les zones d'influence des sites et l'ensemble des frontières, le
squelette par zones d'influence [26].
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Vérifions que la famille finie (ψ,S) est bien une partition de
. Les conditions 1, 2 et 3 de la Définition 2.4 sont trivialement
satisfaites. La connexité des V-régions découle pour sa part du
résultat suivant :
Proposition 2.6. Soit (ψ,S) une partition de Voronoï dans un
espace pseudo-métrique convexe et fermé (,ψ). Alors, tout
chemin ψ−droit entre un site si et un point x ∈ Rsi est complè-
tement inclus dans Rsi .
Remarquons que, puisque ψˆ est une métrique pour l'espace quo-
tient de  sous ψ, chaque élément d'une partition de Voronoï est
une union d'éléments de ̂(ψ). Ainsi, les classes d'équivalence
indiquent le niveau de résolution de la pseudo-métrique, en des-
sous duquel la distance est aveugle. De plus, notons que
ψs = ψy, ∀y ∈ sˆ(ψ) . Un site s peut donc être remplacé par un
autre point y de sa classe d'équivalence sans affecter la V-parti-
tion. Par suite, la notion de site désignera indistinctement le
point s ou sa classe d'équivalence sˆ(ψ). 
Deux différences fondamentales entre notre approche et le cadre
standard des partitions de Voronoï [5, 37] méritent d'être souli-
gnées. D'une part, le fait de considérer des pseudo-métriques
nous permet l'accès à une classe d'espaces plus large que celle
des espaces métriques. D'autre part, puisqu'on est intéressé par
l'application de cette structure à l'analyse d'images, les pseudo-
métriques étudiées dans la suite dépendent explicitement des
données de l'image.
2.3. Segmentation d'Images Numériques
Les notions introduites dans cette section sont valables pour tout
espace pseudo-métrique (,ψ). Cependant, puisque notre but
est leur application à la segmentation, l'ensemble  désignera
dorénavant le domaine de définition d'une image.
Plus précisément, une image est une fonction u :  → (X,d) ,
où le domaine  est un rectangle fermé du plan dans le cadre
continu et son intersection par une grille régulière dans le cadre
discret. Dans le cas des images couleur, l'espace pseudo-
métrique d'arrivée est (X,d) = (R3,δ) , où δ dénote la distance
entre les couleurs. 
Un problème qui se pose donc est la définition d'une distance
dans l'espace des couleurs. À cet égard, nous avons adopté le
standard L∗ab de la Commission Internationale de l'Éclairage
[46]. Cette représentation de la couleur est une approximation
de l'espace des couleurs perceptuellement uniforme. Bien
qu'imparfaite, elle présente deux avantages majeurs par rapport
au système usuel Rouge-Vert-Bleu. D'une part, la séparation de
l'information couleur en un canal de luminosité L∗ et deux
canaux chromatiques a et b. D'autre part, la métrique
Riemannienne de l'espace des couleurs est approchée dans l'es-
pace L∗ab par la distance euclidienne. Cette distance est notée
dans la suite par δ∗ .
Il faut enfin souligner que l'objectif de ce travail est la segmen-
tation dite de bas niveau, c’est-à-dire, sans connaissance préa-
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lable du contenu de l'image. Notre démarche s'inscrit ainsi dans
le contexte de la segmentation morphologique [34, 41], où seuls
sont considérés comme contours possibles les discontinuités de
l'image originale. Nous étudions donc uniquement des distances
dont les V-partitions ne fragmentent pas les zones à couleur
constante. Cette propriété est satisfaite lorsque la classe d'équi-
valence d'un point x ∈  coïncide avec la composante connexe
de u qui contient x, le sous-ensemble connexe maximal des
points du domaine qui ont la même couleur que u(x). L'espace
quotient ̂(ψ) est donc homéomorphe à l'espace des compo-
santes de l'image. De plus, pour un ensemble de sites S , chaque
élément de la V-partition (ψ,S) est une union de composantes
connexes de u. Par suite, l'opérateur qui associe (ψ,S) à
l'image u est connexe [40, 41] et son application simplifie l'ima-
ge tout en préservant l'information des contours. En conséquen-
ce, notre méthode conduit à des contours parfois moins régu-
liers que ceux des approches différentielles. En revanche, elle
n'oblige pas à interpréter l'image comme une fonction différen-
tiable. 
3. La variation 
de chemin
3.1. Métriques de chemin
Une première approche pour définir une pseudo-métrique dans
le domaine d'une image est d'étudier les chemins entre couples
de points. Dans ce but, nous considérons une notion généralisée
de longueur.
Une structure de longueur pour  [19] est une application
e :  → R+ qui satisfait les conditions suivantes :
1. Si γ est constant, alors e(γ ) = 0.
2. Si γ est la concaténation de γ1 et γ2 , alors
e(γ ) = e(γ1) + e(γ2) .
3. Si γ : [a,b] →  est un chemin et f : [c,d] → [a,b] est
un homéomorphisme, alors γ ◦ f est un chemin et
e(γ ◦ f ) = e(γ ).
La condition 3 indique que e est invariante par changements de
paramètre et donc que la longueur est une notion qui agit direc-
tement sur l'arc image du chemin.
À partir d'une structure de longueur e , on peut définir une 
pseudo-métrique, appelée la métrique de chemin associée à e ,
en considérant la valeur minimale de e sur tous les chemins qui
relient deux points du domaine entre eux :
ψ(x,y) = in f
γ∈xy
e(γ ), ∀ x,y ∈ .
Un type de métriques de chemin particulièrement important se
présente lorsque e peut s'exprimer comme l'intégrale d'une
fonction de potentiel P :  → R+ :
e(γ ) =
∫ L
0
P(γ (l)) dl,
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où l désigne l'abscisse curviligne et L la longueur euclidienne
du chemin. Dans ce cas, xˆ(ψ), la classe d'équivalence d'un point
x, correspond à l'ensemble connexe maximal à potentiel nul qui
contient x. Ainsi, si le potentiel est strictement positif, l'espace
quotient ̂(ψ) coïncide avec le domaine. Ces métriques sont
souvent appelées des distances pondérées. De plus, la relation
entre l'énergie et le potentiel est donnée dans ce cas par 
l'Équation Eikonale [9].
L'utilisation des distances pondérées en analyse d'images repo-
se sur la définition d'un potentiel approprié, à partir des données
de l'image, pour traiter un problème particulier. Parmi les prin-
cipaux problèmes abordés au moyen de cet outil se trouvent le
shape from shading [22], la morphologie mathématique conti-
nue [23, 28], les contours actifs [9] et le regroupement percep-
tuel [10]. 
3.2. Définition de la variation de chemin
Dans les applications des distances pondérées aux problèmes
liés à la segmentation, tels l'extraction des formes [27, 12] et les
modèles de contours actifs [9], le potentiel est souvent défini en
fonction du module du gradient de l'image. La régularité de
l'image n'est cependant pas une condition nécessaire pour le
cadre développé dans ce travail. Dans ce paragraphe, nous étu-
dions la métrique de chemin obtenue en mesurant la variation
minimale de la couleur sur les chemins. Les V-partitions corres-
pondantes sont donc naturellement adaptées aux images non
différentiables. 
Définissons d'abord la notion de variation des fonctions d’une
variable lorsque l'espace d'arrivée est un espace pseudo-
métrique :
Soit (X,δ) un espace pseudo-métrique. Considérons une subdi-
vision finie d'un intervalle [a,b], σ = {t0,. . . ,tn} telle que
a = t0 < t1 < ... < tn = b et notons par  l'ensemble de ces
subdivisions. 
La variation d'une fonction f : [a,b] → (X,δ) est définie par la
formule :
v( f ) = sup
σ∈
n∑
i=1
δ( f (ti ), f (ti−1)).
Notons que la variation vérifie les conditions requises pour être
une structure de longueur. De plus, si (X,δ) est l'ensemble des
nombres réels muni de la métrique usuelle, alors v( f ) corres-
pond à la variation totale de f, à savoir, la fonctionnelle intro-
duite par Jordan [20]. Dans notre cas, (X,δ) est l'espace des
couleurs L∗ab muni de la distance δ∗ .
Dans le cas des fonctions de plusieurs variables, nous considé-
rons la métrique de chemin associée à la variation, c’est-à-dire,
la variation minimale de la fonction sur tous les chemins qui
relient deux points :
Définition 3.1. La variation de chemin d'une fonction
u :  ⊆ Rn → (X,δ) est définie par la formule :
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V u(x,y) = in f
γ∈xy
v(u ◦ γ ), ∀ x,y ∈ .
On peut remarquer que, en contraste avec la notion usuelle de
variation totale pour les fonctions de plusieurs variables [39], la
variation de chemin est définie pour chaque point. En outre,
notons que la classe d'équivalence d'un point x ∈  coïncide
avec la composante connexe de u qui contient x. Pour plus de
précisions sur l'application de la variation de chemin à la seg-
mentation d'images monochromatiques, voir [4].
Dans le domaine discret, le choix d'une connexité (usuellement
4, 6 ou 8 connexité) détermine une notion de composante
connexe et de voisinage discrets. L'espace des composantes
d'une fonction u peut donc se représenter par un graphe d'adja-
cence G où les noeuds correspondent aux composantes
connexes discrètes et où les arrêtes relient les composantes
connexes voisines. Puisque l'espace quotient ̂(V u) est l'espa-
ce des composantes connexes de la fonction, nous proposons de
construire la variation de chemin discrète directement sur G . 
Ainsi, dans le cas des images couleur, l'implantation de la varia-
tion de chemin se réduit à trouver un chemin de coût minimal
sur G , lorsque les arrêtes du graphe sont pondérées par la dis-
tance δ∗ entre les couleurs des deux composantes connexes. Le
problème peut alors être résolu en employant un algorithme de
chemins minimaux, comme par exemple celui de Dijkstra 
[14, 24]. La complexité algorithmique de cette construction de
la variation de chemin est donc O(Nlog(N )), où N désigne le
nombre total de composantes discrètes de l'image.
3.3. Application à la pré-segmentation d'images couleur
Les algorithmes de segmentation sont généralement plus
robustes lorsqu'ils sont appliqués, non pas à l'image originale,
mais à une version simplifiée de celle-ci. Ce pré-traitement,
souvent appelé pré-segmentation, est motivé par le fait que les
pixels ne sont pas des entités naturelles de l'image, mais une
conséquence de la discrétisation. Ainsi, la pré-segmentation
cherche à décomposer l'image en entités qui soient locales, plus
cohérentes et moins nombreuses que les pixels et, surtout, qui
préservent sa structure géométrique. Parmi les méthodes utili-
sées à cet effet, on peut citer les normalized cuts [38] ou, en
morphologie mathématique, les opérateurs connexes [41] et la
la ligne de partage des eaux (LPE) sans contraintes [32]. 
Nous proposons de traiter cette première étape du processus de
segmentation au moyen d'une V-partition induite par la variation
de chemin. Cette distance est intéressante pour analyser locale-
ment une image car elle mesure la variation minimale de la cou-
leur entre les points. Une fois la distance définie, le problème
suivant qui se pose est la sélection d'un ensemble de sites adé-
quats pour cette tâche. D'une part, les sites doivent être repré-
sentatifs du contenu de l'image. D'autre part, chaque structure
significative doit en contenir au moins un. Dans le cas des
images couleur, les extrema de la luminosité s'avèrent être des
candidats naturels pour les sites. 
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Ainsi, on considère la partition de Voronoï (V u,ext (u)) , où
ext (u) désigne l'ensemble des composantes extrémales du canal
de luminosité L∗ de l'image couleur u. Une reconstruction des
extrema (RE) de u est une reconstruction constante par mor-
ceaux de l'image, obtenue par l'assignation d'une couleur à
chaque V-région de (V u,ext (u)) . 
La Figure 2 montre l'application de la méthode aux images
montrées en haut. La seconde ligne illustre la pertinence du
choix des sites. On peut observer que la distribution spatiale des
extrema de la luminosité (en noir) représente la structure de
l'image : la densité des sites est plus grande dans les régions
nettes ou texturées et faible dans les zones floues ou homo-
gènes. La troisième ligne présente l'énergie induite par la varia-
tion de chemin par rapport à l'ensemble de ces sites. Les inten-
sités faibles indiquent des valeurs élevées de l'énergie. Puisque
les contours flous et les zones de transition ne sont générale-
ment pas extrémaux, les plus grandes énergies sont localisées
sur les bords des régions floues. Enfin, les reconstructions des
extrema sont montrées en bas, avec la couleur médiane comme
modèle pour représenter chaque V-région. Par suite aux
remarques précédentes, le flou est réduit dans les reconstruc-
tions des extrema, tandis que la texture et, plus important, l'in-
formation des contours sont préservées. Accessoirement, le
contraste des images est rehaussé.
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En résumé, le choix de la variation de chemin en tant que pseu-
do-métrique et la distribution spatiale des sites déterminent une
partition de Voronoï où un compromis entre simplification et
conservation de contenu est atteint. La reconstruction des extre-
ma peut s'interpréter comme un premier niveau d'abstraction
pour l'information d'une image couleur. Dans la suite, elle est
systématiquement utilisée comme méthode de pré-segmentation
sans paramètres. Cette approche peut aussi être combinée avec
un filtrage par diffusion non-linéaire dans le but de réduire le
nombre d'extrema et de régulariser les V-partitions [3]. 
4. Ultramétriques
Aborder le problème de la segmentation au moyen des parti-
tions de Voronoï revient à modéliser les structures géométriques
de l'image par des V-régions. Dans un tel cadre, il est souhai-
table que lorsqu'un site est déplacé à l'intérieur de sa V-région la
frontière ne soit pas modifiée. Il faut cependant remarquer que
cette propriété n'est satisfaite ni par la variation de chemin ni par
les distances pondérées, car ces pseudo-métriques sont définies
par des sommes le long des chemins. Le reste de cet article est
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Figure 2. Ligne 1 : Images originales. Ligne 2 : Sites. Ligne 3 : Énergies. Ligne 4 : RE.
dédié à l'étude d'un type de distances, appelées les ultramé-
triques, qui jouissent de cette invariance. 
4.1. Ultramétriques et hiérarchies stratifiées
Ce paragraphe rappelle quelques éléments de géométrie ultra-
métrique. 
Les ultramétriques sont un outil de base en analyse des données
[7]. Elle sont souvent employées pour le regroupement puis-
qu'elles déterminent un type particulier de hiérarchies fortes.
Ces distances sont donc intéressantes pour créer des représenta-
tions multi-échelle des images couleur.
Définition 4.1. Une hiérarchie stratifiée est une famille H de
partitions emboîtées d'un ensemble , munie d'une fonction
st : H → R, appelée indice de stratification, telle que :
∀a,b ∈ H : a ⊂ b ⇒ st (a) < st (b).
Un espace ultramétrique (,ψ) est un espace pseudo-
métrique où l'Inégalité Triangulaire (voir Définition 2.1.2) est
remplacée par la plus forte Inégalité Ultramétrique :
2'. ψ(x,y) ≤ max{ψ(z,x),ψ(z,y))}, ∀x,y,z ∈  .
Du point de vue géométrique, la relation précédente indique que
tous les triangles dans un espace ultramétrique sont soit iso-
cèles, soit équilatéraux. Dans le premier cas, la base est le plus
petit des côtés. 
La topologie induite par une ultramétrique diffère significative-
ment du cas euclidien usuel. Considérons un espace ultramé-
trique (,ψ) et une boule fermée de centre x ∈  et de rayon r :
Bx (r) = {y ∈ | ψx (y) ≤ r}.
Alors, une conséquence de l'Inégalité Ultramétrique est la pro-
priété suivante :
By(r) = Bx (r), ∀y ∈ Bx (r). (1)
Tout point de la boule peut donc être considéré comme son
centre.
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De plus, si on considère deux boules ultramétriques Bx (r) et
Bx ′(r ′) telles que r ′ ≤ r et un point y ∈ Bx (r) ∩ Bx ′(r ′) , alors
y est simultanément le centre des deux boules et on a
Bx ′(r ′) = By(r ′) ⊆ By(r) = Bx (r). (2)
Deux boules ultramétriques ne peuvent donc être que disjointes
ou concentriques. 
L'Équation (2) implique que l'ensemble des boules fermées de
rayon fixé r détermine une partition de Voronoï de . Par
ailleurs, puisque d'après l'Équation (1) ce type de V-partitions ne
dépend plus explicitement d'un ensemble de sites mais du rayon
r, on les note par (ψ,r) .
La famille H = {(ψ,r)}r≥0 est donc une famille de partitions
emboîtées de . Un indice de stratification pour H peut alors
être défini en considérant la fonction qui assigne à chaque boule
ultramétrique son rayon. En outre, chaque hiérarchie stratifiée
de partitions détermine une ultramétrique sur le domaine. Il est
donc équivalent de se donner une ultramétrique ou une hiérar-
chie stratifiée.
La Figure 3 illustre ces notions sur un exemple simple.
L'ultramétrique ψ est définie sur un ensemble fini {a,b,c,d} .
L'image de gauche montre une représentation schématique des
boules ultramétriques. L'image de droite montre le dendro-
gramme de la hiérarchie stratifiée correspondante. En pratique,
une ultramétrique peut toujours être normalisée de façon à assi-
gner la valeur de 1 au rayon de la plus petite boule qui contient
tout l'ensemble (dans ce cas, B3). L'Inégalité Ultramétrique peut
être vérifiée, par exemple, avec les points a, b, et c :
1 = ψ(a,c) ≤ max{ψ(b,a),ψ(b,c)} = max{0.27,1} = 1 . La
définition de cette ultramétrique particulière est donnée dans le
paragraphe suivant.
4.2. Une ultramétrique pour la segmentation
Ce paragraphe propose la définition d'une ultramétrique appro-
priée pour la segmentation des images couleur. Dans ce but, on
emploie la caractérisation de ce type de pseudo-métriques en
tant que hiérarchies stratifiées.
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Figure 3. Exemple simple d'ultramétrique et de hiérarchie stratifiée.
Une famille de partitions emboîtées du domaine d'une image
peut être construite au moyen d'une stratégie de fusion de
régions [17, 11]. Une telle approche de regroupement consiste à
fusionner progressivement les régions d'une partition initiale
dans l'ordre déterminé par une mesure de dissimilarité entre les
régions. La dissimilarité est une fonction d à valeurs réelles,
définie pour tout couple de sous ensembles adjacents du 
domaine.
Typiquement, la dissimilarité formalise une notion de ressem-
blance entre les régions. Un exemple classique est la différence
de couleur moyenne des régions [13]. Cependant, des facteurs
tels la variance et la taille des régions [6, 35], l'orientation et la
texture [47] sont souvent pris en compte.
Il faut néanmoins remarquer que, pour définir une hiérarchie
stratifiée H, la dissimilarité d doit être compatible avec l'ordre
hiérarchique :
a ⊂ a′ ∧ b ⊂ b′ ⇒ d(a,b) < d(a′,b′), ∀ a,a′,b,b′ ∈ H. (3)
Or les exemples proposés dans la littérature ne satisfont que
rarement l'Équation (3). Lorsque la dissimilarité et l'ordre hié-
rarchique sont incompatibles, un indice de stratification pour la
famille de partitions peut encore être défini en considérant une
fonction croissante de l'ordre de fusion. Cependant, dans ce cas,
l'ultramétrique résultante n'est plus directement liée à la dissi-
milarité. 
4.2.1. Une mesure de contraste basée sur la couleur
Dans notre cas, l'ultramétrique a été définie en deux étapes. La
première consiste à utiliser l'information couleur pour mesurer
le contraste entre les régions. Dans ce but, une dissimilarité de
contraste, notée par dc, est définie par la formule :
dc(R1,R2) =
∑
δ∗(P1,P2)
longueur(∂ R1 ∩ ∂ R2) ,
où δ∗ est la distance dans l'espace des couleurs L∗ab et la
somme est calculée sur tous les pixels adjacents de la partition
initiale tels que P1 ∈ R1 et P2 ∈ R2. Cette dissimilarité corres-
pond donc à la distance couleur moyenne sur la frontière com-
mune des V-régions, mesurée dans la reconstruction des extrema.
Notons que dc est compatible avec l'ordre hiérarchique dans le
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sens de l'Équation (3). L'ultramétrique associée est notée par ψc.
La Figure 4 présente la hiérarchie stratifiée correspondant à
l'exemple de la Figure 3. La distance employée est l'ultramé-
trique de contraste ψc, lorsque la partition initiale est l'image
synthétique (i). L'image (ii) montre les classes d'équivalence,
notées par {a,b,c,d} , correspondant aux quatre composantes
connexes de l'image, ainsi que les coordonnées de leurs cou-
leurs dans l'espace L∗ab. Les images (iii) et (iv) présentent les
partitions de Voronoï (ψc,0.27) et (ψc,0.68) respective-
ment. 
Il faut remarquer que notre démarche est proche de la méthode
de segmentation morphologique appelée la dynamique [18].
Celle-ci est issue de la construction de la LPE au moyen de la
simulation d'un processus d'inondation [8]. Le module du gra-
dient d'une image, interprété comme une surface topographique,
est inondé à partir de ses minima régionaux. L'eau forme des
lacs dans les vallées et, lorsque deux lacs se rencontrent, ils sont
fusionnés. Ainsi, des niveaux croissants d'eau produisent des
partitions de plus en plus grossières. En termes de fusion de
régions, la partition initiale est composée par les bassins ver-
sants des minima et la dissimilarité est définie comme l'altitude
du premier point col entre deux lacs adjacents, c’est-à-dire, la
valeur minimale du gradient sur le bord commun des régions
[33]. La dynamique induit donc une ultramétrique qui mesure
aussi le contraste. Cependant, la LPE est une transformation
définie pour les images monochromatiques. L'application de la
dynamique aux images couleur passe donc par la définition d'un
gradient couleur [44]. Le traitement de l'information couleur se
fait donc en amont et est indépendant de la méthode. En outre,
le résultat dépend du choix de l'approximation discrète du gra-
dient. Signalons enfin que notre approche, comme la LPE, sub-
stitue une variable scalaire (la distance) au vecteur couleur. À
l'inverse, on peut aussi segmenter séparément les différents
canaux de couleur et synthétiser l'information plus en aval,
comme dans [2].
4.2.2. Prise en compte de l'information interne des régions
L'ultramétrique ψc du paragraphe précédent mesure le contras-
te d'une image couleur. Celui-ci n'est cependant qu'un parmi les
nombreux éléments pris en compte dans les tâches de vision de
haut niveau. La seconde étape de notre approche pour définir
une ultramétrique adaptée à la segmentation des images couleur
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Figure 4. Application de l'ultramétrique de contraste sur une image synthétique (voir texte).
consiste à utiliser les caractéristiques internes des V-régions en
complément à l'information de frontière de ψc. 
Plus précisément, un attribut, une fonction A à valeurs réelles
positives, est définie pour chaque région de Voronoï. L'attribut
est calculé en employant l'information interne de la V-région et
doit être croissant par rapport à l'ordre de l'inclusion.
Ainsi, à partir de dc, une nouvelle dissimilarité dα est définie
par la formule :
dα(R1,R2) = dc(R1,R2) · min{A(R1),A(R2)}α.
Étant donnée que A est croissant et que dc est compatible avec
l'ordre hiérarchique, dα l'est aussi. L'ultramétrique associée,
notée par ϒα, prend en considération aussi bien l'information
interne des régions que celle de frontière. Pour les exemples
présentés dans cet article, l'attribut choisi est l'aire de la V-
région. Le paramètre α ≥ 0 pondère donc l'équilibre entre
contraste et taille dans ϒα. Le choix de α peut être vu comme
l'introduction d'information de plus haut niveau dans l'ultramé-
trique, permettant son adaptation au contenu de l'image. 
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Notons que, comme pour la variation de chemin, la classe
d'équivalence d'un point x déterminée par l'ultramétrique ϒα
coïncide avec la composante connexe de l'image qui contient x.
Ainsi, l'espace quotient ̂(ϒα) est aussi homéomorphe à l'es-
pace des composantes connexes de l'image.
L'ultramétrique ϒα détermine donc une représentation hiérar-
chique de l'image. Une telle représentation est utile pour des
applications telles l'indexation d'images par le contenu, le coda-
ge et aussi la segmentation interactive, où un opérateur humain
détermine le niveau optimal dans la hiérarchie pour une tâche
ou un type d'images particuliers. Dans ces applications, la per-
tinence de la représentation est déterminée par sa capacité à
fournir des partitions significatives pour les niveaux élevés de la
hiérarchie, lorsque peu de régions restent.
La première ligne de la Figure 5 montre, de gauche à droite,
l'image originale, la reconstruction des extrema et la segmenta-
tion associée à la V-partition (ϒ0,1,0,45) . Les trois autres
lignes illustrent l'influence du choix de α dans les partitions de
Voronoï (ϒα,r). Le rayon r augmente de gauche à droite et α
augmente de haut en bas. La deuxième ligne correspond à
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Figure 5. Influence du paramètre α dans les V-partitions (voir texte).
α = 0. On est donc dans le cas de l'ultramétrique ψc qui prend
uniquement en compte l'information de contraste. On peut obser-
ver que, lorsque le rayon croît, les régions les plus contrastées
sont celles qui persistent dans la V-partition, indépendamment de
leur taille ou de leur homogénéité. La troisième ligne montre les
V-partitions pour α = 0,10. Cette valeur du paramètre fournit un
meilleur équilibre entre taille et contraste, permettant aux V-
régions d'extraire plus précisément le contenu de l'image. Enfin,
la valeur de α dans la quatrième ligne est de 0,4. Dans ce cas, la
taille des V-régions est prépondérante dans les V-partitions. 
Notons enfin que notre approche peut être vue comme une
extension des hiérarchies d'inondation employées fréquemment
en segmentation morphologique où, lors de la construction de la
LPE par inondation, l'aire, la profondeur ou le volume des lacs
sont mesurés pour construire une hiérarchie des minima du gra-
dient [32, 33].
5. Contours
ultramétriques
5.1. Définition
On peut diviser les approches pour l'extraction des caractéris-
tiques des images en deux grandes catégories : la segmentation
et la détection des bords. La première regroupe des méthodes
qui cherchent à décomposer le domaine de l'image en régions.
Les techniques de la seconde catégorie reposent pour leur part
sur l'utilisation de mesures locales pour quantifier les disconti-
nuités de l'image. Par suite, les algorithmes de segmentation en
régions fournissent généralement des images de contours
binaires. En revanche, les images de bords pondérés générées
par les détecteurs locaux nécessitent souvent une étape posté-
rieure de complétion pour obtenir des courbes fermées.
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Dans notre cas, l'emploi des ultramétriques permet de pondérer
les frontières des partitions de Voronoï de façon naturelle.
La saillance d'un point dans un espace ultramétrique (,ψ) est
définie comme le plus grand rayon r tel que le point appartient
à une frontière de la partition de Voronoï (ψ,r) . L'évaluation
de chaque point de  par sa saillance détermine une image de
frontières pondérées, appelée dans la suite les contours ultra-
métriques. Cette image est une description compacte de la hié-
rarchie stratifiée correspondante : un seuillage de λ dans les
contours ultramétriques fournit l'ensemble des frontières de la
V-partition (ψ,λ) . Cette idée fut employée pour la première
fois dans [36] pour pondérer la LPE du gradient d'une image
monochromatique.
La partie (b) de la Figure 6 présente un exemple de contours
ultramétriques sur l'image de la partie (a). Les fortes valeurs de
saillance sont représentées par des faibles intensités. L'image (c)
montre un seuillage de 0,47 dans les contours ultramétriques,
correspondant aux frontières de la V-partition (ϒα,0,47) .
Pour comparaison, l'image (d) correspond au seuillage optimal
d'un détecteur de bords local récent (voir la sous-section sui-
vante). Les contours ultramétriques sont donc une méthode
d'extraction des contours qui bénéficie aussi bien des avantages
des méthodes de segmentation en régions que de ceux des
détecteurs locaux. Cette représentation intermédiaire est une
image de bords pondérés, mais dont un simple seuillage fournit
un ensemble de courbes fermées. Ces courbes sont déterminées
par l'information globale de l'image et préservent les caractéris-
tiques sémantiques importantes des frontières des objets tels les
coins et les jonctions. 
5.2. Évaluation des résultats
Dans le but d'évaluer quantitativement les résultats de notre
méthode de segmentation, la Berkeley Segmentation Dataset
and Benchmark (BSDB) a été utilisée comme vérité terrain
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Figure 6. (a) Image originale. (b) Contours ultramétriques. (c) Seuillage de 0,47 des contours ultramétriques. 
(d) Seuillage de 0,13 d'un détecteur de bords récent [30].
[29]. Cette base de données est constituée d'images représentant
des scènes naturelles, segmentées manuellement par des
humains. 
Une méthodologie pour mesurer la performance des détecteurs
de bords au moyen de cette base de données a été développée
dans [30]. Elle repose sur la comparaison des bords détectés par
la machine par rapport aux bords réels marqués par les humains
en employant des courbes de précision-rappel, une technique
standard en indexation de données. Plus précisément, deux
mesures de qualité sont considérées, la précision (P), définie
comme le quotient entre les bords réels détectés et le total des
bords détectés et le rappel (R), donnée par le quotient entre les
bords réels détectés et le total des bords réels. La mesure de ces
quantités pour plusieurs seuils du détecteur définit une courbe
paramétrique appelée courbe de précision-rappel. Enfin, les
deux descripteurs sont combinés en une mesure de qualité
unique, la F-mesure, donnée par la moyenne harmonique de la
précision et le rappel : F = 2P R/(P + R) . La F-mesure maxi-
male fournit donc un résumé statistique de la qualité du détec-
teur pour une image donnée.
Pour mesurer la performance globale d'un algorithme sur un
ensemble d'images, nous avons calculé la précision et le rappel
optimaux pour chaque image et nous avons ensuite utilisé la 
F-mesure de leurs moyennes sur toutes les images. Appliquée
aux segmentations humaines lorsqu'elles sont comparées entre
elles, la valeur de cette F-mesure globale est de 0,79 en
(P,R) = (0,90,0,70) . Ce résultat indique que le problème de
la segmentation humaine pour des images naturelles est bien
posé.
Les contours ultramétriques nous ont permis d'optimiser le
paramètre de pondération des ultramétriques ϒα au sein de ce
cadre. La valeur optimale de α est 0,15 sur l'ensemble de 200
images d'entraînement de la BSDB. Cette méthodologie nous a
aussi permis de mesurer l'influence des différents éléments de la
méthode sur le résultat final. En particulier, la 
F-mesure globale de l'ultramétrique ϒα est supérieure de 4,5 %
à celle obtenue avec l'ultramétrique de contraste ψc. Ce gain est
dû à l'utilisation des attributs internes des V-régions (dans ce
cas, la taille) en complément de l'information de frontière. En
outre, lorsque l'ultramétrique ϒα est construite sur l'image ori-
ginale au lieu de la reconstruction des extrema, on constate une
diminution de 5,1% de la F-mesure globale. Ce résultat justifie
le pré-traitement décrit dans la Section 3.3.
La même méthodologie nous a permis de comparer notre
approche avec le détecteur de bords de [30], qui mesure locale-
ment la luminosité, la couleur et la texture pour déterminer la
probabilité qu'un pixel donné appartienne à un bord. Au moyen
du cadre de précision-rappel, ces auteurs montrent que leur
détecteur, appelé dans la suite MFM, surclasse toutes les tech-
niques classiques de détection des bords. Il faut signaler que,
même si certaines approches de segmentation en régions ont été
développées en utilisant la BSDB [38, 16, 43], les seuls résul-
tats benchmarqués à ce jour sont ceux du MFM. 
Les contours ultramétriques et le détecteur MFM ont alors été
comparés par rapport aux segmentations humaines sur l'en-
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semble des 100 images de test de la BSDB. La valeur de la 
F-mesure globale est F = 0,67 en (P,R) = (0,64,0,71) pour
les contours ultramétriques et F = 0,68 en (P,R) =
(0,65,0,72) pour le MFM. Les algorithmes présentent donc une
performance presque identique et, malgré la différence des deux
approches, même les valeurs de précision et de rappel sont
proches. Les méthodes sont cependant encore loin du niveau de
la performance humaine pour cette tâche. 
Les Figures 7 et 8 présentent quelques résultats. La colonne (a)
montre les images originales et la colonne (b) les segmentations
humaines, où les intensités faibles correspondent aux pixels
marqués par plusieurs sujets. Les colonnes (c) et (d) présentent
respectivement le MFM et les contours ultramétriques. Le
Tableau 1 présente la F-mesure maximale pour chaque image.
La convention pour désigner les images est Figure-Ligne. Par
exemple, 7-3 fait référence à l'image de la Ligne 3 dans la
Figure 7.
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Image Humains C. U. MFM
F F R P F R P
7-1 0,96 0,92 0,86 1,00 0,86 0,87 0,85
7-2 0,86 0,87 0,84 0,91 0,81 0,75 0,89
7-3 0,87 0,79 0,81 0,78 0,76 0,76 0,75
7-4 0,88 0,83 0,79 0,89 0,84 0,94 0,78
7-5 0,89 0,81 0,79 0,83 0,80 0,82 0,78
7-6 0,94 0,76 0,87 0,68 0,78 0,80 0,77
7-7 0,81 0,47 0,62 0,37 0,56 0,70 0,47
8-1 0,86 0,76 0,70 0,83 0,78 0,72 0,86
8-2 0,93 0,82 0,79 0,86 0,79 0,78 0,80
8-3 0,81 0,76 0,71 0,82 0,78 0,83 0,73
Tableau 1. Comparaison entre les segmentations
humaines, les contours ultramétriques et MFM.
Bien que la F-mesure globale soit presque la même pour les
deux méthodes, la qualité du résultat diffère d'une image à
l'autre. Ainsi, les contours des images contrastées et composées
d'objets relativement homogènes sont mieux extraits avec les
contours ultramétriques. En revanche, grâce à un traitement
explicite de l'information de texture, la performance du MFM
est souvent supérieure sur les régions texturées. Enfin, les deux
méthodes ont des performances médiocres quand la cohérence
entre les segmentations humaines est faible et lorsque l'informa-
tion de haut niveau est déterminante, comme dans l'image 7-7.
6. Conclusion
Nous avons formulé la segmentation d'images couleur à partir de
partitions de Voronoï généralisées de leurs domaines de défini-
tion. Ce cadre a été appliqué à la pré-segmentation et à la seg-
mentation hiérarchique, pour aboutir à une méthode d'extraction
des contours des images couleur.
La validation des résultats par rapport à une base de données de
segmentations humaines a mis en évidence que les pseudo-
métriques présentées dans cet article sont susceptibles d’extraire
la structure géométrique des images couleur de scènes naturelles. 
Les perspectives de ce travail incluent la définition de distances
qui prennent en compte l'information de texture et la régularité
des contours. 
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