Abstract. The present article addresses to everyone who starts working with (pointed) Gromov-Hausdorff convergence. In the major part, both Gromov-Hausdorff convergence of compact and of pointed metric spaces are introduced and investigated. Moreover, the relation of sublimits occurring with pointed Gromov-Hausdorff convergence and ultralimits is discussed.
contains a detailed introduction to the compact case, which is built on the literature cited above.
The first section deals with Gromov-Hausdorff distance of compact metric spaces. In addition, so called Gromov-Hausdorff approximations are introduced and the relation between those two terms is described. For both terms, a pointed and a non-pointed version is introduced, and it will be proven that these terms result in the same notion of convergence.
The second section deals with convergence of non-compact metric spaces, and consists of three parts: First, for compact length spaces it will be proven that this notion of convergence coincides with the one for compact spaces. Secondly, several properties of pointed Gromov-Hausdorff convergence will be verified. After that, a convergence notion for points will be introduced and studied. Finally, convergence of (Lipschitz) maps will be investigated.
The third and final section deals with ultralimits, a more general tool to create 'limit spaces', and states some properties of those. In particular, a strong correspondence between ultralimits and subsequences converging in the pointed Gromov-Hausdorff sense will be established.
The compact case
Given a metric space, an interesting question is whether it is possible to assign each two subsets a distance such that this distance in turn defines a metric. In [Hau65, Chapter VIII §6], Hausdorff answered this question by describing what nowadays is called the Hausdorff distance: For two subsets of a metric space, this is the minimal radius such that each subset is contained in the ball (with this radius) of the other subset. This was extended by Gromov in [Gro81, section 6] to describe how far two compact metric spaces are from being isometric by mapping two such spaces isometrically into a third one and measuring the Hausdorff distance of the images. (In fact, one can restrict to embedding the two spaces isometrically into their disjoint union.) This is the so called Gromov-Hausdorff distance. On the space of (non-empty) compact subspaces of X, this d H defines a metric, while d GH defines a metric on the set of isometry classes of (nonempty) compact metric spaces. This will be proven below. From now on, all each y ∈ Y there is x y ∈ X satisfying d(y, x y ) < ε. Define f : X → Y and g : Y → X by f (x) := q if x = p, y x otherwise, g(y) := p if y = q, x y otherwise.
As seen above, d(f (x), x) < ε for all x ∈ X. Thus, for all x, x ′ ∈ X,
Analogously, |d X (g(y), g(y ′ )) − d Y (y, y ′ )| < 2 ε for all y, y ′ ∈ Y . Similarly, for x ∈ X,
as well as d Y (f • g(y), y) < 2 ε for all y ∈ Y . Thus, (f, g) ∈ Appr 2ε ((X, p), (Y, q)). for x ∈ X and y ∈ Y . It remains to check the triangle inequality. For x 1 , x 2 ∈ X and y ∈ Y , d(x 1 , x 2 ) + d(x 2 , y)
This proves c). d) Fix an arbitrary pair (f,
The two remaining triangle inequalities d(x, y 1 ) + d(y 1 , y 2 ) ≥ d(x, y 2 ) and d(y 1 , x) + d(x, y 2 ) ≥ d(y 1 , y 2 ), where x ∈ X and y 1 , y 2 ∈ Y , can be proven analogously. Using this metric d, Using these approximations, one can prove that the pointed GromovHausdorff distance defines a metric. Two pointed metric spaces (X, p) and (Y, q) are called isometric if there exists an isometry f : X → Y with f (p) = q. Proposition 1.6. On the space of isometry classes of (pointed) compact metric spaces, d GH defines a metric.
Proof. In order to prove that the Gromov-Hausdorff distance indeed defines a metric, one needs that the Hausdorff distance defines a metric. Therefore, this proof splits into several steps: First, the Hausdorff distance will be investigated. Then it will be proven that the Gromov-Hausdorff distance defines a pseudo-metric on the class of (pointed) compact metric spaces, i.e. it is not definite, but satisfies all the other properties of a metric. Finally, it will be proven that this already defines a metric up to isometry.
Step 1: d H defines a metric in the non-pointed case. Let (X, d) be a metric space and A, B, C ⊆ X be compact. with d(a, b) < r 1 +ε. Furthermore, there is c ∈ C with d(b, c) < r 2 +ε. Hence, d(a, c) < r 1 + r 2 + 2 ε and this proves A ⊆ B r 1 +r 2 +2 ε (C). An analogous argumentation proves C ⊆ B r 1 +r 2 +2 ε (A). Therefore, d d H (A, C) ≤ r 1 +r 2 +2 ε. Since ε > 0 was arbitrary, Define y 0 n := q. The constant sequence (y 0 n ) n∈N converges to q, and for
n ) n has a convergent subsequence (y 1 n i ) i∈N with some limit y 1 ∈ Y . Then
The same argument for x 2 gives a subsequence d n i j of d n i and a point y 2 ∈ Y with d n i j (x 2 , y 2 ) → 0 as j → ∞. By a diagonal argument, there is a subsequence d l of d n and a sequence (y i ) i∈N with y 0 = q with
Therefore,
Hence, f is an isometry. Since X ′ is dense, f can be extended uniquely to an isometric embedding f : X → Y with f (p) = q. With a similar construction and using a subsequence of d l , there is an isometric embedding g : Y → X with g(q) = p. After passing to this subsequence, for each x,
Thus, f is an isometry with f (p) = q, i.e. (X, p) and (Y, q) are isometric.
The definitions of pointed and non-pointed Gromov-Hausdorff distance essentially give the same notion of convergence. This will be proven next. Proposition 1.7. Let X and Y be compact metric spaces. a) For each x ∈ X and y ∈ Y ,
Proof. Both statements follow easily from the definitions: a) First, let x ∈ X and y ∈ Y be arbitrary. Then
Thus, X ⊆B dn r+1/n (Y ), i.e. for given x ∈ X there exists y n ∈ Y such that d n (x, y n ) ≤ r + 1 n . Since Y is compact, there exists a convergent subsequence (y nm ) m∈N of (y n ) n∈N with limit y ∈ Y . Then
It is not hard to give examples where the inequality in Proposition 1.7 a) is strict or where equality in b) holds for either all or none of the points. In order to improve readability of the example, the following two statements are proven first.
In particular,
Moreover,
Proposition 1.9. Let (X, d X ) be a compact metric space and x ∈ X. Then
Proof. By Lemma 1.8,
On the other hand,
and this proves the claim.
The following examples proves that d GH ((X, x), (Y, y)) may attain any value between d GH (X, Y ) and 2 · d GH (X, Y ).
Hence, for any λ ∈ [1, 2], every point x with x = λ − 1 satisfies
In particular, two extreme cases occur in the situation of Proposition 1.7:
On the contrary, in this case,
On the other hand, if x = (1, 0) ∈ R 2 , then
for all y ∈ Y .
for some x i ∈ X i and x ∈ X, then X i → X as well. b) If X i → X and x ∈ X, then there exist points x i ∈ X i such that
Proof. This is a direct consequence of Proposition 1.9.
Recall that a metric space (X, d X ) is called length space if
for any x, y ∈ X, where L(c) denotes the length of c. Proposition 1.13. A complete compact Gromov-Hausdorff limit of compact length spaces is a length space.
In the proof, the following statement is used. 
and this is a contradiction. Hence,
Now let X be a metric space such that for all pairs of points and ε > 0 there exists an ε-midpoint, and let x, y ∈ X be arbitrary. If for every ε > 0 there is a curve γ connecting x and y of length L(γ) ≤ d(x, y) + ε, then inf{L(γ) | γ connects x and y} = d(x, y) and this proves that (X, d) is a length space.
So, let L := d(x, y), ε > 0 be arbitrary and define γ inductively as follows: First, let γ(0) = x and γ(1) = y. Now, assume γ(
Let the statement be true for some m ∈ N, and let 0 ≤ k ≤ 2 m+1 − 1. First assume k = 2l + 1 to be odd. Then
The proof for even k can be done analogously. Observe
Hence, for all m ∈ N and 0
In particular, defined as a function on the dyadic numbers in [0, L], γ is Lipschitz. Thus, it can be extended to a Lipschitz, hence continuous, curve γ : [0, L] → X where γ(t) is defined as the limit of γ(t n ) for dyadic numbers t n → t. For such 0 ≤ s < t ≤ L and dyadic numbers s n → s and t n → t,
Proof of Proposition 1.13. Let x, y ∈ X and ε > 0 be arbitrary. Applying Lemma 1.14, it is enough to find an ε-midpoint z of x and y.
Choose i ∈ N such that d GH (X i , X) < ε 12 . By Proposition 1.5, there exist (f, g) ∈ Appr ε /6 (X i , X). Let z ′ be an ε 6 -midpoint of g(x) and g(y), and define z := f (z ′ ). Then
In general, the Gromov-Hausdorff distance of two subsets of the same metric space, equipped with the induced metric, can be estimated by their Hausdorff distance. If this metric space is a length space and the subsets are balls, this estimate can be expressed by using the radii and the distance of the base points. This uses the property of length spaces that r-ball around a ball of radius s coincides with the r + s ball (around the same base point).
Lemma 1.15. Let (X, d) be a length space, p ∈ X and r, s > 0. Then
Proof. Let q ∈ B r (B s (p)), i.e. there exists x ∈ B s (p) with d(x, q) < r. Then
In fact, this inclusion holds in every metric space.
Conversely, let q ∈ B r+s (p). Since B s (p) ⊆ B r (B s (p)), without loss of generality, assume q ∈ B r+s (p) \ B s (p). Let l := d(p, q) denote the distance of p and q. In particular, s ≤ l < r + s. Fix a shortest geodesic γ : [0, l] → X with γ(0) = p and γ(l) = q. Define ε := 1 2 · min{s, r + s − l} > 0 and
Hence, γ(t) ∈ B s (p) and q ∈ B r (γ(t)). Thus, B r+s (p) ⊆ B r (B s (p)).
Lemma 1.16. Let (X, d) be a length space, p, q ∈ X, r, s > 0. Then
Proof. Let ε := d(p, q) + |r − s|. If ε = 0, the claim holds due to p = q and r = s. Hence, assume ε > 0. Then, applying Lemma 1.15,
. The diameters of metric spaces with small Gromov-Hausdorff distance are almost the same. In particular, for a convergent sequence of metric spaces, their diameters converge to the diameter of the limit space. 
. Thus, only the other inequality has to be proven.
, and define an admissible metric d on the disjoint union X ∐ {pt} by d(x, pt) := δ. As usually, only the triangle inequality needs to be checked. For arbitrary x 1 , x 2 ∈ X,
Using this metric,
For a metric space (X, d X ), let λX denote the rescaled metric space (λX, d λX ) := (X, λd X ). Rescaling of compact metric spaces behaves nicely under Gromov-Hausdorff distance. For any p ∈ X and r > 0, observe
For the Hausdorff distance, d λX H = λ · d X H (both in the standard and in the pointed case).
For the Gromov-Hausdorff distance, both
λ ·d is a metric if and only ifd is a metric. In addition, this metric d
On the other hand, using similar arguments, if d is an admissible metric on X ∐ Y , thend := λ · d is an admissible metric on λX ∐ λY . Hence,
The non-compact case
For non-compact metric spaces, the above way of defining a metric (up to isometry) does not work: Using the Hausdorff distance as before on unbounded sets may give distance infinity. Thus, instead of defining a notion of distance for non-compact metric spaces, convergence is defined by using compact subspaces of these spaces only. On these, the previous definitions can be applied.
A metric space is called proper if all closed balls are compact. Throughout the remaining section, all metric spaces will assumed to be proper. Notice that proper metric spaces are complete.
For a metric space (X, d X ), p ∈ X and r > 0, let
denote the closed ball of radius r around p.
where the balls are equipped with the restricted metric, then
Frequently, a sequence (X i , p i ) does not converge itself but has a converging subsequence. The limit of such a subsequence is called sublimit of (X i , p i ), and (X i , p i ) is said to subconverge to this limit. Naturally, the question arises under which conditions a given sequence of metric spaces converges in the pointed Gromov-Hausdorff sense. For manifolds, the following theorem by Gromov states that in some cases at least a (Gromov-Hausdorff) sublimit exists. In section 3, another, more general concept of creating and guaranteeing 'limits' will be introduced. It will turn out that these limits in fact are Gromov-Hausdorff sublimits as well.
Theorem 2.2 (Gromov's Pre-compactness Theorem, [Pet06, Cor. 1.11]). For n ≥ 2, κ ∈ R and D > 0, the following classes are pre-compact, i.e. every sequence in the class has a convergent subsequence whose limit lies in the closure of this class:
a) The collection of n-dimensional closed Riemannian manifolds with
The section is structured as follows: In subsection 2.1, the compability of the definition of pointed Gromov-Hausdorff convergence in Definition 2.1 with the notion of convergence induced by the Gromov-Hausdorff distance of compact metric (length) spaces (Definition 1.1 and Definition 1.2) is verified. Subsequently, subsection 2.2 deals with stating and verifying several properties of pointed Gromov-Hausdorff convergence. In this context, convergence of points and convergence of maps, respectively, are introduced in subsection 2.3 and subsection 2.4, respectively.
2.1.
Comparison with the compact case. Applied to compact length spaces, the convergence in the pointed Gromov-Hausdorff sense coincides with the convergence of compact metric spaces in the pointed sense defined in the previous section. Conversely, given (non-pointed) convergence as defined for compact metric spaces and a fixed base point in the limit space, there exist base points such that the spaces converge in the pointed Gromov-Hausdorff sense.
In order to prove this, one uses the fact that approximations can be restricted to smaller balls. This is shown in the following lemma. Another statement of the lemma is that base points can be changed in a certain way. This will be useful later on as well.
Proof. a) For simplicity, let
. Now modify f and g in order to obtain maps f andg, respectively, whose images are contained inB
Using analogous arguments proves
and by Proposition 1.5,
and by a),
Since δ > 0 was arbitrary, this implies the claim.
In order to avoid confusion, for the next two statements, let X i
, respectively, denote the convergence of compact metric spaces in the sense of Definition 1.1 and Definition 1.2, respectively. Further, denote by (X i , p i ) pGH → (X, p) the convergence in the pointed Gromov-Hausdorff sense of Definition 2.1.
Let 0 < ε < r − diam(X) and choose points
Since this holds for all
This is a contradiction. Thus, there is an
Hence, X i → X. Proposition 1.18 implies the second part of the claim.
Proof. The proof is done by proving both implications separately. First, assume (X i , p i ) GH → (X, p) and let r > 0 be arbitrary. By Proposition 1.18, diam(X i ) → diam(X), i.e. without loss of generality, assume a strict diameter bound D on all spaces X i and X. In particular, for
In particular, if X i , X are compact and p ∈ X, then, by Corollary 1.12, there exist
2.2. Properties as in the compact case. This subsection deals with several properties which are familiar from the compact case. First of all, the Gromov-Hausdorff distance defines a metric on the set of the isometry classes of compact metric spaces. In the non-compact case, the limit of pointed Gromov-Hausdorff convergence still is unique up to isometry.
Proof. For every r > 0, bothB X r (p) andB Y r (q) are limits ofB X i r (p i ), and thus, there exists a (bijective) isometry f r :B X r (p) →B Y r (q) with f r (p) = q. Choose a countable dense subset X ′ := {x 0 , x 1 , x 2 , . . . } of X with x 0 = p, fix i ∈ N and let N i be the minimal natural number with d(x i , q) < N i . Define
. By a diagonal argument, there exists a subsequence (n m ) m∈N of the natural numbers such that for every i ∈ N the sequence (y
As Y is complete, there exists an extension off to an isometry f : X → Y with f (p) = q: Let x ∈ X be arbitrary. Since X ′ was chosen to be dense, there exists a sequence (x i j ) j∈N in X ′ converging to x. This is a Cauchy sequence, hence, (f (x i j )) j∈N is a Cauchy sequence as well and has a limit y =: f (x).
This defines indeed an isometry f : X → Y : Let x, x ′ ∈ X be arbitrary and x i j and x i l , respectively, be sequences in X ′ converging to x and x ′ , respectively. Then
Thus, f is an isometry. It remains to prove that f is bijective: Using a further subsequence n ma and the inverse maps f −1
Analogously, f • g = id. Thus, f is bijective.
As in the compact case, Gromov-Hausdorff convergence preserves being a length space.
Proof. Let x, y ∈ X and ε > 0 be arbitrary.
The rest of the proof can be done completely analogously to the one of Proposition 1.13.
As in the compact case, in the non-compact case there is a correspondence between (pointed) Gromov-Hausdorff convergence and approximations. In order to prove this, the following lemma is needed.
Lemma 2.8. For all r > 0, let (ε r n ) n∈N be a monotonically decreasing null sequence, and h : R >0 → R >0 a function with lim x→0 h(x) = 0. Then there exists a sequence (r n ) n∈N with lim n→∞ r n = ∞ and ε rn n ≤ h 1 rn for almost all n ∈ N.
Proof. Let A := {n ∈ N | ∀r > 0 : ε r n > h 1 r } denote the set of all natural numbers n for which no such 'r n ' can exist. This set is finite: Fix r > 0.
Then ε r n > h 1 r for all n ∈ A, but, since (ε r n ) n∈N is a null sequence, this inequality only holds for finitely many n. Hence, A is finite.
Without
Fix this k and define r n := r k n for some r k n ∈ R n satisfying r k n > k. Then, for arbitrary k ∈ N and all n ≥ N k , r n > k. Thus, r n → ∞. Furthermore, by choice,
. Then r n → ∞ and ε rn n ≤ h 1 rn . Proposition 2.9. Let (X, d X , p) and (X i , d X i , p i ), i ∈ N, be length spaces. Then the following statements are equivalent.
. c) There exist r i → ∞ and ε i → 0 with 
Proof. This is a direct implication of Proposition 1.5 and Proposition 2.9.
Similarly to the compact case, the Gromov-Hausdorff distance and convergence, respectively, is related to the diameters of the spaces: On the one hand, the distance of balls in X and X × Y are bounded from above by the diameter of Y . Recall that in the special case of X = {pt}, the (non-pointed) distance equals 1 2 diam(Y ). On the other hand, in the compact case it was proven that convergence of spaces implies convergence of the diameters. For length spaces, an analogous statement will be established.
for all r > 0.
Proof. It suffices to define an admissible metric and to estimate the Hausdorff distance with respect to this metric. Let δ > 0 be arbitrary. Define an admissible metric
As usual, the only tricky part is to prove the triangle inequality: By the Minkowski inequality, for
With completely analogous argumentation, one can prove the remaining inequalities y 1 ), (x 2 , y 2 ) ). Now fix r > 0 and let (x, y) ∈B X×Y r ((x 0 , y 0 )) be arbitrary. In particular,
Hence,B
X×Y r
Since δ was arbitrary, this proves the claim.
In order to prove the convergence of diameters, one needs the following property of length spaces of infinite diameter: Any ball of radius r has diameter at least r. Though it is easy to see this, for the sake of completeness, the proof is given first.
Lemma 2.12. Let (X, d, p) be a pointed length space and 0 < r < diam(X) 2 . Then diam(B X r (p)) ≥ r. Proof. Assume that d(q, p) ≤ r for all q ∈ X. Hence,B r (p) = X, and this implies diam(X) ≤ 2r < diam(X), which is a contradiction.
Hence, there is q r ∈ X such that l r := d(q r , p) > r. Fix a minimising geodesic γ : [0, l r ] → X with γ(0) = p and γ(l r ) = q r . Then d(p, γ(r)) = r, hence, γ(r) ∈B r (p). In particular, diam(B r (p)) ≥ d(p, γ(r)) = r. Proposition 2.13. Let (X, d X , p) and
(Here, both diam(X i ) tending to infinity as well as the notion ∞ → ∞ are allowed.)
Proof. Let ε i → 0 be as in Corollary 2.10 with
Distinguish the two cases of X being bounded and unbounded, respectively.
Case 1: diam(X) < ∞. Without loss of generality, assume diam(X) <
Hence, diam(X i ) = 3r i ≤ 6·diam(X), the X i are compact and Proposition 1.18 implies the claim. Case 2: diam(X) = ∞. Assume there is a subsequence (i j ) j∈N and C > 0 with diam(X i j ) < C for all j ∈ N. Pass to this subsequence. After passing to a further subsequence, C <
This is a contradiction. Hence, diam(X i ) → ∞.
Gromov-Hausdorff convergence is compatible with rescaling: Given a converging sequence of length spaces and a converging sequence of rescaling factors, the rescaled sequence converges and the limit space is the original one rescaled by the limit of the rescaling sequence. More generally, given a converging sequence of metric spaces and some bounded sequence of rescaling factors, the sublimits of the rescaled sequence correspond exactly to the sublimits of the rescaling sequence.
For a metric space (X, d), recall that αX denotes the rescaled metric space (X, α d).
Proposition 2.14. Let (X, d X , p) and (X i , d X i , p i ), i ∈ N, be pointed length spaces and r i , r, α i , α > 0.
Proof. a) By Corollary 1.17,
r (p i ), p i )) ≤ |r − r i | → 0, and the triangle inequality implies
b) Without loss of generality, let α = 1. First, let X be compact. Define
Analogously,
, (X, p)) and (α i X, p) → (X, p). Now let X be non-compact and r > 0. Then, using a) and the compact case,
c) By the triangle inequality, for fixed r > 0,
by Corollary 1.17,
and by b),
r (p), p) for every r > 0. d) Let α be an arbitrary accumulation point of (α i ) i∈N . Hence, for a subsequence (i j ) j∈N , both α i j → α, and by c),
Thus, (Y, q) and (αX, p) are isometric (cf. Proposition 2.6).
Corollary 2.15. Let (X, d X , p) and (X i , d X i , p i ), i ∈ N, be pointed length spaces and (α i ) i∈N be a bounded sequence. If (X i , p i ) → (X, p), then the sublimits of (α i X i , p i ) correspond to the (αX, p) for exactly the accumulation points α of (α i ) i∈N .
Proof. Let α be an accumulation point of (α i ) i∈N and (α i j ) j∈N be the subsequence converging to α. Then (X i j , p i j ) → (X, p), and by Proposition 2.14,
Since (α i j ) j∈N is a bounded sequence, there exists a convergent subsequence (α i j l ) l∈N with limit α. For this subsequence, (α i j l X i j l , p i j l ) → (Y, y), and (α i j l X i j l , p i j l ) → (αX, p) by the first part. Thus, (Y, y) is isometric to (αX, p) for an accumulation point α of (α i ) i∈N .
Convergence of points.
In the previous section, convergent sequences of pointed metric (length) spaces were studied. Given such a sequence and using the corresponding approximations, a notion for convergence of points can be introduced. Definition 2.16. Let (X, d X , p) and (X i , d X i , p i ), i ∈ N, be pointed length spaces. Assume (X i , p i ) → (X, p) and let ε i → 0 and
as in Corollary 2.10. Let q i ∈B
Moreover, for each x ∈ X there exists such a sequence x i satisfying x i → x, e.g.
Convergence q i → q depends on the choice of the underlying GromovHausdorff approximations: Convergence with respect to one pair of approximations does not necessarily imply convergence for another, as the following example shows.
Example 2.17. For i ∈ N, let X i = X = S 2 be the 2-dimensional sphere, p i = p = N the north pole and q i = q some fixed point on the equator. Let ϕ denote the rotation of S 2 by π 2 fixing p and define
is not convergent at all, but subconvergent with limits q and ϕ(q).
In this example, after replacing the approximations, two sublimits occur: One sublimit is the limit corresponding to the original approximations, the other one is its image under an isometry of the limit space. Since GromovHausdorff convergence distinguishes spaces only up to isometry, concretely (X, p) ∼ = (h(X), h(p)) = (X, h(p)) for any isometry h, this can be interpreted as follows: If q is a sublimit of q i with respect to one Gromov-Hausdorff approximation, then it is a sublimit for all Gromov-Hausdorff approximations.
This is a general fact as the subsequent lemma shows. In order to prove this, the separability of a connected proper metric space is needed. Though it is easy to see that such a space is separable, for completeness, the proof is given first. Lemma 2.18. A connected proper metric space is separable.
Proof. Let (X, p) be a connected proper metric space and let p ∈ X be arbitrary. Then X = q∈Q ∩(0,∞)B q (p).
As a compact set, everyB q (p) is separable where q ∈ Q is positive. Therefore, there exists a countable dense subset A q ⊆B q (p). Let A := q∈Q ∩(0,∞) A q . This A is countable, and for arbitrary x ∈ X there is a positive q ∈ Q such that x ∈B q (p), i.e. there exists a sequence x n ∈ A q ⊆ A converging to x. Thus, A is dense in X, hence, X is separable.
(p i ) and q ∈ X. If f i (q i ) → q and q ′ is an accumulation point of f ′ i (q i ), then there exists an isometry h : X → X such that h(q) = q ′ . Proof. Without loss of generality, let r i = r ′ i : Otherwise, let R i := min{r i , r ′ i } and, by Lemma 2.3 and the construction in its proof, there are The idea for proving subconvergence is to choose a countable dense subset A ⊆ X, to define the sublimit of all h i (a) where a ∈ A and to extend this limit to a continuous map on X. Doing the same simultaneously forh i gives another sublimit that turns out to be the inverse of the first. In the end, identifying X with itself using this isometry proves the claim.
Choose a countable dense subset A = {a n | n ∈ N} ⊆ X (cf. Lemma 2.18) and, for i large enough such that d X (a n , p) ≤ r i , define z i n := h i (a n ) and z i n :=h i (a n ).
n , p)) i∈N is bounded from above by some R > 0. Hence, z i n is contained inB X R (p), and therefore, has a convergent subsequence. An analogous argument proves subconvergence for (z i n ) i∈N . Thus, using a diagonal argument, there is a subsequence (i j ) j∈N such that for any n ∈ N the sequences (z i j n ) j∈N and (z i j n ) j∈N , respectively, converge to some z n ∈ X and z n ∈ X, respectively.
Define h(a n ) := z n andh(a n ) :=z n . In particular,
for all n, m ∈ N. For arbitrary x ∈ X, choose a Cauchy sequence (a n k ) k∈N in A converging to x and let h(x) := lim k→∞ h(a n k ) andh(x) := lim k→∞h (a n k ).
In fact, for any k ∈ N,
Since this holds for every k ∈ N and d X (x, a
Analogously,h i j (x) →h(x) as j → ∞. In particular,h i j • h i j →h • h and vice versa. Thus, h is an isometry on X with inverseh. Now let f i (q i ) → q. Then
The following statements allow to change the base points of a given convergent sequence.
Proposition 2.20. Let (X, d X , p) and (X i , d X i , p i ), i ∈ N, be pointed length spaces, and let q i ∈ X i and q ∈ X. If (X i , p i ) → (X, p) and
Proof. The proof is an immediate consequence of Lemma 2.3 and Proposition 2.9:
Let r > 0 be arbitrary. Fix i large enough such that 2(r + d X (p, q)) ≤
and Appr 4 ε i +δ i ((B X i r (q i ), q i ), (B X r (q), q)) = ∅ by Lemma 2.3. By Proposition 1.5,
and Proposition 2.9 implies the claim.
Hence, q i → p, and Proposition 2.20 implies the claim.
Since this ball is compact, there exists a convergent subsequence with limit q ∈B R (p). After passing to this subsequence, q i → q, and Proposition 2.20 implies the claim.
2.4. Convergence of maps. So far, statements about the convergence of metric spaces and points were made. But even statements about maps between those convergent space are possible: In fact, Lipschitz maps (sub)converge (in some sense) to Lipschitz maps. The proof of this seems to be rather technical, but in fact essentially only uses the same methods one can use to prove convergence of compact subsets (without bothering Gromov's Precompactness Theorem). Therefore, a proof of the latter is given in advance after establishing the following (technical) lemma.
Lemma 2.23. Let (X, d X , p) and (X i , d X i , p i ), i ∈ N, be pointed length spaces. Assume (X i , p i ) → (X, p) and let ε i → 0 and
be as in Corollary 2.10. Let K i ∈ X i be compact with K i ⊆B X i R (p i ) for some R > 0. After passing to a subsequence, there exists K ⊆B r (p) such that K i subconverges to K.
Proof. Without loss of generality, assume R ≤
. Hence, the sequence (f i (x i )) i∈N is contained in a compact set, and therefore has a convergent subsequent. Unfortunately, for different choices of x i different subsequences might converge. Therefore, a diagonal argument on countable dense subsets of the K i will be used.
Let A i = {a n i | n ∈ N} ⊆ K i be a countable dense subset. As seen above, the sequence (f i (a n i )) i∈N , where n ∈ N, has a convergent subsequence with limit y n ∈B X R+1 (p). Moreover, this subsequence can be chosen such that, after passing to this subsequence, d X (f i (a n i ), y n ) < ε i 4 . By a diagonal argument, there exists a common subsequence such that for every n ∈ N there is y n ∈B R+1 (p) with d X (f i (a n i ), y n ) < ε i 4 for all i ∈ N. Pass to this subsequence.
Define A := {y n | n ∈ N} as the set of all these limits and let K :=Ā denote its closure. In particular, K is compact. Define maps f ′ i : K i → K and g ′ i : K → K i in the following way: For x i ∈ A i , i.e. x i = a n i for some
Now Lemma 2.23 implies the claim.
Lemma 2.25.
After passing to a subsequence, the following holds: a) There exist compact subsets K ⊆ X and K ′ ⊆ Y which are GromovHausdorff limits of K i and f i (K i ), respectively, and an α-bi-Lipschitz
Proof. a) In order to prove the first part, pass to the subsequence of Proposition 2.24. Then there are compact sets K ⊆ X and Figure 1 . The idea is to define f as a limit of
As in the proof of Proposition 2.24, the h i (x) do not have to converge. Therefore, a diagonal argument on a dense subset of K will be used to construct a limit map which can be extended using the completeness of the limit space. Figure 1 . Sets and maps used to construct f :
Let A = {x j | j ∈ N} be a countable dense subset of K. Then h i (x j ) ∈ K ′ for all i, j ∈ N, and since K ′ is compact, by a diagonal argument, there is a subsequence (i n ) n∈N such that (h in (x j )) n∈N converges for every j ∈ N.
. This map is α-bi-Lipschitz: For arbitrary j, l ∈ N, with the above estimate,
Since A is a countable dense subset of K, f can be extended to an α-biLipschitz map f : K → K ′ (cf. Lemma 2.26) where f (x) = lim l→∞ f (x j l ) for x ∈ K and x j l ∈ A with x j l → x. In particular, for n ∈ N and l ∈ N,
Moreover, observe the following: Since f i is α-bi-Lipschitz, it is injective. Therefore, the inverse f
and is α-biLipschitz as well. Hence, for x ∈ K and y ∈ K ′ ,
where
With analogous arguments and using a further subsequence (i nm ) m∈N of (i n ) n∈N , there is an α-bi-Lipschitz map g :
In fact, with analogous argumentation, one can prove g •f = id K , i.e. g is the inverse of f . This proves the first part. b) The proof of the second statement is based on the first part and is done with very similar methods.
Let
The proof of the subconvergences will be done in two steps: First, prove 
and this proves (f
. In order to prove the subconvergence of f i (L i ) to f (L), observe that the compactness of L i and L, respectively, and the continuity of f i and f , respectively, prove the compactness of f i (L i ) and f (L), respectively. Let
for x ∈ L and δ i := sup
For the subsequence (i n ) n∈N of the first part, δ in (x) converges to 0. Then δ in converges to 0 as well: Assume this is not the case, i.e. there is ǫ > 0 such that for all l ∈ N there exists i n l ∈ N and x n l ∈ X with δ in l (x n l ) ≥ ε. After passing to a subsequence, there is x ∈ X such that x n l → x as l → ∞. Then
This is a contradiction.
First, let y i ∈ L i and y ∈ L be arbitrary. Then
and completely analogously,
Finally, let y i , y ′ i ∈ Y i . Using the above estimates, Proof. Let a ∈Ā \ A be arbitrary. Then there exists a (Cauchy) sequence (a n ) n∈N in A converging to a. By Lipschitz continuity of f , (f (a n )) n∈N is a Cauchy sequence, and thus has a limitâ in the complete metric space Y . For any sequence (ã n ) n∈N converging to a, d Y (f (a n ), f (ã n )) ≤ α·d X (a n ,ã n ) → 0, i.e. the limitâ is independent of the choice of (a n ) n∈N . Now definef (a) :=â for a ∈Ā \ A andf (a) := f (a) for a ∈ A. For arbitrary a, b ∈ A and sequences a n → a, b n → b in A,
Hence,f is α-Lipschitz. Analogously, if f is α-bi-Lipschitz,f is α-biLipschitz.
Ultralimits
Since sequences of proper spaces do not necessarily converge in the pointed Gromov-Hausdorff sense, a tool to enforce convergence can be useful. Such a tool are the so called ultralimits since they always exist and are sublimits in the pointed Gromov-Hausdorff sense. A basic reference from which the following definitions are taken is [BH99, section I.5]. Another, more set theoretical, reference is [Jec06, chapter 7] . In the following, ultralimits will be introduced and some properties will be investigated. Using Zorn's Lemma, the existence of such a non-principal ultrafilter can be proven. But even more is true: Given any infinite set, there exists a non-principal ultrafilter such that the set has measure 1 with respect to this ultrafilter.
Lemma 3.2. Let A ⊆ N be an infinite set. Then there exists a non-principal ultrafilter ω on N such that ω(A) = 1.
For any B 1 , B 2 ∈ G, the intersection B 1 ∩ B 2 is non-empty: This is obviously correct if both B j ⊇ A or both N \B j are finite. Thus, let B 1 ⊇ A and N \B 2 be finite: Then A\B 2 is finite as well, hence, B 1 ∩B 2 ⊇ A∩B 2 = A\(A\B 2 ) is infinite since A is infinite. In particular, the intersection is non-empty.
Using that G contains all sets with finite complement, it follows from [Jec06, Lemma 7.2 (iii)], [Jec06, Theorem 7.5] and the subsequent remark therein that there exists a non-principal ultrafilter ω such that ω(X) = 1 for all X ∈ G. In particular, ω(A) = 1.
Given a bounded sequence of real numbers, a non-principal ultrafilter provides a kind of 'limit'. In fact, these 'limits' are accumulation points and non-principal ultrafilters pick out convergent subsequences.
Lemma 3.3 ([BH99, Lemma I.5.49]). Let ω be a non-principal ultrafilter on N. For every bounded sequence of real numbers (a i ) i∈N there exists a unique real number l ∈ R such that ω({i ∈ N | |a i − l| < ε}) = 1 for every ε > 0. Denote this l by lim ω a i .
Lemma 3.4. If ω is a non-principal ultrafilter on N and (a i ) i∈N a bounded sequence of real numbers, then lim ω a i is an accumulation point of (a i ) i∈N . Moreover, there exists a subsequence (a i j ) j∈N converging to lim ω a i such that ω({i j | j ∈ N}) = 1.
Conversely, if (a i ) i∈N is a bounded sequence of real numbers and a ∈ R any accumulation point, then there exists a non-principal ultrafilter ω on N such that a = lim ω a i .
Proof. Let (a i ) i∈N be any bounded sequence of real numbers.
First, fix a non-principal ultrafilter ω, let a := lim ω a i and
for ε > 0. By definition, ω(A ε ) = 1; in particular, A ε has infinitely many elements. Thus, a is an accumulation point. Next, prove that there exists I ⊆ N with ω(I) = 1 such that the subsequence (a i ) i∈I converges to a. Assume this is not the case, i.e. every I ⊆ N satisfies ω(I) = 0 or (a i ) i∈I does not converge to a. Since ω(N) = 1, (a i ) i∈N does not converge to a. Hence, there exists ε > 0 such that A ε is finite. In particular, ω(A ε ) = 0 and this is a contradiction. Now let J ⊆ N be a set of indices such that ω(J) = 1 and the subsequence (a j ) j∈J converges to a. By Lemma 3.2, there exists a non-principal ultrafilter ω such that ω(J) = 1. By the first part, there exists a subsequence of indices I ⊆ N with ω(I) = 1 and a j → lim ω a i as j → ∞ for j ∈ I. Now ω(I ∩J) = 1 and both a j → a and a j → lim ω a i as j → ∞ for j ∈ I ∩ J. This proves a = lim ω a i .
An immediate consequence of the above lemma is the following: Given two bounded sequences of real numbers, investigating sublimits coming from a common subsequence and investigating the 'limits' with respect to the same non-principal ultrafilter is the same. In particular, I ∩ J has ω-measure 1. Hence, it is infinite and provides a common subsequence which satisfies the claim. b) This follows directly from the second part of Lemma 3.4 since the nonprincipal ultrafilter constructed there depends only on the indices of the convergent subsequence.
Corollary 3.6. Let (a i ) i∈N and (b i ) i∈N be bounded sequences of real numbers.
Proof. Observe that Lemma 3.5 holds not only for two but finitely many sequences for real numbers. Applying this and the corresponding statements for limits of sequences of real numbers implies the claim.
An ultralimit is a 'limit space' assigned to a (pointed) sequence of metric spaces by using a non-principal ultrafilter. The construction of this ultralimit is related to Gromov-Hausdorff convergence in the sense that such a limit space is a sublimit in the pointed Gromov-Hausdorff sense. On the other hand, given any sublimit in the pointed Gromov-Hausdorff sense, there exists a non-principal ultrafilter such that the corresponding ultralimit is exactly this sublimit. This fact can be extended to a similar statement about finitely many different sequences and corresponding sublimits coming from a common subsequence.
Definition 3.7 ([BH99, Definition I.5.50]). Let ω be a non-principal ultrafilter on N, (X i , d i , p i ), i ∈ N, be pointed metric spaces and
Remark. Let ω be a non-principal ultrafilter on N, (X i , d i , p i ), i ∈ N, be pointed metric spaces and
Since the metric is the same on both X i and Y i and since the equivalence classes are only defined by using the ultrafilter and the metric, Y ω ⊆ X ω .
With the same argumentation, the metric coincides: In order to prove the correspondence of sublimits and ultralimits, first, compact metric spaces are investigated.
Proposition 3.9. Let ω be a non-principal ultrafilter on N and (X i , d i , p i ), i ∈ N, be pointed compact metric spaces with compact ultralimit (X ω , d ω ) and define p ω := [(p i ) i∈N ] ∈ X ω . Then lim ω d GH ((X i , p i ), (X ω , p ω )) = 0.
Proof. The statement will be proven by using ε-nets: First, finite ε-nets in X i will be fixed and it will be proven that their ultralimit is a finite ε-net in X ω . Then the Gromov-Hausdorff distance of these nets will be estimated. Finally, using the triangle inequality and ε → 0 prove the claim.
Fix ε > 0. For every i ∈ N, fix a finite ε-net A ε i = {a 1 i , . . . , a This proves that A ε ω is an ε-net in X ω . It remains to prove that A ε ω is finite: Assume it is not. Then p∈A ε ω B ε (p) is an open cover of X ω , and thus, has a finite subcover X ω = k j=1 B ε (q j ) with q j ∈ A ε ω . Hence, for any q ∈ A ε ω \ {q 1 , . . . , q k } there exists q j such that q ∈ B ε (q j ). This is a contradiction to d ω (q, q j ) ≥ ε.
Let n ω < ∞ denote the cardinality of A ε ω and I := {i ∈ N | n i = n ω } be those indices such that A ε i and A ε ω have the same cardinality. Then ω(I) = 1: Similarly, for all 1 ≤ j ≤ n ω , let Applying this general statement, for fixed i ∈ I and ε > 0,
In particular, lim ω d GH ((X i , p i ), (X ω , p ω )) ≤ 2 ε. Since this holds for all ε > 0, lim ω d GH ((X i , p i ), (X ω , p ω )) = 0.
Corollary 3.10. Let ω be a non-principal ultrafilter on N. If the ultralimit of compact metric spaces is compact, it is a sublimit in the pointed Gromov-Hausdorff sense which comes from a subsequence with index set whose ω-measure is 1. This result now gives a corresponding result for non-compact spaces.
Proposition 3.11. Let ω be a non-principal ultrafilter on N. The ultralimit of a sequence of pointed proper length spaces is a sublimit in the pointed Gromov-Hausdorff sense (which comes from a subsequence with index set of ω-measure 1). Conversely, the sublimit of a sequence of pointed proper length spaces in the pointed Gromov-Hausdorff sense is the ultralimit with respect to a nonprincipal ultrafilter.
Proof. Let (X i , d i , p i ), i ∈ N, be pointed proper length spaces, (X ω , d ω ) the corresponding ultralimit and p ω := [(p i ) i∈N ] ∈ X ω . First it will be shown that an r-ball in the ultralimit is the ultralimit of r-balls. Then applying the corresponding statement for compact sets proves the claim.
For r > 0, let X r ω ⊆ X ω denote the ultralimit of (B X i r (p i ), d i , p i ). This is a closed subset of X ω : First, observe As for bounded sequences of real numbers, investigating sublimits coming from the same subsequence is the same as investigating ultralimits. Proof. Using Proposition 3.11, the proof can be done completely analogously to the one of Lemma 3.5.
