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Abstract
This PhD. dissertation presents a multidisciplinary work, which involves the development of
different novel formulations applied to the accurate and efficient analysis of a wide variety of new
structures, devices, and phenomena at the microwave frequency region. The objectives of the present
work can be divided into three main research lines:
1. The first research line is devoted to the Green’s function analysis of multilayered enclosures
with convex arbitrarily-shaped cross section. For this purpose, three accurate spatial-domain
formulations are developed at the Green’s functions level. These techniques are then efficiently
incorporated into a mixed-potential integral equation framework, which allows the fast and
accurate analysis of multilayered printed circuits in shielded enclosures. The study of multi-
layered shielded circuits has lead to the development of the novel hybrid waveguide-microstrip
filter technology, which is light, compact, low-loss and presents important advantages for the
space industry.
2. The second research line is related to the impulse-regime study of metamaterial-based compos-
ite right/left-handed (CRLH) structures and the subsequent theoretical and practical demon-
stration of several novel optically-inspired phenomena and applications at microwaves, in
both, the guided and the radiative region. This study allows the development of new devices
for ultra wide band and high data-rate communications systems. Besides, this research line
also deals with the simple and accurate characterization of CRLH leaky-wave antennas using
transmission line theory.
3. The third and last research line presents a novel CRLH parallel-plate waveguide leaky-wave
antenna structure, and a rigorous iterative modal-based technique for its fast and complete
characterization, including a systematic calculation of the antenna physical dimensions.
It is important to point out that all the theoretical developments and novel structures presented
in this work have been numerically confirmed, by the use of both, home-made software and commer-





En esta tesis doctoral se presenta un trabajo multidisciplinar, en el que se han desarrollado una
serie de formulaciones matemáticas aplicadas al análisis eficiente y riguroso de diversas estructuras,
dispositivos y fenómenos físicos en el rango frecuencial de las microondas. Los objetivos que se
enmarcan dentro de esta tesis se pueden dividir en tres líneas de investigación diferentes:
1. La primera línea de investigación trata sobre el cálculo de la función de Green de estructuras
cerradas multicapa que presenten una sección transversa con geometría convexa arbitraria.
Para ello, se han desarrollado tres novedosas técnicas, que han sido formuladas en el dominio
espacial. Posteriormente, las funciones de Green obtenidas han sido incluidas dentro de la téc-
nica de la ecuación integral de los potenciales mixtos, para un análisis muy rápido y preciso
de circuitos multicapa que se encuentren en una cavidad cerrada. Además, el estudio de cir-
cuitos encapsulados multicapa ha permitido el desarrollo de la novedosa tecnología híbrida
guia onda-microtira, que presenta importantes ventajas como son su reducido peso, estructura
compacta y bajas pérdidas, lo que la hacen una candidata ideal para la industria espacial.
2. La segunda línea de investigación está relacionada con el estudio del comportamiento de líneas
de transmisión diestras-zurdas cuando son excitadas por pulsos temporales y la posterior de-
mostración teórica y práctica de una serie de fenómenos físicos y aplicaciones, que son comunes
en el campo de la óptica, y que han sido trasladados al dominio frecuencial de las microondas.
Este estudio ha permitido el desarrollo de nuevos dispositivos para aplicaciones de banda an-
cha ó sistemas de comunicación que requieran de una alta transferencia de datos. Además, esta
línea de investigación presenta novedosos métodos para la caracterización y posterior análisis
de antenas de onda de fuga diestra-zurda, usando la teoría de líneas de transmisión.
3. La tercera y última línea de investigación presenta una novedosa antena de fuga, que está
basada en líneas de transmisión diestras-zurdas implementadas mediante una estructura de
placas paralelas. Además, se presenta un nuevo método modal iterativo que permite un análi-
sis rápido, preciso y eficiente de este tipo de estructuras, incluyendo la obtención sistemática
de las dimensiones físicas de la antena que se requieren para conseguir un determinado com-
portamiento.
Finalmente, destacar que tanto las formulaciones y desarrollos teóricos propuestos como las
nuevas estructuras presentadas en esta tesis han sido validadas de forma numérica, empleando soft-
ware propio y paquetes comerciales de onda completa, y de forma experimental, usando medidas
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Chapter 1
Introduction
1.1 Motivation and Objectives
The analysis and design of microwave and millimeter wave circuits and antennas is a funda-
mental step in modern communication systems, such as satellite [Pratt et al., 2002], [Roddy, 2006] or
ground mobile communications [Schwartz, 2005]. This task can be faced using several approaches.
One interesting possibility is to solve Maxwell’s equations [Maxwell, 1865], [Harman, 1995] us-
ing some kind of full-wave commercial software, which usually employs methods such as
FEM (Finite Elements Method) [Jin and Volakis, 1991], FDTD (Finite Differences Time Domain)
[Taflove and Hagness, 2005] or closed packed formulations based on the IE (Integral Equation) tech-
nique solved by the MoM (method of moments) [Harrington, 1968], [Mosig, 1989], just to mention a
few of them. This will allow to the user the design and posterior fabrication of almost any desired
microwave device. However, this option has also some drawbacks. In first place, the use of general
full-wave software leads to very high computational times, because this type of software is generic
and does not consider the particular features of the structure under consideration. Furthermore,
these full-wave simulations do not provide any physical insight, in the sense of a mathematical for-
mulation which can explain the physical phenomena observed. Therefore, sometimes it turns out to
be difficult to obtain an optimized solution and to fully understand it, and much more complicated,
to propose novel alternatives or approaches to handle a given problem.
Another possibility is to explore Maxwell’s equations using some particular technique, adapted
to the structure or phenomena under consideration. One possibility here is to use the integral equa-
tion method [Mosig, 1989], usually solved by the method of moments [Harrington, 1968]. In this
case, the Green’s function (or impulse response) [Barton, 1989b] related to the medium (or structure)
under analysis is required. Once the Green’s functions are known, the deep-insight physics of the
problem are revealed. Therefore, it is much easier to fully understand the problem, analyze different
solutions and even propose novel approaches to solve it. Furthermore, novel phenomena or effects
related to materials, wave propagation, leaky-wave radiation, dispersion, or even transposed from
other domains (such as optics) can easily be investigated once their associated Green’s functions are
known. However, this approach has also some drawbacks. First, it is much more complicated to de-
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velop a novel theory particularized to a specific problem than using a commercial software. Second,
the theory proposed must be programmed into a computer, in order to obtain the desired solution.
And third, this solution must be validated, against full-wave simulation results or measurements, in
order to be completely sure about the accuracy of the propose techniques.
In this context, this PhD thesis presents a multidisciplinary work, which involves the develop-
ment of different novel formulations (mostly based on integral equations, but also with components
of mode matching [Marcuvitz, 1964], time-domain transmission line approaches, etc). The main ob-
jective of the proposed formulations is to be very accurate and efficient in the analysis of different
structures at the microwave and millimeter wave frequency regions. Then, these formulations are
applied to the deep analysis and quick design of a very wide range of novel devices, applica-
tions and phenomena (such as hybrid waveguide-microstrip technology for space filters, optically-
inspired phenomena at microwaves using metamaterials, leaky-wave antennas, etc.) which may find
direct use, for instance, in current ultra wide band (UWB) devices, high data-rate communication
systems or the demanding space industry. Thereby, this PhD thesis has both, a strong theoretical and
practical components, because most of the devices and phenomena proposed have been fabricated and exper-
imentally verified. For a simpler comprehension, the objectives of this PhD dissertation are divided
into three main research lines:
1. The first research line is devoted to the computation of Green’s functions associated to mul-
tilayered cavities with arbitrarily-shaped cross sections and the proposal of novel filtering
structures. The first objective is the accurate and fast analysis of multilayered circuits in shielded
enclosures using a mixed-potential integral equation approach. The idea is to solve the problems and
limitations that the current full-wave solvers present when analyzing this type of structures.
The second main objective is the development of novel filtering technologies with specific benefits for
the space industry. For this purpose, the novel hybrid waveguide-microstrip filter technology (which
is light, compact and low-loss) has been proposed, analyzed and fully demonstrated.
2. The second research line is related to the impulse-regime analysis of composite right/left-
handed (CRLH) structures [Caloz and Itoh, 2005] and the subsequent theoretical and prac-
tical demonstration of several novel optically-inspired phenomena and applications at mi-
crowaves, in both, the guided and the radiative region. The main objective here is the transpo-
sition of phenomena and applications from the optics domain to the microwave regime, taking
advantage of the metamaterials properties, to develop novel devices for UWB and high data-
rate communications systems. Besides, another important objective of this line is the accurate
and simple characterization of current state-of-the-art CRLH leaky-wave antennas (LWAs).
3. The third and last research line proposes a novel CRLH parallel-plate waveguide (PPW) leaky-
wave antenna and a rigorous iterative modal-based technique for its fast and complete char-
acterization, including the systematic calculation of the antenna physical dimensions. The
objective here is twofold. First, the development of a novel CRLH LWA structure able to pro-
vide advantages over current state of the art antennas, specially concerning the control of the
antenna radiation losses. And second, the development of a self-consistent technique able to
completely characterize the proposed antenna and especially, to automatically derive the antenna
physical dimensions without requiring the use of commercial full-wave software.
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This PhD. thesis has financially been supported by the Spanish National Grant FPU ("Formacion
Profesado Universitario"), with reference AP2006 − 015. The work has been developed within the
framework of the GEAT group ("Grupo de Electromagnetismo Aplicado a las Telecomunicaciones",
in Spanish) headquartered at the Technical University of Cartagena (UPCT). The GEAT group,
leaded by Prof. Alejandro Alvarez-Melcon (main supervisor of this thesis), has ample technical
and scientific experience for about 20 years, and it has been very active in the last few years. The
main research lines of this young research group are integral equation formulations (IE) [Mosig, 1989]
solved by the method of moments (MoM) [Harrington, 1968], Green’s functions analysis of dif-
ferent structures and media [Álvarez Melcón and Mosig, 2000], [Mosig and Álvarez Melcón, 2003],
[Álvarez Melcón et al., 1999], filter theory, synthesis and practical design [Guglielmi et al., 1992],
[Cañete-Rebenaque et al., 2004], [Martínez-Mendoza et al., 2008], and leaky-wave anten-
nas [Gomez-Tornero et al., 2005], [Gomez-Tornero et al., 2006b], [García-Vigueras et al., 2010],
[Garcia-Vigueras et al., 2011] among others. Therefore, it provides an excellent research environment,
with special emphasis in theoretical work. Specifically, the group has a strong background on
Green’s functions computation related to shielded enclosures [Álvarez Melcón and Mosig, 2000],
[Gomez-Tornero and Alvarez-Melcon, 2004], [Quesada Pereira et al., 2005a] which constitutes one of
the main research lines of this thesis.
Besides, for the successful development of this multidisciplinary work, which includes
Green’s functions analysis, leaky-wave antennas, metamaterials, optically-inspired phenomena
and phased-array theory among other fields, it has been of extreme importance the collaboration
with world leading research groups. This collaboration, which has been possible thanks to the
financial support for international stages provided by the Spanish FPU fellowship, has allowed
to learn and take advantage of the know-how, theoretical background, fabrication facilities and
expertise from these international research groups. In first place, in order to fully understand the
recently developed metamaterial concepts [Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005],
[Marques et al., 2008], a close collaboration with the ETA (Electromagnetic Theory and Appli-
cation) research group, leaded by Prof. Christophe Caloz (co-supervisor of this PhD thesis)
and headquartered at the Poly-Grames deparment in the Ecole Polytechnique de Montreal, has
been established. Prof. Caloz’s group is known to be a leading research group in the field of mi-
crowave metamaterials, with key and fundamental contributions in this area [Caloz and Itoh, 2005].
Furthermore, the group activities extend well beyond, covering most of the fields of theoretical, com-
putational and technological electromagnetics engineering, with strong emphasis on emergent and
multidisciplinary topics [Gómez-Díaz et al., 2009d], [Gupta et al., 2009a], [Kodera and Caloz, 2009],
[Carignan et al., 2009]. As part of this collaboration agreement, I carried out a research stage of one
year (from November 2007 to November 2008) at Ecole Polytechnique of Montreal. This has allowed
a deep study in the metamaterial nature, providing a fundamental link between optics phenomena
and microwaves [Gómez-Díaz et al., 2008a], [Gómez-Díaz et al., 2009b].
In addition, in order to complete the study on leaky-wave antennas [Oliner and Jackson, 2007],
[Bertuch, 2007], electromagnetic band-gap (EBG) [Rahmat-Samii and Mosallaei, 2001],
[Bertuch, 2006] and phased-array theory [Bhattacharyya, 2006], an important collaboration with the
Fraunhofer Institute for High Frequency Physics and Radar Techniques (Fraunhofer FHR), which
is heartquarted at Wachtberg (Germany), has been settled. This center is known to be a world
leader in radar technology, with emphasis on electromagnetic modeling, microwave devices, anten-
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nas and sensors. Besides, the FHR Institute counts with an impressive number of technical facilities,
with equipment able to fabricate and measure devices working at very high frequencies (Terahertz).
As a part of this collaboration, I carried out a research stage of six months (from September 2009
to March 2010) at this Institute, under the valuable supervision of Dr. Thomas Bertuch. This has
allowed an exhaustive study of phased-array and leaky-wave antennas, and has led to the analysis,
design and fabrication of a new type of metamaterial-based parallel-plate waveguide leaky-wave
antenna [Gómez-Díaz et al., 2010a], [Gómez-Díaz et al., 2011a], [Gómez-Díaz et al., 2011b].
The importance of the aforementioned international collaborations with respect to this PhD the-
sis is two fold. First, it has allowed the development of novel electromagnetic theories and formula-
tions [Gómez-Díaz et al., 2008a], [Gómez-Díaz et al., 2009e], [Gómez-Díaz et al., 2011a] for the analy-
sis and design of microwave devices and antennas, taking advantage of the know-how of various
research groups and combining different technical approaches. Furthermore, it has also provided
the adequate framework to find important links between optics phenomena and microwaves using
the dispersive behavior of metamaterials [Gómez-Díaz et al., 2009b]. This first step is fundamental in
order to carry out a multidisciplinary, both theoretical and practical, research project as presented
in this thesis. Second, it has allowed to take advantage of the huge fabrication facilities of these in-
ternational research centers. Therefore, most of the formulations, devices and phenomena which
have been derived in this work have been experimentally validated and confirmed.
1.2 Description and Organization of the Work
This section defines the general context of the present work, the contest of the chapters included
in this thesis and how the techniques and concepts developed are placed regarding to the current
state of the art. However, due to the wide variety of topics treated, an extensive literature overview
is omitted here, and each chapter includes a brief review of the state of the art related to the materials
presented in it.
The first research line, related to multilayered shielded Green’s functions, analysis of shielded
microwave circuits and filtering structures, is developed in Chapter 2 and in Chapter 3. The use
of shielded enclosures is widely extended in the microwave community (see Fig. 1.1), in order
to provide physical support to several devices, avoid unwanted radiation or to obtain immunity
against electromagnetic interferences, among other reasons. However, the enclosure produces im-
portant electromagnetic effects that must be rigorously considered [Dunleavy and Katehi, 1988b]
when analyzing or designing a device. For this analysis, general full-wave methods (such as FDTD
[Taflove and Hagness, 2005] or FEM [Jin, 1993]) may be applied. The main problem of such ap-
proaches is that they require to mesh the whole cavity, including dielectrics and printed circuits
[which is not always easy, due to dimensions difference between the printed circuits (usually small)
and the cavity (which may be big)], leading to large execution times. Furthermore, these methods
do not provide any physical insight about the cavity response or influence. Another interesting
option is to solve this problem using an integral equation formulation [Mosig, 1989] solved by the
method of method of moments [Harrington, 1968]. In this case, only the printed circuit must be
meshed, leading to faster analysis. However, it is required to obtain the Green’s functions (or impulse-
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(a) (b)
Figure 1.1 – Example of multilayered shielded microwave filters [Cañete-Rebenaque et al., 2011].
(a) Dual-band filter. (b) Pseudo-elliptic filter.
response) related to the multilayered cavity, which is not an easy task. This problem can be formulated
either in the spatial domain [Livernois and Katehi, 1989], [Álvarez Melcón and Mosig, 2000] (where
the Green’s function as expressed as extremely slowly-convergent sum of infinite images) or in the
spectral domain [Eleftheriades et al., 1996], [Álvarez Melcón et al., 1999] (which may have conver-
gence problems in some cases, as a function of the cavity and printed circuit dimensions). Besides,
these associated Green’s functions have only been solved for canonical multilayered geometries, as
the rectangular [Álvarez Melcón and Mosig, 2000] or circular [Zavosh and Aberle, 1995].
In this context, Chapter 2 first review the standard techniques (in the spectral and in the spatial
domain) found in the literature for the computation of the mixed-potential Green’s functions associ-
ated to free-space, layered media of infinite transverse dimensions and boxed stratified enclosures.
Note that along this work, I employ mixed-potential Green’s functions due to their simpler expres-
sions and weaker singularities as compared to the Green’s functions related to the fields.
Then, the chapter presents in detail a fast-convergent spatial domain approach, based
on the work introduced by Prof. Alvarez-Melcon in [Alvarez-Melcon and Mosig, 1999] and in
[Quesada Pereira et al., 2005a], for the Green’s functions analysis of convex arbitrarily-shaped mul-
tilayered cavities [Gómez-Díaz et al., 2008c]. The method is based on the use of auxiliary spatial
charges or dipoles (spatial images or sources), located outside the cavity under analysis, to impose
the boundary conditions for the potentials at discrete points along the cavity contour. Next, the
formulation presented is modified, for the case of rectangular enclosures, by using a set of contin-
uous auxiliary sources, which impose boundary conditions along the whole cavity perimeter. This
modification provides a total control on the error committed on the Green’s functions calculation, allowing to
reduce it to arbitrarily small values. Furthermore, the technique is combined with the use of dynamic
ground planes, which leads to mirror spatial images. The use of this method perfectly imposes
boundary conditions for the potential on two of the cavity walls, and completely removes any nu-
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merical instability provided by the singular behavior of the point source[Gómez-Díaz et al., 2011d].
Besides, this chapter also includes another spatial-domain method for the rigorous computa-
tion of multilayered Green’s functions of cavities with triangular right-isosceles cross section
[Gómez-Díaz et al., 2009e]. The technique is based on image theory, and expresses the triangular-
shaped Green’s functions as a linear combination of boxed Green’s functions. Finally, note that, for
the sake of validation, the chapter includes many results, such as resonant frequencies of poten-
tial pattern distributions, related to the Green’s functions analysis of different multilayered cavities.
These results are validated using data obtained by commercial full-wave software.
Chapter 3 introduces the mixed-potential integral equation (MPIE), solved by the method of mo-
ments, for the analysis of microwave circuits (as these shown in Fig. 1.1). First, the MPIE formulation
and procedure [Mosig, 1989] is introduced and explained in detail. Then, the basic steps of the ap-
proach are gathered and presented in a organized way, including the geometrical discretizacion of
the structure under analysis, Green’s functions computation, filling of the MoM matrix, definition
of the excitation vectors and the recovering of the system equivalent parameters associated to the
structure under analysis.
Usually, the analysis of multilayered shielded circuits using an MPIE approach leads to very high
computational times. This is basically due to the slow-convergent behavior of the series arising in the
traditional computation of multilayered boxed Green’s functions. Even though several approaches
have been proposed to increase the efficiency of these series (see [Brezinski and Zaglia, 1991],
[Kinayman and Aksum, 1995], [Park et al., 1998], [Park and Nam, 1998], [Gentili et al., 1997] or
[Pérez-Soler et al., 2008]), the analysis of shielded circuits is still very time-consuming. In order
to overcome this important drawback, Chapter 3 proposes two novel methods for the efficient
implementation of the spatial images technique, which provides the shielded Green’s functions,
into the mixed-potential integral equation framework. The first method is based on interpolation (see
[Gómez-Díaz et al., 2008b]), but the idea is not to interpolate the Green’s functions, which have fast
variations and strong singularities, but to do this interpolation in an upper abstraction layer, i.e., interpo-
lating the complex values of the charge and dipole spatial images. This allows to a great reduction of the
computational cost required by the method. The second novel approach proposed in this chapter exploits
the fact that the Green’s functions computed by the spatial images technique are naturally separated in two
parts, source and image contributions. Using these features, two MoM matrixes are computed sepa-
rately. The first one contains the singular behavior of the Green’s functions and can be evaluated fast
using efficient numerical techniques for the computation of the Sommerfeld transformation. The sec-
ond one contains the contribution of the images, and due to the smooth behavior observed, it can be
computed with very limited computational effort (see [Gómez-Díaz et al., 2008c]). This novel method
drastically reduces the computational cost required to the analysis of practical shielded microwave devices.
The careful study of multilayered cavities and the analysis of circuits placed therein, has led to
the development of the novel hybrid waveguide-microstrip filter technology. This filter technol-
ogy combines one resonance, provided by the multilayered cavity (with a specific configuration),
with N microstrip resonators, leading to an N + 1 order filter. The proposed technology is light, compact,
low-lossy, uses the filter package as part of the filter, and allows to implement transversal topologies. Besides,
a survey is presented for the design of this type of filters. The novel technology proposed is fully
validated by using full-wave simulation results and measurements.
Finally, Chapter 3 also presents a collection of microwave shielded filters analyzed (and in some
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(a)
(b)
Figure 1.2 – Example of CRLH transmission lines. (a) Microstrip technology
[Caloz and Itoh, 2005]. (b) MIM (Metal Insulator Metal) technology
[Abielmona et al., 2007].
cases, also designed) using the proposed techniques. The collection includes examples of the novel
hybrid waveguide-microstrip technology, coupled-line filters, and broadside-coupled filters, among
others. The comparison of the results obtained against full-wave simulations data , from commer-
cial packages, and measured results, from fabricated prototypes, fully confirms the accuracy and
efficiency of the proposed methods.
The second research line is developed in Chapter 4 and in Chapter 5. This line is
mainly related to the impulse-regime analysis of composite right/left-handed (CRLH) struc-
tures and the subsequent theoretical and practical demonstration of several novel optically-
inspired phenomena and applications at microwaves, in both, the guided and the radia-
tive region. In the current microwave state of the art, metamaterials [Caloz and Itoh, 2005],
[Eleftheriades and Balmain, 2005], [Marques et al., 2008] have provided novel concepts, phenom-
ena and applications (such as backfire to endfire leaky-wave antennas [Liu et al., 2002], couplers
[Nguyen and Caloz, 2007a], [Jarauta et al., 2004], power-dividers [Islam and Eleftheriades, 2008a],
phase-shifters [Antoniades and Eleftheriades, 2003a], [Siso et al., 2007], or dual band components
[Lin et al., 2004], [Eleftheriades, 2007b], among many others). At microwaves, metamaterials have
usually been implemented in planar technology using composite right/left-handed transmission
lines (see [Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005] and Fig. 1.2), which is a non-
resonant approach. Another common implementation is based on split-ring and complementary
split-ring resonators [Marques et al., 2008], which is a resonant-type approach. It is interesting to
note that this latter implementation can lead to the former, as has recently been demonstrated in
[Duran-Sindreu et al., 2009]. Most of the applications and phenomena of metamaterials (as the pre-
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viously described) have only been reported in the harmonic regime. However, the recent emergence of
UWB systems [Ghavami et al., 2007] has created a need for novel microwave concepts, phenomena and direct
applications in the impulse-regime. Metamaterial-based CRLH transmission lines[Caloz and Itoh, 2005],
which are broadband and highly dispersive in nature, may provide novel and original solutions in
this field. The control of these dispersive properties leads to the dispersion engineering concept, i.e. the
phase shaping of electromagnetic waves to process signals in an analog fashion [Gupta and Caloz, 2009].
In this context, Chapter 4 first presents a detailed survey of "metamaterials": origins, devel-
opment, current state of the art, and practical applications. Specifically, an overview of both,
bulky and planar, metamaterials is given. Besides, a distinction between the resonant and non-
resonant approaches for the design of this type of structures is provided, clearly indicating the
main advantages and drawbacks of each alternative. Then, the chapter reviews the state of
the art of composite right/left-handed transmission lines. These structures, introduced simul-
taneously and independently in 2002 by three different research groups (see [Caloz et al., 2002],
[Iyer and Eleftheriades, 2002] and [Oliner, 2002]) are based on the periodic loading of a host trans-
mission line by inductive and capacitative elements. This approach is inherently non-resonant, and
consequently, low-lossy. One of the main advantages of CRLH TLs is their easy practical imple-
mentation using planar technology (such us microstrip, coplanar waveguide, or coplanar stripline).
Moreover, this chapter also provides master guidelines [Caloz and Itoh, 2005] for the analysis and
design of this type of metamaterial-based transmission lines, and overviews the main CRLH TLs ap-
plications in both, the guided and the radiative regime.
Then, a novel formulation for the impulse-regime analysis of CRLH structures is proposed.
For this purpose, a closed-form time-domain Green’s functions approach is employed to analyze electrically
thin CRLH transmission lines and leaky-wave antennas . The method is first applied to model pulse prop-
agation along dispersive CRLH media [Gómez-Díaz et al., 2009b]. This includes the specific cases of
uniform and non-uniform CRLH structures, excited by a single input pulse or a periodic train of in-
put pulses. The main advantages of this approach are the unconditional stability and fast computation, due to
the continuous treatment of time, and the insight into the physical phenomena provided by the Green’s func-
tions. Besides, the method is modified to consider pulse propagation along non-linear CRLH lines. In
this case, non-linearity is achieved by loading the CRLH structure with hyper-abrupt diodes, leading
to a new unit-cell definition.
Next, the formulation is further extended to study impulse-regime radiation from CRLH leaky-
wave antennas. First, a new circuital condition for the standard CRLH LWA unit cell is proposed
to achieve, for the first time, a constant radiation rate in the whole space [Gómez-Díaz et al., 2011c].
This condition allows a continuous and smooth transition of the radiation losses from the left-handed
to the right-handed frequency region. Moreover, it also solves the phase fluctuations that tradition-
ally occur around the CRLH transition frequency due to real radiation losses. Second, a novel sim-
ple theory is given for the harmonic characterization of leaky-wave antennas. The theory, which
expresses leaky radiation as a function of the currents flowing on each conductor of the transmission line, pro-
vides a fundamental explanation about leaky-wave antennas, in connection with transmission lines.
And third, all the previous developments are combined with the time-domain Green’s functions
approach previously presented, to efficiently and accurately characterize CRLH LWAs excited by
temporal pulses [Gómez-Díaz et al., 2010b]. Due to the spectral-spatial decomposition property of
LWAs [Gupta et al., 2009a], each frequency component of the input signal is radiated to a particu-
lar space position, where the time-dependent field evolution can efficiently been retrieved using the
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proposed formulation. A single CRLH LWAs and an array of CRLH LWAs (leading to pencil beam
pattern) is studied in deep, showing their behavior when excited by different (chirp) modulated in-
put signals.
In Chapter 5, the formulation previously explained is applied to the development of novel
phenomena and applications in the microwave domain, most of them transported from op-
tics [Saleh and Teich, 2007]. The idea is to exploit the dispersive properties of CRLH TLs (either
group velocity or the group velocity dispersion) to obtain these phenomena. The use of the for-
mulations presented in Chapter 4 is essential, because they allow a fast and accurate analysis of the disper-
sive structures, whereas the use of commercial full-wave software is extremely time-consuming. Further-
more, the practical demonstration (using fabricated prototypes) of the novel phenomena also val-
idates the new theory developed. The novel phenomena and applications presented in this chap-
ter are: (a) phenomenology of pulse propagation on dispersive CRLH media [Gómez-Díaz et al., 2009b],
(b) pulse compression [Gómez-Díaz et al., 2009b], (c) temporal Talbot effect [Gómez-Díaz et al., 2009b],
(d) broadband resonator [Gómez-Díaz et al., 2009a], (e) nonlinear effects and automatically balance of
CRLH lines [Gómez-Díaz et al., 2009c], [Gómez-Díaz et al., 2010b], (f) real time spectrogram analyzer
(RTSA) system [Gupta et al., 2009a] [Gómez-Díaz et al., 2010b], (g) frequency-resolve electrical gating
(FREG) system [Gupta et al., 2009b] and (h) spatio-temporal Talbot effect [Gómez-Díaz et al., 2008a]
[Gómez-Díaz et al., 2009d]. Initially, a careful mathematical development is proposed to explain
all phenomena/applications. For this purpose, an optical approach has usually been employed
[Saleh and Teich, 2007]. Then, a rigorous full-wave validation of all phenomena/applications (us-
ing the proposed theory and additional commercial software) is presented. Finally, measurements
are also included to fully demonstrate most of the proposed phenomena and applications. It is
important to point out that the proposed optically-insipired phenomena/applications are totally
original and novel at microwaves, and some of the proposed effects have never been observed be-
fore (as, for instance, the spatio-temporal Talbot effect [Gómez-Díaz et al., 2009d]).
The analogy between the proposed phenomena and applications at microwaves and their cor-
responded counterpart at optics [Saleh and Teich, 2007] is deduced from the dispersive properties
of a CRLH structure . Specifically, in the guided mode there is a clear parallelism between the disper-
sive behavior of a CRLH line and an optical component, which is inherently dispersive (for instance,
an optical fiber [Saleh and Teich, 2007]). Therefore, optical phenomena can be easily reproduced at
microwaves. In the radiative mode, the beam scanning law of the CRLH LWA is analog to a diffraction
grating where different spectral components are radiated (or diffracted) at different angles causing
spatial dispersion. Besides, note that the dispersive engineering approach has provided a huge number of
novel phenomena and applications at microwaves, with direct impact on current and future UWB systems.
Finally, the third research line proposes a novel CRLH parallel-plate waveguide (PPW) leaky-
wave antenna and a rigorous iterative modal-based technique for its fast and complete character-
ization, including the systematic calculation of the antenna physical dimensions. Backward to
forward regular leaky-wave antennas [Oliner and Jackson, 2007] are usually designed to operate in
the first space harmonic (ν = −1) while metamaterial leaky-wave antennas [Caloz and Itoh, 2005]
operates in the fundamental mode (ν = 0). The main advantage of the latter is that it is usually
compact, light, and mainly, it is able to scan the whole space (from backfire to endfire, including the
broadside direction [Liu et al., 2002]). In order to analyze these types of antennas, circuit models are
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(a) (b)
Figure 1.3 – Example of leaky-wave antennas. (a) Hybrid dielectric-waveguide LWA
[Gomez-Tornero et al., 2006a]. (b) Proposed parallel-plate waveguide composite
right/left-handed LWA [Gómez-Díaz et al., 2011b].
usually employed (see [Caloz and Itoh, 2005] and [Eleftheriades and Balmain, 2005]). These mod-
els are able to accurately represent the antenna dispersive behavior [i.e. the phase constant β(ω)]
but they have difficulties to characterize the amount of radiated power [i.e. leaky rate α(ω)] (on
the contrary as other type of LWAs (see Fig. 1.3a), where this radiation rate can easily be obtained
[Gomez-Tornero et al., 2006b]). Therefore, the radiation characteristics of the antenna cannot com-
pletely be determined with these methods. This is an important limitation of the existing techniques,
because the control of the attenuation factor is fundamental for the design of real-life antennas. In
addition, a considerable number of very time-consuming full-wave simulations are usually required
for the design of balanced CRLH LWAs . This makes the CRLH LWA design procedure a tedious
task.
This line is developed in Chapter 6, which first proposes a novel CRLH leaky-wave antenna
(see Fig. 1.3b). The new structure is composed of a loaded parallel-plate waveguide (PPW). The
loading is achieved by using via-holes and slots. In order to successfully analyze the antenna, a novel
dispersive unit-cell circuit is introduced. This circuit model is able to completely characterize the an-
tenna as a function of frequency, including scattering parameters, radiation angle and losses, and
radiation patterns, among all antenna features. Then, to accurately obtain the dispersive parame-
ters of the model, an iteratively-refined modal analysis, based on phased-array theory, is applied.
The method combines a mode-matching technique [Marcuvitz, 1964] with periodic radiating boundary con-
ditions, using Floquet’s theorem. The proposed analysis is able to automatically derive the antenna
physical dimensions in seconds, without the need to use extremely time-consuming full-wave sim-
ulations, leading to a very quick design. Furthermore, the radiation characteristics of this type of anten-
nas are also investigated in deep, and a novel formulation for the radiated far-field computation is presented.
The frequency-dependent technique is based on an array factor approach of equivalent magnetic
sources, accurately retrieve the 1D and 2D radiated electric field, and allows to compute other im-
portant quantities related to the antenna, such us radiation patterns, −3dB beam width, directivity,
gain, etc. (see [Stutzman and Thiele, 1998]). The formulation inherently takes into account the mu-
tual coupling between the slots, radiation losses, reactive fields and the fluctuations of the radiated
power with frequency. Very good agreement in the 1D and 2D radiation patterns obtained by the
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proposed formulation and the measured results from a PPW CRLH LWA prototype is found, vali-
dating both, the novel antenna radiating properties and the proposed theory. The proposed CRLH LW
antenna and subsequent deep-insight analysis provide novel, efficient and easy-design solutions to the antenna
community, and it is expected to be ready for practical and commercial applications soon.
1.3 Original Contributions
In the present work there are some concepts and developments that can be considered as orig-
inal or innovative contributions to the microwave community. In addition, there are also some de-
scriptions and numerical developments which have been included to keep the coherence and self-
consistence of the text. The purpose of this section is to briefly list the main original contributions of
this thesis:
Chapter 2 introduces the spatial images technique, applied to Green’s functions analysis of multi-
layered cavities with arbitrarily-shaped cross-section. The main ideas of the technique were
originally introduced by Prof. Alvarez-Melcon in [Alvarez-Melcon and Mosig, 1999], and the
method was then extended for the specific case of cylindrical multilayered enclosures in
[Quesada Pereira et al., 2005a]. The innovation of the present work can be attributed to the
complete reformulation of the technique in order to analyze multilayered cavities with convex
cross-sections. Besides, in the specific case of rectangular multilayered cavities, the method
was further modified by using a set of auxiliary linear sources to impose the potential bound-
ary conditions along the complete cavity perimeter, instead of the use of a discrete set of spatial
images. This important modification changes the discrete nature of the technique, leading to a
completely continuous method with improved accuracy and stabilities features. Another sub-
stantial contribution is the combination of the technique with dynamic ground planes, which
perfectly imposes boundary conditions on two of the rectangular cavity walls, and completely
removes the problems related to the singular behavior of the point source. Finally, this chapter
also introduces a completely novel spatial technique applied to the computation of multilay-
ered Green’s functions associated to cavities with right-isosceles triangular cross section.
Chapter 3 proposes two novel methods for the efficient implementation of the spatial images tech-
nique into a mixed-potential integral equation framework. These methods drastically reduce
the computational cost required for the analysis of practical shielded microwave devices. Be-
sides, this chapter also proposes the new hybrid waveguide-microstrip technology, which com-
bines one resonance, provided by the multilayered cavity, with N microstrip resonators, lead-
ing to a N + 1 order filter. The proposed technology is light, compact, low-lossy, uses the filter
package as part of the filter, and allows to implement transversal topologies. Then, several
hybrid-waveguide microstrip prototypes have been analyzed, designed and fabricated for the
first time, fully demonstrating the usefulness of the proposed technology.
Chapter 4 proposes a time-domain formulation to analyze, for the first time, impulse-regime phe-
nomenology of electrically thin CRLH transmission lines and leaky-wave antennas . In the
guided-regime, the formulation is further extended to consider non-linear phenomena, cor-
rectly modeling the inclusion of varactors in the CRLH unit-cell . In the radiative-regime, a
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new simple circuital condition for the CRLH LWA unit-cell is proposed to achieve, for the first
time, a constant radiation rate in the whole space. Besides, a novel leaky-wave characteriza-
tion, based on contra-directional currents of a simple transmission line is presented. This model
provides an additional and easy explanation to understand the complex radiation process as-
sociated to this type of antennas.
Chapter 5 rigorously study novel microwave phenomena and applications, most of them trans-
ported from optics, exploiting either the group velocity or the group velocity dispersion prop-
erties of CRLH TL. The novel phenomena/applications investigated or proposed are: (a) phe-
nomenology of pulse propagation on dispersive CRLH media, (b) pulse compression, (c) tem-
poral Talbot effect, (d) broadband resonator, (e) nonlinear effects and automatically balance of
CRLH lines , (f) real time spectrogram analyzer (RTSA) system, (g) frequency-resolve electrical
gating (FREG) system, and (h), the spatio-temporal Talbot effect.
Chapter 6 presents the physical structure and the fabrication of a novel CRLH leaky-wave antenna
(see Fig. 1.3b). Besides, a completely novel iterative algorithm, based on a new dispersive unit-
cell circuit model and on mode-matching techniques, is presented for the fast and accurate
design of this type of antennas. Furthermore, the proposed technique allows to obtain the
antenna physical dimensions without requiring additional full-wave simulations, leading to a
very quick design. Finally, the antenna radiated fields are also accurately retrieved by using a
novel array factor approach based on equivalent magnetic linear sources.
For the sake of clarity, a complete list of publications related to the author’s novel contributions
can be found in Appendix F.
Chapter 2
Green’s Functions Analysis of Multilayered
Shielded Enclosures
2.1 Introduction
Green’s functions owe their name to the British mathematician George Green, which published
in 1828 the paper "An Essay on the Application of Mathematical Analysis to the Theories of Elec-
tricity and Magnetism" [Green, 1828]. This work introduced novel mathematical concepts applied to
the analysis of physical and electromagnetic problems. One of his main contributions was the pro-
posal of a new kind of function, which was employed to solve inhomogeneous differential equations
subject to some specific boundary conditions. These functions, called Green’s functions, were later
successfully applied to a wide diversity of disciplines, such as physics, quantum field theory, statis-
tical field theory, electrodynamics theory, etc.
Nowadays, Green’s functions plays an extremely important role in computational elec-
tromagnetics (see, for instance, [Harrington, 1961], [Felsen and Marcuvitz, 1973], [Barton, 1989a],
[Balanis, 1989], [Collin, 1991], [Tai, 1993], [Dudley, 1994] or [Peterson et al., 1998]), and are commonly
applied, together with other mathematical methods, to the analysis and design of microwave and
millimeter-wave circuits and antennas.
In this context, Green’s functions may be defined as the fields and potentials produced by
a unitary charge/dipole embedded in the particular medium surrounding the structure under
study [Tai, 1993]. Since they constitute the kernel of any integral equation (IE) formulation (see
[Poggio and Miller, 1973], [Mosig, 1989], [Morita et al., 1990] or [Kolundzija and Djordjevic, 2002]),
they are of crucial importance in modern computational electromagnetics. Intuitively, a Green’s
function may be considered as the impulse response of a particular environment. Then, the com-
plete behavior of a real circuit or antenna placed in that media may be obtained by the superposition
of many impulse responses by using convolution integrals.
Due to these reasons, there has been a lot of research effort in the study of the Green’s
functions arising in electromagnetic problems, and many interesting results can be found in the
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(a) (b)
Figure 2.1 – Example of a unitary dipole embedded in two different environments. (a) Multilay-
ered media, with infinite lateral transversal dimensions. (b) Multilayered enclosure.
technical literature (such as those presented in [Felsen and Marcuvitz, 1973], [Barton, 1989a] or in
[Peterson et al., 1998]).
In the case of multilayered media (see Fig. 2.1a), the mathematical foundations were given in
[Felsen and Marcuvitz, 1973], where it was demonstrated that the use of a double spatial Fourier
transformation reduces the original Maxwell’s equations to a simple transmission line formalism.
Therefore, the multilayered Green’s functions are analytically available in the spectral domain, lead-
ing to the so-called spectral Green’s functions (see [Mosig, 1989], [Gay Balmaz and Mosig, 1997] and
[Michalski and Mosig, 1997]). In the case of integral equations formulated in the spectral domain
(see [Katehi and Alexopoulos, 1985], [Jackson and Pozar, 1985] or [Mesa et al., 1995]) these spectral
Green’s functions can directly be employed in the analysis of circuits or antennas.
In the case of integral equation formulated in the spatial domain (see [Mosig and Gardiol, 1985],
[Mosig, 1989], [Dudley, 1994] or [Bunger and Arndt, 2000], and Chapter 3) the spectral Green’s
functions must be converted back to the spatial domain, leading to the so-called spa-
tial Green’s functions. This is done by using the well-known Sommerfeld transformation
[Sommerfeld, 1896], which is computationally very intense. In order to accelerate this trans-
formation, a lot of research effort has been carried out for the efficient computation of the
spatial-domain multilayered Green’s functions. Among the proposed methods, we can men-
tion these techniques which obtain asymptotic expressions of the Sommerfeld integrals in closed-
form (see [Marin et al., 1989], [Barkeshli et al., 1990], [Aksun, 1991], [Hoorfar and Chang, 1995],
[Aksun, 1996], [Aksun and Dural, 2005], [Yuan et al., 2006], [Boix et al., 2007], [Mesa et al., 2008] or
[Alparslan et al., 2010]) and those which perform a numerical representation of the Green’s
functions (see [Mosig and Gardiol, 1983], [Gay Balmaz and Mosig, 1997], [Mesa and Marques, 1995],
[Michalski, 1998], or [Mosig and Álvarez Melcón, 2003]).
In practice, microwave devices are usually located within a shielded enclosure, which
provides physical support, immunity against interferences and avoids unwanted radia-
tion. These features have lead to the derivation of boxed multilayered Green’s functions
(see Fig. 2.1b and [Marcuvitz, 1964], [Felsen and Marcuvitz, 1973], [Mosig, 1989], [Balanis, 1989],
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[Eleftheriades et al., 1996] or [Álvarez Melcón and Mosig, 2000]), which can easily be incorporated
into integral equation techniques.
On the contrary as free-space [Felsen and Marcuvitz, 1973] or stratified media (see [Mosig, 1989],
[Michalski and Mosig, 1997] and [López-Frutos, 2011]), the efficient evaluation of Green’s func-
tions in shielded multilayered enclosures is still very challenging. The main reasons are as fol-
lows. First, the standard formulation is only able to deal with multilayered cavities with rect-
angular [Itoh, 1989] or circular [Zavosh and Aberle, 1995] cross-sections. This reduces the gen-
erality of the analysis, and avoids its use in practical situations where space is a physical con-
strain. Second, the infinite sums which arises in the spatial-domain Green’s functions are very
slowy convergent. Even though several acceleration techniques have recently been proposed
(see [Kinayman and Aksum, 1995], [Park and Nam, 1997], [Gentili et al., 1997], [Park et al., 1998],
[Park and Nam, 1998], [Pérez-Soler et al., 2008] and Chapter 3.3), the analysis of multilayered printed
circuits using this formulation leads to prohibitive simulation times. And third, although efficient al-
gorithms have been presented in the spectral-domain (see [Álvarez Melcón et al., 1999]), the use of
a IE approach formulated in the transformed domain still suffers from important convergence is-
sues when the size of the box is large as compared with the mesh employed to discretize the printed
circuits.
In this chapter, I address the numerical evaluation of multilayered Green’s functions located
in shielded enclosures. Specifically, several approaches are presented based on the spatial images
concept, introduced by Prof. Alvarez-Melcon in [Alvarez-Melcon and Mosig, 1999] and further ex-
tended in [Quesada Pereira et al., 2005a] and in [Quesada Pereira et al., 2005b]. In summary, the
novel techniques proposed in this chapter use spatial auxiliary sources to impose the boundary con-
ditions for the potentials along the cavity contour. This allows the fast and accurate computation of
spatial-domain Green’s functions associated to multilayered enclosures with arbitrarily-shaped con-
vex cross-sections. Then, these Green’s functions will be employed in Chapter 3 as building blocks
of a mixed-potential integral equation (MPIE) framework [Mosig, 1989], which will be applied to the
fast and accurate analysis and design of complex microwave circuits and devices.
In the present work, I am particulary interested in the evaluation of the Green’s functions as-
sociated to the auxiliary potentials (see [Balanis, 1989] and [Mosig, 1992]). The main advantage of
using Green’s functions associated to the potentials is that they exhibit weaker singularities (1/ρ) as
compared with the Green’s functions associated to the fields, which exhibit singularities of the order
1/ρ2 and higher [Mosig, 1989]. Therefore, the use of the mixed-potentials Green’s functions greatly
reduces the numerical instabilities associated to the Green’s functions singular behavior, leading to a
numerically stable spatial-domain MPIE formulation [Mosig and Gardiol, 1985], [Mosig, 1989].
This chapter is organized as follows. In Section 2.2 I briefly review the traditional techniques
employed to compute Green’s functions, first in free-space, then in unbounded multilayered media
and finally, in boxed stratified enclosures.
Then, Section 2.3 derives in great detail the spatial images technique (see
[Gómez-Díaz et al., 2008c]), which is applied to the numerical evaluation of Green’s functions,
and their spatial derivatives, in multilayered enclosures with arbitrarily-shaped cross section. The
method consists of placing auxiliary electric dipole and charge images outside the cavity, imposing,
at discrete points of the metallic wall, the appropriate boundary conditions for the potentials. This
16 Chapter 2: Green’s Functions Analysis of Multilayered Shielded Enclosures
leads to an accurate approximation of the exact cavity modeling. The presence of dielectric layers
and the boundary conditions at the top and bottom covers of closed cavities are taken into account
through the Sommerfeld transformation. Besides, the analysis of electrically long structures is
performed by using several rings of images, which surrounds the whole cavity at different heights.
For the sake of validation, several multilayered cavities are analyzed, obtaining their resonance
frequencies and potentials pattern distributions. The results are compared to those obtained by the
commercial software HFSS c©, showing a very good agreement in all cases.
Next, in Section 2.4, the continuous counterpart of the spatial images technique (see
[Gómez-Díaz et al., 2011d]) is proposed for the computation of the multilayered boxed Green’s
functions and their derivatives. The method employs a set of auxiliary linear distribution of
sources to effectively impose the potential boundary conditions along the whole cavity contour.
The imposition of these boundary conditions leads to a set of integral equations (IEs), on the
unknown distributions of the auxiliary sources, which are solved by applying a method of moments
approach. Besides, the technique is combined with the use of dynamic ground planes generating
mirror basis functions, which completely remove any singular instability. A convergence/efficiency
study, related to the test and basis functions choice, demonstrates the accuracy and efficiency of the
proposed technique in all possible situations.
Finally, Section 2.4 proposes a novel method for the Green’s functions computation inside
multilayered shielded cavities with right isosceles-triangular cross-section. The method, developed
again in the spatial domain, is based on image theory. The idea is to use the spatial-domain Green’s
functions inside a multilayered shielded square box, in order to accurately obtain the Green’s
functions for the right isosceles-triangular cavity. Image theory is then used to enforce the boundary
conditions along the non-equal side of the triangle. It is shown that the new algorithm is very robust,
with limited computational effort. For validation purposes, the resonant frequencies and potential
patterns of a triangular cavity have been calculated and compared with those obtained by other
techniques, showing very good agreement.
It is important to point out that all the techniques proposed here will be employed in Chapter 3
for the analysis and design of several multilayered shielded circuits. There, the use of the novel
hybrid-waveguide microstrip filter technology [Martínez-Mendoza et al., 2007], which uses the cav-
ity as a fundamental part of the filter, will be employed to further confirm the accuracy of the derived
shielded Green’s functions. Besides, full-wave simulations and measured data will also be employed
for validation purposes, fully demonstrating the efficiency, accuracy and practical value of the pro-
posed methods.
2.2 Standard Green’s Function Formulations
The main purpose of this section is to present a brief overview of the standard mixed-potential
Green’s function formulation, for the cases of free-space, layered media of infinite lateral dimensions,
and stratified boxed enclosures.
From basic electromagnetic theory [Balanis, 1989], [Collin, 1991], it is well-known that the elec-
tric and magnetic fields may be expressed by using the auxiliary vector and scalar potentials, as
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where ~A, φe, ~F, and φm are the magnetic vector, electric scalar, electric vector and magnetic scalar
potentials, respectively. These last two equations constitute the basis of the mixed-potential inte-
gral equations, well-known in the scientific literature [Mosig, 1989], and formulated in detail, for the
spatial-domain case, in Chapter 3. Note that the use of the auxiliary potentials in the IE formulation
provides several advantages, such as weaker singularities and simpler expressions than the direct
use of fields.
In the case of planar structures, on which we are interested, it is possible to obtain the Green’s
functions related to the potentials [Michalski and Mosig, 1997]. However, note that auxiliary po-
tentials are artificial mathematical quantities, which, initially, can be defined with arbitrariness.
Therefore, many possibilities are available to define these potentials [Felsen and Marcuvitz, 1973],
[Michalski, 1987], [Michalski and Zheng, 1990]. Among them, we have employed in this work the
so-called "Sommerfeld potentials", introduced in [Mosig, 1989].
The potential Green’s functions are first presented for the free-space case
[Felsen and Marcuvitz, 1973], in Section 2.2.1. There, the potentials generated by a charge/dipole
source located in free space are analyzed for any observation point. Then, in Section 2.2.2, the
mixed-potential Green’s functions associated to sources embedded in planar multilayered media
are briefly reviewed. First, the formulation is presented in the spectral-domain by using a double
spatial Fourier transform [Felsen and Marcuvitz, 1973], [Mosig, 1989], [Michalski and Mosig, 1997].
The main advantage of this approach, using the transformed domain, is that it reduces the
original Maxwell equations, related to the multilayered media, into a simple transmission line
formalism. Then, the spectral-domain Green’s functions are converted back into the spatial-domain,
by using the Sommerfeld transformation [Sommerfeld, 1896], [Mosig, 1989], [Michalski, 1998],
[Mosig and Álvarez Melcón, 2003].
Finally, an overview of the standard Green’s functions formalism for multilayered boxed media
is given in Section 2.2.3. First, the Green’s functions are formulated in the spatial domain by using
the image theory [Balanis, 1989]. As a result, an infinite number of spatial images appear with respect
to each electrical wall [Itoh, 1989]. Then, the formalism is transformed into the spectral-domain by
using the Poisson formula [Collin, 1991], providing the modal formulation of the multilayered boxed
Green’s functions [Marcuvitz, 1964]. Note that the main drawback of these standard formalisms is
that the resulting infinite series present very low convergence rates, which highly limit the direct use
of these techniques in practical implementations.
2.2.1 Free-Space Dyadic Green’s Functions
The potential Green’s functions in free-space are very well-known in the literature
[Felsen and Marcuvitz, 1973], [Mosig, 1989], [Alvarez Melcon, 1998], [Stevanovic, 2005]. They are
given by the following equations,



















where GV and GW are the electric and magnetic scalar Green’s functions and ¯̄GA and ¯̄GF are the
magnetic and electric dyadic Green’s functions. Besides, in these last equations, k0 is the free-space
wavenumber [Balanis, 1989], R is the distance between the observation (~r = xêx + yêy + zêz) and
source (~r ′ = x′ êx + y′ êy + z′ êz) points, defined as
R =
√
(x − x′)2 + (y − y′)2 + (z − z′)2, (2.7)
and ¯̄I is the dyadic unitary matrix, given by











2.2.2 Green’s Functions in Layered Media of Infinite Transverse Dimensions
As previously commented, the mixed-potential Green’s functions in layered media are key for
the analysis of multilayered structures using an integral equation method [Mosig, 1989]. Here, we
briefly summarize the standard procedure to compute these Green’s functions. First, the spectral-
domain Green’s functions are obtained by using an equivalent transmission line network. Then, the
Green’s functions are converted from the spectral domain to the space domain using the well-known
Sommerfeld transformation [Sommerfeld, 1896].
Spectral Domain
The theoretical foundations of the spectral domain approach were given in
[Felsen and Marcuvitz, 1973], where it was demonstrated that the Maxwell equations related
to the original multilayered problem may be reduced to a one dimensional differential equation
using a double spatial Fourier transformation. Besides, this one dimensional differential equation
corresponds to the simple well-known transmission line equation [Pozar, 2005].
Therefore, the study of multilayered Green’s functions in the spectral domain is reduced to an-
alyze an equivalent transmission line problem [Mosig, 1989], [Mosig, 1992], [Bhattacharyya, 1994],
[Michalski and Mosig, 1997], [Alvarez Melcon, 1998]. Then, the Green’s functions associated to the
sources embedded in the multilayered media are expressed as a function of the voltages and currents
in the equivalent network, highly simplifying the analysis procedure.
2.2: Standard Green’s Function Formulations 19
Figure 2.2 – Equivalent transmission line representation of an horizontal electric dipole located
inside a multilayered medium. Modified from [Alvarez Melcon, 1998].
An example of this equivalent network representation of the structure is shown, for the case of
an horizontal electric dipole, in Fig. 2.2. As can be observed in the figure, every layer of the structure
is modeled by a transmission line section. Besides, the walls bounding the structure (which usually
represent the free-space or a ground plane) are considered by equivalent lumped impedances. In
general [Mosig, 1989], a transversal unitary electric (Jρ) or magnetic (Mρ) source is transformed into
a parallel current generator [Ig = 1/(2π)] or into a series voltage generator [Vg = 1/(2π)] in the
equivalent transmission line representation, respectively.
Then, the equivalent transmission line problem must be solved. This can easily be done
by using simple transmission line methods, which are extremely efficient (see [Mosig, 1989],
[Alvarez Melcon, 1998] or [Pozar, 2005]). Next, the spectral-domain Green’s functions are retrieved
using the following equations



















































where ρ is the radial source-observer distance, defined by
ρ =
√
(x − x′)2 + (y − y′)2, (2.15)






where kx and ky are the wavenumbers along the x and y directions, respectively.
Note that the voltages and currents (under TM and TE excitations) at the connection points be-
tween two transmission line sections provides the potentials at the interfaces of the layered medium.
Finally, it is important to point out that the use of strictly planar electric and mag-
netic sources, together with the Sommerfeld potentials, reduces to zero seven components
(G̃xy, G̃yx, G̃zz, G̃zy, G̃zx, G̃xz, G̃yz) of the the dyadic Green’s function vector potentials.
Spatial Domain
In order to apply the integral equation (IE) [Mosig, 1989] for the analysis of multilayered struc-
tures, the Green’s functions must be available in the spatial domain. Therefore, the spectral-domain
Green’s functions computed in the previous subsection must be transformed back into the spatial
domain. For this purpose, the traditional Sommerfeld (or Fourier-Bessel) equation [Stratton, 1941],
[Felsen and Marcuvitz, 1973], [Mosig, 1989] may be used









ρ G̃(kρ, z, z
′)dkρ, (2.17)
where G is a spatial-domain Green’s function, Jn is the Bessel function of order n, and G̃ is the
spectral-domain Green’s function.
In the specific case of mixed-potential Green’s functions, the spatial transformation of the differ-
ent potentials is given by [Alvarez Melcon, 1998]
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In the above notation, the superscript (~r) denotes the position vector pointing at the observation
point, while the subscript (~r ′) refers to the position vector pointing at the source point.
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Besides, thanks to the symmetry of the problem in the transverse plane, the following identities
hold
GA(~r,~r ′) = GxxA (~r,~r
′) = GyyA (~r,~r
′), (2.24)
GF(~r,~r ′) = GxxF (~r,~r
′) = GyyF (~r,~r
′). (2.25)
The numerical evaluation of these Sommerfeld integrals can be performed by differ-
ent techniques, such as these presented in [Mosig and Gardiol, 1983], [Mosig and Sarkar, 1986],
[Michalski, 1998], [Alvarez Melcon, 1998] or recently in [López-Frutos, 2011]. In this work, the Som-
merfeld integrals are computed by the method developed in [Mosig and Álvarez Melcón, 2003].
2.2.3 Green’s Functions in Shielded Planar Multilayered Structures
The use of shielded enclosures provides physical support to the microwave devices, immunity
against interferences and avoids unwanted radiation. Therefore, the derivation of boxed multilay-
ered Green’s functions has attracted much attention in the past, and several contributions on this
subject can be found in the literature [Marcuvitz, 1964], [Felsen and Marcuvitz, 1973], [Mosig, 1989],
[Balanis, 1989], [Eleftheriades et al., 1996], [Álvarez Melcón and Mosig, 2000]. Here, we briefly re-
view the standard computation of boxed Green’s functions in both, the spatial and the spectral do-
main.
Spatial Domain
The first step for computing the multilayered shielded Green’s functions using the spatial do-
main approach in to obtain the spatial values of any lateral-unbounded stratified Green’s function.
This can easily be done by using the theory presented in the previous section. Initially, the spectral
Green’s functions are computed taking into account the top and bottom covers of the cavity. The
covers are easily modeled by using short-circuits in the equivalent transmission line network rep-
resentation (see Fig. 2.3). Then, the Sommerfeld integral is applied to convert back these Green’s
functions into the spatial domain.
Let us consider a single source placed within the cavity. Using image theory [Balanis, 1989],
three images initially appears with respect to the lateral walls (see Fig. 2.4, images close to the cavity).
These three images, combined with the original source, represent four basic images (denoted as "BIS":
Basic Images Set), which are located at the coordinates (+x′,+y′),(−x′,+y′),(+x′,−y′),(−x′,−y′).
Therefore, we can define the Green’s functions provided by this BIS as
GBIS(x, y|x′, y′) = G(x, y|x′, y′) + sxG(x, y| − x′, y′) + syG(x, y|x′,−y′) + sxsyG(x, y| − x′,−y′),
(2.26)
where G is the spatial-domain Green’s function which takes into account the layered media and the
top and bottom covers of the cavity, sx and sy are signs functions related to the actual type of the
Green’s function considered (see Table 2.1), and the dependence with z and z′ has explicitly been
suppressed for the sake of clarity.
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Figure 2.3 – Elementary dipole radiating in a multilayered shielded rectangular enclo-
sure an its transverse equivalent network representation. Modified from
[Alvarez Melcon, 1998].
Figure 2.4 – Spatial images for a single unit point charge needed to satisfy the boundary condi-
tions at lateral metallic walls. Reproduced from [Alvarez Melcon, 1998].
The total Green’s functions inside the cavity can be just expressed, thanks to the iterative applica-
tion of image theory over the lateral walls, as an infinite double sum of basic image sets periodically
shifted along the x and y directions (see Fig. 2.4). The total boxed Green’s function may then been












Table 2.1 – Values of the signs associated to all the components of the mixed potential Green’s
functions
expressed as







GBIS(x, y|x′ + 2ma, y′ + 2nb). (2.27)
The main advantage of this formula is that the resulting images series converges fast at very
low frequencies, or when no dielectric layers are included in the structure. However, as frequency
increases, surfaces waves are excited, and convergence is greatly degraded [Alvarez Melcon, 1998].
Therefore, the direct use of this formula within an IE framework requires huge computational re-
sources. In order to increase the convergence rate of this formula, several acceleration techniques are
presented and briefly described in Chapter 3.3.
Spectral Domain
A very interesting alternative approach to compute the stratified shielded Green’s functions is


















The use of this formula allows to express Eq. (2.27) as







G̃(kxm , kyn) f (kxm , x, x
′)h(kyn , y, y
′), (2.29)
where G̃ is the corresponding spectral-domain Green’s function, which takes into account for the top
and bottom cavity covers (see Fig. 2.3). Besides, for a rectangular cavity, the transverse wavenumbers








where a and b are the transverse physical dimensions of the cavity (see Fig. 2.3). Finally, the factors f
and h are combination of sinusoidal functions, which depend on the actual type of Green’s function
computed (see Table 2.2).
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f (kxm , x, x
′) h(kyn , y, y
′)
GxxA cos(kxm x) cos(kxm x




A sin(kxm x) sin(kxm x
′) cos(kyn y) cos(kyn y
′)
GV sin(kxm x) sin(kxm x
′) sin(kyn y) sin(kyn y
′)
GxxF sin(kxm x) sin(kxm x




F cos(kxm x) cos(kxm x
′) sin(kyn y) sin(kyn y
′)
GW cos(kxm x) cos(kxm x
′) cos(kyn y) cos(kyn y
′)
Table 2.2 – Form of the f and h functions employed to define the boxed mixed potential Green’s
functions components.
This is the modal expansion approach of multilayered boxed Green’s functions, because the
functions f and h are related to the eigenmodes of a rectangular waveguide. In fact, this formula-
tion can also be obtained by using standard infinite waveguide theory [Balanis, 1989], [Pozar, 2005],
combined with the imposition of the adequate boundary conditions at the position of the cavity cov-
ers [Marcuvitz, 1964], [Alvarez Melcon, 1998]. The main drawback of this formulation is the very
slow convergence properties of the associated infinite series, which require the use of many modes
to achieve stable results.
2.3 A Spatial Images Technique for the Computation of Green’s Func-
tions in Multilayered Convex-Shaped Enclosures
Multilayered shielded Green’s functions have usually been computed for rectangular
[Railton and Meade, 1992], [Keren and Atsuki, 1995], [Park and Nam, 1997] (see Section 2.2.3) or
circular [Zavosh and Aberle, 1995] enclosures. In the first case, the Green’s functions can be
expressed in terms of spectral domain slowly convergent series of vector modal functions
[Dunleavy and Katehi, 1988a]. Other possibilities include spatial domain formulations, for exam-
ple expressing the Green’s functions as slowly convergent series of spatial images [Itoh, 1989].
For circular enclosures, the Green’s functions are usually based on spectral-domain techniques,
by using the corresponding vector modal series of Bessel functions [Leung and Chow, 1996],
[Zavosh and Aberle, 1994]. However, Green’s functions inside arbitrarily shaped cavities have never
been obtained in the past, and one has to resort to pure numerical techniques, such as finite elements
or finite differences, to treat this kind of problems.
Recently, a specially set of truncated images was developed in the spatial domain for the compu-
tation of mixed-potential Green’s functions associated to parallel-plate waveguides and rectangular
multilayered cavities (see [Alvarez-Melcon and Mosig, 1999]). The main idea behind this method is
simple and intuitive, and it is based on the two main features that any Green’s function must preserve
in order to achieve accurate results, namely [Alvarez-Melcon and Mosig, 1999]
1. The singular behavior when ρ → 0.
2. The boundary conditions at all lateral cavity walls.
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In the spatial domain, the regular spatial boxed Green’s functions [Itoh, 1989], [Alvarez Melcon, 1998]
naturally preserve the singular behavior of the source, because they have been constructed using
standard Green’s functions. What remains is the accurate imposition of the boundary conditions at
the metallic walls, which can approximately be done by truncating the infinite number of spatial
images and then adjusting the strength of the last images. In this way, the boundary conditions for
the fields are satisfied at the cavity walls.
This spatial-domain method was then applied to the numerical computation of shielded Green’s
functions related to multilayered cylindrical enclosures. In this case, spatial images are located
around the circular cavity to enforce the boundary conditions for the potentials. The numerical
evaluation of the Green’s functions under electric current excitation inside an empty circular cylin-
drical cavity was described in [Vera Castejón et al., 2004], whereas in [Quesada Pereira et al., 2005a]
Green’s functions under magnetic currents were studied. Besides, the technique may use the po-
tentials of a stratified medium formulated in the spatial domain with the Sommerfeld integral
[Michalski and Mosig, 1997], which allows the analysis of practical multilayered printed circuits.
Note that this technique can be seen as a particular case of the "Method of Auxiliary Sources" (MAS)
(see [Kaklamani and Anastassiu, 2002] and the references given therein), applied to the computation
of Green’s functions.
In this context, an important extension of the spatial image method presented in
[Alvarez-Melcon and Mosig, 1999] and in [Quesada Pereira et al., 2005a] is proposed here. Specifi-
cally, Section 2.3.1 presents the mathematical details of the novel formulation, which allows to com-
pute both the electric scalar potential and the magnetic vector potential dyadic Green’s functions,
and their associated spatial derivatives, generated by electric currents inside multilayered arbitrarily-
shaped convex cavities. For this purpose, the approach is formulated using a cartesian coordinate
system which is independent of the cavity shape. The idea of the method is to use charge and dipole
images, located outside the cavity, to enforce the proper boundary conditions for the potentials at
discrete points along the whole cavity perimeter. This procedure leads to an accurate approximation
of the real cavity modeling.
Then, Section 2.3.2 presents a parametric study related to the number of spatial images and their
adequate location, both in the cross-section plane and along the height, and the influence of these
parameters in the method accuracy. For this purpose, a simple technique is presented to rigourously
compute the error committed in the Green’s functions computation. From the study, some strate-
gies are proposed in order to increase the accuracy of the method. First, a procedure to automat-
ically place the spatial images outside a given cavity is given. This distribution depends on the
shape of the cavity and on the source position, providing low error levels in most situations. It is
observed that the accuracy of the computed Green’s functions decreases as long as the source is lo-
cated close to a cavity wall. In fact, the error committed by the technique achieves unacceptable
levels when the point source is close to an inner corner of a concave geometry. This problem, which
also appears in the MAS technique [Kaklamani and Anastassiu, 2002], limits the practical use of this
method to the analysis of arbitrarily-shaped convex cavities. Second, a multi-ring images scheme
(see [Quesada Pereira et al., 2005b]) is employed to analyze electrically long structures by sampling
the entire cavity at different discrete heights. We show that this technique maintains good accuracy
in the imposition of the boundary conditions along the entire cavity height.













Figure 2.5 – Trapezium-shaped multilayered cavity. a = λ, h1 = 0.02λ, h2 = 0.01λ, and εr = 5.0,
For the sake of validation, Section 2.3.3 successfully applies the novel image technique to the cal-
culation of the resonant frequencies of arbitrarily convex-shaped multilayered cavities. Then, several
multilayered structures (with trapezium, rectangular and triangular-shaped contours) are analyzed.
It is shown that, in all cases, the computed resonant frequencies are in excellent agreement with those
obtained by the commercial software HFSS c©. Furthermore, a comparison between the distribution
of the potentials obtained by the spatial images technique and the electric field components (com-
puted by HFSS c©) is presented. It is demonstrated that they have the same distribution inside the
cavity, because they satisfy the same boundary conditions. Again, excellent agreement between these
two completely different methods is found.
It is important to point out that the developed technique will be applied in Chapter 3 for the
analysis of multilayered printed circuits located in arbitrarily-shaped cavities. Moreover, that chap-
ter also presents several acceleration techniques which greatly increase the efficiency of the proposed
method. Finally, simulations and measured data of real circuits will also be used for validation pur-
poses, further confirming the accuracy and efficiency of the proposed technique.
2.3.1 Theoretical Overview
This subsection presents the formulation required to numerically compute the mixed-potential
Green’s functions and their associate spatial derivatives inside convex arbitrarily-shaped multilay-
ered cavities under electric current excitation. A trapezium-shaped cavity, shown in Fig. 2.5, is em-
ployed to introduce the formulation without lack of generality. Note that the situation is analogous
if any other convex geometry is chosen.
The idea of the spatial images technique is to impose the boundary conditions for the potentials
at R · N discrete points along the cavity walls, using R · N auxiliary images or sources (where R is the
number of rings along the height, and N is the number of spatial images per ring) placed outside the
structure (see Fig. 2.6). Then, the strength and orientation of the images are computed, so the proper
boundary conditions are satisfied at discrete points of the metallic wall.
In the analysis of completely closed enclosures, the bottom and top covers of the cavity must





























Figure 2.6 – 3D trapezium-shaped cavity view. Rings of auxiliary sources, placed at different
heights, are employed to enforce the boundary conditions at the cavity walls.
be included in the formulation. The most efficient way to accomplish this task is to formulate the
Green’s functions of multilayered media in the spatial domain, using the Sommerfeld transformation
([Michalski, 1998], see Section 2.2.2). In this way, also the presence of dielectric layers inside the
cavity can be automatically accounted for. Besides, note that the method imposes the boundary
conditions for the potentials considering perfect electric cavity walls. Therefore, the losses due to the
finite conductivity of the cavity walls cannot be easily modeled with this formulation. However, the
losses in the dielectric substrates are easily included using the spatial-domain multilayered Green’s
functions formulated as Sommerfeld integrals [Michalski, 1998].
An important question that arises when modeling completely closed enclosures with the spatial
images technique is how to treat cavities with electrically large height. In this case, the imposition of
the boundary conditions in one cross section of the cavity might not suffice to represent the correct
behavior of the fields along the entire height. In order to solve this problem, the use of R rings, each
one composed of N auxiliary images, is proposed to analyze electrically long structures (see Fig. 2.6),
by sampling the entire cavity at different discrete heights.
In the following subsections, the spatial images formulation is introduced in detail for the com-
putation of the electric scalar and the magnetic vector potentials and their spatial derivatives.
Electric Scalar Potential











where GVCav is the electric scalar potential Green’s function inside the multilayered cavity and~r
′
0,0 is
the position vector of the point source.











Figure 2.7 – Use of one (a) or three (b) auxiliary charges to enforce the boundary conditions for
the electric scalar potential at the cavity contour. O is the origin of the cartesian
coordinate system, q′0,0 is the original charge source placed inside the cavity, and P
is a generic observation point.
Let us a consider that a single source charge is located in the cavity, and that the boundary condi-
tions of the electric scalar potential is enforced at a single discrete point on the cavity (see Fig. 2.7a) by
using a unique auxiliary charge image. The complex value of this auxiliary charge can be computing

































As can be seen in Fig. 2.7a, the combination of the original charge source q′0,0 with the auxiliary
source q′1,1 imposes a zero electric scalar potential at the chosen discrete point of the cavity wall. It
is interesting to observe in the previous equation that, in order to set up the numerical procedure,
we need to obtain the potentials in the spatial domain. For this purpose, we have employed the zero
order Sommerfeld transformation (S0) of the corresponding spectral domain Green’s function (G̃V),
which allows to automatically take into account for the multilayered nature of the structure.
The situation can be extended, for instance, using three auxiliary charges to impose the boundary
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The values of the complex images charges are obtained by solving the system of linear equations.





1,3 imposes a zero electric scalar potential at the chosen discrete points of the
cavity wall.
Then, the procedure can be further extended, considering R rings of N images (see Fig. 2.6),
which are simultaneously employed to impose the boundary conditions at the cavity walls. In this
way, the geometrical details of the cavity contour are taken into account. The following system of






















l = 1, 2, . . . R, i = 1, 2, . . . N
where all position vectors are shown in Fig. 2.7. With the above notation, we refer to the kth image
inside the mth ring, using the position vector~r ′m,k. In a similar way, we refer to the i
th point along the
cavity wall inside the lth ring with the position vector~rl,i.
Besides, note that Eq. (2.35) is independent on the geometry of the waveguide, because a rect-
angular coordinates system is used, and a fixed location of the images and the tangent points is not
assumed. The solution of this system of linear equations provides the complex values of the R · N
charge images (q′m,k), required to impose the boundary conditions of the potential at R · N discrete
points on the wall. The final electric scalar potential Green’s function inside the cavity is computed

























It is interesting to observe that the calculation of the cavity Green’s functions just requires the evalu-
ation of a fixed number of spatial Green’s functions due to isolated images placed inside an infinite
multilayered medium.
The proposed formulation also allows the easy computation of the Green’s functions spatial
derivatives of order n, related to convex arbitrarily-shaped cavities, without requiring an additional
computational effort. For this purpose, the derivative of Eq. (2.36) is taken over the the transverse



























The main advantage of this approach is that the auxiliary charges and their associate complex
values are independent of ρ, and they are not affected by the derivative. This means that there is
no need to reformulate the problem for this specific case. On the other hand, the only term in the
expressions which is affected by the ρ derivative is the Sommerfeld transformation. Specifically, it is
known that the derivative of the N-order Sommerfeld transformation is related to the (N + 1)-order




30 Chapter 2: Green’s Functions Analysis of Multilayered Shielded Enclosures
Finally, note that the spatial derivatives related to the x or y directions can easily be obtained
from Eq. (2.37), simply by using the chain’s rule of the derivative.
Magnetic Vector Potential
In the evaluation of the magnetic vector potential dyadic Green’s functions a similar procedure
as in the case of the electric scalar potential is followed. However, the vectorial nature of this potential
must carefully be taken into account.
The formulation employs the electric field generated by electric sources, expressed using the
mixed potentials formulation as
~E = −jω~A −∇φe. (2.39)
Using the Lorentz gauge [Balanis, 1989],
∇ · ~A = −jωµεφe, (2.40)
the electric field of Eq. (2.39) can be rewritten as




The boundary condition that must be fulfilled is the zero tangent component of the electric field










where C represents the cavity contour, and ên and êt are the unit vectors normal and tangent to the
cavity walls (see Fig. 2.8), respectively. These vectors are defined as
ên = cos(ϕ)êx + sin(ϕ)êy, (2.43)
êt = − sin(ϕ)êx + cos(ϕ)êy, (2.44)
where the angle ϕ spans from the x-axis to the perpendicular direction of each cavity wall, as shown
in Fig. 2.8.
The idea is to impose the boundary conditions on the potentials, not on the fields. To translate
the boundary conditions to the potentials, the mixed potential form of the electric field shown in
equation Eq. (2.41) is used. Then, the condition of Eq. (2.42) for the electric field can be split into two



















The conditions of the above equations must then be imposed for the ~A potential along the cavity
walls, which does not seem to be an easy task. Even though it is possible to impose the condition
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Cavity wall
Figure 2.8 – Vectors and angles employed in the imposition of the magnetic vector potential
boundary conditions at the point (1,1) of the cavity wall. In this situation, O is the
origin of the cartesian coordinate system, I0,0 is the source dipole located inside the
cavity, I1,1 is an auxiliary image dipole, ên1,1 and êt1,1 are the normal and tangential
unit vectors with respect to the point (1, 1) of the cavity wall, ϕ1,1 is the angle be-




0,0 are the angles which spans
from the sources I1,1 and I0,0 and the point (1,1) on the cavity wall.
of Eq. (2.45) at the cavity contour (using auxiliary dipoles, as in the case of the electric scalar po-
tential) the fulfillment of Eq. (2.46) is not straightforward. For this reason, Eq. (2.46) is rigorously
transformed into an equivalent simpler condition, which is easier to be fulfilled by the ~A potential.
For this transformation, it is convenient to operate with the normal and tangential components of the
magnetic vector potential, as
~A = At êt + Anên, (2.47)
where the scalar values of At and An are obtained by
An = ~A · ên = (Ax êx + Ayêy) · ên = +Ax cos(ϕ) + Ay sin(ϕ),
At = ~A · êt = (Ax êx + Ayêy) · êt = −Ax sin(ϕ) + Ay cos(ϕ). (2.48)
Then, the gradient of the magnetic vector potential divergence is obtained as

















which allows to rewrite the boundary condition of Eq. (2.46) as
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where the fact that At = 0 [along the cavity contour, due to Eq. (2.45)] has been employed to simplify
the equation.
Besides, the use of the identity
∂An
∂n
= (∇An) · ên, (2.51)






In addition, we can further develop this expression as












êx · ên +
∂An
∂y







which, taking into account the normal and tangential components of the magnetic vector potential
[see Eq. (2.48)], may be expanded as
































At this point, we must keep in mind that, in the proposed method, the total magnetic vector
potential is produced by the combination of the potentials generated by isolate dipoles placed on an
unbounded stratified media. Therefore, the x and y components of the magnetic vector potential are
identical [see Eq. (2.25)], which leads to Ax=Ay. This allows us to introduce a new variable, B′, which














Besides, in the particular case of the potentials generated by an unique isolate dipole located in














which may also be rewritten in the transformed spectral domain as
B̃ = cos(φ)jkxG̃A + sin(φ)jkyG̃A. (2.57)
Then, the use of the Green’s functions correspondence between the spectral and spatial domains
shown in Table 2.3 (see [Mosig, 1989]), permits to obtain Eq. (2.57) back in the spatial-domain as












cos(ψ − φ), (2.58)
where ψ is the angle between the source and observation points (see Fig. 2.8), and S1 is the first order
Sommerfeld transform [Michalski, 1998].
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Table 2.3 – Correspondence between spectral and spatial domain Green’s functions
This procedure has allowed to simplify Eq. (2.46) to




|C = 0. (2.59)
Therefore, the two boundary conditions that must simultaneously be satisfied at the cavity walls
























Let us consider a single x-oriented dipole located inside a multilayered cavity, and that the
boundary conditions for the magnetic vector potential are first enforced at a unique discrete point
on the cavity walls (see Fig. 2.9a). In this case, just the use of a unique auxiliary dipole (Ix) located
outside the cavity is required. The superscript x is refereed to the fact that the auxiliary dipole Ix is
generated by an original x-oriented dipole inside the cavity under analysis. Besides, note that due to
the arbitrary direction of the cavity wall where the boundary conditions are imposed, the auxiliary
dipole presents a complex amplitude with an arbitrary direction. This arbitrary-oriented dipole can
be simplified by decomposing it into two orthogonal dipoles, oriented along the x and y-directions,
as follows (see Fig. 2.9a)
Ix = Ix,x êx + I
y,x êy, (2.61)
where the superscripts (x, x) and (y, x) indicates an auxiliary dipole oriented along the x or y direc-
tion and generated by an x-oriented original dipole inside the cavity.
As in the case of the electric scalar potential, we assume that the dipoles are placed on an un-
bounded multilayered media. To take this into account, the potentials generated by the dipoles,
expressed in the spatial domain, are incorporated into the formulation by using the Sommerfeld
transformation [Michalski and Mosig, 1997]. In addition, each auxiliary orthogonal dipole has its
own complex weight, which can be determined by imposing the conditions of Eq. (2.60). This leads











Figure 2.9 – Use of one (a) or three (b) auxiliary arbitrarily-oriented dipoles (decomposed into x
and y-oriented dipoles) to enforce the boundary conditions for the magnetic vector
potential at the cavity contour. O is the origin of the cartesian coordinate system, Ix0,0
is the original x-oriented dipole source located inside the cavity, and P is a generic
observation point.

































1,1) = − cos(ϕ1,1)B(~r1,1,~r ′0,0), (2.62)
where the angles and vectors involved in the formulation are shown in Fig. 2.8 and the variable B












m,k − φl,i). (2.63)
Note that, as in the case of the electric scalar potential, the combination of the original dipole Ix0,0 with
the auxiliary image dipoles (Ix,x1,1 and I
y,x
1,1 ) imposes the required boundary conditions at the chosen
discrete point on the cavity wall.
The situation can be extended, for instance, imposing the boundary conditions at three discrete
points on the cavity wall, as shown in Fig. 2.9b. In this case, the use of three auxiliary arbitrarily-
oriented dipoles is required. Again, each auxiliary dipole is decomposed into a set of two orthogonal
dipoles, each one with a different complex weight. The final values of these complex weights are
retrieved by solving the following system of linear equations























































































































































































































































































= − cos(ϕ1,3)B(~r1,3,~r ′0,0). (2.64)
The procedure can be further extended to consider R rings of N auxiliary dipoles (see Fig. 2.6),
which are simultaneously employed to impose the boundary conditions at the cavity walls. In this
way, the geometrical details of the cavity contour are taken into account. The following system of



























































m,k) = − cos(ϕl,i)B(~rl,i,~r ′0,0), (2.65)
l = 1, 2, . . . R, i = 1, 2, . . . N.
It is important to note that a Sommerfeld transformation of first order (S1), related to the spatial
derivative of the multilayered Green’s functions, is involved in the formulation [through the use of
the variable B, see Eq. (2.63)]. It is also very important for a correct implementation to note the dif-
ferent vectors and angles employed in the upper equation, which are clarified in Fig. 2.8. Specifically,
the angle between the (m, k) dipole and the (l, i) observation point (denoted as ψl,im,k) is of crucial
importance.
Once the system of linear equations is solved, the magnetic vector potential generated by an
x-oriented dipole located inside of a multilayered cavity can be recovered by using all the complex
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As in the case of the electric scalar potential, it is important to note that all equations are inde-
pendent of the geometry of the waveguide. This is because a rectangular coordinates system is used,
and a fixed location of the images and the tangent points is not assumed.
If the electric unitary dipole inside the cavity is oriented along the y-direction, the same proce-
dure can be followed in order to impose the boundary conditions on the wall. In this case, a similar































































m,k) = − sin(ϕl,i)B(~rl,i,~r ′0,0), (2.68)
l = 1, 2, . . . R, i = 1, 2, . . . N
where we can observe that only the excitation vector changes with respect to the system formulated
for the x-oriented dipole. The computed image electric dipoles are used to recover the magnetic
















































The proposed formulation also allows the easy computation of the Green’s functions spatial
derivatives of order n related to the multilayered cavity under analysis, without requiring an addi-
tional computational effort. By using Eq. (2.38), the derivatives of the magnetic vector potential are
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Note that the spatial derivatives related to the x or y-directions can easily be obtained from these
equations, simply by using the chain’s rule of the derivative.
This main advantage of this approach, as in the case of the electric scalar potential, is that the
problem does not need to be reformulated for the computation of the spatial derivatives. This is due
to the complex weights of the auxiliary dipoles, which are not affected by this derivative.
2.3.2 Practical Implementation of the Spatial Images Technique
The accuracy of the spatial images technique directly depends on the number of images em-
ployed and their adequate distribution around the cavity under analysis. In this subsection, we
study the location and number of the spatial images around the structure contour, both in the cross-
section plane and in height, in order to determine their influence on the method accuracy. The study
is focused on the convergence and error committed in the computation of the electric scalar potential.
However, note that a similar study related to the magnetic vector potential would lead to exactly the
same conclusions, in terms of both, number and location of auxiliary spatial images.
In order to determine the accuracy of the proposed method, we must be able to exactly know
the error committed on the Green’s functions computation. This can easily be done by evaluating
the fulfillment of the boundary conditions along the cavity contour. In the case of the electric scalar
potential, this error is obtained by evaluating Eq. (2.31) along the cavity walls. In the case of the mag-
netic vector potential, the error is obtained by computing Eq. (2.60) along the cavity contour. In all
cases, an ideal situation will provide a zero value for the relevant condition along the whole cavity
perimeter.
Moreover, it is extremely important to define an error threshold, to exactly know when the com-
puted Green’s functions have enough accuracy. For this purpose, a study related to the practical
application of the method has been carried out. In the study, the computed Green’s functions have
been included into a mixed potential integral equation formulation ([Mosig, 1989], see Chapter 3),
which has then been applied to the analysis of shielded microwave filters. After the parametric anal-
ysis of many different devices, numerical simulations have shown that the resulting S parameters are
convergent if the maximum error committed in the Green’s functions computation is below 0.1 for
all source locations. The importance of this error threshold is two fold. First, it gives a measure about
the quality of any computed Green’s functions, and second, it provides practical information about
the number of spatial images required to the efficient analysis of shielded multilayered cavities.
It is important to indicate that the accuracy of the method is usually deteriorated when the point
source is located close to any cavity wall. This is because the auxiliary spatial images must com-
pensate the singular behavior of the source at that wall. In order to alleviate this problem, a specific
distribution of the spatial images, based on image theory, is proposed. Even though the method ac-
curacy using this approach is acceptable, note that a higher error, as compared to the situation where
the point source is located far from the walls, is always obtained. A perfect solution to this problem,
based on auxiliary ground planes, is proposed in Section 2.4 for the case of rectangular multilayered
enclosures. In addition, note that this problem also restricts the use of the spatial images technique to
the analysis of multilayered convex-shaped cavities. This is because in the analysis of concave struc-
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Figure 2.10 – Use of a fix-distance (d = 0.5λ) algorithm to distribute the spatial images around
the trapezium cavity shown in Fig. 2.5. The source is placed at the position
(0, 0, 0.01)λ (a) and at the position (−0.65, 0, 0.01)λ (b).
tures, the set of auxiliary images can not compensate the singular behavior of the point source, which
may be placed close to a wall, while keeping a low error level along the whole cavity perimeter. Be-
sides, the inner corners of this type of structures also provide singular behavior to the potentials,
which can not easily be compensated by the auxiliary images. Note that this type of problems also
arises in other numerical methods, such us in the MAS [Kaklamani and Anastassiu, 2002].
Spatial Images Distribution
In order to implement the spatial images technique, the first step is to discretize the cavity con-
tour. An interesting strategy is to uniformly select discrete points on each segment of the contour,
avoiding the corners. This is because in these points the tangent and normal unit vectors, required
by the formulation, are not well defined and their use may cause numerical instabilities.
Then, the spatial images must be located around the cavity contour. Since the proposed formu-
lation pretends to be useful for the evaluation of arbitrary geometries, the situation of the images
changes as a function of the waveguide shape. A simple way to locate them is to follow the struc-
ture contour, with an adequate separation distance. This procedure is shown in Fig. 2.10. However,
the exact location of the spatial images might affect the accuracy and numerical stability of the tech-
nique, especially when the source point is close to the walls of the cavity (see Fig. 2.10b). This is
due to the singular behavior of the source, which can not be compensated by the far-located spatial
images. Thereby, although a specific spatial images distribution could provide good accuracy when
it is used with a particular type of cavity and source position, the same distribution might not be able
to achieve the same accuracy for another cavity shape, or when the source is placed at a different
location.
A possible alternative is to use another algorithm to locate the images around the cavity. Specifi-
cally, we propose a new procedure which depends on both, the shape of the cavity and on the source
position, and provides acceptable accuracy in all situations. A trapezium-shaped cavity is depicted
in Fig. 2.11 in order to introduce this new algorithm.




Figure 2.11 – Example of the algorithm employed to locate the auxiliary sources around a cavity
contour. The algorithm uses each point of the cavity wall (C1 and C2 in this case) as
a center of an auxiliary circle, with radius equal to the distance between the circle




2) is located at
the intersection between its associated auxiliary circle and the line traced between
the cavity center (O) and the point on the cavity wall (C1 or C2).
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Points on the wall
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Figure 2.12 – Use of the proposed dynamic image location algorithm to distribute the spatial
images around the trapezium cavity shown in Fig. 2.5. The source is placed at the
position (0, 0, 0)λ (a) and at the position (−0.65, 0, 0)λ (b).
The first step of the method consist of sampling the cavity contour at N discrete points. Each
of these points will be the center of a virtual circle, with radius equal to the distance to the source
position inside the cavity (see Fig. 2.11). To locate each single spatial image, a line is traced from the
center of the waveguide to each discrete point at the wall. These lines will intersect the virtual circles
at a maximum of two points. The position of the image is selected at the intersecting point falling
outside of the cavity. The algorithm is illustrated for two different points C1 and C2 in Fig. 2.11. An
example of the algorithm behavior, for a large number of spatial images, is also shown in Fig. 2.12. It
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Figure 2.13 – Error committed in the imposition of the GV boundary conditions [see Eq. (2.31)]
along the walls of the cavity shown in Fig. 2.5, as a function of the type of algorithm
employed to locate the spatial images. In the analysis, 4 images per λ are employed.
VX denotes the X vertex of the cavity, as indicated in Fig. 2.5. (a) Point source
located at (0, 0, 0)λ. (b) Point source located at (−0.65, 0, 0)λ.
is important to note that when the source is placed near a cavity wall, the method locates one image
close to that wall. We have observed that this situation leads to increased accuracy for source points
close to the wall, since this image tends to impose the right boundary conditions locally at the closest
wall. An example of this situation is presented in Fig. 2.12b, where we show the final location of the
images, obtained with this algorithm, for a situation of a source point placed very close to a wall.
We can observe that one spatial image approaches the source point from outside the cavity. This
behavior correctly simulates the situation of a source point very close to an infinite ground plane. By
image theory, we know that in this case the spatial image must be placed at the same distance from
the ground plane as the source [Balanis, 1989]. This behavior of the basic image theory is respected
by the new algorithm, leading to an increased accuracy for points close to the cavity walls.
In order to demonstrate the usefulness of the spatial images distribution algorithm, we present
in Fig. 2.13a the electric scalar potential around the trapezium cavity contour. For this test, the source
point is located at the cavity center. Ideally, the electric scalar potential should always be zero around
the cavity wall. In the figure, the presence of zeros clearly indicates the points where the boundary
conditions have been enforced. In between these points, higher values of the potential are observed.
Besides, note that in Fig. 2.13a several peaks at the corners appear. These peaks are produced by the
abrupt changes of the contour direction, that occur close to the corners of the geometry.
In the figure, we compare the results obtained using the new algorithm (see Fig. 2.12a) with the
results obtained when the spatial images are placed following the cavity contour at a fixed distance
from the wall (d = 0.5λ, see Fig. 2.10a). As can be observed, the error is maintained very low along
the whole cavity contour in all cases. This test shows the numerical stability of the spatial images
technique when the source is placed at positions far from the cavity walls.
We have repeated a similar study in Fig. 2.13b, but locating the source point very close to the left
wall of the cavity. In this case, the results obtained using the fix location of images (see Fig. 2.10b)
provides unacceptable error levels, specially in the wall close to the source. In this same figure, we
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Figure 2.14 – Error committed in the imposition of the GV boundary conditions [see Eq. (2.31)]
along the walls of the cavity shown in Fig. 2.5, as a function of the number of spatial
images employed per λ. In the analysis, the dynamic algorithm to locate the spatial
images is employed. VX denotes the X vertex of the cavity, as indicated in Fig. 2.5.
(a) Point source located at (0, 0, 0)λ. (b) Point source located at (−0.65, 0, 0)λ.
denote with a thick line the potential obtained when the new algorithm is employed to locate the
spatial images (see Fig. 2.12b). We can observe that, in this case, the potential around the cavity wall
is very small, even along the wall close to the source point. This last result confirms that a clever
selection for the location of the images around the cavity leads to an improved convergence and
numerical precision in the imposition of the relevant boundary conditions.
There is a physical explanation for the improved accuracy obtained when the new technique
to locate the images is used. When the source is close to a wall, the relevant geometrical detail
influencing the behavior of the Green’s functions is the wall close to the source, which tends to behave
as an infinite ground plane, as the source approaches the wall. Using the proposed technique to locate
the images, one of the spatial images will be placed in a mirror position to the source point with
respect to this wall, which is in agreement with the spatial images solution for an infinite ground
plane [Balanis, 1989]. The importance of the algorithm introduced is twofold. First, the algorithm
places the spatial images in an automatic fashion for any convex shape of the cavity considered.
Second, the accuracy and stability of the algorithm increases for source points very close to the walls,
as we have just discussed.
Spatial Images Convergence
Another important issue is the convergence of the spatial images technique versus the number
of images employed. In general, we have observed that the use of 3 − 5 images per λ are enough
to achieve good convergence rates. In order to demonstrate this, we present in Fig. 2.14a the electric
scalar potential computed along the cavity contour of Fig. 2.5 when 2, 4 and 8 images per λ are
employed. In this example, the source is located at the cavity center, and the dynamic algorithm is
used to distribute the spatial images around the structure. As can be observed in the figure, the use
of 2 images per λ leads to unacceptable error levels. However, as we increase the number of images,
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the error is reduced, leading to convergent results. In Fig. 2.14b, we present the same analysis, but
locating the point source very close the cavity wall. Similar conclusions as in the previous case can
be extracted. The improvement in accuracy when increasing from 4 to 8 spatial images per λ is not
very large, indicating that convergence has been reached. Finally, note that the use of many spatial
images may lead to ill-conditioned system of equations, which completely destroy the computation
of the shielded Green’s functions. In order to avoid this problem, a maximum number of 12 images
per λ is recommended.
Multiring Rearrangement
Initially, the spatial images technique employs N images to impose the boundary conditions
at N discrete points situated at a given cross section of the cavity. However, if the height of the
cavity is electrically large, the imposition of the boundary conditions at one cross section plane of
the cavity might not suffice to represent the correct behavior of the fields along the whole height. As
previously commented, an interesting solution to this problem is to use a total of R rings, each one
having N spatial images, to impose the boundary conditions at several discrete heights of the cavity
(see Fig. 2.6). Therefore, boundary conditions are imposed on a total of R · N discrete points along
the cavity walls.
To show the effectiveness of this idea, we present in Fig. 2.15 the electric scalar potential at the
waveguide wall, plotted along the height of the trapezium-shaped cavity introduced in Fig. 2.5. In
order to model an electrically long structure, we have modified the thickness of the dielectric layers
to h2 = 0.2λ and h1 = 0.1λ. The results are given when one, three and four rings of images are
included in the calculations. Ideally, the electric scalar potential must be zero along the cavity height,
in order to fulfill the boundary conditions. In solid line we include the results when only one ring of
images is placed at z = 0.1λ. We observe that the potential is zero at one point, but the amplitude
rapidly grows along the height of the cavity. Via the dash-dotted line, we show the results obtained
when three rings of images, placed at heights z = 0.05λ, 0.1λ, 0.215λ, are included. We observe that
the value of the potential along the substrate height is now smaller. Finally, if we place four rings
of images scattered along the cavity height, at positions z = 0.05λ, 0.1λ, 0.15λ, 0.21λ, the value of
the potential remains very low along the whole cavity height. This demonstrates that the boundary
conditions can be maintained within a given accuracy, and demonstrates the usefulness of the multi-
ring approach to model electrically long cavities.
From the practical point of view, it is interesting to establish a strategy to place the rings of
images. In general, a ring can be placed at each interface where the microwave circuits are printed.
In this way, the error in the fulfillment of the boundary conditions for the fields at these interfaces will
be minimum (they will correspond to the zeros shown in Fig. 2.15). Moreover, the electrical length
of the cavity height is fundamental to decide the number of rings to employ. We have observed that
a new ring must be placed for each λ/6 of the cavity height. Furthermore, the presence of dielectric
layers may excite new resonant modes. In this case, additional rings can be added to properly model
these modes.
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 1 Ring of Spatial Images
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4 Rings of Spatial Images
Figure 2.15 – Error committed in the imposition of the GV boundary conditions [see Eq. (2.31)]
along the Z axis of the cavity shown in Fig. 2.5 (using h1 = 0.1λ and h2 = 0.1λ) ana-
lyzed with one, three, and five rings of spatial images. In the analysis, the dynamic
algorithm is employed on each ring to locate 4 spatial images per λ of the cavity
contour. The point source is located at the cavity center.
2.3.3 Numerical Validation
This subsection presents some numerical results to validate the spatial images technique. Specif-
ically, the method is applied to the computation of the resonant frequencies associated to several
multilayered cavities. Besides, it is demonstrated that the proposed method can also compute the
potentials at the cavity resonances, without any convergence problems. Then, several free-noise po-
tential patterns are obtained. In all cases, the results are validated using the commercial software
HFSS c©.
It is important to keep in mind that the spatial images technique will be also applied in Chapter 3
for the analysis of multilayered printed circuits located in arbitrarily-shaped cavities. There, simula-
tions and measured data will be employed for validation purposes, further confirming the accuracy
of the proposed technique.
Multilayered Trapezium-Shaped Cavity
In this first example, the resonant frequencies of the trapezium-shaped cavity shown in Fig. 2.16a
are computed. In order to obtain them, the source and an observation points are placed at fixed po-
sitions inside the cavity, as shown in Fig. 2.16a. Using these fixed source and observation positions,
a frequency sweep is performed. Several peaks are obtained in the potentials response, clearly indi-
cating the resonant frequencies of the cavity. Then, these frequencies predicted by the spatial images
method are compared to those obtained by HFSS c©. This is shown in Table 2.4, which demonstrates
that a high accuracy has been achieved, maintaining in all cases a relative error below 0.1%.
Then, the magnetic vector potential GxxA is computed, at the dielectric interface plane, at the







































































Figure 2.16 – Study of the resonant frequencies associated to the trapezium-shaped multilayered
cavity (with parameters a = λ, h1 = 0.2λ and h2 = 0.1λ) shown in (a). O is the
origin of the coordinate system. For the study, the mixed-potential Green’s func-
tions are computed as a function of frequency at the observation point (−0.1a, 0, h2),
when the source is placed at (0.1a, 0, h2). Sharp peaks in the response clearly indi-
cate the resonant frequencies (b).
Spatial Images Technique HFSS c© Absolute difference Relative difference (%)
0.1305 0.1306 0.0001 0.0766
0.2024 0.2026 0.0002 0.0494
0.2050 0.2049 0.0001 0.0488
0.2628 0.2630 0.0002 0.0760
0.2763 0.2761 0.0002 0.0724
0.2859 0.2861 0.0002 0.0699
0.3281 0.3279 0.0002 0.0610
Table 2.4 – Normalized resonant frequencies (a/λ) of the trapezium cavity shown in Fig. 2.16a,
computed with the spatial images technique and validated using HFSS c©.
normalized frequency of a/λ = 0.5033. The results, shown in Fig. 2.17a, are compared with the x-
component of the electric field obtained by the commercial software HFSS c© at the same frequency
and location (see Fig. 2.17b). As can be observed, the same mode distribution is obtained with both
methods.
Multilayered Rectangular-Shaped Cavity
In this example, the resonant frequencies of the rectangular-shaped cavity shown in Fig. 2.18 are
computed. For this purpose, the same procedure as in the previous case is employed. The resonant
frequencies obtained with this method are compared with those obtained by HFSS c© in Table 2.5. As
can be observed, excellent agreement between these two completely different approaches is found.
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(a) (b)
Figure 2.17 – Magnetic vector potential (GxxA ) inside the multilayered trapezium-shaped cavity
of Fig. 2.20a obtained with the spatial images technique at the normalized resonant
frequency of a/λ = 0.5033 (a). The x-component of the electric field, computed


























































Figure 2.18 – Study of the resonant frequencies associated to the rectangular-shaped multilay-
ered cavity (with parameters a = λ, h1 = 0.2λ and h2 = 0.1λ) shown in (a). O
is the origin of the coordinate system. For the study, the mixed-potential Green’s
functions are computed as function of frequency at the observation point located at
(−0.1a, 0, h2), when the source is placed at (0.1a, 0, h2). Sharp peaks in the response
clearly indicate the resonant frequencies (b).
As a further validation, we present in Fig. 2.19 the electric scalar potential obtained at the nor-
malized resonant frequencies of a/λ = 0.1937 and a/λ = 0.418. In the same figure, the results are
compared with those obtained by the commercial software HFSS c©. In this case, the z-component
of the electric field is plotted at the resonant frequencies. The same pattern is obtained by the two
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(a) (b)
(c) (d)
Figure 2.19 – Electric scalar potential (GV) inside the multilayered rectangular-shaped cavity of
Fig. 2.18a obtained with the spatial images technique at the normalized resonant
frequencies of a/λ = 0.1937 (a) and a′/λ = 0.4182 (c). The z-component of the
electric field, computed with the commercial software HFSS c© at the same resonant
frequencies [see (b) and (d)], is employed as validation.
methods in all cases, fully validating the results obtained by the spatial images technique.
Multilayered Triangular-Shaped Cavity
In this last example, the same procedure as in the previous cases is applied to the triangular-
shaped cavity shown in Fig. 2.20, in order to compute the cavity resonant frequencies. Again, the
computed frequencies are compared with those obtained by HFSS c©. The result of this compari-
son is shown in Table 2.6, which demonstrates that excellent agreement is found between the two
techniques.
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Spatial Images Technique HFSS c© Absolute difference Relative difference (%)
0.1937 0.1936 0.0001 0.0517
0.2987 0.2989 0.0002 0.0669
0.4182 0.4185 0.0003 0.0716
0.4701 0.4705 0.0004 0.0850
0.4896 0.4890 0.0004 0.0818
0.5254 0.5251 0.0003 0.0571
0.5420 0.5417 0.0003 0.0554
Table 2.5 – Normalized resonant frequencies (a/λ) of the rectangular cavity shown in Fig. 2.18a,



































































Figure 2.20 – Study of the resonant frequencies associated to the triangular-shaped multilayered
cavity (with parameters a = λ, h1 = 0.2λ and h2 = 0.1λ) shown in (a). O is
the origin of the coordinate system. For the study, the mixed-potential Green’s
functions are computed as function of frequency at the observation point located at
(−0.1a, 0, h2), when the source is placed at (0.1a, 0, h2). Sharp peaks in the response
clearly indicate the resonant frequencies (b).
Finally, the magnetic vector potential GyyA , computed at the normalized frequency of a/λ =
0.5668, is shown in Fig. 2.21a at the dielectric interface plane. For the sake of validation, the y-
component of the electric field obtained by the software HFSS c© is presented in Fig. 2.21b. As can be
observed, excellent agreement between the patterns obtained by the two techniques is found.
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Spatial Images Technique HFSS c© Absolute difference Relative difference (%)
0.1693 0.1694 0.0001 0.0590
0.2521 0.2523 0.0002 0.0793
0.3294 0.3292 0.0002 0.0608
0.3456 0.3453 0.0003 0.0869
0.4045 0.4048 0.0003 0.0741
0.4180 0.4176 0.0004 0.0958
0.4349 0.4352 0.0003 0.0689
Table 2.6 – Normalized resonant frequencies (a/λ) of the triangular cavity shown in Fig. 2.20a,
computed with the spatial images technique and validated using HFSS c©.
(a) (b)
Figure 2.21 – Magnetic vector potential (GyyA ) inside the multilayered triangular-shaped cavity of
Fig. 2.20a obtained with the spatial images technique at the normalized resonant
frequency of a/λ = 0.5668 (a). The y-component of the electric field, computed
with the commercial software HFSS c© at the same resonant frequency [see (b)], is
employed as validation.
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2.4 Grounded MoM-Based Spatial Technique for the Computation of
Green’s Functions in Multilayered Shielded Boxes
This section presents the continuous counterpart of the discrete spatial images technique
presented in Section 2.3, particularized to the computation of the rectangular boxed multilay-
ered Green’s functions and their associated spatial derivatives. The continuous nature of the
technique increases the accuracy that can be obtained in the Green’s functions computation,
with respect to other implementations based on discrete sources [Quesada Pereira et al., 2005a],
[Gómez-Díaz et al., 2008c]. Specifically, arbitrarily small errors in the Green’s functions computa-
tion can be achieved. A refinement in the technique, which exploits the decoupling of the x and
y-dyadic components of the Green’s functions in rectangular boxes, contributes to further improve
the method efficiency.
Instead of discrete auxiliary point sources (as in [Gómez-Díaz et al., 2008c], see Section 2.3), the
proposed continuous method uses a set of auxiliary linear distribution of sources to impose potentials
boundary conditions along the whole cavity contour. After applying boundary conditions, a set
of integral equations (IEs), on the unknown values of the auxiliary sources, is obtained. The IE
problem is then solved by using the method of moments (MoM) [Harrington, 1968]. A rigorous
study about the impact of the test and basis functions choice on the Green’s functions convergence
is then presented and discussed, showing a trade-off between accuracy (using roof-top basis/test
functions) and speed (using point-matching basis/test functions).
Besides, the method is combined with the use of dynamic ground planes. The ground planes
are placed covering two of the cavity walls, as a function of the source position. A set of mirror basis
functions are then placed with respect to them. The values of these basis functions are well-known
from basic electromagnetic theory [Balanis, 1989], and the effective number of unknowns that need
to be numerically calculated is greatly reduced. The combination of the auxiliary and mirror linear
sources perfectly imposes the boundary conditions along the two covered cavity walls, whereas these
conditions are numerically imposed on the remaining two walls. Note that, following this technique,
the convergence problems when the source point is close to a cavity wall or corner are completely
eliminated. This is done by placing the ground planes at the two closest cavity walls to the source
position. In this way, the boundary conditions will automatically be imposed at these critical planes.
By following this strategy, the positions of the ground planes can be dynamically changed, according
to the position of the source point inside the cavity. This preserves high accuracy for all positions of
the source point.
The proposed spatial technique for the calculation of multilayered boxed Green’s functions
and their derivatives is described in Section 2.4.1. The method is then numerically validated in
Section 2.4.2, where a comparative study about the error in the Green’s functions computation versus
the different type of test/basis functions employed is given.
Note that, in Chapter 3, the proposed theory will be included into a mixed-potential IE approach
(MPIE) [Mosig, 1989] and it will be applied to the analysis of practical shielded microwave circuits,
with planar metal patches printed at the dielectric interfaces. There, a careful comparative study will
demonstrate that the proposed method is extremely competitive as compared with other numerical
techniques known to the author, avoiding any convergence problems.
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2.4.1 Continuous Auxiliary Sources Combined with Dynamic Ground Planes
This subsection first carefully describes the grounded MoM-based formulation for the computa-
tion of multilayered boxed Green’s functions and their n-order spatial derivatives. Then, the location
and definition of test and basis functions are carefully analyzed.
Theoretical Overview
Let us consider a multilayered rectangular cavity, which is excited by a point source. The first
task is to obtain the Green’s functions related to an infinite multilayered medium. This is easily
accomplished using the Sommerfeld transformation [Michalski, 1998] applied to the corresponding
spectral domain Green’s functions (G̃) [Itoh, 1989] (see Section 2.2.2).
Then, the idea is to impose the boundary conditions on the potentials along the cavity con-
tour, C. If the height of the cavity is electrically small, this imposition is performed only at a single
height z (which usually corresponds to the air-dielectric interface where the circuit is printed). How-
ever, if the height of the cavity is electrically large, the imposition of the boundary conditions in one
cross section of the cavity might not suffice to represent the correct behavior of the fields along its
height. In this case boundary conditions are imposed on discrete heights (z = 1...R) of the cavity (see
[Quesada Pereira et al., 2005b], [Gómez-Díaz et al., 2008c], and Section 2.3). This can be viewed as a
kind of point-matching [Harrington, 1968] technique along the cavity height.
The next step is to introduce a set of auxiliary distributions of linear sources. These sources
are located surrounding the cavity under analysis (following the contour C′ shown in Fig. 2.22).
Here, the term linear is employed to emphasize that a continuous distribution of sources (such as
1D wires) is used, instead of discrete punctual sources as it was previously done (see Section 2.3
and [Gómez-Díaz et al., 2008c]). The auxiliary linear sources are applied to compute both, the elec-
tric scalar and the magnetic vector potentials. In each case, the physical nature of the auxiliary linear
sources corresponds to the potential under analysis (charge for the electric scalar potential and dipole
currents for the magnetic vector potential). The unknown auxiliary distribution of sources are then
computed to impose, in conjunction with the original point source, the boundary conditions on the
lateral walls. Finally, the Green’s functions inside the multilayered rectangular enclosure are recov-





























































y(~r ′)∂~r ′, (2.77)
where Q(~r ′), Dx(~r ′) and Dy(~r ′) are the auxiliary set of linear charges and dipoles. Also, (S0) denotes
the zero-th order Sommerfeld transformation, applied to the spectral domain Green’s functions for a
specific source (~r ′) and observer point (~r) locations.
The main drawback of this formulation occurs when the point source is located very close to a
cavity wall (see Section 2.3.2). In this case, the use of auxiliary sources can not effectively compen-
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Figure 2.22 – An auxiliary linear distribution of sources (C′h,1 and C
′
v,1) is combined with two aux-
iliary ground planes to analyze a multilayered rectangular enclosure. Mirror linear
sources, with respect to the ground planes, appear from the original set of linear
sources. Potential boundary conditions are then numerically imposed along the
non-covered cavity walls, and are perfectly imposed along the covered walls. The
dimensions of the cavity are 60x40 mm, and it is composed of 2 layers: a dielectric
layer (εr = 2.2 of thickness 3.17 mm), and an air layer (3.0 mm height). The source
is placed at the position (−25,−5, 3.14) mm. O is the coordinates origin and cavity
center.
sate for the singular behavior introduced by the point source, and important errors in the Green’s
function computation might occur. This problem can totally be solved using the concept of dynamic
ground planes. Using this approach, auxiliary ground planes are located covering two of the cavity
walls (the closest to the point source), as can be seen in Fig. 2.22. The auxiliary set of linear sources
are then located surrounding only the two non-covered walls, in order to impose there the boundary
conditions. A set of mirror linear sources (and also mirror images, related to the original point source)
appears with respect to the ground planes. Note that the values of all mirror sources are well-known
from basic electromagnetic theory [Balanis, 1989]. The combinations of all sources perfectly impose
the potential boundary conditions on the covered cavity walls, while these conditions are numeri-
cally imposed on the remaining two walls. This completely eliminates the instabilities related to the
singular behavior of the source, because the ground planes are dynamically located as a function of
the source position, imposing perfect boundary conditions on the critical walls (see Fig. 2.23). In this
way, accuracy is preserved for all positions of the source point. Furthermore, this approach drasti-
cally decreases the computational effort required, because most of the auxiliary sources are mirror
sources, whose values are known, and the size of the final system of linear equations is effectively
reduced.
The problem now consists on obtaining the unknown auxiliary linear distribution of sources
which are used to impose the required boundary conditions for the potentials at the remaining walls.
52 Chapter 2: Green’s Functions Analysis of Multilayered Shielded Enclosures
o
Quadrant 1Quadrant 2








Quadrant 3 Quadrant 4
(c)
Quadrant 1Quadrant 2
Quadrant 3 Quadrant 4
o
(d)
Figure 2.23 – Dynamic position of the auxiliary ground planes as a function of the point source
location. The new planes position defines the quadrant where the cavity under
analysis is placed, i.e., first (a), second (b), third (c) or forth (d) quadrant. The set of
auxiliary linear sources is placed in the same quadrant as the cavity, whereas mirror
linear sources appear in all other quadrants.
Specifically, in the case of the electric scalar potential, this condition is
GVBox(~r,~r
′
0,0)|C = 0, (2.78)


























This last equation has the form of an integral equation [Mosig, 1989], where the auxiliary linear distri-
bution of sources is the unknown. In order to solve this equation, we apply the method of moments
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Auxiliary source quadrant [g]
Source quad. Quad. 1 Quad. 2 Quad. 3 Quad. 4
PGV
1 + - + -
2 - + - +
3 + - + -
4 - + - +
PxGA
1 + + - -
2 + - - +
3 - - + +




1 + - - +
2 - - + +
3 - + + -
4 + + - -
Table 2.7 – Signs which must be applied to the auxiliary sources as a function of the quadrants
(defined by the ground planes) where the original point source and the auxiliary
sources are located.
where R is the total number of rings, BV is the total number of basis functions, f
g,k,m
V,b,a (~r
′) is the basis
function (indicated by the letter "b") number k, placed on the ring m, related to the scalar electric
potential (V), and located on any (horizontal or vertical) direction a within the g quadrant (with
g = 1, 2, 3, 4), and αk,m is the weight associated to this basis function. Note that a specific weight αk,m
is associated to a particular basis function (k, m), but also to all its mirror basis functions (placed in







the quadrants of the point source and the mirror images, and it is given in Table 2.7.
Introducing Eq. (2.80) into the integral equation, a standard MoM technique yields to the follow-















































l = 1, 2, 3, . . . , R; i = 1, 2, 3, . . . , BV ,
where C is the cavity contour, C′a,g are the auxiliary linear sources placed on any (a) direction within
the g quadrant, and~r ′0,g is the position vector of the original or mirror point source located on the g
quadrant (see Fig. 2.22). Note that the formulation also requires the use of test functions, which have
been denoted as f g,i,lV,t,a(~r), where t indicates that it is a test function, i is the test function number and
l is the number of ring.
After solving the system, the weights of the basis functions (αk,m) are recovered. This allows to
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Besides, note that the proposed formulation allows the easy computation of the boxed Green’s
functions spatial derivatives of order n, without requiring an additional computational effort. Fol-
lowing the procedure presented in Section 2.3, spatial derivatives are taken on Eq. (2.82) over the












































As commented in Section 2.3, the main advantage of this approach is that basis functions and their
associated weights are independent of (ρ), and they are not affected by the derivative. This means
that there is no need to reformulate the problem for this specific case, because the same weights
computed for the potentials can be used for the derivatives. Besides, note that the spatial derivatives
related to the x or y-directions can easily be obtained from these equations, simply by using the
chain’s rule of the derivative.
Let us suppose that the point source is now an x-oriented dipole. It is interesting to remark that
this source, placed inside a rectangular cavity, can not create a y-oriented component. This is because
the walls of the cavity are placed either parallel (horizontal) or antiparallel (vertical) with respect to
the source, and they do not force the presence of cross-components [Balanis, 1989]. Note that this
is a specific situation for the rectangular cavity, and that it does not hold in more general cavities
(such as the arbitrarily-shaped convex structures discussed in Section 2.3). Therefore, for the case of
a rectangular cavity the y-component of the dyadic Green’s functions is directly, and strictly, zero.
In order to compute the x-component of the magnetic vector potential Green’s functions inside




















where the suffix h and v denotes horizontal and vertical walls, respectively (see Fig. 2.22).
Analyzing these boundary conditions, one realizes that they are decoupled. This means that the
conditions on the horizontal walls are not related to the conditions on the vertical walls. Therefore,
the boundary conditions can be imposed separately on each wall, leading to the solution of two
linear systems of BA,ξ unknowns (where BA,ξ is the number of basis function related to the wall ξ,
with ξ = h, v) instead of solving one linear system of 2BA,ξ unknowns (as was the approach presented
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in Section 2.3 for more general cavities).
Introducing the general expression of the GxxA component, presented in Eq. (2.76), into Eq. (2.84)



























































where~r ′ = x′ êx + y′ êy,~r ′0,0 = x
′
0,0 êx + y
′
0,0 êy, and Eq. (2.38) and the chain’s rule of the derivative have
been employed for simplification purposes. Note that these two equations are very similar as the one
obtained for the electric scalar potential [see Eq. (2.79)], but involving now the auxiliary set of linear
dipoles, Dx(~r ′). The method of moments is employed again to solve these two equations. For this






















where αx,ξk,m is the weight related to k basis function, placed at the m ring, associated to the x-dipole
source (denoted by Ax) and imposed on the ξ wall, and PxGA(~r
′
0,0, g) (see Table 2.7) is the sign associ-
ated to each auxiliary source, as a function of the quadrant where it is defined.
Introducing Eq. (2.88) into the two integral equations, a standard MoM technique yields to fol-
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l = 1, 2, 3, . . . , R; i = 1, 2, 3, . . . , BA.
In the above notation, C′h,g and C
′
v,g refer to the horizontal and vertical auxiliary linear distribution
of sources placed on the g quadrant (see Fig. 2.22). Besides, test functions are also employed in this
formulation, which are denoted as f g,i,lAx ,t,ξ, following the nomenclature previously defined.
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Once the two systems of linear equations have been solved, the weights of the basis functions















































As in the case of the electric scalar potential, the formulation also allows the easy computation of
the Green’s functions spatial derivatives of order n related to the multilayered cavity under analysis.
By using Eq. (2.38), the derivatives of the magnetic vector potential are computed over the source-

















































Then, the spatial derivatives related to the x or y-directions are easily obtained by using the chain’s
rule of the derivative.
Finally, note that in the case of a y-oriented dipole located within the multilayered rectangular
enclosure, a dual formulation can easily be derived.
Proper Termination of Basis/Test Functions
The use of auxiliary ground planes requires a proper definition and termination of the basis
functions employed in the problem. After that, test functions are located along the non-covered
walls of the cavity following similar ideas.
In the case of the electric scalar potential, the auxiliary charge must be zero at the ground planes.
This condition is enforced by terminating the mesh with an entire basis function. Besides, the sharp
corner on the auxiliary sources (contour C′ in Fig. 2.22) is handled by employing two half-basis func-
tions, that are interconnected, creating a unique basis function, to enforce continuity of the charge
at the corner. This procedure is similar as the usually employed in the IE MoM for the modeling of
junctions in the metalizations [Kolundzija and Djordjevic, 2002]. An example of this implementation
is shown in Fig. 2.24a.
In the case of the magnetic vector potential, produced by an x-oriented source dipole, a zero
value must be physically imposed for the auxiliary current at the x-oriented ground plane, whereas
it does not vanish at the y-oriented ground plane [Balanis, 2005]. This is modeled by using an ad-
ditional half-basis function attached to the y-oriented plane, and by terminating the mesh with an
entire basis function on the x-oriented plane. Furthermore, note in Fig. 2.24b that two independent
half-basis functions have been employed to treat the corner. These two half-basis functions are not
interconnected, because each of them is referred to a different boundary condition and applied into
a different IE. However, the presence of these two half roof-top functions at the corner is important,
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(a) (b)
Figure 2.24 – Example of basis functions (rooftops) definition for the GV (a) and GxxA (b) computa-
tion. In (a) the auxiliary linear charge continuity is enforced at the corner using two
interconnected half-rooftops (which makes a unique basis function), meanwhile
zero values of the charges are enforced at the ground planes. In (b), a zero value
of the potential is forced at the x-oriented plane by terminating the mesh with an
entire basis function. Any value of the potential is allowed at the y-oriented plane
by inserting there a half-rooftop. The corner is modeled using two isolated half-
rooftops.
since the current distribution will in general not be zero at the corner. An example of this implemen-
tation is shown in Fig. 2.24b. In the case that the source is a y-oriented dipole, an implementation
dual to the proposed for the x-source is employed.
Basis/Test Functions Choice
The derived integral equations are singular-free, thanks to the use of ground planes. There-
fore, the convergence of the proposed approach employing different basis/test functions is assured.
However, the choice of adequate basis/test functions to solve the proposed IE is very important, and
provides a trade-off between accuracy and speed. Three possible choices are presented and discussed
below.
The first and simpler option is to use point matching [Harrington, 1968]. In this case, the for-
mulation developed is very similar to the one proposed in Section 2.3, i.e. the auxiliary linear dis-
tribution of sources reduces to discrete spatial images/sources, which impose boundary conditions
on discrete points along the cavity walls. However, there are two important differences. First, the
use dynamic ground planes removes any numerical instability related to the singular behavior of the
source, and second, the use of decoupled boundary conditions in the magnetic vector potential al-
lows to solve two systems of linear equations (with BA,h and BA,v unknowns), instead of one system
of linear equations with BA,h + BA,v unknowns. The main drawback of point matching is that it may
lead to ill-conditioned systems of equations, specially when the number of spatial points employed
for the discretization increases. This greatly limits the accuracy of the computed Green’s functions.
On the other hand, point matching has the important advantage of being extremely fast, because all
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integrals which appear in the formulation are reduced to the evaluation of the function at the test
point.
The second option studied is to employ linear roof-top for testing, combined with dirac-delta
functions for the basis functions. This choice presents an interesting compromise between accuracy
and speed. The use of sub-domain test functions impose the boundary conditions on average along
the cavity walls (instead of doing it on discrete points), by using a set of discrete sources (or images).
Therefore, the overall error committed using this approach is lower than in the previous case. How-
ever, this error can not be arbitrarily small, due to ill-conditioned problems that arise in the system
of equations when the auxiliary discrete sources become very close. In terms of speed, this approach
is slower than the first method, because contour integrals must be numerically evaluated while im-
posing the boundary conditions. However, the use of auxiliary discrete sources reduces the double
integrals to one-dimensional contour integrals. This makes the calculation of the Green’s functions
also very efficient.
The third and last option proposed is to use linear roof-top test and basis functions. In this case,
the error committed can be very small, and it can arbitrarily be reduced by increasing the number
of basis/test functions [Harrington, 1968]. This is because the auxiliary linear distribution of sources
is able to effectively impose the boundary conditions along the non-covered cavities walls without
encountering ill-conditioned situations. Therefore, this method is much more accurate than the pre-
vious ones. The main drawback of this approach is that double contour integrals must be performed
when imposing the boundary conditions. This makes the computation required intensive. However,
several integration schemes can be applied in order to further reduce this computational cost. For in-
stance, most of the auxiliary/mirror sources are placed very far away from the cavity under analysis,
and present a smooth behavior, allowing to solve these integrals with little computational effort.
2.4.2 Numerical Validation
This section presents numerical results to validate the proposed technique. For this purpose, the
structure shown in Fig. 2.22 is analyzed. This cavity has a thick substrate (3.17 mm), which requires
the use of two rings of auxiliary linear sources, the first placed at the dielectric interface and the other
placed at a middled height of the substrate (z = 1.57 mm).
As commented in Section 2.3, one important advantage of the proposed method is that it allows
to exactly know the error committed on the Green’s functions computation. This can easily be done
by evaluating the fulfilment of the boundary conditions along the cavity contour. In this case, since
the use of auxiliary ground planes imposes perfect boundary conditions on the covered walls, only
the error committed on the two remaining walls must be examined. For the electric scalar potential,
this error is obtained by evaluating Eq. (2.78) along the two non-covered walls. In the case of the
magnetic vector potential, the error is obtained by computing Eq. (2.84) for the non-covered horizon-
tal wall and Eq. (2.85) for the non-covered vertical wall. In all cases, an ideal situation will provide a
zero value for the relevant condition along the whole cavity perimeter.
The location of the auxiliary linear sources is an important parameter to be considered. In con-
trast to the approach presented in Section 2.3, the impact of this location on the method accuracy is
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Combination of Point Matching and Rooftops
Rooftops
(b)
Figure 2.25 – Study of the error committed in the imposition of the GV boundary conditions at
7 GHz when analyzing the cavity shown in Fig. 2.22. (a) Error committed along
the non-covered walls, when different numbers of basis functions (rooftops) per λ
are employed. VX denotes the X-vertex of the cavity, as indicated in Fig. 2.22. (b)
Maximum error committed versus the number and type of basis/test functions per
λ employed.
very limited, because the proposed approach is singular-free and the method does not have to com-
pensate for the singular behavior of the original source. Therefore, the method is inherently stable as
a function of the location of the auxiliary sources. In spite of this, the number of unknowns required
to obtain a desired precision varies. If the auxiliary sources are located very close to the cavity walls,
their associated singular behavior may degrade the boundary conditions imposition. On the other
hand, if the auxiliary sources are located very far away from the walls, the number of unknowns
required to achieve a required precision increases, because the auxiliary sources lose effectiveness in
representing the fine details of the cavity. Numerical results have shown that values of dx and dy (see
Fig. 2.22) within the range of 0.2λ0-2λ0 provide good convergence rates using a limited number of
test/basis functions. In the following examples, the auxiliary linear sources are always located at the
distances dx = dy = 1.5λ.
First, the error committed in the GV computation at the frequency of 7 GHz is examined. The
error is studied along the non-covered cavity walls as a function of the number of basis functions
per λ (Fig. 2.25a). In this case, linear rooftop test/basis functions have been employed. As can be
observed in the figure, the error is small with just one basis function per λ, and greatly decreases as
the number of basis functions is increased. This demonstrates that the method is rapidly convergent,
requiring a few number of basis functions to obtain very low errors. In Fig. 2.25b the maximum
error is presented for different type and number of basis/test functions. In the case of using a point
matching approach, the convergence is slower than in the other cases. This is expected, taking into
account the convergence features of point matching inside integral equations [Harrington, 1968]. On
the other hand, the use of point matching provides much faster results than the other approaches. In
the second case, a combination of rooftops for testing with dirac-delta functions as basis functions
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Figure 2.26 – Study of the error committed in the imposition of the GxxA boundary conditions
[Eq. (2.84) and Eq. (2.85)] at 20 GHz when analyzing the cavity shown in Fig. 2.22.
(a) Error committed along the non-covered walls, when different numbers of basis
functions (rooftops) per λ are employed. VX denotes the X-vertex of the cavity, as
indicated in Fig. 2.22. (b) Maximum error committed versus the number and type
of basis/test functions per λ employed.
is employed. This is a trade-off solution, with moderate improvement in the convergence rates and
an slightly increase in the computational cost. The last option, which uses rooftop for the basis and
test functions, presents the best convergence results. This is expected, because the complete auxiliary
distribution of linear sources is employed to impose the boundary conditions along the contour.
However, this approach has the drawback to be computationally more intensive than the other two.
It is interesting to note that the use of 500 basis/test functions provides an error within the precision
of the computer along the complete perimeter, showing that the method is inherently stable (the error
can be reduced to arbitrary small values). The use of dirac-delta functions as basis functions can not
provide this result, because it leads to an ill-conditioned system of linear equations when the number
of basis functions is very high.
Second, the error committed on the GxxA computation is considered. At the frequency of 7 GHz,
the effects of the cavity lateral walls on this potential (for the current location of the point source)
are neglectable. However, as the frequency increases, the influence of the lateral walls is more and
more important. For this reason, the frequency for the error analysis is set now to 20 GHz, where
the lateral walls play a fundamental role in the potentials behavior. Fig. 2.26a shows the error along
the cavity contour versus the number of basis functions (rooftops) employed, whereas in Fig. 2.26b
a comparison of the maximum error commited, depending on the number and type of test/basis
functions, is presented. The analysis of these results leads to the same conclusions as given for the
GV case, and confirms the effectiveness of the proposed approach.
In all cases, the accuracy of the proposed spatial technique depends on the accuracy of the
method employed to compute the Sommerfeld transformation [Michalski, 1998]. Therefore, if small
errors occurs while computing these transformations, they accumulate and propagate into the
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Green’s functions. This is specially important in the case of the first order Sommerfeld transformation
(S1), which usually requires more computational effort to achieve very low errors. An example of this
error accumulation is shown in Fig. 2.26b, where the minimum error of 10−4 on the GxxA computation
is fixed by the maximum error obtained while calculating S1.
2.5 Green’s Function Computation in Multilayered Shielded Cavities
with Right Isosceles-Triangular Cross-Section
The spatial images techniques introduced in the previous sections allows the numerical com-
putation of Green’s functions in arbitrarily-shaped convex cavities. These approaches were useful
approximations to the calculation of the exact Green’s functions for these kind of multilayered cav-
ities. In the process, the weights of the fictitious sources are numerically computed to impose the
boundary conditions along the cavity walls. This imposition of the boundary conditions needs also
to be done along the longitudinal direction (height), for electrically long cavities.
In this section, we present a new rigorous approach for the Green’s functions calculation inside
a multilayered shielded cavity with right isosceles triangular cross-section. The method is entirely
developed in the spatial domain and it is based on image theory. Unlike the previous developed
techniques, the method computes the Green’s functions rigorously in the whole cavity, without in-
troducing equivalent sources. The key idea is to split a multilayered square shaped box in two right
isosceles triangular cavities (namely A and B as shown in Fig. 2.27). Then, we use the spatial domain
Green’s functions associated to the square cavity to recover the Green’s functions related to one of the
triangular waveguides. Note that the Green’s functions of square cavities can be efficiently computed
by using series acceleration techniques [Park and Nam, 1998], [Álvarez Melcón and Mosig, 2000] or
by using the accurate method presented in Section 2.4. Once the Green’s functions of the square
cavity are computed, simple image theory is used to enforce the boundary conditions along the non-
equal side of the triangle. In this way, for each point source inside (A), a spatial image will be placed
in the other triangular cavity, (B). This image is able to exactly satisfy the boundary condition along
the hypotenuse side of the triangular cavity, even along the longitudinal direction (height of the cav-
ity). Finally, the Green’s functions inside the triangle (A) are recovered by taking into account the
presence of the original and of the image sources in the presence of the auxiliary square cavity.
As in the method presented in the previous sections, the proposed technique uses the concept of
spatial images related to the electric scalar and magnetic vector potentials. However, it is important
to remark that the present approach exactly satisfies the boundary conditions along the whole cavity
wall (even along the height of the enclosure), and therefore it is not an approximation to the modeling
of the enclosure. Furthermore, the images are computed using the Green’s functions associated to
a multilayered shielded square cavity, instead of the usual multilayered infinite medium. On the
other hand, the use of this rigorous approach is restricted to the case of multilayered enclosures with
triangular right-isosceles cross section.
The usefulness of the proposed technique is demonstrated by obtaining resonant frequencies and
potentials patterns of a multilayered cavity with right isosceles triangular cross-section. The results
are compared with those obtained by the finite-elements commercial software HFSS c©, showing an
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Figure 2.27 – A square box is split in two right-isosceles triangular cavities ("A" and "B"). A
unitary electric dipole is placed inside triangle A. L′ = λ, x′ = y′ = 0.25λ.
excellent agreement.
Besides, as in the previous sections, note that the proposed method will be applied in Chapter 3
for the analysis and design of shielded microwave filters. There, measured data will be employed to
further confirm the accuracy and usefulness of the developed technique.
2.5.1 Theoretical Overview
The geometry for the calculation of the mixed-potential Green’s functions is presented in
Fig. 2.27. As it can be seen in the figure, an electric unitary dipole is placed inside a right-isosceles
triangular metallic cavity (A). The final goal is to compute the Green’s functions associated to this
triangular cavity (A). To do that, a square cavity, which is composed of the original triangle (A) and
of an auxiliary triangle (B) is considered. The Green’s functions associated to a multilayered shielded
square enclosure, as presented in Fig. 2.27, can efficiently be obtained in the spatial domain using, for
instance, the procedure described in [Álvarez Melcón and Mosig, 2000], in [Park and Nam, 1998] or
in Section 2.4. These square cavity Green’s functions are then used to recover the Green’s functions
associated to the multilayered triangular cavity (A). To do that, an electric point source (qe) or an elec-
tric unitary dipole (I) is placed inside this cavity (A) [see Fig. 2.28]. Then, the triangle (B) is used to
place an exact image of the original source (q′e or I
′). Both original and image sources are computed
using the square cavity Green’s functions, and therefore, the boundary conditions at the external
square walls are automatically satisfied. Finally, the original and image sources are combined to
compute the Green’s functions associated to the triangular cavity (A). Due to the combination of the
original source with its image, the field will also satisfy the boundary conditions at the hypotenuse
of the triangular cavity. Since the original and image sources are computed inside a multilayered
structure, the final computed Green’s functions will also take into account for the substrate layers.
The physical boundary condition to be imposed at the metallic cavity walls is the zero tangent
electric field. This boundary condition can also be translated to the potentials. First, the electric scalar
potential must vanish along the cavity walls. If a single electric point charge is placed inside the tri-
angle A, the boundary condition will be automatically satisfied along the two external equal sides of
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L
(a) (b)
Figure 2.28 – Original and image electric charges and dipole sources used to enforce the bound-
ary conditions for the electric scalar (a) and magnetic vector (b) potentials along
the non-equal side of the triangular cavity. Point P is a generic observation point.
L′ = λ.
the triangular cavity. This is because these two sides are common to the square cavity used to calcu-
late the basic Green’s functions. In order to impose the boundary conditions along the hypotenuse
of the triangle, a spatial image of the original source is placed inside triangle B (see Fig. 2.28a). From
basic image theory [Balanis, 1989], the value of this new image is the same as the original, but with
opposite sign. The combination of both sources will make the electric scalar potential to be zero
along the hypotenuse of the triangle, even in the z-direction. Since the image also shares the square
cavity sides, the boundary conditions are also satisfied in the other walls. Finally, the electric scalar
potential inside the triangular cavity is recovered using a combination of the two sources as
GVTri(~r,~r
′) = GVBox(~r,~r
′)− GVBox(~r,~r ′im), (2.93)
where~r is a vector pointing towards an arbitrary observation point (P),~r ′ is the source position (both
inside triangle A), and~r ′im is the source image position (placed in triangle B). It is important to remark
that GVBox is the electric scalar potential inside a square multilayered shielded cavity containing the
triangular cavity.
For the evaluation of the magnetic vector potential dyadic Green’s function, a similar procedure
is followed, but taking into account the vector nature of this potential. Considering two unit dipoles
inside triangle A (Ix and Iy, oriented along the x and y axis), two images dipoles can be placed
inside triangle B (I ′x and I
′
y, oriented along the y and x-axis respectively). These images are used
to enforce the boundary conditions along the triangle hypotenuse (see Fig. 2.28b). Again, since all
dipoles are placed inside the associated square cavity, the boundary conditions are also imposed
along the external walls. By simple image theory, the values of the image dipoles are the same as the
original, but their orientations have been rotated by 90 degrees [Balanis, 1989]. The final magnetic
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(~r,~r ′) = GyyABox(~r,~r
′), (2.97)
where ~r is a vector pointing towards an arbitrary observation point (P), ~r ′ is the source position
(both inside triangle A), and ~r ′im is the source images position (placed in triangle B). It is worth
mentioning that, according to these expressions, an x-directed dipole will produce a y-component of
the magnetic vector potential (and viceversa). This cross component is given by the image dipole I ′x,
which is oriented along the y-axis. Physically, this cross component is caused by the hypotenuse wall
of the triangular cavity.
The computational effort required to evaluate the proposed Green’s functions for multilayered
triangular cavities represents twice the effort required for the computation of the Green’s functions
associated to multilayered square cavities, which is the key element of the proposed formulation.
Note that for the computation of the latter, different techniques for series acceleration, such as those
proposed in [Álvarez Melcón and Mosig, 2000],[Park and Nam, 1998], and in Section 2.4 may be ap-
plied.
2.5.2 Numerical Validation
In order to demonstrate the usefulness of the proposed technique, the resonant frequencies and
potential patterns of a multilayered triangular cavity are obtained. The results are validated using
the data computed by the finite elements commercial software HFSS c©.
In Fig. 2.29a a multilayered shielded triangular cavity with right isosceles cross-section is shown.
To obtain the resonances of the cavity, the potentials are represented as a function of frequency for a
fixed position of source and observation points. In Fig. 2.29b, sharp peaks in the potential response
can be observed. These peaks are closely related to the resonant frequencies of the cavity. It is im-
portant to remark that at exactly the natural frequencies of the cavity, the value of the potentials will
tend to infinity. Consequently, to find the resonant frequencies of the cavity we detect the maximum
value of the potentials given by the selected frequency step during the frequency sweep. To study the
accuracy of the results, the same study has been performed by the commercial software HFSS c©. As
it can be seen in Table 2.8, high accuracy has been achieved, maintaining in all cases a relative error
below 0.08%, when the frequency step is 0.005λ. It is important to note that the accuracy obtained di-
rectly depends on the step length taken by the frequency sweep. When this step becomes smaller, the
error decreases. For example, when the frequency step is reduced to 0.0025λ, the maximum relative
error is always below 0.04%.
The proposed method can also compute the potentials (even at the cavity resonances) without
any convergence problem. To show that this is indeed the case, the electric scalar potential is shown in
Fig. 2.30 at the normalized frequency of L
′
λ = 0.2851, where L
′ denotes the physical length of the two
equal sides of the triangle (see Fig. 2.27). Furthermore, the magnetic vector potential GyyA is depicted
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Figure 2.29 – Computation of the resonant frequencies related to a triangular cavity. (a) Multilay-
ered shielded triangular cavity with right isosceles cross-section. L′ = λ, L1 = 0.2λ,
L2 = 0.2λ, εr = 5.0. O is the origin of the coordinate system. The point source is
placed at the position (−0.25λ,−0.15λ, 0.2λ), and the observation point is placed
at (−0.15λ,−0.25λ, 0.2λ). (b) Mixed potentials as a function of the cavity electrical
length.
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Table 2.8 – Resonant frequencies for the triangular cavity shown in Fig. 2.29a.
in Fig. 2.31 at the normalized frequency of L
′
λ = 0.2991. In both cases, a noise-free potential pattern
can be observed. Note that the potential values have been normalized, and the representation avoids
the singular behavior found at exactly the source position. The same study has been performed using
the commercial software HFSS c©, obtaining similar results for the z-component (see Fig. 2.30b) and
for the y-component (see Fig. 2.31b) of the electric field, respectively.
Finally, in order to verify the boundary conditions for the computed Green’s functions, we in-
clude in Fig. 2.32 a plot of the magnetic vector potential produced by a y-directed unitary dipole, in
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(a) (b)
Figure 2.30 – Potential pattern related to the multilayered cavity with a right-isosceles triangu-
lar cross-section at the normalized resonant frequency L
′
λ = 0.2851. (a) Electric
scalar potential obtained with the proposed technique. The source is placed at the
position (0.2λ, 0.2λ, 0.2λ). (b) Z-component of the electric field obtained with the
commercial software HFSS c©.
(a) (b)
Figure 2.31 – Potential pattern related to the multilayered cavity with a right-isosceles triangular
cross-section at the normalized resonant frequency L
′
λ = 0.2991. (a) Magnetic vector
potential dyadic component GyyA obtained with the proposed technique. The source
is placed at the position (0.22λ, 0.5λ, 0.2λ). (b) Y-component of the electric field
obtained with the commercial software HFSS c©.
the same conditions as in Fig. 2.31. We can observe in the figure that the magnetic vector potential


















Figure 2.32 – Vector plot of the magnetic vector potential produced by a y-directed unitary dipole
in the same conditions as in Fig. 2.31.
2.6 Conclusions
In this chapter I have presented three techniques for the numerical computation of multilayered
shielded Green’s functions and their associated spatial derivatives. The first technique is formulated
in the spatial domain, and employs a set of auxiliary charges and dipoles to impose the boundary
conditions for the potentials along the cavity contour. In this way, multilayered cavities with convex
arbitrarily-shaped cross sections are efficiently modeled. The presence of dielectric layers and the
boundary conditions at the top and bottom covers of closed cavities are taken into account through
the Sommerfeld transformation applied to the spectral domain Green’s functions. Furthermore, for
the analysis of electrically long cavities, the use of several rings of images surrounding the whole
cavity at different heights has been proposed. Results reveal that the convergence of the algorithm is
achieved with low computational effort, just requiring about 4 spatial images per λ of the structure
under analysis. Besides, the proposed algorithm presents the important advantage of providing a
measure of the error committed in the imposition of the boundary conditions, which allows to iden-
tify and solve possible numerical instabilities. For the sake of validation, the resonant frequencies and
potential patterns related to several multilayered enclosures (with different cross-sections, namely
trapezium, rectangular and triangular), have been computed and compared to those obtained by the
commercial software HFSS c©. The excellent agreement found confirms the accuracy of the proposed
technique.
The second method is related to the computation of multilayered rectangular boxed Green’s
functions and their spatial derivatives. The technique combines the use of auxiliary ground planes,
which cover two walls of the cavity, with a set of auxiliary linear distribution of sources employed to
impose the boundary conditions along the cavity contour. Mirror linear sources appear with respect
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to the planes, perfectly imposing boundary conditions on the two covered walls. On the other two
walls, a numerical imposition of these conditions has led to a set of integral equations. A conver-
gence study, related to the test and basis functions choice, has been presented and discussed. The
numerical results presented have shown that the technique is very fast, inherently stable and avoids
any singular behavior. Besides, it has been demonstrated that arbitrarily small errors in the Green’s
functions computation can be achieved.
The third and last method proposed is related to the numerical evaluation of Green’s functions
inside multilayered cavities with triangular right-isosceles cross section. The spatial-domain Green’s
functions for a square multilayered box are used to accurately obtain the Green’s function for the
triangular cavity. Image theory has then been employed to exactly enforce the boundary conditions
for the potentials along the nonequal side of the triangular cavity. Resonant frequencies and potential
patterns inside a multilayered triangular cavity have been obtained and validated by using results
from the commercial software HFSS c©. Again, the excellent agreement found confirms the accuracy
of the method.
Thanks to the use of the proposed novel approaches, multilayered shielded Green’s functions
have been efficiently calculated in many different situations, rigourously taking into account the
effects of the lateral walls and their influence on the potentials behavior. The novel methods will be
included in Chapter 3 into a mixed-potential integral equation (MPIE), and will be used for the fast
analysis of microwave shielded devices. There, full-wave simulations and measured data will fully
confirm the accuracy and efficiency of the proposed algorithms.
Chapter 3
Analysis of Multilayered Boxed Circuits
and Application to the Design of Hybrid
Waveguide-Microstrip Filters
3.1 Introduction
In Chapter 2 of this work I presented several techniques for the calculation of multilayered
Green’s functions associated to cavities with convex arbitrarily-shaped cross section. In the present
chapter, I applied the Green’s functions methods previously derived to the analysis and design of
multilayered shielded microwave circuits.
Planar technologies, composed of thin metallizations embedded within flat layered media, are
one of the main approaches to fabricate circuits in the microwave and millimiter wave domains. The
use of closed cavities provides physical support to microwave devices, immunity against electro-
magnetic interferences and avoids unwanted radiation. However, shielding enclosures also intro-
duces additional effects that must rigorously be taken into account [Dunleavy and Katehi, 1988b],
[Dunleavy and Katehi, 1988a], [Faraji-Dana and Chow, 1995]. The accurate and extremely fast anal-
ysis of this type of shielded circuits (see Fig. 3.1) is currently a fundamental requirement for modern
microwave systems, telecommunication applications and the spatial industry.
In order to analyze and design these devices, general full-wave techniques (such as FEM
[Lee et al., 1997], FDTD [Taflove and Hagness, 2005] or TLM [Hoefer, 1985]) may be used. These tech-
niques are able to handle almost any structure, usually obtaining very accurate results. The main
drawback of such approaches is that they require to mesh the whole cavity, including dielectrics and
printed circuits [which is not always easy, due to dimensions difference between the printed circuits
(usually small) and the cavity (which may be big)], leading to large execution times. Furthermore,
these methods do not provide any physical insight into the behavior of the structure under study.
One efficient alternative for the analysis of these boxed devices is to em-
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Figure 3.1 – Generic schematic of a shielded multilayered device.
ploy the integral equation (IE) technique [Mosig, 1989], solved by the method of
moments (MoM) [Harrington, 1968]. The IE method can be formulated either
in the spectral [Jansen, 1985], [Dunleavy and Katehi, 1988a], [Park and Nam, 1997],
[Álvarez Melcón and Mosig, 2000], [Bozzi et al., 2001], [Tsalamengas and Fikioris, 2005] or in the
spatial domain [Railton and Meade, 1992], [Eleftheriades et al., 1996], [Álvarez Melcón et al., 1999].
The spectral domain, which is widely employed, is usually very efficient, but it presents impor-
tant convergence problems when the dimensions of the cells employed to discretize the printed
circuits are very small as compared to the enclosure. On the other hand, the spatial domain
usually expresses the boxed multilayered Green’s functions in terms of infinite sums of spa-
tial images, which are very slowly convergent (see Section 2.2.3 of Chapter 2 and [Itoh, 1989]).
Even though several acceleration techniques have been proposed to seep-up the convergence
of these series (see [Brezinski and Zaglia, 1991], [Kinayman and Aksum, 1995], [Park et al., 1998],
[Park and Nam, 1998], [Gentili et al., 1997] or [Pérez-Soler et al., 2008]), the analysis of shielded
circuits using spatial domain approaches is still unpractical. Besides, note that, up to date,
IE techniques only allows the analysis of printed circuits placed in rectangular or circular
[Zavosh and Aberle, 1995] multilayered enclosures.
This chapter is organized as follows. In Section 3.2, I briefly review the Electric Field In-
tegral Equation (EFIE) [Mosig, 1989] which is solved by using the method of moments (MoM)
[Harrington, 1968]. Besides, I also give an overview of all the steps required for the numer-
ical implementation of this method. The formulation, based on the works of [Mosig, 1989],
[Alvarez Melcon, 1998], [Quesada-Pereira, 2007] is able to analyze a general structure (see Fig. 3.1)
composed of an arbitrary number of printed complex circuits. This approach may incorporate any
type of spatial Green’s functions, such as the free-space Green’s functions. However, in order to take
into account for the multilayered media and the lateral walls of the structure under analysis, the
novel Green’s functions developed in Chapter 2 are employed.
Then, in Section 3.3 I present two acceleration techniques for the efficient implementation of the
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Green’s functions into an IE formulation. The techniques take advantage of the particular features
related to the spatial images technique employed to compute the Green’s functions. The first tech-
nique (see [Gómez-Díaz et al., 2008b]) is based on the bilinear interpolation. Instead of directly inter-
polate the Green’s functions, which have fast variations and strong singularities [Wang et al., 2004],
[Pascual García et al., 2006], the idea is to interpolate the complex values of the charge and dipole
images, which present a smooth behavior. Then, the final Green’s functions are efficiently recov-
ered using the interpolated values of the images. The second method exploits the fact that, in the
Green’s functions presented in Chapter 2, the source term is naturally separated from the contri-
bution of the spatial images/linear sources that take into account the effects of the cavity lateral
walls (see [Gómez-Díaz et al., 2008c]). Using this important feature, two MoM matrixes are com-
puted separately. The first matrix contains the singular behavior, and can be efficiently handled
[Michalski, 1998], [Quesada-Pereira, 2007]. The second matrix only contains the images contribution,
which presents a very smooth behavior, and it may be computed using very limited computational
effort. This matrix decomposition allows the extremely fast IE analysis of multilayered shielded cir-
cuits.
In Section 3.3, a novel hybrid waveguide-microstrip technology is presented. This technology
arises from the Green’s functions study of multilayered shielded enclosures at their resonant fre-
quencies. This filter technology combines one resonance, provided by the multilayered cavity, with
N microstrip resonators, leading to a N + 1 order filter. The proposed technology is light, compact,
low-lossy, uses the filter package as a part of the filter, and allows to easily implement transmission
zeros. Therefore, it is ideal for space applications. A simple procedure is also presented for the effec-
tive design of this type of structures. Then, in order to demonstrate the hybrid waveguide-microstrip
technology usefulness, several prototypes printed on different multilayered cavities have been de-
signed, analyzed and fabricated. The analysis and design of these filters have been performed using
the methods described in this chapter, and excellent agreement among these results, measurements
and full-wave simulations performed with commercial packages have been found in all cases, fully
validating the novel filtering structure.
Finally, Section 3.5 presents several examples of microwave shielded circuits. Specif-
ically, coupled-line filters [Guglielmi and Alvarez-Melcon, 1995], broadside-coupled filters
[Alvarez-Melcon et al., 2001], and novel designs based on the hybrid waveguide-microstrip
technology are investigated in detail. There, the IE formulation described in this chapter, combined
with the Green’s functions introduced in Chapter 2, is fully validated. Besides, the efficiency of the
acceleration techniques presented in this chapter is verified. Specifically, a comparison of the time
required to analyze different circuits, using the proposed method and several IE-based alternatives,
is presented. The results presented there reveal that the proposed techniques are extremely competi-
tive, in terms of convergence, accuracy and efficiency, as compared with any other technique known
to the author.
3.2 Standard Mixed Potential Integral Equation
This section briefly reviews a standard Electric Field Integral Equation (EFIE) [Mosig, 1989]
which is solved by using the method of moments (MoM) [Harrington, 1968]. The goal is to obtain a
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software tool which allows us to study and analyze multilayered shielded microwave circuits.
The first step is to employ a Mixed-Potential Integral Equation (MPIE) [Mosig, 1989],
[Alvarez Melcon, 1998] for the scattering analysis of metal conductors. We have chosen the MPIE
formulation instead of the Field Integral Equation (FIE) formulation because it allows a much easier
treatment of the Green’s function singular behavior. The MPIE formulation requires the computation
of the electromagnetic scalar and vector potentials of the problem, under point source excitations
(i.e. the so called mixed potentials Green’s functions). Following this approach, the electric cur-
rents flowing along the conductors of the device are accurately retrieved. Note that this procedure
only requires the discretization of the metal patches under consideration, which may be performed
using different meshing strategies. Besides, it is important to remark that the metal patches of the
structure (not the cavity itself) do not define a closed structure, and therefore, the possibly numerical
instabilities related to the EFIE internal resonances are completely avoided [Peterson et al., 1998].
Specifically, in this work a Galerkin version of the MoM has been implemented. Standard
rectangular and triangular cells, related to rooftop [Rao, 1980] and Rao-Wilton-Glisson (RWG)
[Rao et al., 1982] test and basis functions, are employed for meshing the metal patches. Fur-
thermore, losses in the printed metallizations are also included using the Leontovich bound-
ary condition combined with the concept of the surface impedance of a nonperfect conductor
[Pelosi and Ufimtsev, 1996].
The MPIE formulation may incorporate any type of spatial Green’s functions, such as the free-
space Green’s functions. However, in order to take into account for the multilayered media and the
enclosure of the structure under analysis, the novel Green’s functions developed in Chapter 2 are
employed. Note that this step does not require any change in the MPIE formulation, but it allows to
automatically incorporate the behavior of the multilayered cavity into the formulation.
The MPIE procedure described in this section, combined with the Green’s function analysis pre-
sented in Chapter 2, allows the accurate and extremely fast analysis of multilayered shielded circuits,
as fully demonstrated in Section 3.5. The rest of this section is organized as follows. Section 3.2.1
presents a detailed derivation of the MPIE formulation. Then, Section 3.2.2 gives an overview of the
steps required by any generic IE procedure.
3.2.1 Basic MPIE Formulation
Let us consider a microwave structure composed of an arbitrary number of planar metallic
patches printed on a multilayered media, as shown in Fig. 3.2a. The total field within the struc-
ture [~E(~r)] is composed of the impressed or incident field [denoted as ~Ei(~r)] and the field scattered by
the metal patches [~Es(~r)], and it may be expressed as
~E(~r) = ~Ei(~r) + ~Es(~r). (3.1)
The standard procedure of IE [Mosig, 1992] applies the equivalence theorem [Balanis, 1989],
which replace each metal patch (p) by an equivalent electrical current (~Jsp). This is clearly shown
in Fig. 3.2. These equivalent currents also radiates into the structure, generating the scattered field
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(a) (b)
Figure 3.2 – Equivalence theorem. (a) Original multilayered shielded device. (b) Equivalent
problem.
~Es(~r). This field may be expressed in a mixed-potential form as
~Es(~r) = −jω~A(~r)−∇φe(~r), (3.2)
















In these last expressions, k is the total number of metallic surfaces of the structure,~Jsp and ρsp are the
equivalent current and charge induced on the metal patch p, which has a surface sp, and ¯̄GA and GV
are the magnetic dyadic and electric scalar Green’s functions associated to the problem. Note that
the equivalent current and charge induced on a metal patch p are related by the continuity equation
[Balanis, 1989] as follows
∇′ ·~Jsp(~r ′) = −jωρsp(~r ′). (3.5)
Then, boundary conditions for the fields must be imposed. In the case of a structure such as the
one shown in Fig. 3.2, the adequate boundary condition is the vanishing of the tangent electric field














= 0, u = 1, 2, . . . , k, For all: su ∈ se, (3.6)
where se represent the collection of all metallic patches.
Besides, note that the goal of the formulation is the analysis of shielded circuits, composed by
metallic patches. In this specific situation, there is not any equivalent magnetic current within the
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structure, i.e.,
~M = 0. (3.7)
Eq. (3.6) assumes that the patches are composed of perfect metals. However, in real cases the
metals employed are not perfect, i.e. their associated conductivity is not infinite. In these cases,
the finite conductivity of the metals may easily be incorporated to Eq. (3.6) using the impedance
















, u = 1, 2, . . . , k, For all: su ∈ se,
(3.8)
where the term Zsu is the surface impedance of the u
th metal conductor, and it may be expressed as





where f is the frequency, µ0 is the free-space permeability and σsu is the finite conductivity of the
metal placed on the surface su.































u = 1, 2, . . . , k, For all: su ∈ se. (3.10)
Note that~Jsp is the only unknown inside the above integral equation.
The next step is to transform the integral equation into a discrete (matrix) equation, which may
easily be solved. For this purpose, we apply the method of moments (MoM) [Harrington, 1968]. In
this approach, each unknown (equivalent current ~Jsp) is expanded as a linear combination of a set
of Np vector basis functions ~f
(p)
n . In this work, metallic patches of complex arbitrary shape will be
analyzed, and therefore, subdomain basis functions (rooftop [Rao, 1980] and RWG [Rao et al., 1982])
are employed. Following this procedure, the unknown equivalent currents induced in the metallic












′), p = 1, 2, . . . k For all: sp ∈ se, (3.11)
where~r ′ is the position vector of a point inside the printed metallization, Np is the total number of
basis function employed to expand the current on the pth metal patch, and α(p)k are the unknown
coefficients in the expansion of the current on the sp surface.
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u = 1, 2, . . . , k, For all: su ∈ se. (3.12)
In this work, the MoM is solved using a Galerkin procedure [Mosig, 1989]. Therefore, we choose
as testing functions the same set of functions as we have used before as basis functions. For this
purpose, we multiply Eq. (3.12) by the set of test function ~f (u)m (~r) (with u = 1, 2, . . . k) and we integrate






















































u = 1, 2, . . . k For all: su ∈ se, (3.13)
where the surface divergence theorem [Balanis, 1989] has been applied to transfer the gradient from
the scalar potential Green’s functions to the testing functions.
Following the Galerkin procedure, the original system of integral equations has been trans-
formed into an algebraic linear system of equations. From this system, the following scalar product,
related to the basis function n, defined on the pth metal patch, and to the test function m, defined on


















































dsu, if su ∈ sex
0, if Otherwise
, (3.15)
u = 1, 2, . . . k,
where the new set sex has been defined as the set containing all interfaces where input and output
ports are placed in order to excite the structure.
The general form of the complete system of linear equation in a matrix fashion may be given as








¯̄Z(1,1) ¯̄Z(1,2) . . . ¯̄Z(1,k)





















































































































































The inversion of the matrix system in Eq. (3.16) provides the values of the unknown coefficients
α
p
n (with p = 1, 2, . . . k). These coefficients are then employed to recover the induced electric current
on the metal patches defined on the structure.
3.2.2 Steps of a Generic IE Procedure
An standard integral equation procedure may be implemented using different approaches.
The following steps are always identified in an standard implementation of a IE-MoM technique
[Mosig, 1992], [Alvarez Melcon, 1998], [Stevanovic, 2005].
a) Geometrical Discretization
The IE formulation presented in Section 3.2.1 allows the analysis of circuits com-
posed of complex arbitrarily-shaped printed metallic circuits. Therefore, these com-
plex geometries must be discretized, using triangular or rectangular cells, by efficient
meshing techniques. Nowadays, there are many available tools that can perform this
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Figure 3.3 – Example of two different meshes employed to discretize a coupled-line 4-poles
bandpass filter.
task (such us GiD [International Center for Numerical Methods in Engineering, 2011] or Gmesh
[Geuzaine and Remacle, 2011]).
In this thesis, I have used a dedicated meshing software tool developed in
[Alvarez Melcon, 1998]. A simple example of the meshing routines employed is shown in
Fig. 3.3, which presents a coupled-line 4-poles bandpass filter discretized with one row (a) and a
dense (b) mesh strategy.
b) Formulation and Computation of the Green’s Functions
As explained in detailed in Chapter 2, the Green’s functions represents the impulse response
of a specific environment, and consequently, Green’s functions are able to completely characterize
that environment. The spatial IE implementation described in Section 3.2.1 requires that the Green’s
functions associated to a particular media must be available in the spatial domain. Besides, the
efficient evaluation of these Green’s functions for a huge combinations of observer-source pairs is
needed in order to analyze microwave circuits in a reasonable amount of time.
In the literature, theare are many extremely efficient techniques for the computation of
Green’s functions related to free-space and multilayered infinitely-extended media [Balanis, 1989],
[Michalski, 1998], [Alvarez Melcon, 1998], [López-Frutos, 2011]. Therefore, the IE analysis of metallic
structures placed on these environments is very efficient.
On the other hand, and as explained in Section 2.2.3 of Chapter 2, the computation of Green’s
functions associated to multilayered boxed media has usually been less efficient in the spatial do-
main [Itoh, 1989], [Mosig, 1989], [Michalski, 1998], [Alvarez Melcon, 1998] or presents important con-
vergence problems in the spectral domain [Alvarez Melcon, 1998]. Besides, only Green’s functions
related to rectangular [Park and Nam, 1997] or circular-shaped [Zavosh and Aberle, 1995] multilay-
ered enclosures have been derived to date. Therefore, the fast IE analysis of microwave circuits
printed on shielded multilayered media is still a challenging task.
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In this work, the IE formulation introduced in Section 3.2.1 is combined with the Green’s func-
tions computation described in Chapter 2. Note that these Green’s functions are further accelerated
with the techniques presented in Section 3.3. This allows the fast analysis and design of microwave
shielded circuits. However, note that the described IE formulation also allows to analyze printed
circuits placed on other type of media, if the adequate Green’s functions are provided.
c) Filling the MoM matrix
The filling of the MoM matrix, defined in Eq. (3.16), represents most of the numerical effort
required for the analysis of microwave circuits. As it can be observed from Eq. (3.14), the components
of the MoM matrix are scalar products expressed in terms of integrals, which are extended to the
subdomain basis and test functions selected in each case. In the IE implemented in this work, rooftop
[Rao, 1980] and RWG [Rao et al., 1982] basis and test functions are employed.
There are two basic types of interactions in the MoM matrix. In the case that basis and test
functions are defined over non-common cells, the integrals are non singular and they can be nu-
merically integrated using cubature rules [Cools, 1999] specially adapted to triangular or rectan-
gular domains. Further details about this implementation can be found in [Alvarez Melcon, 1998],
[Quesada-Pereira, 2007]. In case that the basis and test functions are defined over the same cell,
the resulting integrals are singular. In this case, the integral is transformed into polar coordinates,
where the Jacobian of the transformation will cancel out the singularity, and the integral can be com-
puted numerically [Morita et al., 1990],[Alvarez Melcon, 1998],[Quesada-Pereira, 2007]. Alternative
techniques to treat the singularities are based on the analytical evaluation of the static contribution
(see [Wilton et al., 1984] and [Pérez-Soler et al., 2010]).
d) Definition of an excitation vector
The excitation of the input/output ports of the device provides a connection between the real
physical world and the mathematical model employed to describe the structure under analysis. The
physical excitation provides the vector of independent terms to the IE linear system [see Eq. (3.16)].
Once this linear system of equations is solved, the computed equivalent currents must be translated
into physical quantities, such as scattering parameters, impedances, etc.
In this work, the δ-gap excitation model is employed [Eleftheriades and Mosig, 1996],
[Alvarez Melcon, 1998]. This simple model is accurate to represent the input/output ports of
shielded circuits, which is the goal of this work. However, different excitation models (based
on incident plane waves [Stevanovic, 2005] or coplanar waveguide structures [Otero et al., 1997],
[Alvarez Melcon, 1998]) may also may used within the IE formulation described in Section 3.2.1, in
order to model different situations.
The δ-gap model assumes that each port is excited by a voltage source, with a constant mag-
nitude of Ve along the width of the line, applied over an infinitesimal gap of zero length across the
ground plane and the tip of the feeding line. Following this model, the incident (or impressed) excit-
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ing field may be expressed as
~Ei(~r) = Veδ(~r −~re)êe, (3.20)
where ~re is the position of the eth port and êe is the unit vector normal to the side on which the
port is placed. Inserting this last equation into Eq. (3.15), the MoM excitation vector yields non-zero
elements only for half basis functions [Alvarez Melcon, 1998]. Is should be noted that the voltage
source is restricted to the domain of the conductor, i.e., it only exists along the width of the line
where the generator is applied.
e) Solving the matrix equation
The discretization of complex geometries, related to microwave devices, may result into a very
large number of unknowns (N). This number completely depends on the type of geometry and also
on the number of cells per λ employed for this discretization.
On the contrary as other full-wave techniques (such as FDTD [Taflove and Hagness, 2005] of
FEM [Lee et al., 1997]), the MoM matrices are not sparse. Therefore, direct methods for solving large
linear equations, such as the LU decomposition [Press et al., 1996a], [Press et al., 1996b], must be em-
ployed. These methods have a complexity O(N3), while filling the MoM matrix and the Green’s
functions computation normally have a complexity of O(N2) and O(N), respectively. Therefore,
inverting the MoM matrix has usually been considered the bottleneck of the IE approach.
However, this situation has changed over the last years. First, the modeling of complex envi-
ronments has led to the development of more complicated Green’s functions. Second, numerous
advances have recently been proposed to solve large and full linear system of equations, such as
[Heldrind et al., 2002] or [Rius et al., 2008]. Therefore, the bottleneck of the IE has moved from in-
verting the MoM matrix to the matrix filling (and the consequent Green’s functions computation),
specially when the number of unknowns is not very large.
In this work, a standard LU decomposition method [Press et al., 1996a], [Press et al., 1996b] is
applied to solve the MoM system of linear equations. This is because the proposed IE approach only
require to mesh the printed metallizations of the circuits, which usually requires a limited number
of unknowns. In this situation, the LU method is very efficient, because it does not require any
preprocessing time as other special technique based on iterative methods. Thereby, the seep-up in
the analysis of this type of circuits relies on the efficient computation of multilayered shielded Green’s
functions and in the filling of the MoM matrix.
f) Recovering equivalent or system parameters of the structure
In order to recover the equivalent or system parameters related to the structure un-
der analysis, a procedure based on standard circuit theory is followed [Mosig, 1989],
[Eleftheriades and Mosig, 1996]. Let us assume that the device presents a total of Ng ports. First,
each port (e) is excited using a δ-gap model, while the rest of the ports are short-circuited (Y-matrix
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′) · êe, d~r ′, (3.21)
where êe is the unit vector normal to the side on which the rth port is defined, and~J(sr),(e) is the current
flowing on the metal patch connected to the rth port when the excitation is applied to the eth port.
Note that the integration is performed along the rth port edge.




, r = 1, 2, . . . Ng, e = 1, 2, . . . Ng. (3.22)
Once the admittance matrix is known, the input impedance related to each port and the scat-
tering parameters can easily be obtained using well-know network equations [Matthaei et al., 1964]
[Pozar, 2005]. Note that these relations inherently take into account the reference impedance of the
port, required to the scattering parameters computation.
3.3 Acceleration Techniques for the Efficient Green’s Function Imple-
mentation into an MPIE Formulation
The computation of multilayered boxed Green’s functions in both, the spatial [see Eq. (2.27)] or
spectral [see Eq. (2.29)] domain is usually a very time-consuming task. This is because the infinite
sums involved in these calculations are very slowly convergent. In the case of the spectral domain,
Eq. (2.29), the convergence is faster when the observation point is close to the lateral walls, because
each term of the modal sum satisfies the boundary conditions on the walls. However, only an infinite
number of modes would take into account the singularity at the source point, which leads to a slow
convergence of the summation when the observation and source points are close. In the case of
the spatial domain, Eq. (2.27), the situation is inverted. This is because the singularity at the source
point is inherently considered in the expression, so the convergence is greatly improved when the
observation and source points are close. However, only an infinite number of images would perfectly
take into account for the boundary conditions imposed on the lateral walls, which leads to a slow
convergence ratio when the observation point is close to a cavity wall.
Due to these reasons, the analysis of multilayered shielded circuits using an IE approach usually
leads to very high computational times. In order to overcome this important drawback, numer-
ous acceleration techniques have been proposed to seep-up the convergence of the Green’s func-
tions summation. A very detailed and complete description on series acceleration can be found in
[Brezinski and Zaglia, 1991], whereas [Kinayman and Aksum, 1995] presents and overview of the ac-
celeration methods most commonly employed in electromagnetic problems. In general, acceleration
techniques can be divided into two main groups
General Methods: This type of methods can be applied to any infinite series, including these
appearing in the formulation of Green’s functions. Some examples of these methods are
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the Shanks’ transformation [Shanks, 1955], [Singh et al., 1990], [Singh et al., 1991], Euler trans-
formation [Hildebrand, 1974], Wynn’s ε algorithm [Brezinski and Zaglia, 1991], the Levin’s
T transformation [Singh and Singh, 1993], the Chebyshev-Toeplitz algorithm [Wimp, 1974],
[Singh and Singh, 1992b] or the Θ-algorithm [Brezinski, 1982], [Singh and Singh, 1992a].
Specific Methods: This type of methods are derived for the kernel of specific series, and they
can only be applied to problems where these series arise. In general, specific methods
present less convergence problems and are faster than general methods. Some examples
are the Kummer transformation [Brezinski, 1985], [Singh et al., 1990], [Singh and Singh, 1990],
the Ewald’s transformation [Jordan et al., 1986] or the summation by parts algorithm
[Álvarez Melcón and Mosig, 2000], [Mosig and Alvarez-Melcon, 2002].
Nevertheless, only some of these techniques have successfully been applied to the accelera-
tion of the series arising in shielded Green’s functions. We can mention here the Ewald transfor-
mation [Park and Nam, 1997], [Park et al., 1998], [Park and Nam, 1998], and the Kummer transfor-
mation combined with the Poission’s summation rule in [Gentili et al., 1997] or combined with the
Ewald transformation and the summation by parts technique in [Pérez-Soler et al., 2008]. Unfortu-
nately, the computation of multilayered shielded Green’s functions in the spatial domain is still very
time-consuming, which highly limits their use in practical IE codes. On the other hand, the IE formu-
lated in the spectral domain [Álvarez Melcón et al., 1999] is very efficient, but it presents important
convergence problems when the dimensions of the cells employed to discretize the printed circuits
are very small as compared to the enclosure. Furthermore, note that all of these series acceleration
techniques and IE implementations are only related to rectangular or circular cavities, whereas no
systematic treatment have been proposed for more general shaped structures.
In this context, we propose here two efficient implementations of the multilayered shielded
Green’s functions derived in Chapter 2 within an IE framework. The proposed methods are spe-
cific, because they take advantage of the proposed Green’s function formulation features. The first
technique is based on the bilinear interpolation. The idea is not to interpolate the Green’s functions,
which have fast variations and strong singularities [Wang et al., 2004], [Pascual García et al., 2006],
but to do this interpolation in an upper abstraction layer, i.e. interpolating the complex values of the
charge and dipole images which provide the Green’s functions. In this way, the computational cost
is reduced, so that practical microwave filters can be analyzed very fast.
The second technique exploits the fact that, in the Green’s functions presented in Chapter 2, the
source term is naturally separated from the contribution of the spatial images/linear sources that
take into account the effects of the cavity lateral walls. Using this important feature, two MoM ma-
trixes are computed separately. The first contains the Green’s functions singular behavior and it is
evaluated fast using efficient numerical techniques for the computation of the Sommerfeld transfor-
mation and specific treatment of the singularities [Quesada-Pereira, 2007]. The second one contains
the contribution of the images, and due to the smooth behavior observed, it can be computed with
very limited computational effort. This singular and non-singular matrix decomposition leads to an
extremely efficient and very accurate IE analysis of multilayered shielded circuits.
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Figure 3.4 – Square cavity used to show the charge/dipole images complex value behavior. The
top layer, h1 = 0.3λ, is filled by air, whereas the bottom layer, h2 = 0.1λ, has a
permittivity of ε = 9.9.
3.3.1 Interpolation of the Spatial Images Complex Values
The spatial images technique, proposed in Chapter 2, allows to compute the multilayered
shielded Green’s functions associated to convex arbitrarily-shaped enclosures. The method employs
the infinitely extended multilayered Green’s functions in order to impose the appropriate boundary
conditions for the fields at discrete points on the lateral cavity walls. For every electric-source point,
three systems of linear equations must be solved, finding the weights and orientations of both charge
and dipole images, which are needed to fulfill the required boundary conditions. The main disad-
vantage of the spatial images method is that new exact charge and dipole images must be calculated
for every electric source point location, which makes the method presented in Chapter 2 computa-
tionally intensive.
The interpolation technique proposed in this section is based on the smooth behavior of the
spatial images complex values, as opposed to the behavior of the Green’s functions, which present
strong singularities and fast variations [Wang et al., 2004], [Pascual García et al., 2006]. To show that
this is indeed the case, 20 images, distributed in one ring, are used to analyze a square cavity sketched
in Fig. 3.4. The images are situated at fixed points, surrounding the structure. Specifically, they are
located at the air-dielectric interface, following the square shape of the structure, and at a distance of
0.5λ0 with respect to the cavity walls. For the numerical test, the electric source is varied along the
x-axis shown in Fig. 3.4. The purpose is to study the behavior of the complex images values when
the source moves inside the cavity.
Fig. 3.5a represents the real and imaginary parts of the computed charge values for the tenth (q10)
image, when the source is varied along the x-axis shown in Fig. 3.4. It is observed that, except when
the source is placed close to a cavity wall, the image complex values present a smooth variation as
a function of the source position. Therefore, their values can be easily recovered from discrete sam-
ples, if the Nyquist theorem is fulfilled [Oppenheim, 1996]. A similar study is now performed with
the x-component of the magnetic vector potential, using unitary electric current sources. Fig. 3.5b








































Figure 3.5 – Evolution of the 6th image dipole and 10th image charge complex values versus the
source position inside the box depicted in Fig. 3.4.
represents the computed current values for the sixth (Ix6 ) dipole image, in a similar situation as be-
fore. Also in this case, the response has a smooth behavior when the source point is placed inside
the cavity (except when it is located very close to a cavity wall). All other charges and dipoles of the
system of images behaves in a similar manner, and are not shown for the sake of space.
Since all the charge and dipole images have a smooth behavior, the idea is to exactly calculate
the complex values for four source positions, which correspond to the corners of a rectangular sub-
region. Each source has associated R N charges images, where R is the number of rings and N is the
number of images per ring, and 2 R N dipoles images (R N oriented along the x-axis and R N along
the y-axis). The values of the charge and dipole images at the four corners in a generic rectangular
sub-region are shown in Fig. 3.6. To find the associated images complex values ( ¯̄Q) of an unknown
source, placed in an arbitrary position inside the rectangular sub-region (PInt in Fig. 3.6), the bilinear














where ¯̄Q(Pi) denotes the values of the exact charges when the source is placed at the i-th corner of the
rectangular sub-region (i = 1, 2, 3, 4). Moreover, Xi and Yi are the coordinates of the interior source
point PInt, as shown in Fig. 3.6. Similar expressions are obtained for the dipole images. The inter-
polated images provide the Green’s functions with high accuracy, and with the advantage that only
four exact images values must be calculated to recover the Green’s functions inside every defined
rectangular sub-region.
The error made with the interpolation method directly depends on the region size (see Fig. 3.7).
In order to evaluate this error, we present the electric scalar potential (GV) in Fig. 3.8a and the mag-
netic vector potential (GxxA ) in Fig. 3.8b, along the observation line shown in Fig. 3.7, when the source
is placed at the position (0.0λ0, 0.65λ0, 0.1λ0) (see Fig. 3.7). For validation, results from a spectral
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Figure 3.6 – Rectangular interpolation region controlled by four electric-sources placed at the
corners. For the sake of compactness, it is assumed that the cavity is analyzed using




Figure 3.7 – Example of a interpolation square region centered at the source position
(0.0λ0, 0.65λ0, 0.1λ0). The length side of the region (L) will change in order to study
the interpolation error. The origin of the coordinate system is placed at the center of
the cavity, following the notation of Fig. 3.4.
domain approach [Álvarez Melcón and Mosig, 2000], only valid for rectangular cavities, are also in-
cluded. The charge and dipole image values associated to the source are obtained by interpolation.
To do that, an interpolation square region (centered at the source position) is defined, and the length
of its side (L) is varied (see Fig. 3.7).
When the length side of the square region is big (L = 0.15λ0), the Green’s functions obtained by
the interpolated images are not accurate. This is due to the error made by the bilinear interpolation.
However, as soon as the area of the square region decreases, the Green’s Function are recovered with
higher precision. It can be observed in Fig. 3.8 that convergence is reached for a side of the square re-
gion of L = 0.07λ0 (with error below 0.05% in both electric scalar and magnetic vector potentials). We
have extended this study along the whole cavity, in order to check the maximum length per wave-







































Figure 3.8 – Electric scalar potential (|GV |) (a) and magnetic vector potential (|GxxA |) (b) along
the observation line of Fig. 3.7, when the side of the square interpolation region has
the values of L = 0.15λ0, L = 0.1λ0 and L = 0.07λ0. Data from a series acceleration
technique [Álvarez Melcón and Mosig, 2000] is used as validation.
length of the square region side to obtain an error below 0.1%. In general, convergence is assured
when the side of the interpolation region is below L = 0.05λ0.
Note that when the source is very close to the cavity walls, a specific spatial images distribution
must be employed (see Section 2.3.2 of Chapter 2) in order to obtain accurate results. Also, the dipole
images values exhibit faster variations in this case, as it can be observed in Fig. 3.5 for sources very
close to the walls. Therefore, the interpolation approach is not used when the source is near to the
walls (about 0.05λ0), in order to avoid very dense sub-regions. Nevertheless, in a practical circuit,
most of the mesh cells are not in this situation, and the method proposed can be employed efficiently.
In order to apply the new interpolated Green’s functions to the analysis of practical microwave
filters, they are incorporated into an MPIE formulation solved by the method of moments (see
Section 3.2). The MoM technique usually requires a mesh of the planar circuit with about 10 cells
per λe f f [Harrington, 1968]. This method may also impose a higher constraint in some cases, for
example when modeling the singular behavior of the transversal currents induced on the microstrip
lines. The idea proposed is to use rectangular cells (which will lead to rooftop basis and test functions
[Rao, 1980]) for the discretization of the circuit geometry, and then use their corners to define the sub-
regions employed in the interpolation procedure. If the printed circuit is discretized with a different
type of cells, other interpolation schemes can be employed. In any case, with the interpolation tech-
nique, instead of solving millions systems of linear equations needed to perform the MoM analysis
with the standard spatial images method, only 4 system of liner equations need to be solved per each
cell of the mesh. During the calculation of the MoM matrix elements, the values of the images for
every position of the source are rapidly recovered by interpolation.
In practice, the size of a single microstrip circuit cell can be much smaller than the size of the
interpolation sub-region. Therefore, each sub-region can control several cells, leading to the idea of
a multilevel interpolation approach, as illustrated in Fig. 3.9. This idea will reduce even more the
computational cost, specially when very dense meshes are used in the discretization of the circuits.
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Interpolation Region Level 2
Interpolation Region Level 3






















































Figure 3.9 – Different interpolation region levels defined over a discretized microstrip line. Re-
gion Level 1 controls one cell, Region Level 2 controls four cells and Region Level 3
controls nine cells.
The final errors produced using the one-level or the multilevel interpolation approach are very
small. In general, the differences between the original moment matrix and the matrix obtained with
the interpolation technique just derived, are always below 0.06%. Moreover, one of the main advan-
tages of the presented technique is that when dense meshes are used, the filling time of the MoM
increases almost linearly with the number of cells. This is because the computation of the Green’s
Function is avoided for each pair of source-observer combinations, and it is only performed at the
four corners of each interpolation region.
Finally, in Section 3.5 several multilayered boxed microwave filters are analyzed using the pro-
posed method. There, the results are compared against full-wave commercial software and measured
data, fully validating the accuracy and efficiency of the technique.
3.3.2 Singular and Non-Singular MPIE MoM Matrix Decomposition
The direct application of an MPIE MoM procedure (see Section 3.2), combined with the Green’s
function method proposed in Chapter 2, for the analysis of microwave shielded circuits is compu-
tationally very intensive. This is because if R N-images (distributed on R rings) are employed, one
system of linear equation with R N-unknowns (for the electric scalar potential), and two systems with
2 R N-unknowns (for the magnetic vector potential), must be solved for any combination of source
and observation points.
To circumvent this difficulty, a new integral equation implementation is proposed here based on
the special features of the proposed Green’s functions formulation. One of the important properties
of the spatial images technique is that the source term is naturally separated from the contribution
of the images that takes into account for the effects of the cavity lateral walls. Using this important
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(a)
(b) (c)
Figure 3.10 – Different contributions to the magnetic vector potential |GyyA | obtained at the air-
dielectric interface of the cavity shown in Fig. 2.5. The source point is placed at
the center of the cavity (0λ, 0λ, 0.1λ). (a) Complete |GyyA | component of the mag-
netic vector potential. (b) Contribution of the source term to the |GyyA | component
of the magnetic vector potential. (c) Contribution of the images term to the |GyyA |
component of the magnetic vector potential.
feature, the total boxed Green’s functions can be naturally expressed in two terms as
¯̄GT(~r,~r ′) = ¯̄GSource(~r,~r ′) + ¯̄GImages(~r,~r ′), (3.24)
where~r ′ is the position vector of the source point and~r denotes the position of the observation point.
In order to demonstrate the behavior of the different components which contribute to the
shielded Green’s functions, we separately present in Fig. 3.10 the contribution of each component to
the calculation of the magnetic vector potential |GyyA |. The analysis is referred to the cavity shown in
Fig. 2.5, when the point source is located at the position (0λ, 0λ, 0.01λ). As a reference, the complete
|GyyA | component of the magnetic vector potential is shown in Fig. 3.10a. The source contribution
in Eq. (3.24) has a strong singularity, involving fast variations. This is demonstrated in Fig. 3.11b,
where we present the GyyA source contribution to the Green’s function. We clearly observe a strong
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peak in the potential due to the source located at the center of the cavity. The singular behavior of
the source directly depends on the Sommerfeld transformation [Mosig, 1989] for a particular layered
structure. To integrate this term, the singularity must be properly handled. However, this term can
be computed very fast using standard numerical techniques available for the efficient evaluation of
Sommerfeld integrals [Michalski, 1998].
On the other hand, the second term in Eq. (3.24) corresponds to the contribution of the images.
It is the evaluation of this term that requires the solution of the systems of linear equations. Fortu-
nately, all images are located outside of the cavity, so they do not contain inside any singular behav-
ior. Consequently, this term exhibits very smooth variations inside the cavity. This is demonstrated in
Fig. 3.10c, where we present the same Green’s function component as before, but now only the con-
tribution of the images is included. Due to this smooth behavior, this term can be easily integrated
with very limited computational effort.
Using these features, two MoM matrixes are computed separately. The first one (ZSource) contains
the singular behavior of the Green’s functions, and can be evaluated fast using efficient numerical
techniques for the computation of the Sommerfeld transformation. The second one (ZImages) contains
the contribution of the images, and due to the smooth behavior observed, it can be computed with
limited computational effort. Also, there is no singularity in this term, since the images are located
outside of the cavity region. Due to these properties, we have observed that in most cases the MoM
matrix associated to this term can be integrated using only one point in each of the discretization cells
used to represent the geometry of the printed circuit. It is important to remark that with this strategy
the value of the spatial images are only calculated when the source is placed at the center of each
discretization cell. Using this one point integration rule, the whole MoM matrix can be recovered by
a straightforward expression
Zm,n = ZSource + ZImages = ZSource + Am An ~fm(~rcm) · ¯̄GImages(~rcm ,~rcn ′) · ~fn(~rcn ′), (3.25)
where Am and An are the areas of the observation and source cells, and ~fm(~rcm) and ~fn(~rcn
′) are the
test and basis functions. Also, ¯̄GImages is the images contribution to the Green’s functions evaluated
between the center of the observation cell (~rcm ), and the center of the source cell (~rcn
′).
The situation when the source is located close to the wall is more complicated. With the spatial
images arrangement proposed in Section 2.3.2 of Chapter 2, the images adopt a particular disposi-
tion as a function of both the source position and the cavity shape, as can be seen in Fig. 2.12. In this
figure, it can be observed that only one image is actually situated very close to the wall.
For this particular situation, the same procedure explained before is extended. The idea is to
extract not only the source term, but also the image which is situated close to the wall (with a dis-
tance less than 0.08λ). In this way, the Zsource matrix contains the singular behavior of the source
(placed inside the cavity) and the quasi-singular behavior of the images situated close to the wall
(and located outside the cavity). It is important to remark that for the calculation of this matrix, the
values of charges/dipoles associated to the quasi-singular images are not recalculated, so the com-
putational cost is still very reduced. In fact, all quasi-singular images values are calculated only once
per discretization cell (when the source point is placed at the center of the cell). Then, the values
of the extracted images are reused during the calculation of the Zsource contribution. This approach
leads to an efficient MoM implementation, maintaining in all cases good numerical accuracy.
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Figure 3.11 – Different contributions to the electric scalar potential |GV | obtained at the air-
dielectric interface of the cavity shown in Fig. 2.5. The source point is placed close
to a cavity wall (−0.7λ, 0, 0.01λ). (a) Total electric scalar potential |GV |. (b) Contri-
bution of the source term to the |GV |. (c) Quasi-singular contribution of the images
term to the |GV |. (d) Nonsingular behavior of the images contribution to the |GV |,
obtained when the images close to the cavity wall have been extracted.
To further study the features of the proposed method, we present in Fig. 3.11a the electric scalar
potential inside the multilayered trapezium-shaped cavity shown in Fig. 2.5, when the source is situ-
ated very close to a wall, at the position (−0.7λ, 0.0λ, 0.01λ). It can be observed the singular behavior
due to the presence of the source. This singular behavior, due to the singular term of Eq. (3.24), is also
explicitly shown in Fig. 3.11b. If we consider only the behavior of the images, the singularity disap-
pears, as it is shown in Fig. 3.11c. However, a quasi-singular behavior raises from the image which
is situated close the wall (see Fig. 2.12b). Finally, this image is extracted and added to the singular
impedance matrix Zsource. In this case, the contribution of the reminder to the electric scalar potential
is shown in Fig. 3.11d. This contribution has a smooth behavior, and can be integrated with the one
point rule shown in Eq. (3.25).
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Besides, note that the procedure described is not a standard extraction of the singular term of
the Green’s functions, as it was done in previous works [Álvarez Melcón and Mosig, 2000]. Tradi-
tionally, the singular behavior of the Green’s functions is treated by extracting the asymptotic terms,
with subsequent analytical evaluations of the associated static integrals [Arcioni et al., 1997]. On the
contrary, with the spatial images technique the source is naturally separated from the other contri-
butions. Once the contribution from the images is treated as described in Eq. (3.25), the isolated
source term (ZSource), which provides the singular behavior, can also be treated using other standard
asymptotic techniques [Arcioni et al., 1997].
Finally, it is important to point out that with this one point rule, only one system of linear equa-
tions with R N-unknowns and two systems with 2 R N-unknowns must be solved for each cell of the
printed circuit discretization, leading to a very important reduction in the computational cost needed
for the analysis of practical shielded circuits. Moreover, the numerical accuracy obtained with this
new MoM implementation is very good. In all numerical tests that we have carried out, the relative
errors obtained by the new MoM matrix implementation are below 0.01% as compared to a tradi-
tional MoM implementation. Section 3.5 will present several multilayered shielded circuits analyzed
using the spatial images technique accelerated with the proposed singular and non-singular matrix
decomposition method. There, full-wave simulation and measured data will fully validate both, the
accuracy and the efficiency of the proposed acceleration techniques.
3.4 Hybrid Waveguide-Microstrip Technology
The development of microwave filters is important to design modern microwave space and ter-
restrial communication systems [Cameron et al., 2007]. New applications demand more compact and
light-weight designs, while keeping the capacity to reject unwanted signals. This necessity of rejec-
tion just led to the development of microwave filters whose insertion loss response exhibits trans-
mission zeros at finite frequencies. For this purpose several techniques and different filter topologies
have been developed in the last few decades. The introduction of cross-couplings between nonadja-
cent resonators in the coupling scheme of the filter has been the design method traditionally used to
achieve this goal [Cameron, 1999]. Nevertheless, in more recent contributions, alternative schemes
for microwave resonator filters have also been proposed [Rosenberg and Amari, 2003].
One of the most outstanding proposed topology was the transversal filter structure, whose cou-
pling matrix can be directly synthesized using the technique presented in [Cameron, 2003]. This
structure differs from traditional ones in the fact that multiple input/output couplings are allowed.
In addition, no coupling between resonators is introduced. Furthermore, fully canonical filtering
functions may be synthesized, if a direct coupling between the source and the load is introduced.
With this fully canonical transversal configuration, N transmission zeros can be implemented with a
N-th degree filtering function for maximum selectivity.
Several practical implementations of transversal filters have been proposed in the last years.
Different examples in printed and waveguide technology can be found in [Rebenaque et al., 2003]
and [Guglielmi et al., 2001]. However, the practical implementation of fully transversal topolo-
gies is difficult when the order of the filter is high. This is because of the special routing scheme
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of transversal filters, where couplings from all the resonators to the input/output ports must
be implemented, whilst at the same time inter-resonator couplings must be avoided. This dif-
ficulty has limited the practical implementation of transversal topologies to filters of second or-
der [Rebenaque et al., 2003],[Guglielmi et al., 2001],[Amari and Rosenberg, 2003]. When higher or-
der filters are needed, rotations of the original N + 2 transversal coupling matrix are applied to
eliminate undesired couplings, or to create new couplings between resonators [Cameron, 2003],
[Liao and Chang, 2007]. When the use of rotations is not possible to achieve a given desired
topology, one can still resort to optimization techniques applied to the coupling matrix entries
[Amari et al., 2002]. Also, higher order filters can be designed by cascading several sections of second
order transversal filters [Guglielmi et al., 2001], [Rebenaque et al., 2004].
This section is focused on the implementation of a novel hybrid microwave filter for high selec-
tivity applications. This technology arise from the deep study of the multilayered shielded circuits
and its behavior at resonant frequencies. The proposed structure combines for the first time two
different technologies, namely the waveguide and the microstrip technologies. By combining these
technologies, very compact structures are obtained since one cavity resonance is combined with the
N printed line microstrip resonators, leading to an N + 1 order filter. Therefore, on the contrary
as in the usual microstrip devices, that are designed to operate on a frequency region far from the
cavity resonances, the hybrid waveguide-microstrip technology uses the cavity (or filter package)
resonance as a fundamental part of the filter response. In addition, the transmission zeros of the
filter can be controlled using the different parts of the hybrid structure. In this way, both symmetric
and asymmetric responses for maximum selectivity above and/or below the passband can be easily
synthesized. In summary, the proposed technology is cheap, light, compact, uses the filter package
as a part of the filter and allows to control the frequency position of the transmission zeros. The
novel structure is first described in Section 3.4.1, including a simple filter design procedure. Then, in
Section 3.4.2, two microwave filters implemented in this technology have been designed and man-
ufactured. Full-wave simulations and measured results will completely validate the use of the new
filtering structure for practical applications. Besides, note that this technology will be further em-
ployed in Section 3.5, where novel hybrid filters, based on different cavity configurations, are going
to be designed, analyzed and manufactured, achieving responses with enhanced features.
It is important to remark that the spatial images technique is an ideal tool for the analysis and
design of hybrid waveguide-microstrip filters. This is because the cavity is a key element of the
structure. On the contrary as in other full-wave methods (such as FDTD [Taflove and Hagness, 2005]
of FEM [Lee et al., 1997]), the cavity is inherently included into the Green’s functions, and it does
not need to be meshed. This leads to a computationally very efficient analysis of this type of fil-
ters using the MPIE technique. Besides, note that an small error in the modeling of the resonant
frequencies of the cavity will lead to a wrong design. Therefore, the analysis and design of hybrid
waveguide-microstrip filters constitute an excellent benchmark test for the spatial images technique.
Furthermore, the use of this tool allows to use arbitrarily-shaped enclosures, which may be of interest
in applications where the physical space is an important factor, such as in the space industry.
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Figure 3.12 – Typical scheme of a Modified Doublet (MD). J1 to J4 represent the corresponding
couplings between source S, load L, and the resonators. MSL represents the direct
coupling from source to load.
S 1 2 L
S 0 J1 J3 MSL
1 J1 M11 0 J2
2 J3 0 M22 J4
L MSL J2 J4 0
Table 3.1 – Coupling matrix of the Modified Doublet
3.4.1 Structure Description and Design Procedure
The hybrid structure under study is able to implement either a second or a third
[Martínez-Mendoza et al., 2007] order filter responses. Besides, it can also be extended to design
dual-band configurations [Martínez-Mendoza et al., 2008].
The simplest configuration of the hybrid waveguide-microstrip filter follows the second order
coupling scheme known as the Modified Doublet (MD) topology, which is shown in Fig. 3.12. In
the figure, solid line represents coupling between source or load and the resonators, while dashed
line represents the direct source-load coupling. The main advantage of this topology consists on the
possibility to generate up to two transmission zeros in the insertion loss response of a second order
filter. The capability of these structures to implement a maximum number of transmission zeros for a
given order of the filter was also recognized in [Cameron, 2003], in the frame of a synthesis technique
for transversal filters.
The coupling matrix M of the Modified Doublet, calculated by using the technique described
in [Cameron, 2003], is known to be of the form shown in Table 3.1. The terms J1 to J4 of the matrix
symbolize the couplings between each resonator to the input/output ports. The nonzero diagonal
elements in the coupling matrix accounts for differences in the resonant frequencies of the resonators,
typical for asynchronous filters [Cameron, 2003]. Furthermore, the coupling parameter MSL repre-
sents the direct coupling between source and load. The remaining terms are zero, since there is no
cross couplings between resonators.
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Figure 3.13 – Novel hybrid waveguide-microstrip filter structure.
The proposed hybrid waveguide-microstrip structure for implementing this kind of filters is
depicted in Fig. 3.13. In the hybrid structure, the open line microstrip resonator in the printed circuit
behaves as resonator R1 of the Modified Doublet, whereas a hybrid LSM mode excited in the partially
filled waveguide behaves as resonator R2. This mode is TM with respect to the direction normal to
the dielectric (z-axis), and is also known as a hybrid LSM mode with respect to the x-axis when
studying partially filled waveguides [Collin, 1991].
For our suggested structure, every element of the matrix M can be controlled by means of the di-
mensions shown in Fig. 3.13. The length of the first resonator, Lr, controls the self-coupling term M11
(resonant frequency of the first resonator). The cavity dimensions (a and b) controls the self-coupling
term M22 (resonant frequency of the second resonator). The couplings between input/output ports
and the first resonator, J1 and J2, are controlled by adjusting the coupling gaps w1 and w2. This is
the typical situation of capacitive couplings in standard microstrip line resonators. In addition, the
couplings J3 and J4 between input/output ports and the second resonator (the resonant mode of the
cavity) can be controlled with the adjustment of the port lengths, Lin and Lout, and of the thickness of
the substrate L2.
On the other hand, it is an established fact that for the Modified Doublet one of the four cou-
plings must be negative. In this specific structure, the sign change in the x-component of the electric
field associated to the LSM mode is responsible for this negative coupling. This situation is shown
in Fig. 3.14, where the x component of the electric field is shown. As can be observed there, this
component of the field has a zero at the center of the cavity, and then changes sign at the side of the
output port. It is this change in sign of the x-component of the electric field which synthesizes the
negative coupling needed in the Modified Doublet of Fig. 3.12. Besides, it is possible to design the
printed resonator to act as a simple half-wavelength open microstrip resonator, since no change in
sign is required for R1.
In case that the hybrid structure implements a transversal configuration, we must assure that
the cross-coupling between both resonators (R1 and R2) must be null. To explain why the coupling
from the LSM mode and the printed line resonator can be neglected, Fig. 3.14 is again useful. Due
94 Chapter 3: Analysis of Multilayered Boxed Circuits and Application to the Design of Hybrid...
Figure 3.14 – Electric field x-component of the LSM mode inside the rectangular cavity of
Fig. 3.13, at the first resonant frequency ( f = 4.56 GHz). The physical dimensions
of the structure are a = b = 40.0 mm, L1 = 2.62 mm, L2 = 3.14 mm and εr = 2.2.
to the orientation of the printed lines, the x-component of the electric field will be the responsible for
the coupling. We can observe in the figure that the printed resonator is placed at the center of the
cavity, where the field has a zero. Consequently, the coupling from the LSM mode and the printed
resonator will be small. On the contrary, the input/output printed lines are placed where the electric
field is maximum, and therefore stronger couplings can be obtained, as required by the transversal
topology.
The design procedure to implement a fixed filtering function using the hybrid structure can be
carried out by following the idea of separating the design task into several simpler tasks, which
was first introduced in [Guglielmi, 1994]. In this way, the value of each dimension of the structure
to implement the desired coupling terms can be obtained. First, we compute the (N + 2) transversal
matrix associated with a fixed second order filter. Next, using the coupling terms of the above (N + 2)
coupling matrix, that is, the impedance inverters (Ji), the prototype de-normalization process (see for
example [Swanson and Macchiarella, 2007]) is applied. This process allows us to obtain the values
of the required resonant frequencies of each resonator, in asynchronously tuned filters ( f0,k; k = 1, 2).
The de-normalization process also leads to the values of the required external quality factors (Qe,k)
of each resonator. Once these values are known, the different resonators in the structure can be
isolated to synthesize the required coupling elements. Specifically, we first look for the required
frequency response of the resonant LSM mode. To do this, we eliminate the printed line microstrip
resonator, and then we adjust the port lengths Lin and Lout, and the waveguide width b, in order
to achieve the required external quality factor and resonant frequency, respectively. Once the LSM
resonance has been synthesized, the next step is to look for the required frequency response of the
printed line microstrip resonator. Thereby, we add the central microstrip line again and eliminate the
presence of the other resonance. To do so, we detune it by setting the waveguide width to a larger
value, while we adjust the microstrip line resonator. Now, we can modify the line length Lr and the
coupling gaps ω1 and ω2, in order to obtain the required resonant frequency and external quality
factor, respectively. Once the resonators have been individually synthesized, they are put together to
verify that we obtain the desired filtering function inside the passband. However, the transmission
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zeros will not probably be located at the specified frequencies, since the direct coupling term MSL
still needs to be adjusted. To synthesize it, several iterations of the algorithm just described must
be carried out, varying the dimensions L1 (the height of the cavity), until the transmission zeros are
placed at the right locations. In general, we have observed that two or three iterations are usually
enough to adjust the positions of the transmission zeros.
The hybrid structure proposed here always has a direct coupling from the input to the output
port (entry MSL in Table 3.1). This indeed makes possible to obtain fully canonical responses, with a
maximum of transmission zeros. This coupling is related to the excitation of the LSM mode, whose
propagation is stopped by the presence of the lateral cavity walls. Accordingly, the direct coupling
(MSL) can be controlled with the air layer affecting the propagation of this LSM mode in the par-
tially filled waveguide (L1 in Fig. 3.13). Using this concept, there is full control in the position of the
transmission zeros.
3.4.2 Results and Theoretical Discussion
In this section, two implementation examples of second order transversal filters, using the
novel hybrid waveguide-microstrip technology, are presented. The filters follow the coupling
scheme of the Modified Doublet (see Fig. 3.12). The results predicted by the coupling matrix the-
ory [Cameron, 2003] will be compared with the results obtained from the electromagnetic analysis
of the hybrid structures, using the MPIE formulation presented in Section 3.2 combined with the
Green’s functions introduced in Chapter 2. Besides, measured results from manufactured prototypes
are presented, in order to show the practical validity of the new structure.
Hybrid Waveguide-Microstrip Filter I:
One Transmission Zero Placed on Each Side of the Passband
The first example consist of a second order bandpass filter with −15.0 dB of return loss, and two
transmission zeros placed at the frequencies of f1 = 4.125 GHz and f2 = 5.146 GHz. The filter is
centered at 4.51 GHz with a bandwidth of 136 MHz. Therefore, this filter presents a response with
two transmission zeros asymmetrically located with respect to the passaband. The (N + 2) by (N + 2)







0 −0.6852 0.7364 0.0253
−0.6852 1.2723 0 0.6852
0.7364 0 −1.2483 0.7364







The physical dimensions of the filter have been obtained following the design procedure intro-
duced in the previous section. The final dimensions, using the notation of Fig. 3.13, are a = b =
40.0 mm, Lin = Lout = 13.5 mm, Lr = 24.0 mm, L1 = 2.62 mm, L2 = 3.14 mm, w1 = w2 = 1.4 mm,
and εr = 2.2. We can observe that the dielectric thickness is 3.14 mm. Due to availability, the sub-
strate selected for manufacturing is an RT-DUROID with relative permittivity εr = 2.2 and thickness
1.57 mm. In the manufactured prototype, the final dielectric height is achieved by piling up two
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Figure 3.15 – Hybrid waveguide-microstrip bandpass filter of second order with a transmission
zero placed on each side of the passband, following the structure of Fig. 3.13. (a)
Aspect of the fabricated breadboard, showing all pieces of the filter. (b) Scattering
parameters of the filter, computed with the coupling matrix theory [Cameron, 2003]
and with an MPIE formulation combined with the spatial images technique. Mea-
sured data is employed for validation.
RT-DUROID substrates of thickness 1.57 mm.
A photograph of the manufactured breadboard is shown in Fig. 3.15a. In Fig. 3.15b we present
the results predicted by the coupling matrix theory and the response from a full-wave analysis of the
hybrid structure. As previously commented, this analysis is based on the IE approach described in
Section 3.2 combined with the spatial images technique introduced in Chapter 2. In the simulations,
losses are included in the dielectric substrate (tan δ = 0.004), and in the printed metalizations σ =
3 · 107 Ω−1/m. Besides, measured data is included for a complete validation. As it can be observed in
the figure, very good agreement among the different responses have been achieved, fully validating
the novel hybrid filtering structure.
Results also reveal that the minimum insertion loss of the filter inside the passband is −1.15 dB.
Also we can observe a slope in the insertion loss response of the filter. The insertion losses take a
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maximum value within the passband of −2.48 dB at the frequency of 4.461 GHz. At the frequency
of 4.588 GHz the insertion loss is minimum (−1.15 dB). The slope in the insertion loss response of
the filter reveals that a resonator with a higher quality factor has been combined with a resonator of
lower quality factor.
Hybrid Waveguide-Microstrip Filter II:
Two Transmission Zeros Placed Above the Passband
The second example consist of a second order bandpass filter with −23.0 dB of return loss, and
two transmission zeros placed at the frequencies of f1 = 4.8 GHz and f2 = 5.8 GHz. The filter is
centered at 4.435 GHz with a bandwidth of 110 MHz. Therefore, this filter presents a response with
two transmission zeros placed on the right side of the passband. The (N + 2) by (N + 2) coupling
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The physical dimensions of the filter have again been obtained following the design procedure
introduced in the previous section. The final dimensions, using the notation of Fig. 3.13, are a =
40.0 mm, b = 41.46 mm, Lin = Lout = 14.0 mm, Lr = 24.96 mm, L1 = 4.10 mm, L2 = 3.14 mm,
w1 = w2 = 1.4 mm, and εr = 2.2. Again, the final dielectric height of the prototype is achieved by
piling up two RT-DUROID substrates of thickness 1.57 mm.
A photograph of the manufactured breadboard is shown in Fig. 3.16a. In Fig. 3.16b we present
a comparison among the results predicted by the coupling matrix theory, the response from a full-
wave analysis of the hybrid structure and measured data. In the simulations, losses are included in
the dielectric substrate (tan δ = 0.004), and in the printed metalizations σ = 3 · 107 Ω−1/m. As it can
be observed in the figure, very good agreement among the different responses is again achieved. This
second filter completely validates the proposed filtering structure, fully demonstrating its capability
to control the position of the transmission zeros.
3.5 Comparative Study of Multilayered Shielded Microstrip Filters
A software code, based on the MPIE formulation described in Section 3.2 combined with the
novel Green’s functions computation presented in Chapter 2, has been written for the analysis of
multilayered printed circuits in arbitrarily-shaped shielded enclosures. Besides, an efficient imple-
mentation of these Green’s functions into the MPIE formulation has been achieved using the accelera-
tion techniques introduced in Section 3.3. The result is a software tool computationally very efficient,
which can effectively be employed as a CAD tool for the analysis and design of complex multilayered
circuits, such as microwave filters.
The goal of this section is to validate the developed CAD tool and to demonstrate the useful-
98 Chapter 3: Analysis of Multilayered Boxed Circuits and Application to the Design of Hybrid...
(a)















































Figure 3.16 – Hybrid waveguide-microstrip bandpass filter of second order with two transmis-
sion zeros placed above the passband, following the structure of Fig. 3.13. (a) As-
pect of the fabricated breadboard, showing all pieces of the filter. (b) Scattering pa-
rameters of the filter, computed with the coupling matrix theory [Cameron, 2003]
and with an MPIE formulation combined with the spatial images technique. Mea-
sured data is employed for validation.
ness of the proposed Green’s functions when modeling practical multilayered shielded circuits. For
this purpose, we present and analyze several practical microwave shielded devices. The analysis is
carried out by using the general spatial images technique introduced in Section 2.3 of Chapter 2 in
the case of arbitrarily-shaped enclosures, whereas the specific spatial Green’s functions formulations
presented in Section 2.4 and in Section 2.5 of Chapter 2 are used to treat multilayered cavities with
rectangular or triangular-isosceles cross-section, respectively.
First, the accuracy of the method is checked. For this purpose, we present, for each structure un-
der consideration, a comparison of the scattering parameters obtained by the proposed formulation
and by different full-wave approaches (such as the commercial software ADS c©, a spectral-domain
method [Álvarez Melcón et al., 1999] or a neural-network technique [Pascual García et al., 2006]). Be-
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sides, measured data obtained from real manufacture hardware further validate the accuracy of the
CAD tool.
Second, a comparative study of the proposed method efficiency is presented. For this purpose,
the computational time required to analyze each microwave structure is compared against the time
required by other full-wave approaches. Besides, the two acceleration techniques introduced in
Section 3.3 are carefully examined, leading to the conclusion that the singular/non-singular MPIE
matrix decomposition method is, for a given level of accuracy, much more efficient than the Green’s
function interpolation technique. Note that all the results employed for this study have been obtained
with the same computer, based on a 3.06 GHz Pentium IV processor with a total RAM memory of
2 GB, and under exactly the same numerical conditions (in terms of mesh, integration points, etc.).
Note that, in the efficiency study, the time required to compute the Sommerfeld integrals re-
lated to the multilayered media is not included. This is because this computation only need to be
performed once for a given multilayered configuration. Then, the results from this computation are
stored and reused in the analysis or design of any circuit placed on this specific configuration. There-
fore, this time is neglectable for the analysis and design of microwave shielded devices (similar as
the training time in neural networks approaches [Pascual García et al., 2006]). For the examples ana-
lyzed in this section, and using the method presented in [Mosig and Álvarez Melcón, 2003], the time
required for this computation ranges from 0.15 to 0.8 seconds per frequency point.
Finally, note that the proposed technique allows the investigation of different microwave
filter configurations. Among these configurations, we can point out coupled-line filters,
broadside coupled filters (which require a multilayered configuration) or the novel hybrid
waveguide-microstrip technology introduced in Section 3.4. In this section we have com-
bined the analysis of shielded microwave filters taken from the literature (as those found
in [Guglielmi, 1994], [Alvarez-Melcon et al., 2001], or in [Alvarez Melcon, 1998]) with the design
and subsequent analysis of novel filters based on the hybrid waveguide-microstrip technology
[Martínez-Mendoza et al., 2007], which exploits the filter package configuration as a key constitutive
element of the final filter response.
The rigorous comparative among the different approaches reveals that the proposed technique is
extremely competitive, in terms of convergence, accuracy and efficiency, as compared with any other
technique known to the author. Therefore, it is an ideal tool for the analysis, design and optimization
of shielded microwave circuits.
3.5.1 Example I: 4-Poles Broadside Coupled Filter within a 3-Layer Rectangular Cavity
The first example presents a 4-poles broadside-coupled structure designed as a high-
performance microwave filter, which was introduced in [Alvarez-Melcon et al., 2001]. The layout
of this filter is shown in Fig. 3.17a. As can be observed from the figure, the circuits are printed on
two opposite sides of two dielectric substrates. Note that both, the multilayer configuration and the
filter rectangular enclosure, must be rigorously taken into account for an accurate analysis of this
structure.
100 Chapter 3: Analysis of Multilayered Boxed Circuits and Application to the Design of Hybrid...
(a)
















































Figure 3.17 – 4-poles bandpass broadside-coupled filter within a 3 layers rectangular cavity. (a)
Filter layout. (b) Scattering parameters computed with the proposed images tech-
nique. Full-wave simulation results, computed with ADS c© and with the spectral
method proposed in [Álvarez Melcón et al., 1999], are employed for validation.
In the analysis, three rows of cells are employed to discretize the printed lines. In this way, the
singular behavior of the currents close to parallel edges are correctly modeled. Also, we have used
more cells than the strict minimum in the modeling of the printed lines, to obtain high precision in
the calculation of the induced currents. Therefore, the sizes of the cells that we use are small, and
their side lengths are below the condition L = 0.05λ0, allowing the use of the multilevel interpolation
scheme (see Section 3.3.1).
In order to analyze this filter, the MPIE formulation is combined with the spatial images tech-
nique. For this specific structure, 20 images are placed surrounding the cavity, following the dynamic
images location introduced in Section 2.3.2 of Chapter 2. The images are located at the first air-
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Technique Time per frequency point
Original spatial images technique 1336.235 sec.
Spatial images technique + ground planes 342.975 sec.
ADS c© 39.234 sec.
Interpolated method first level 18.051 sec.
Interpolated method second level 9.223 sec.
Interpolated method third level 3.652 sec.
Singular/no-singular MPIE matrix decomposition 0.718 sec.
Table 3.2 – Comparison of the time (per frequency point) required by different methods for the
analysis of the filter shown in Fig. 3.17. A total of 270 cells are used to discretize the
printed circuit.
dielectric interface. First, the filter is analyzed using the original technique, presented in Section 2.3
of Chapter 2. Then, the method is combined with the use of dynamic ground-planes, as specified in
Section 2.4.1 of Chapter 2. This increases the accuracy of the method (solving the numerical insta-
bilities when the point source is close to a cavity wall) and reduces the computational cost required
by the analysis (in order to achieve the same accuracy level, this technique requires less than half
number of unknowns than the regular spatial images method). Then, the two acceleration tech-
niques introduced in Section 3.3 are also employed for the analysis of this filter. The goal is to check
the accuracy and the efficiency of these methods. Besides, in order to fully validate the accuracy of
the developed techniques, results from a spectral domain approach [Álvarez Melcón et al., 1999] and
from the commercial software ADS c© are also included.
The scattering parameters of the broadside-coupled filter obtained by the methods described
above are shown in Fig. 3.17b. As can be observed in the figure, very good agreement among
the very different techniques has been achieved, fully validating the proposed methods. Spe-
cially, the agreement between the proposed spatial technique and the spectral domain method
[Álvarez Melcón et al., 1999] is remarkable. Note that the results obtained by all spatial-images tech-
niques (with and without acceleration) directly superimpose. Therefore, and for the sake of compact-
ness, we have denoted the results from these methods as "Images" in the figure.
Table 3.2 presents the CPU-times required for all the methods in the analysis of the filter. The
original spatial images method spent about 1336 seconds per frequency point, showing the practical
limitation of this technique. In fact, the use of this method without any acceleration technique leads
to prohibitively long simulations. The combination of this technique with the use of dynamic ground
planes increases the method efficiency (to about 342 seconds per frequency point). However, the total
time required for the analysis is still very long. The use of the Green’s function interpolation scheme
(see Section 3.3.1) allows to greatly reduce the total time of the analysis. Specifically, this method
is about 98.098% faster than the original technique employing the first-level interpolation, 99.169%
with the second-level and 99.682% with the third level, outperforming also the commercial ADS c©
package. Finally, the use of the singular and non-singular MPIE matrix decomposition method (see
Section 3.3.2) achieves the best results, incredibly requiring just 0.7 seconds per frequency point to
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analyze this filter. Therefore, this method is more than 5 times faster than the interpolation scheme.
From the results shown in Fig. 3.17b and in Table 3.2, we can conclude
• The spatial images technique is very accurate. The agreement between this method and other
full-wave approaches is remarkable.
• The acceleration techniques presented in Section 3.3 are very accurate, and they do not intro-
duce any important variations in the analysis of a practical microwave shielded circuit. In
general, a deviation below of 0.1% in the scattering parameters computation is found.
• The singular and non-singular MPIE matrix decomposition method (see Chapter 3.3.2) is the
most efficient acceleration algorithm related to the spatial images technique. It is about 5 times
faster than the Green’s functions interpolation scheme described in Section 3.3.1.
• The use of the dynamic ground planes (see Section 2.4.1 of Chapter 2) is very convenient for
the analysis of rectangular multilayered cavities, in terms of both, accuracy and efficiency.
3.5.2 Example II: 4-Poles Coupled-Line Filter. Design I.
The second practical example is a boxed microstrip bandpass filter of fourth order based on
coupled line sections presented in [Pascual García et al., 2006], which is sketched in Fig. 3.18a. In
the analysis of the filter, we have employed the spatial images technique combined with the use
of dynamic ground planes, as described in Section 2.4 of Chapter 2. In addition, the acceleration
technique based on the singular and non-singular MPIE matrix decomposition has been applied. For
the analysis, 12 images are employed and placed around the cavity at the air-dielectric interface.
Besides, the printed circuits are meshed using a total of 104 unit-cells.
Fig. 3.18b presents the filter response obtained by the proposed spatial images technique, the
spectral domain method described in [Álvarez Melcón et al., 1999] and by the spatial neural network
approach presented in [Pascual García et al., 2006]. As can be observed in the figure, extraordinary
agreement among the different techniques has been obtained, fully validating the accuracy of the
spatial images method. Note that this structure is specially difficult to be handled by the spectral-
domain method, because it has a large box as compared with the size of the printed circuits (which
turns out into convergence difficulties [Alvarez Melcon, 1998]).
Table 3.3 presents the CPU-times required for all the methods in the analysis of the filter. It
can be seen in the results reported that the accelerated spatial images technique obtains the best
computational performance. In particular, the optimized implementation improves the commercial
software ADS c© by a factor of 27. The proposed technique is even faster than the neural-network
method reported in [Pascual García et al., 2006] by a factor of 9. In addition, the neural-network
method needs training time, which can be long. This extra computational effort is not needed when
the accelerated spatial images approach is used.
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Figure 3.18 – Boxed microstrip bandpass filter of fourth order based on coupled line sections.
Design I. (a) Filter layout. (b) Scattering parameters computed with the pro-
posed images technique. Full-wave simulation data, computed with the spectral
method proposed in [Álvarez Melcón et al., 1999] and with the neuronal technique
described in [Pascual García et al., 2006], is employed for validation.
Technique Time per frequency point
Accelerated Spatial Images Technique 0.3567 sec.
Spectral Method [Álvarez Melcón et al., 1999] 9.6439 sec.
Neuronal Network Method [Pascual García et al., 2006] 3.2708 sec.
Table 3.3 – Comparison of the time (per frequency point) required by different methods for the
analysis of the filter shown in Fig. 3.18. A total of 104 cells are used to discretize the
printed circuit.
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Figure 3.19 – Boxed microstrip bandpass filter of fourth order based on coupled line sections.
Design II. (a) Filter layout. (b) Scattering parameters computed with the proposed
images technique. Full-wave simulation data, computed with the spectral method
proposed in [Álvarez Melcón et al., 1999], and measured results are employed for
validation.
3.5.3 Example III: 4-Poles Coupled-Line Filter. Design II.
The third filter considered is shown in Fig. 3.19a. This filter was initially proposed in
[Guglielmi and Alvarez-Melcon, 1995], [Alvarez Melcon, 1998]. The results of the analysis are pre-
sented in Fig. 3.19b, where again an extraordinary agreement has been found between the proposed
spatial technique and the spectral approach [Álvarez Melcón et al., 1999]. Again, this structure is
specially difficult to be handled by the spectral method, because it has a large box as compared with
the size of the printed circuits. Besides, note that measured data has been included to further validate
the accuracy of the method.
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Accelerated Spatial Images Spectral Method
Mesh Time per frequency point Basis functions per λ Time per frequency point Modes
38 cells 0.072 sec 3.0 0.160 sec 20000
76 cells 0.184 sec 3.0 1.209 sec 22500
114 cells 0.328 sec 3.0 9.570 sec 40000
152 cells 0.512 sec 3.0 18.591 sec 50000
Table 3.4 – Comparison of the time (per frequency point) required by the proposed spatial
method and an spectral technique [Álvarez Melcón et al., 1999] for the analysis of the
filter shown in Fig. 3.19.
Mesh MPIE formulation (no shield) Accelerated spatial images (shielded) % increment
seconds per frequency point seconds per frequency point
38 cells 0.0601 sec. 0.0720 sec. 20.0 %
76 cells 0.1480 sec. 0.1844 sec. 24.3 %
114 cells 0.2561 sec. 0.3283 sec. 28.1 %
152 cells 0.3960 sec. 0.5160 sec. 30.3 %
Table 3.5 – Comparison of the time (per frequency point) required to analyze the filter shown in
Fig. 3.19a with and without considering the shielded enclosure.
A careful study about the efficiency of the two methods, as a function of the number of dis-
cretization cells, is presented in Table 3.4. The proposed spatial method converges in all cases using
just 3 basis functions per λ (which turns out into 12 images per ring). On the contrary, the conver-
gence of the spectral method directly depends on the size of the mesh, requiring a very large number
of modes in all cases. In terms of efficiency, the proposed spatial technique is always much faster
than the spectral approach. For low mesh densities, even though both techniques are quite com-
petitive, the spatial method is more than two times faster. The efficiency distance between the two
methods increases with the mesh density, being the spatial technique more than 35 times faster than
the spectral approach for the case of a very dense mesh.
In addition, in order to further demonstrate the efficiency of the accelerated spatial images tech-
nique, we have analyzed the filter shown in Fig. 3.19a considering the filter with and without the
shielded enclosure. In the case that the enclosure is not considered, the formulation reduces to
the standard MPIE method (see Section 3.2), which is optimized to perform this type of analysis.
Note that in this case the results obtained are not correct, because they neglect the shielding effects
[Dunleavy and Katehi, 1988b]. In the case that the enclosure is considered, the same MPIE formula-
tion incorporates the Green’s functions proposed in Chapter 2 (which takes into account the shielding
effects). This comparative gives an intuitive idea about the additional computational effort required
to model the shielding enclosures within an MPIE formulation. The temporal comparative is shown
in Table 3.5.
As can be seen in the table, the increment in the computational effort required to incorporate the
shielding effects into a standard MPIE formulation is limited. As expected, the influence of the novel
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Green’s functions is more important when a high density mesh is employed. This makes sense, be-
cause the size of the MPIE MoM is bigger and the Green’s functions must be computed for more pair
of source-observation points. However, note that the time needed to compute the Green’s functions
for each point source is independent on the mesh size (on the contrary as it occurs in spectral methods
[Itoh, 1989], [Álvarez Melcón et al., 1999], where the number of modes to sum up the kernel depends
on the cavity size and on the mesh cells dimensions). In the spatial domain approach, the increment
in the computational cost is only due to the fact that more point sources in the mesh are consid-
ered and must be computed. This comparative demonstrates that the proposed technique is able to
efficiently analyze microwave shielded circuits, adding only a very small percentage in the computa-
tional effort, as compared with a regular MPIE implementation for planar circuits [Mosig, 1989], and
avoiding any convergence issues.
3.5.4 Example IV: 4-Poles Broadside Coupled Filter within a 4-Layer Rectangular Cavity
The fourth structure considered is a broadside coupled filter sketched in Fig. 3.20a. The circuits
of the filter are printed on the two dielectric substrates of the multilayer structure. The main advan-
tage of broadside filters is that they allow the introduction of cross couplings between nonadjacent
resonators. The cross couplings can then be used to implement transmission zeros that can signifi-
cantly increase the selectivity of the filters [Alvarez-Melcon et al., 2001].
It is worth mentioning that two rings of spatial images (or auxiliary sources) are needed to obtain
accurate results for this structure. This is because the height of this structure is electrically large.
The rings are placed at the first and second air-dielectric interfaces (see Fig. 3.20a). In each ring, it
is required the use of 3 basis functions per λ (which turns out into 12 images per ring). Besides,
note that a total of 150 cells have been employed to discretize the printed circuits. In Fig. 3.20b, a
manufactured filter prototype, showing all pieces of the structure, is presented. Simulated versus
measured results are included in Fig. 3.20c, showing very good agreement.
The time required by the accelerated spatial-images technique for the analysis of this filter is
about 0.85 seconds per frequency point. As a reference, note that the time required by the commer-
cial software ADS c© is about 16.25 seconds. Again, the accelerated spatial images if very efficient,
outperforming the commercial ADS c© package by a factor of 19. In addition, note that the analysis
of this filter demonstrate the accuracy of the spatial-images technique to analyze electrically large
multilayered structures.
3.5.5 Example V: Hybrid Waveguide-Microstrip Filter using a Multilayered Cavity with
a Triangular Cross-Section
As a fifth example, we present in Fig. 3.21a a hybrid waveguide-microstrip filter which uses a
multilayered cavity with a triangular-isosceles cross section. As introduced in Section 3.4, this type
of filters combines one of the cavity resonances with a printed line microstrip resonance in order to
obtain a second order filter response.
As previously commented, this filter follows the Modified Doublet topology (see Fig. 3.12 and
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Figure 3.20 – 4-poles bandpass broadside-coupled filter within a 4 layer rectangular cavity. (a)
Filter layout. (b) Aspect of the fabricated breadboard, showing all pieces of the
filter. (c) Scattering parameters computed with the proposed images technique.
Measured data is employed for validation.
[Amari and Rosenberg, 2003]). In our case, we want to design a second order bandpass filter with
−10.0 dB of return loss, and two transmission zeros placed at the frequencies of f1 = 4.26 GHz and
f2 = 5.63 GHz. The filter is centered at 4.52 GHz with a bandwidth of 180 MHz. Therefore, the
proposed filter presents a response with two transmission zeros asymmetrically located with respect
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It is well known that the Modified Doublet always have one of the four couplings negative. In
the proposed configuration, we observe in Fig. 3.22 that the x-component of the electric field, which
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Figure 3.21 – Novel triangular-shaped second-order transversal filter. (a) Filter layout. (b) Aspect
of the fabricated breadboard, showing all pieces of the filter. (c) Scattering param-
eters computed with the proposed images technique. Measured data is employed
for validation.
couples to the input/output printed ports, has a zero at the center of the cavity, and then changes sign
at the side of the output port. It is this change in sign of the x-component of the electric field, which
synthesizes the negative coupling needed in the Modified Doublet. At this point it is interesting to
remark that the coupling mechanisms at the input/output ports of the triangular structure are not
symmetric, due to the shape of the triangular cavity. This is a difference in behavior as compared to
the square cavity (see Section 3.4), where a symmetric coupling between input/output ports always
occurs.
In order to design this filter, we follow the procedure guidelines given in Section 3.4. First, the
L′ dimension of the cavity (related to the physical length of the two equal sides of the triangle, see
Fig. 3.21a) is adjusted in order to tune the cavity resonance at the frequency of 4.47 GHz. Then,
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Figure 3.22 – Electric field x-component of the LSM mode inside the triangular cavity, at the first
resonant frequency.
the length of the microstrip resonator is individually modified, in order to provide its resonance at
the frequency of 4.6 GHz. The final dimensions obtained after the design procedure are shown in
Fig. 3.21a. A prototype, shown in Fig. 3.21b, has been manufactured and tested. It is important to
remark that the adequate modeling of the triangular multilayered box is essential for this type of
filter. This is because one of the resonances of the filter is provided by the partially filled cavity.
Besides, note that other full-wave techniques (such as FDTD [Taflove and Hagness, 2005] of FEM
[Lee et al., 1997]) have difficulties in analyzing this filter. This is because of the tight couplings exist-
ing between the input and output ports and the printed line resonator, which is difficult to model by
a volume mesh. On the contrary, with an integral equation technique these couplings can be mod-
eled more accurately. In this case, only the printed circuits must be meshed, because the multilayered
cavity behavior is included into the Green’s functions. In Fig. 3.21c we present the response of the
filter obtained with the new method. Measured results are also shown for validation purposes. Good
agreement between both results can be observed.
The advantages of the proposed triangular-shaped filter as compared to the filter which uses a
square cavity are related to the final application. Although the filter response is very similar in both
cases, note that the position of the connectors and the size of the box is different. Therefore, this
triangular transversal filter may be applied in particular cases, where specific connector positions
and size requirements must be satisfied.
3.5.6 Example VI: Hybrid Waveguide-Microstrip Filter using a Multilayered Cavity with
a Trapezium-shaped Cross-Section
In this example, we present the design and analysis of a bandpass filter implemented in the hy-
brid waveguide-microstrip technology, using a multilayered cavity with a trapezium-shaped cross
section as a host enclosure. The structure combines one microstrip printed resonator with a reso-
nance of the trapezium-shaped cavity to build up a second order response. It is important to point
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out that the modeling of the cavity is a key issue in this structure. Again, this is because the cavity
provides one of the resonances of the filter. Consequently, a small error in the modeling of the reso-
nant frequencies of the cavity will lead to a wrong design. The lateral and top views of the filter are
shown in Fig. 3.23a.
As previously commented, this type of filters follows the Modified Doublet topology (see
Fig. 3.12 and [Amari and Rosenberg, 2003]). In our case, we want to design a second order band-
pass filter with −15.0 dB of return loss, and two transmission zeros placed at the frequencies of
f1 = 4.12 GHz and f2 = 5.3 GHz. The filter is centered at 4.53 GHz, with a bandwidth of 140 MHz.
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For the design of the structure, we follow again the guidelines presented in Section 3.4. The
trapezium-shaped cavity is first adjusted to obtain a resonance at the frequency of 4.5 GHz. The
printed resonator is then optimized to provide the second resonance of the filter. The final filter
response is shown in Fig. 3.23c. Good agreement between both measured data and results obtained
with the spatial images method is observed. The differences in the minimum insertion loss observed
within the passband are mainly due to the cavity losses, which are not considered by the developed
spatial images technique. In some cases, these losses can be important since the filter operates with
one of the resonances excited in the partially filled cavity.
For the analysis of the structure using the spatial images technique, two rings with 15 images
are needed in order to obtain a convergent solution in this cavity. The reason to employ two rings
(located at heights of z = 1.585 mm and z = 3.17 mm) is because the height of this cavity is electrically
large. In this case, the use of just one ring of images leads to incorrect results. However, convergence
is achieved when using 2 of more rings. This example shows the practical value of the multiring
approach (see Section 2.3.2 of Chapter 2) of the spatial images technique.
Finally, note that the microstrip lines were meshed with 150 rectangular cells. The time re-
quired for the analysis, using the singular and non-singular MPIE matrix decomposition acceleration
method, is about 5 seconds per frequency point. Note that this time is higher as compared with the
time required to analyze other microwave shielded circuits. The main reason is that the dynamic
ground planes method (see Section 2.4 of Chapter 2), which is specifically designed for rectangular
enclosures, can not be applied for this geometry. The dynamic ground plane methods usually re-
quires less than half number of unknowns (providing better convergence rates) as compared with an
standard spatial images method, which turns out into a huge decrease of the computational cost re-
quired to perform any analysis. Besides, note that no CPU time is given for ADS c© since this software
can only treat rectangular cavities.
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Figure 3.23 – Novel trapezium-shaped second-order transversal filter. (a) Filter layout. (b) As-
pect of the fabricated breadboard, showing all pieces of the filter. (c) Scattering
parameters computed with the proposed images technique. Measured data is em-
ployed for validation.
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3.5.7 Example VII: Dual-Band Hybrid Waveguide-Microstrip Filter using a Multilay-
ered Cavity with a Rectangular Cross-Section
The last filter under consideration is shown in Fig. 3.24a. It is a third-order example of a dual-
band hybrid waveguide-microstrip filter [Martínez-Mendoza et al., 2008]. A prototype of the device
(see Fig. 3.24b) has been manufactured and tested. The substrate selected for manufacturing is an RT
Duroid with relative permittivity of εr = 2.2 and thickness of 1.57 mm. The prototype implements
a dual bandpass filter with 17 dB of return loss, and three transmission zeros located at 1.4, 4.3, and
4.6 GHz. The center frequency is 4.7 GHz, and its bandwidth is 430 MHz. The (N + 2) by (N + 2) cou-
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The dimensions of the designed and manufactured dual-bandpass filter, obtained after opti-
mization, are a = 40.0 mm, b = 34 mm, Lin = Lout = 14.0 mm, Lr2 = Lr3 = 24.54 mm, L1 = 3 mm,
L2 = 3.14 mm, w1 = w2 = 1.8 mm, and w3 = 5 mm. The final dielectric height of the prototype is
achieved by piling up two RT-DUROID substrates of thickness 1.57 mm. This extended thickness is
needed to obtain the required high coupling value to the cavity mode (see Section 3.4).
The results of the analysis employing the proposed spatial technique, and a spectral approach
[Álvarez Melcón et al., 1999] are presented in Fig. 3.24c. Measured data is included as validation.
Note that an extraordinary agreement between the two completely different methods has been ob-
tained. In the simulations, losses are included in the dielectric substrate (tan δ = 0.003), and in
the printed metalizations σ = 3 · 107 Ω−1/m. The minimum insertion loss of the filter inside the
lower passband is 1.3 dB, whereas inside the upper passband the minimum insertion loss increases
to 3.45 dB. The high insertion losses in the upper passband are due to the use of a low quality brass
material for the manufacturing of the cavity box. The upper passband is formed by a resonant mode
excited in this cavity. Therefore, the conductivity of the cavity strongly influences the insertion losses
of the upper passband. Consequently, the high insertion losses in the upper passband can be reduced
using silver plating techniques on the walls of the shielding cavity.
The filter under analysis is specially difficult to be handled by the spatial images method, be-
cause it has a thick substrate and it requires two rings of images. A careful study about the efficiency
of the proposed spatial and the spectral domain [Álvarez Melcón et al., 1999] methods, as a function
of the number of discretization cells, is presented in Table 3.6. As can be observed, the proposed
spatial technique completely converges using 3 basis functions per λ (which turns out into 12 images
per ring), independently of the mesh. As expected, the spectral method requires a higher number of
modes to converge as the mesh density increases. In terms of efficiency, the proposed spatial method
is able to compete against the spectral approach in all cases. For low mesh density, the spectral ap-
proach is slightly faster, because it converges summing up a low number of modes. However, as the
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Figure 3.24 – Novel dual-band hybrid waveguide-microstrip filter. (a) Filter layout. (b) Aspect
of the fabricated breadboard, showing all pieces of the filter. (c) Scattering param-
eters computed with the proposed images technique. Full-wave simulation data,
computed with the spectral method proposed in [Álvarez Melcón et al., 1999], and
measured results are employed for validation.
Proposed Spatial Method Spectral Method
Mesh Time per frequency point Basis functions per λ Time per frequency point Modes
45 cells 0.108 sec 3.0 0.075 sec 2500
90 cells 0.312 sec 3.0 0.665 sec 2500
135 cells 0.604 sec 3.0 1.903 sec 3500
180 cells 1.012 sec 3.0 3.909 sec 3500
Table 3.6 – Comparison of the time (per frequency point) required by the proposed spatial
method and an spectral technique [Álvarez Melcón et al., 1999] for the analysis of the
filter shown in Fig. 3.24.
mesh density increases, the spatial approach becomes more and more efficient (even two and three
times faster). This is because an increase in the mesh density only affects the size of the MoM matrix,
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but it does not affect to the speed in the calculation of the Green’s functions.
3.6 Conclusions
In this chapter, an accurate and efficient CAD tool for the analysis of a wide variety of mul-
tilayered shielded printed circuits has been described in great detail. The method is based on a
mixed-potential integral equation, which calls for the evaluation of space-domain Green’s functions
associated to multilayered cavities with convex arbitrarily-shaped cross section. Two acceleration
techniques, based on the special features of the spatial images technique employed to compute the
Green’s functions, have been proposed. It has been shown that the method based on the singular
and non-singular MPIE matrix decomposition is much more efficient than the technique based on
interpolation of the complex images values. Note that the use of these methods allows an extremely
fast and efficient analysis of multilayered shielded circuits.
In addition, a novel hybrid waveguide-microstrip technology has been presented. This tech-
nology combines one resonance, provided by the multilayered cavity, with N microstrip resonators,
leading to a N + 1 order filter. The proposed technology is light, compact, low-lossy, uses the filter
package as a part of the filter, and allows to implement transversal filters. A simple procedure for the
design of this type of filters has been presented. Then, the novel filtering structure has completely
been validating, by using full-wave commercial software and fabricated prototypes. Besides, note
that the proposed CAD tool is ideal for the analysis of hybrid waveguide-microstrip filters. This is
because the proposed Green’s functions inherently takes into account for the cavity behavior, and
therefore, only the metallic printed circuits must be meshed.
A wide variety of microwave shielded circuits have been then investigated using the proposed
CAD tool. Specifically, coupled-line filters, broadside-coupled filters, and novel designs based on the
hybrid waveguide-microstrip technology have been analyzed. Excellent agreement between mea-
sured data, results from commercial full-wave software and the data obtained by the proposed CAD
tool has been achieved in all cases. A careful comparative study has demonstrated that the proposed
method is much faster than any other known IE technique, including spectral approaches, avoiding
any convergence problem. Therefore, the proposed CAD tool is ideal for the fast analysis, design and
efficient optimization of shielded microwave devices.
Chapter 4
Impulse-Regime Analysis of CRLH
Structures
4.1 Introduction
In 1967, the Soviet physicist V. Veselago published a theoretical paper [Veselago, 1968] which
described wave propagation in media with simultaneously negative permittivity and permeability
(ε < 0 and µ < 0). In that paper, this specific type of media was denoted as "LH" (Left-Handed),
to express that the electric field, magnetic field, and phase vectors build a left-handed triad, in-
stead of the regular right-handed triad obtained by right-handed ("RH") materials, which are the
well-known materials found in nature. Furthermore, many fundamental features and phenomena
associated to this novel type of media (such as antiparallel phase and group velocity, frequency dis-
persion of the constitutive parameters, negative refraction at the interface between a RH and a LH
medium, reversal Doppler effect, reversal Vavilov-Cerenkov radiation, reversal Snell’s-law, among
many others), were carefully presented and explained. After about 30 years, the British physicist
J. B. Pendry [Pendry et al., 1999] described how usual right-handed materials can be arranged to
obtain macroscopic negative permeability or permeability. For this purpose, traditional materials
were periodically loaded with electrically small split-ring resonators or parallel wires, leading to a
composite material with µ < 0 or ε < 0, respectively. Soon after, an artificial, effectively homo-
geneous, structure was proposed by David Smith et al [Smith et al., 2000] [Shelby et al., 2001]. This
structure, inspired from Pendry’s work, combines both type of periodic loading to simultaneously
obtain negative permeability and permittivity, over a specific frequency range. It constitutes the
first experimental demonstration of such kind of material, and it has lead to the development of
the so-called bulk metamaterials. One year later, C. Caloz and T. Itoh [Caloz et al., 2002], G. Elefthe-
riades [Iyer and Eleftheriades, 2002] and A. Oliner [Oliner, 2002] independently introduced a new
approach to obtain these unusual properties on traditional transmission lines, based on the period-
ical loading of a host line with electrically small and closely spaced series capacitances and shunt
inductances. This approach has lead to the development of the so-called planar metamaterials, which
substantially differs from the bulk media approach. Since these seminar works were published, hun-
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(a) (b)
Figure 4.1 – Resonant particle metamaterial structures, based on split-ring resonator and wire
medium. Negative permittivity (ε < 0) is provided by the electric field polarization
along the wires, whereas the negative permeability (µ < 0) is provided by the mag-
netic field polarization in the split-ring resonator. (a) Mono-dimensional structure,
reproduced from [Smith et al., 2000] (b) Bi-dimensional structure, reproduced from
[Shelby et al., 2001].
dreds of papers, articles and several books have been written about the novel features, phenomena,
and applications that this novel type of materials have introduced.
But, what is a metamaterial?. Metamaterials are difficult to define and classify, because the
definition and subsequent notation employed to refer to them usually differs from some researches
to others, as a function of they background disciplines (optics, microwaves, antennas, filters, etc)
[Sihvola, 2007]. In this work, I have used an engineering point of view, which may define electro-
magnetic metamaterials as "artificial effectively homogeneous electromagnetic structures with un-
usual properties not readily available in nature" [Caloz and Itoh, 2005], where "an effectively ho-
mogenous structure" is related to a structure composed of a combination of discrete unit cells,
whose size (denoted as p) is much smaller than the guided wavelength at the frequencies of in-
terest (i.e. p  λg). Note the use of the prefix meta, which is Greek means "beyond" or "after",
suggests the idea that these artificial materials posses properties that transcend those found in nature
[Eleftheriades and Balmain, 2005]. These novel properties are obtained from a macroscopical point
of view, while the properties of their constitutive unit cells may be different. An intuitive analogy can
be made with the taste of an ice-cream: the final taste may be quite different from the sum of taste of
ice and cream [Sihvola, 2007].
As previously commented, bulk metamaterials were, chronologically, the first metamaterials in-
troduced and experimentally verified. Currently, this technology is mature enough to have an es-
tablished procedure for its synthesis, analysis and design [Pendry et al., 1999], [Smith et al., 2000],
[Engheta and Ziolkowski, 2006], [Carbonell et al., 2011], [Marques et al., 2008]. This approach make
a systematic use of split ring resonators (SRRs) to achieve negative permeability, whereas a system
of metallic wires is employed to obtain negative permittivity, as shown in Fig. 4.1. This type of meta-
materials are based on a resonant approach, where the metamaterial behavior is obtained thanks to
the resonances of their constitutive elements. Due to this, their initial responses were narrowband
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and lossy. Recent studies have shown how to increase their associated bandwith and to reduce their
losses, allowing their use in practical applications [Marques et al., 2008]. However, the final struc-
tures are still volumetric and heavy. These are fundamental restrictions to its use in microwave
applications, where most components and systems have a planar implementation.
The introduction of planar metamaterials [Caloz et al., 2002], [Iyer and Eleftheriades, 2002],
[Oliner, 2002] in 2002 paved the road to the practical use of metamaterials at microwaves, leading
to many prospective engineering applications and allowing their integration into many systems. In
contrast to the previous generation of bulk matematerials, this generation follows a non-resonant
approach. This approach has lead to the development of broadband and low-loss metamaterials
in planar technology. One common and practical implementation of such metamaterials is based
on the use of composite right/left-handed transmission lines (CRLH TL) [Caloz and Itoh, 2005],
which uses simple circuit theory to express the combined left-handed and right-handed behavior
of a structure. This has led to an LC-loaded transmitting medium approach, inherently broadband,
which can easily be fabricated in microstrip [Caloz and Itoh, 2005] or coplanar waveguide (CPW)
[Eleftheriades and Balmain, 2005] technologies, just to mention two of them. On the other hand, an-
other common implementation of planar metamaterials is based on the use of split ring and comple-
mentary split ring resonators, following a resonant approach [Marques et al., 2008], [Selga et al., 2011].
Initially, this type of planar metamaterials has a narrow band response, due to the use of the con-
stitutive elements resonances. However, there have been a lot of research effort on this area, and a
broadband CRLH behavior using resonant elements has finally been achieved [Marques et al., 2008],
[Duran-Sindreu et al., 2009].
There are many examples of interesting and groundbreaking applications of planar meta-
materials at microwaves, such as multi-band components ([Lin et al., 2004], [Caloz, 2006]
or [Eleftheriades, 2007b]), filters and diplexers ([Bonache et al., 2005] [Martín et al., 2003],
[Nguyen and Caloz, 2006], [Gil et al., 2007a]), couplers ([Caloz et al., 2004b], [Jarauta et al., 2004],
[Nguyen and Caloz, 2007a], [Nguyen, 2010]), power-dividers ([Islam and Eleftheriades, 2008a]),
phase-shifters ([Antoniades and Eleftheriades, 2003a] or [Siso et al., 2007]), lenses
([Grbic and Eleftheriades, 2004]) or backfire to endfire leaky-wave antennas ([Liu et al., 2002],
or [Grbic and Eleftheriades, 2002a] ), just to mention a few of them. A nice review of these
and much more applications and devices can be found in metamaterials textbooks, such as
[Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005] or [Marques et al., 2008]. All previously
mentioned and most of metamaterials applications operate in the harmonic regime and they have
been designed for narrow-band components and systems (even though some of them may support
a multi-band operation).
However, the recent explosion of needs for high data-rate wireless links is currently
producing a shift from narrow-band radio towards ultra-wideband (UWB) radio operation
[Oppermann et al., 2004], [Ghavami et al., 2007]. Therefore, there is a real need for novel microwave
tools, concepts, phenomena and direct applications in the impulse-regime. Meanwhile the past decades
have been focused on the so-called "magnitude engineering" and filter design, a renew interest is
currently given to the so-called "dispersion engineering" (which is intended to cover both, dispersion
and nonlinearity). In the dispersion engineering approach, the phase is engineered to met some spe-
cific requirements in a given frequency range, shaping the electromagnetic waves to process signals
118 Chapter 4: Impulse-Regime Analysis of CRLH Structures
Figure 4.2 – Illustration of the Dispersion Engineering concept using CRLH LTs, show-
ing different dispersive phenomena/applications (some of them directly trans-
posed from optics) which can be obtained at microwaves. Reproduced from
[Abielmona et al., 2008].
in an analog fashion [Gupta and Caloz, 2009].
Current dispersion engineering possibilities at microwaves are mainly related to the operation
in the guided regime [Nguyen, 2010]. One possibility is the use of surface acoustic waves (SAW)
[Wiegel et al., 2002] or magneto static wave (MSW) [Ishak, 1988] devices. The former has the main
disadvantage that can only operate at very low frequencies, which greatly limits its use in practical
applications [Dolar and Williamson, 1976]. The latter is based on magnetic materials, which are lossy,
bulky and require biasing permanent magnets, incompatible with current planar microwave circuits.
Other possibility is the use of of multi-section coupling structures [Withers et al., 1985] or chirped
microstrip TLs [Laso et al., 2003]. Both approaches have the disadvantage of being completely de-
pendent of the line length, which usually should be long and consequently, very lossy. This problem
limits the use of these solutions in practical microwave systems.
In this context of dispersion engineering, the unprecedent, broadband and novel dispersive
properties of metamaterial-based CRLH TLs may provide novel and original solutions in both, the
guided and the radiative-wave operation modes (some of them are illustrated in Fig. 4.2). How-
ever, there has not been a systematic study of the impulse-regime characteristics related to CRLH
TLs , and therefore only a few impulse-regime components and systems have been proposed
up to now. Some examples of these applications are a Pulse Position Modulation (PPM) system
[Nguyen and Caloz, 2008], a tunable pulse delay line [Abielmona et al., 2007], a true time receivers
[Nguyen et al., 2008] or a real-time spectrum analyzer [Gupta et al., 2009a].
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In this chapter, a time-domain Green’s function formulation is presented to model impulse-
regime CRLH TLs, in both, the guided and radiative-wave regimes. Initially, in Section 4.2,
metamaterial-based composite right/left handed transmission lines are reviewed in detail, sum-
marizing some descriptive formulas and fundamental properties. This brief review is focused on
the harmonic-regime CRLH TLs behavior, pointing out some applications in both, the guided and
radiative-wave regimes.
Then, Section 4.3 presents a closed-form time-domain Green’s function approach to study pulse
propagation along electrically thin CRLH TLs (see [Gómez-Díaz et al., 2009b]). The method is based
on the transient analysis of 1D transmission lines [Paul, 2007] combined for the first time with the
CRLH TL methodology [Caloz and Itoh, 2005], and provides analytical expressions from the inverse
Fourier transform of the solutions to the generalized telegrapher’s equation. The method explicitly
considers the Green’s function of the transmission line, leading to an easy treatment of the generator
and the load, and allows to consider complex non-uniform lines. The technique is then extended to
consider pulse propagation along dispersive and non-linear CRLH lines. For this purpose, the CRLH
line is loaded with hyper-abrupt diodes to achieve non-linearity, leading to a new unit-cell model.
The non-linear CRLH line is then analyzed cell by cell, obtaining a non-uniform CRLH structure for
each discrete time. Furthermore, the time-dependence of the non-linear line as a function of the input
signal (which controls the diodes behavior) is rigourously taken into account. The main advantage
of the proposed formulation it that it allows an easilly combined treatment of dispersion and non-
linearity.
Next, in Section 4.4, the formulation is extended to study impulse-regime radiation from CRLH
leaky-wave antennas (LWAs). First, the CRLH LWA radiation features are rigorously analyzed, pay-
ing special attention to the radiation at the broadside direction. Specifically, a novel condition of
the equivalent series and shunt unit-cell radiators (R, G) is derived in order to achieve a constant
full-space radiation rate (see [Gómez-Díaz et al., 2011c]). Second, a deep study on the relationship
between leaky modes and the currents induced on the transmission line is presented in the harmonic
regime. In the study, the leaky-wave radiation is expressed as a function of the currents flowing
on each conductor on the transmission lines. Due to the excitation of leaky modes, these two cur-
rents are not in phase (as occurs on regular transmission lines) leading to the far-field radiation. This
novel theory provides a fundamental explanation about leaky-wave antennas, in connection with
transmission lines, further simplifying the study of these interesting structures. Finally, the novel
harmonic theory is transported into the time-domain (see [Gómez-Díaz et al., 2010b]), and applied to
analyze impulse-regime CRLH LWAs. Due to the spectral-spatial decomposition property of LWAs
[Oliner and Jackson, 2007], each frequency component of the input signal is radiated to a particu-
lar space position, where the time-dependent field evolution can efficiently been retrieved using the
proposed formulation.
Finally, note that this chapter introduces the basic formulation required to the impulse-regime
analysis of CRLH TLs and LWAs, but it does not include any validation of these techniques. Next
chapter will employ the proposed formulations to study the impulse-regime phenomenology of
CRLH structures, including a theoretical and practical demonstration of several novel optically-
inspired phenomena and applications at microwaves, in both, the guided and the radiative regime.
There, a careful comparison of the proposed formulation results against full-wave commercial simu-
120 Chapter 4: Impulse-Regime Analysis of CRLH Structures
lations and measurements will demonstrate the validity and accuracy of the novel techniques, which
are several order of magnitude faster than purely full-wave methods. The novel techniques keep
an excellent agreement with measured data and provide a deep insight into the physics of many
impulse-regime phenomena.
4.2 Composite Right/Left-Handed Transmission Lines (CRLH TL)
4.2.1 Introduction
The first planar metamaterial structure was composed of a host transmission line loaded by in-
ductive and capacitative elements [Caloz et al., 2002], [Iyer and Eleftheriades, 2002], [Oliner, 2002].
This transmission line approach, which is inherently nonresonant and low-loss, can be easily imple-
mented in planar technology (such as microstrip or coplanar waveguide, for instance) and provides
a practical realization of electromagnetic metamaterials. As in any metamaterial, TL metamaterials
are periodic structures composed of unit-cells, whose size must fulfill the condition p  λg (where
λg is the guided wavelength) ir order to obtain a uniformly homogeneous material.
The circuit model of a unit cell related to a purely left-handed transmission line (LH TL) con-
sists of a simple series capacitance and a shunt inductance, and it provides anti-parallel phase and
group velocities [Ramo et al., 1994], [Caloz and Itoh, 2005]. However, this type of "pure" line does
not exist in practice, due to the systematic presence of parasitic shunt capacitances and series induc-
tances. These parasitic elements arise from the intrinsic behavior of materials. In order to take into
account these effects, the concept of composite right/left-handed transmission lines (CRLH TL) was
introduced in [Caloz and Itoh, 2003], [Caloz and Itoh, 2005]. The equivalent circuit model of a CRLH
unit-cell is shown in Fig. 4.3a. As a purely LH TL, it is essentially composed of a series capacitor CL
and a shunt inductor LL (where the L subscript denotes left-handed behavior). Besides, the parasitic
nature of the TL circuits at high frequencies are modeled employing a series inductor LR and a shunt
capacitor CR (where the R subscript denotes right-handed behavior), which complete the unit-cell
model. Note that primes are used in the model to denote per-unit-length or time-unit-length units.
Specifically, the unit-cell is composed of [Caloz and Itoh, 2005] a RH per-unit-length inductance L′R
(H/m) in series with an LH times-unit-length capacitor C′L (F · m), and a RH per-unit-length capaci-
tance C′R (F/m) in parallel with an LH times-unit-length inductance L
′
L (H · m).
The dispersive characteristics of a single CRLH unit-cell, placed inside a periodically infinite en-
vironment, are shown in Fig. 4.4a, and Fig. 4.5a, for the unbalanced and balanced cases, respectively.
Their characteristics are as follows [Caloz and Itoh, 2005]. At low frequencies, C′R and L
′
R behaves
as a short and open circuits, leading to an LH equivalent circuit. This circuit presents a left-handed
behavior, with antiparallel phase and group velocities, and a high-pass filter behavior. At high fre-
quencies, the situation is inverted: C′L and L
′
L behaves as a short and open circuits, leading to an RH
equivalent circuit. This circuit presents a right-handed behavior, with parallel phase and group ve-
locities, exhibiting a low-pass filter behavior. In a general case, a gap exists between the LH and RH
frequency range, leading to an unbalanced CRLH line (see Fig. 4.4). However, if the shunt and series






R) a balanced CRLH
line is obtained (see Fig. 4.5). In this case, the frequency gap disappears, and an infinite-wavelength
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(a) (b)
Figure 4.3 – Equivalent unit cell circuit model of a lossless CRLH transmission line. (a) Asym-
metric configuration. (b) Symmetric configuration.




































Figure 4.4 – Dispersion diagram (a) and frequency-dependent Bloch impedance (b) related to an
unbalanced CRLH unit cell placed into a periodically infinite CRLH TL environment.
The size of the unit cell is p = 1 cm and its circuital parameters are CR = CL = 1.0 pF,
LL = 2.5 nH and LR = 1.25 nH.
(β = 0 → λg = ∞) appears at the so-called transition frequency ωT. Furthermore, note that a broad-
band behavior is achieved in this last case. Therefore, the combined LH and RH behavior of the
CRLH TL structure operates as a bandpass filter (BPF). Note that the use of a CRLH TL as filter is not
optimum in terms of insertion loss, due to the frequency-dependence of the Bloch impedance (see
Fig. 4.5b).
Unlike usual RH TL, where the characteristic impedance can be defined at any point along the
line, the impedance of a periodic CRLH TL is not well-defined due to the periodic loading of the
structure. Instead, a Bloch impedance (related to periodic structures, and which plays the same role
as the characteristic impedance for this type of lines [Caloz and Itoh, 2005], [Marques et al., 2008]) is
used. This impedance is defined as the impedance obtained at any kth unit-cell terminals. In the
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Figure 4.5 – Dispersion diagram (a) and frequency-dependent Bloch impedance (b) related to
a balanced CRLH unit cell placed into a periodically infinite CRLH TL environment.
The size of the unit cell is p = 1 cm and its circuital parameters are CR = CL = 1.0 pF
and LL = LR = 2.5 nH.
case of an unbalanced CRLH TL (see Fig. 4.4b), the Bloch impedance is very frequency-dependent.
Besides, the guided wavelength increases when approaching the gap, leading to extreme Bloch
impedance values, and avoiding any wave propagation. On the other hand, the Bloch impedance
in balanced CRLH TLs (see Fig. 4.5b) is much less frequency-sensitive, and it allows for a broadband
matching.
In the case that the homogenous condition for the unit cells is satisfied (p << λg), effective con-
stitutive parameters related to the CRLH line can be obtained [Caloz and Itoh, 2005]. These parame-
ters are frequency-dependent, i.e. ε = ε(ω) and µ = µ(ω). Therefore, this type of transmission lines
are dispersive in nature. One interesting point here is that, since the CRLH unit-cell can be designed to
have a wide variety of values, the dispersive properties of the line can potentially be designed to ful-
fill some specific requirements. Another point of view to describe CRLH dispersion is related to the
group velocity (slope of the dispersion curve), which is also frequency-dependent within the CRLH
passband. Furthermore, one incident wave propagating from the source (usually located on the left)
towards a load (located on the right) can experience three different types of propagation: backwards,
when ω < ωT, related to the LH behavior of the CRLH TL; forwards, when ω > ωT, related to the
RH behavior of the CRLH TL; and an infinite-wave phenomena, related to the transition frequency
of the CRLH TL (ωT) and where the signal’s energy flows towards the load without experiencing
phase change. The adequate combination of these different types of wave-propagation leads to a
extremely rich variety of dispersive properties, which provide novel phenomena and applications at
microwaves [Caloz and Itoh, 2005], [Marques et al., 2008].
Another extremely interesting properties of CRLH TLs is that its associated dispersion curve
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always penetrates into the fast-wave region [Oliner and Jackson, 2007], which is delimited by two
lightlines (ω = +βc and ω = −βc), as shown in Fig. 4.5a. Therefore, the CRLH TL operates as
a leaky-wave antenna (LWA) within this frequency band. As compared with other types of LWAs
[Oliner and Jackson, 2007], CRLH LWAs are able to radiate from backfire (θ = −90◦, where θ is mea-
sured from the direction perpendicular to the antenna) [Grbic and Eleftheriades, 2002b] to endfire
(θ = +90◦), including the broadside direction (θ = 0◦) [Liu et al., 2002], [Caloz and Itoh, 2005], as the
frequency is scanned from ω = ωBF to ω = ωEF, including the CRLH transition frequency ω = ωT





where k0 is the free-space wavenumber. Based on this LWA relationship, each frequency is mapped
into a specific angle in space, showing the frequency sensitive nature of CRLH structures.
Finally, note that a broadband CRLH behavior can also be achieved using SSRs [Gil et al., 2007b],
[Eleftheriades, 2007a], [Marques et al., 2008]. In this case, the broadband response is achieved using
the SRRs outside of their resonances, which mimics the CRLH TL approach by a SRR one. However,
CRLH TLs for broadband applications are still preferable, due to their unique performances (up to
now), and well-established analysis and design approach.
4.2.2 TL Theory and Useful Formulas
Let us assume that the homogeneity condition (p << λg, where λg is the guided wavelength)
is satisfied on a CRLH transmission line. This means that a completely continuous media with CRLH
behavior is available. In this case, the complex propagation constant [γ(ω) = α(ω)+ jβ(ω)] and Bloch









where the per-unit length impedance (Z’) and admittance (Y’) related to the unit-cell of Fig. 4.3a are
defined as
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After some straightforward manipulations, the phase and attenuation constant and the Bloch








































































−1 if ω < min(ωse, ωsh) LH range
+1 if ω > max(ωse, ωsh) RH range
(4.11)
have been introduced to compact and simplify the notation.
It is important to note that the attenuation constant related to this media is strictly zero, because
dielectric, ohmic and radiation losses have been neglected. Besides, note that the previously derived
expressions assume a continuous CRLH media, which is difficult to obtain in practice. Therefore, they
are approximated formulas to model real-life CRLH transmission lines.
Besides, note that CRLH lines are inherently periodic. Therefore, they can efficiently be an-
alyzed using the Floquet’s theorem, combined with periodic boundary conditions [Pozar, 2005],
[Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005]. It is important to note that this approach is
more accurate than the infinitesimal method (or artificial transmission line) to model CRLH TL. This
is because this method effectively takes into account the periodicity of the transmission line, and the
CRLH line is treated as a periodic medium, which correspons to a practical case. In order to apply
this approach, the asymmetrical unit-cell shown in Fig. 4.3a is modified into a symmetrical unit-cell,
as shown in Fig. 4.3b. This configuration, which presents the same physical behavior, is preferable
for CRLH TLs because it avoids mismatch effects at the connections with externals ports. Employ-
ing an ABCD analysis [Pozar, 2005] combined with the Floquet’s theorem [Caloz and Itoh, 2005],
[Eleftheriades and Balmain, 2005], the complex propagation constant and Bloch impedance of a
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Besides, note that the above equations tends to Eqs. (4.6)-(4.8) in the long wavelength limit (p <<
λg). Therefore, the infinitesimal (or artificial transmission line model) can be considered as a limiting
approximation of this more rigorous periodic analysis.
In the case of a balanced CRLH unit-cell (i.e. equal and mutually canceling of the series and
shunt resonances, which leads to a gapless transition from left-handed to right-handed frequency




















A deeper insight into the CRLH TL propagation constant, and its associated dispersive proper-
ties, can be obtained by expanding Eq. (4.15) in Taylor series around a given modulation frequency






























and are related to the phase velocity, the nondispersive part of the group velocity, and the group
velocity dispersion (or GVD parameter), respectively.
On the other hand, in the case of an unbalanced CRLH TL (L′RC
′
L 6= L′LC′R), a gap in the propa-
gation constant appears (see Fig. 4.4a). The frequency region of this gap is limited by the frequencies
ωG1 = min(ωse, ωsh), (4.18)
ωG2 = max(ωse, ωsh). (4.19)
The Bloch impedance related to a balanced unit-cell reaches it maximum at ωT, as










and decreases as frequency changes from ωT (see Fig. 4.5b). As a good approximation, Bloch
impedance may be considered constant and equal to Eq. (4.20) in a wide frequency range of the
CRLH TL bandpass.
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Figure 4.6 – Equivalence between N cascaded unit cells and a transmission line of length `, char-
acterized by an equivalent complex propagation constant γ0 and Bloch impedance
Z0.
Note that the group velocity is always positive, which means that the energy is flowing from the
source towards the load. This is not the case of the phase velocity, which can be positive (forward
propagation, in the RH frequency range) or negative (backwards propagation, in the LH frequency
range).











which clearly define the frequency region where the CRLH TL acts as a LWA.
Up to now, we have considered the behavior of a single unit-cell, placed within a infinite peri-
odic CRHL TL. This analysis can easily be extended in order to consider a finite structure composed
of a total of N unit-cells, which provides a very good approximation of a real CRLH line with fi-
nite length (see Fig. 4.6). For this purpose, an [ABCD] matrix, related to the symmetric unit-cell of
Fig. 4.3b, is first considered. Note that the use of a symmetric unit-cell configuration is preferred here,
in order to exactly have the same input and output impedances and avoid difficult port matching.
Then, the ABCD matrix related to the interconnection of N unit cells, and denoted as [ANBNCNDN],
is obtained. This is easily done by multiplying N times the [ABCD] matrix [Pozar, 2005]. Once the
[AN BNCNDN] matrix is obtained, the corresponding scattering parameters can easily be retrieved,
using well-known formulas [Pozar, 2005], [Caloz and Itoh, 2005]. Note that this [S] matrix is sym-
metric (S11 = S22), due to the use of a symmetric unit-cell configuration. Finally, the complex propa-
gation constant of the finite-length CRLH line is computed as [Caloz and Itoh, 2005]







where m ∈ N. Note that it is necessary to unwrap the phase of S21 in order to achieve a continuous
propagation constant β(ω). The phase origin, defined as the frequency where β = 0, must be set
at the CRLH transition frequency (ωT), where this condition is fulfilled. The determination of this
phase origin sets the value of the variable m.
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(a) (b)
Figure 4.7 – Examples of planar CRLH transmission lines. (a) Microstrip implementation,
based on interdigital capacitors and shorted stub inductors (reproduced from
[Nguyen, 2010]). (b) Microstrip implementation, based on Metal Insulator Metal
(MIM) capacitors and stub inductors (reproduced from [Abielmona et al., 2007]).
4.2.3 Practical Implementation
One of the main advantages of CRLH TLs is that they can easily be implemented in planar
technologies, such as CPW [Eleftheriades and Balmain, 2005] or microstrip [Caloz and Itoh, 2005]. In
the CPW case, the host line is loaded by shunt inductors (implemented by the connection between the
central strip and the ground planes) and series capacitors (implemented by interdigital geometries
or by series gaps).
In this work, all the experimental results have been obtained using CRLH TLs based on a mi-
crostrip implementation. The main reasons for this choice are i) microstrip technology allows an
easy implementation, leading to excellent results in both the guided and radiative regime, ii) easier
interconnection of this line with other microwave components, which are usually implemented in
this technology, iii) availability of these lines at the laboratories of Poly-Grames, École Polytechnique
de Montréal (Canada), where the measurements where carried out and iv) the excellent know-how of
Prof. Caloz (cosupervisor of this thesis) and his group in the analysis and design of such lines.
Two examples of microstrip CRLH TLs are shown in Fig. 4.7. In Fig. 4.7a, the microstrip host line
is loaded by via-holes (which implements the shunt inductors) and by interdigital capacitors (which
implements the series capacitors). This configuration was proposed in [Caloz et al., 2002]. The main
drawbacks of this implementation are related to bandwith limitations, due to the existence of trans-
verse resonances associated to the interdigital capacitors (which restrict the use of these lines in wide-
band or impulse-regime applications), and their asymmetric configuration (which can be solved
adding extra complexity in the design process). Recently, a microstrip CRLH TLs based on the use of
Metal-Insulator-Metal capacitors was proposed [Nguyen and Caloz, 2006], [Abielmona et al., 2007].
An example of this configuration is shown in Fig. 4.7b. This novel topology solves the problems as-
sociated to the interdigital capacitors, allowing an easier and faster design. On the other hand, it is
more difficult to fabricate, due to the use of multilayered technology.
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4.2.4 Applications
The non-resonant approach to obtain planar metamaterials has led to the development of many
novel and interesting applications at microwaves, most of them in the harmonic regime. A possible
classification can be made distinguishing between guided-wave and radiative-wave applications.
In the case of guided-wave applications, the CRLH structure operates as a transmission
line. Thanks to their exotic dispersion properties, a wide variety of applications appeared
in just a few years [Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005]. Among them,
we can highlight the development of multi-band components [Lin et al., 2004], [Caloz, 2006],
[Eleftheriades, 2007b], [Caloz and Nguyen, 2007], baluns [Antoniades and Eleftheriades, 2005b]
or the straightforward use of CRLH lines as bandpass filters [Islam and Eleftheriades, 2008b],
[Nguyen and Caloz, 2006] or diplexers [Horii et al., 2005]. Besides, the unique infinite wavelength
property has led to new phase shifters [Antoniades and Eleftheriades, 2003b], [Abdalla et al., 2007],
power dividers [Antoniades and Eleftheriades, 2003a], [Antoniades and Eleftheriades, 2005a],
[Nguyen and Caloz, 2007b] or zero-th order resonators [Sanada et al., 2004b].
In the case of radiative-wave applications, the CRLH structures can be designed as a leaky-
wave antennas [Oliner and Jackson, 2007]. Initially, they were designed to radiate at back-
wards [Grbic and Eleftheriades, 2002b], meanwhile in [Liu et al., 2002] a full-space scanning (from
backwards to forwards, including the broadside direction) was demonstrated. These un-
precedent radiations features where rapidly exploited in many applications, including elec-
tronically scanned antennas [Lim et al., 2004a], [Lim et al., 2005], the use of active elements
[Casares-Miranda et al., 2006] (which allows the introduction of tappers designs, providing an im-
portant reduction of SSL), dual-band antennas [Caloz et al., 2007], reduction of beam-squinting
[Antoniades and Eleftheriades, 2008a] or the use of different types of schemes to increase the
antennas efficiency [Nguyen et al., 2009a], [Nguyen et al., 2009b]. Furthermore, CRLH lines
can be configured as a resonant antennas [Lai et al., 2007], [Caloz et al., 2008], [Pyo et al., 2009]
or monopoles and dipoles [Antoniades and Eleftheriades, 2008b], [Zhu and Eleftheriades, 2009],
[Zhu et al., 2010]. A review of some of the above commented antenna applications can be found
in [Eleftheriades and Antoniades, 2007] and in [Caloz et al., 2008]
Finally, note that 2D and 3D configurations of CRLH TLs are also possible. In the case of
2D, the first application was related to near field focusing [Iyer et al., 2003] and in the overcom-
ing of the diffraction limit in planar lens [Grbic and Eleftheriades, 2004]. In these last examples,
lumped elements were employed. In [Sanada et al., 2004a] the possibility to obtain 2D metamate-
rials avoiding the use of such lumped elements was demonstrated, as long with its use as a CRLH
LWA. In addition, a research effort to extend metamaterials to 3D has recently been carried out (see
[Grbic and Eleftheriades, 2005] or [Zedler et al., 2007], for instance). A nice review of 1, 2 and 3D
metamaterials concepts and applications can be found in [Caloz, 2009] or in [Eleftheriades, 2009].
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4.3 Impulse Regime Analysis of CRLH Transmission Lines
Propagation of electromagnetic short pulses in complex media has been a field of great inter-
est for a long time [Felsen, 1969], [Oughstun, 1991]. Previous research efforts in this field have
been mostly theoretical. For instance, pulse distortion in dispersive media has been explained,
using asymptotic methods, in correlation with precursor fields in [Heyman and Felsen, 2001],
[Oughstun, 2006]. Most practical developments for pulse propagation in dispersive media have
been carried out for optical systems, including optical fibers, couplers, switches and soliton de-
vices [Saleh and Teich, 2007]. At microwaves, pulse propagation has been less studied. Gen-
erally, the temporal analysis of highly-dispersive linear metamaterial structures is usually per-
formed with time-domain full-wave methods, such as time-domain FEM [Lee et al., 1997], FDTD
[Taflove and Hagness, 2005] or TLM [Hoefer, 1985]. However, these accurate techniques require a
high computational cost, due to the meshing of the whole geometry under study. In addition, when
the dispersive structures also include non-linear elements (such as varactors) this analysis is much
more complicated and time-consuming.
In this section a general time-domain Green’s function approach is presented for the analysis
of pulse propagation in electrically thin CRLH TLs. This method is based on the transient analy-
sis of 1D transmission lines [Paul, 2007] combined for the first time with the CRLH TL methodol-
ogy [Caloz and Itoh, 2005]. The technique provides analytical expressions from the inverse Fourier
transform of the solutions to the generalized telegrapher’s equations. The main difference of this
approach, with respect to other techniques previously used in dispersion analysis [Felsen, 1969],
[Oughstun, 1991], is that the source can be explicitly treated with this formulation thanks to the
Green’s functions formalism. In this way, it is simple to define useful electrical parameters, such
as impedances and reflection coefficients, which are of key importance for the characterization of mi-
crowave devices. With this equivalent transmission line simplification of the geometry, the Green’s
functions are available in closed-form, and directly correspond to the voltages and currents along
the transmission line. Furthermore, the specific cases of non-uniform media and periodic train of
input pulses, which are useful to model practical devices, are considered. The main advantages of
this approach are the unconditional stability and fast computation, due to the continuous treatment
of time, and the insight into the physical phenomena provided by the Green’s functions.
Then, the method is extended to consider non-linear CRLH TLs. Non-linearity is achieved by
replacing the shunt capacitor of the CRLH TL unit cell by a varactor. For the proposed non-linear
analysis, time discretization is required. Specifically, the characteristic impedance and propagation
constant are re-evaluated at each time for each unit cell of the CRLH TL. The variation of the char-
acteristic impedance of each unit cell is considered, introducing a temporal-dependent mismatch,
correctly modeling the nonlinear propagation of the pulse and the small reflected waves between
two consecutive unit cells. A non-uniform transmission line is therefore obtained and solved at each
particular instant. Next, a novel interpolation scheme has been developed to reduce the computa-
tional cost required for the technique while keeping high accuracy. The idea is to interpolate the
propagation constant value associated to each unit cell as a function of the variable shunt capacitor,
which in turn depends on the modulated input pulse.
As previously commented, this section introduces the basic mathematical treatment of the pro-
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posed methods. In Chapter 5 these techniques will be applied to the practical modeling of linear
and non-linear guided-wave impulse-regime phenomena and devices, providing physical insight
into the problem, fast analysis as compared with other purely numerical techniques, and accurate
results. Full-wave simulations and measured data will be employed for validation purposes, further
confirming the accuracy of the proposed techniques.
4.3.1 Impulse Regime Analysis of Linear CRLH TL
Many media, ranging from traditional purely right-handed materials to recent CRLH meta-
materials [Caloz and Itoh, 2005], can be advantageously analyzed by transmission line theory
[Pozar, 2005]. So far, this theory has been applied mostly in the harmonic regime, where Green’s
functions for both the voltage and the current along the line are available [Russer, 2006]. The time-
domain Green’s function approach provides an extremely efficient tool to analyze impulse regime
signals along transmission lines. In this case the point source model accurately characterizes a pulse
generator, and the computed quantities are the voltages and currents along the line as a function of
time. The proposed approach inherently provides broadband analysis without any stability issue.
This is particularly beneficial to the case of strongly dispersive media, such as CRLH metamaterials,
where novel guided-wave and radiated-wave effects may therefore be easily investigated.
Consider an electric source ~J(~r, t) placed in an arbitrary homogeneous, dispersive, medium.
Combining time-domain Maxwell’s equations [Collin, 1991],
∇× ~E(~r, t) = −µ ∂
∂t
~H(~r, t), (4.24)
∇× ~H(~r, t) = ε ∂
∂t
~E(~r, t) +~J(~r, t), (4.25)
the wave equation is obtained as
∇×∇× ~E(~r, t) + µε ∂
2
∂t2
~E(~r, t) = −µ ∂
∂t
~J(~r, t). (4.26)
The spatial-temporal dyadic Green’s function G(~r,~r ′; t, t′) of this equation for a specific medium and
a specific source is obtained as the response to a unitary point source ~J(~r ′, t′) = δ(~r ′; t′). Once this
Green’s function is known, the electric field may be computed as [Barton, 1989a]
~E(~r, t) =
∫ ∫
¯̄G(~r, ~rg ′; t, t ′) ·~J(~rg ′, t′)d~rg ′dt′ , (4.27)
where the spatial-temporal Green’s function may be expressed in terms of its inverse Fourier trans-
form





˜̄̄G(~r, ~rg ′; ω)ejω(t−t
′)dω. (4.28)





˜̄̄G(~r, ~rg ′; ω) ·~J(~rg ′, t′)ejω(t−t
′)dr′gdt
′dω (4.29)
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This expression is very general. It provides the field radiated by an arbitrary source (in space
and time) in an arbitrary dispersive, and possibly nonlinear homogenous medium. Since the spatial-
temporal distribution of the source is generally known, only the Green’s function needs to be com-
puted to provide the field solution. An analogous formulation may naturally be obtained for the
magnetic field.
In case of electrically thin 1D transmission lines (placed along the z direction, as shown in
Fig. 4.8), the generator source may be reduced to a point source, greatly decreasing the complexity of
the problem. Consider a punctual source placed at the position~rg, and with a temporal dependence
~J(~rg, t′) = ~κ(~rg)Ig(t′) = δ(~r −~rg)Ig(t′)êz. (4.30)





˜̄̄G(~r, ~rg ′; ω) · Ig(t′)êzejω(t−t
′)dt′dω. (4.31)
At this point, the fourier transform of the temporal source dependence ( Ĩg(ω) = F{Ig(t′)}, where
the operator F denotes a Fourier transform [Pipes and Harvill, 1971]) is employed. Note that the
input pulse is usually modulated at a frequency ω0, which is included in the Ĩg(ω) notation as a ejω0t
term. Besides, a transmission-line Green’s function [Russer, 2006] is used to obtain the voltage (V) or






G̃X(z, zg; ω) Ĩg(ω) ejωtdω, (4.32)
where zg is the source position (~rg = zg êz), z is the observation point and X(z, t) denotes the volt-
age or current along the line (in the z direction), as a function of the Green’s functions employed
[G̃V(z, zg; ω) or G̃I(z, zg; ω), related to the voltage or current, respectively]. It should be noted that
the space dependence has been absorbed in the Green’s function term, while the temporal informa-
tion is described by Fourier and inverse-Fourier transforms.
Although expressions for several pulses can be obtained using Fourier relations
[Pipes and Harvill, 1971], we will provide an analytical solution for the chirp-modulated Gaussian
pulse. This type of pulses are easily generated in practice, are convenient to characterize general
broadband systems, and have many applications, such as for instance in radar [Skolnik, 2002] or









where C is the chirp constant, which controls the frequency variation as a function of time, C0 is a
constant amplitude factor, ω0 is the modulation frequency, T0 is the temporal width of the pulse, and





















Figure 4.8 – Dispersive artificial transmission line excited by a point source generator. (a) Uni-
form case. The line, composed of N unit cells, is defined by its characteristic
impedance [Z0(ω)], complex propagation constant [γ(ω)] and length (`). (b) Non-
uniform case. The line is composed of N uniform transmission line sections. Each kth
section has its own length (`k), characteristic impedance [Z0k(ω)] and propagation
constant [γk(ω)]. (c) Thévenin equivalent circuit for the kth uniform transmission
line section.
Note that Eq. (4.33) reduces to a modulated Gaussian pulse for C = 0. This development pro-
vides, from its analytical form, insight into more complex temporal signals, which may be expressed
as a linear combination of Gaussian pulses.
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Matched Transmission Lines
Consider a simple matched transmission line, as shown in Fig. 4.8a (when Zg = ZL =
Z0(ω), ∀ω). In this simple case, the transmission line Green’s functions for the voltages and currents
may be expressed as





respectively, where γ(ω) is the complex propagation constant (or dispersion relation), Z0(ω) is the
characteristic impedance, and R = |z − zg| is the distance between the observation point z along the
line and the source point zg (generator).
Using these expressions, the voltage or the current along the line can easily be found with
Eq. (4.32). Note that this equation applies to any type of transmission line, including metamate-
rial CRLH lines [Caloz and Itoh, 2005], provided that the propagation constant [γ(ω)] is known. A
good approximation for γ(ω) in the infinitesimal limit and valid near the transition region between
the LH and RH bands is given by Eq. (4.15), whereas more accurate expressions [Eqs. 4.6-4.7] can be
used at frequencies well below and above the transition frequency. In the simplest case, the voltage
along the CRLH line may be obtained by inserting Eq. (4.15) into Eq. (4.32). Due to the dispersive









where a(t), b(t) and c(t) are functions depending on time. This integral expression does not admit an
analytical solution to the author knowledge. The numerical treatment required to solve this integral
directly depends on the temporal-dependence of the input pulse. For the case of a (chirp) modulated
Gaussian pulse, the voltage along the line can be expressed as





























where ω′L and ω
′
R are the variables defined in Eq. (4.9), but normalized with respect to the unit-cell
length. Although the above expression is not analytical, it admits a fast numerical computation,
since 99.9% of the energy in a modulated Gaussian pulse is concentrated in the restricted bandwidth
of (ω0 − 5σ, ω0 + 5σ).
General non-uniform lines
Consider now the more general case of a nonuniform transmission line medium composed of
N uniform transmission line sections (or unit-cells), as shown in Fig. 4.8b. The sections may be
different from each other and may be of different type [see Fig. 4.8b]. Therefore, reflections occur
due to the transition between two consecutive cells, and different propagation conditions appear at
each cell. The Green’s function along the kth uniform transmission line section (z ∈ [−`k, 0], possibly
infinitesimal), including generator and load mismatches, reads























which was obtained by equating the Green’s function evaluated at the input of the kth section, to
the Thevenin’s voltage evaluated at the same section VTh,k [see Fig. 4.8c]. By recurrently applying
Eq. (4.40), the voltage as a function of time may be computed at any point along the nonuniform
transmission medium.
Treatment of input periodic signals
The use of periodic input signals is important to model some periodic phenomena or devices,
such as the Talbot effect [Azaña and Muriel, 2001] or UWB resonators [Gómez-Díaz et al., 2009a],
among many others. For this purpose, the theory previously introduced can easily be extended to
consider this type on input signals. A train of (chirp) modulated Gaussian pulses constitute a good
example of these periodic signals. In this specific case, the temporal dependence of the source may













where T0 is the period rate. The voltage along the transmission line may then be computed as
























It is important to note the interchange between the integral and summation operations (which
are linear operators), which further contributes to reduce the computational cost required by
Eq. (4.45). Furthermore, note that the generalization of this formula to any other type of periodic
input signals is straightforward.
4.3.2 Impulse Regime Analysis of Non-Linear CRLH TL
Non-linear transmission lines (NLTL) may be used for a wide variety of applications,
ranging from pulse shaping or comb generators, to harmonic generation, among many others
[Infeld and Rowlands, 1990], [Olver and Sattinger, 1990], [Rodwell et al., 1991], [Remoissenet, 1994],
[Afshari and Hajimiri, 2005]. Usually, non-linear lines are obtained by loading a regular PRH
line with hyper-abrupt diodes, which can be lumped elements or even distributed components
[Duchamp et al., 2003]. At optics, non-linearity has also led to the development of similar appli-
cations [Agarwal, 2005]. In this case, the combination of the dispersive features related to optical
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Figure 4.9 – Equivalent circuit model for the non-linear CRLH unit cells kth and (k + 1)th (in an
asymmetrical configuration, see Fig. 4.3a), where the capacitor C′R has been replaced
by a hyper abrupt diode.
fibers with non-linear effects allows the propagation of solitary waves, also called solitons, which do
not suffer from any type of distortion [Lonngren and Scott, 1078]. These waves are specially useful
for long-distance communication at optics.
The study of non-liner effects in CRLH lines was first introduced in [Caloz et al., 2004a]. In this
type of non-linear lines, the unit cell’s shunt capacitor (CR) is usually replaced by a hyper-abrupt
diode, as shown in Fig. 4.9. The wave propagation phenomenology and harmonic generation as-
sociated to non-linear metamaterial lines has widely been studied at microwaves, as detailed in
[Kozyrev and der Weide, 2005] or [Shadrivov et al., 2008]. Furthermore, it has mathematically been
demonstrated the fulfillment of the Schröndinger equation in this media, allowing the existence of
solitary waves [Gupta and Caloz, 2007], [Narahara et al., 2007].
However, this type of lines has been usually analyzed in the harmonic regime, and no systematic
treatment has been proposed for the analysis and design of practical non-linear metamaterial lines
operated in the impulse regime. Note that this type of lines are particulary interesting at microwaves,
because they combine dispersion (due to the CRLH behavior) and non-linearity (due to the varactors
influence) along the same structure. Therefore, novel phenomena (such as self-phase modulation,
the formation of soliton waves, etc) which usually appear in the optics regime [Agarwal, 2005] may
be reproduced at microwaves, providing interesting applications. Furthermore, the variation of the
varactor’s DC bias provides control of the TL’s band-gap near the CRLH transition frequency. This
can be exploited to electronically balance the line [Caloz and Itoh, 2005].
As already commented, non-linearity is achieved by replacing the shunt capacitor of the CRLH
TL unit cell by a varactor. For the proposed non-linear analysis, time discretization is required.
Specifically, the characteristic impedance and propagation constant are re-evaluated at each time for
each unit cell of the CRLH TL. The time variation of the characteristic impedance of each unit cell is
considered, introducing a temporal-dependent mismatch, correctly modeling the nonlinear propaga-
tion of the pulse. These impedance variations create small reflected waves between two consecutive
unit cells, which are accurately taken into account in the model. A non-uniform transmission line
is therefore obtained and solved at each particular instant. Then, a novel interpolation scheme is
employed to reduce the computational cost required for the technique. The idea is to interpolate the
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(a)
(b)
Figure 4.10 – Pulse propagation along a non-linear CRLH transmission line composed of 3 unit
cells. The voltage at each unit cell node controls the non-linear behavior of the line.
(a) Initial situation, where the time boundary condition imposes a 0 voltage at all
unit cell nodes. (b) General situation, where a different voltage is applied to each
unit cell node.
propagation constant values as a function of the variable shunt capacitances.
The capacitance introduced by an hyper-abrupt junction diode, which replaces the shunt capaci-
tor of the CRLH unit cell (see Fig. 4.9), depends on the voltage applied at their terminals. Specifically,




' C0 + ηVk + αV2k , (4.46)
where Vk is the voltage at the varactor terminals of the kth unit cell, and VBIAS is the applied bias
voltage.
In order to analyze this non-linear line, a time-discretization (with time step ∆t) is required. At
the initial time (t = ta) a boundary condition of 0 V value along the non-linear line is imposed [see
Fig. 4.10a]. Then, at any other time (t = tb) the CR parameter of the kth unit-cell varies as a function
of the voltage present in the previous time at that node [Vk(tb − ∆t)], which results into an effectively
non-uniform medium [see Fig. 4.10b]. This non-uniform medium can be efficiently analyzed with
the method presented in Section 4.3.1.
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Figure 4.11 – Propagation constant (β) evolution versus the non-linear CR capacitor, plotted at
different frequencies for a single CRLH unit cell. The cell parameters are CL =
1.0 pF and LL = LR = 2.5 nH.
Thereby, a new propagation constant and a new characteristic impedance must now be com-
puted for each unit cell at any discrete instant of time. The variation of the characteristic impedance
creates reflected waves among the unit cells, which are conveniently treated with this method. More-
over, note that the balanced assumption made for the linear case does not hold any more at all times,
due to the time-variation of the shunt capacitor. This makes the time-dependent computation inten-
sive.
It is important to mention that the proposed approach is based on the weak nonlinearity assump-
tion [Agarwal, 2005]. As commented, the method assumes that the media is linear at each particular
instant. In addition, it also assumes that the variation of the media features (i.e. the influence of the
non-linearity) is weak. Therefore, a smooth variation of the unit-cells parameters is required. Then,
the use of Eq. (4.32) recovers the temporal evolution of the pulse as it propagates along the line, in-
cluding the weak non-linear effects. Note that this approach is not appropriate for modeling strong
non-linear lines, because in that case the variation of the unit-cell features may be abrupt, and the
assumption that the medium is linear at a particular instant may not hold any more [Agarwal, 2005].
This iterative process produces a significant increase in the computational cost as compared to
the linear case. In order to reduce it, an interpolation scheme for the computation of the propagation
constant is proposed. It is based on the same weak nonlinearity assumption [Agarwal, 2005], which is
commonly employed to model non-linear media. Since the input pulse amplitude is known a priori,
the possible variations of the shunt capacitor CR occur in a well-defined range. Under these condi-
tions, the propagation constant of a single unit cell presents a smooth behavior as a function of CR,
as shown for a particular example in Fig. 4.11, and can be efficiently interpolated for an arbitrary CR
value. This simple method provides an important computational cost reduction while maintaining
high accuracy.
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Figure 4.12 – Flowchart of the proposed non-linear time-domain Green’s function approach.
The complete iterative process proposed to model pulse propagation along a weak non-linear
CRLH transmission line is presented in Fig. 4.12. As can be observed in the flowchart, an analysis of
the non-uniform line is performed at each time step. The maximum duration of this step is related to
the input signal as
∆t|max =
1
2N( f0 + BW/2)
, (4.47)
where f0 and BW are the modulation frequency and the bandwidth of the input pulse, respectively.
The N parameter (with N ≥ 1) controls the accuracy of the results, and the number of harmonics
which can be recovered using this technique.
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4.4 Impulse Regime Analysis of CRLH Leaky-Wave Antennas
A CRLH transmission line supports a fast-wave mode [Oliner and Jackson, 2007] which pene-
trates inside the fast-wave region (see Fig. 4.5a). Therefore, a CRLH structure behaves as a leaky-
wave antenna (LWA) [Caloz and Itoh, 2005] when it is excited by a source with a frequency within a
range of (ωBF < ω < ωEF), where ωBF and ωEF are the fast-wave region limits and they are defined
in Eq. (4.22). Since a CRLH line behaves as a LWA, the direction of the radiated main beam follows




In the above equation, θ is the radiation angle (measured from the perpendicular direction over
the CRLH structure) and k0 is the free-space wavenumber. Fig. 4.13 presents an illustration related
to the operation principle of a CRLH LWA. As can be seen in the figure, and following Eq. (4.48),
the antenna is able to radiate at backwards [when ω < ωT and β(ω) < 0], forwards [ω > ωT
and β(ω) > 0] and broadside [ω = ωT and β(ω) = 0]. Therefore, this type of structures is able
to provide a full-space radiation, from backfire (θ = −90◦) to endfire (θ = +90◦), including the
broadside (θ = 0◦) direction. As previously commented, the use of CRLH transmission lines as
leaky-wave antennas has led to the development of many radiated-wave applications, most of them
in the harmonic regime (see [Eleftheriades and Antoniades, 2007] or [Caloz et al., 2008], for instance).
In this section, the radiation features of a CRLH LWA are studied in great detail
[Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005]. For this purpose, the CRLH unit-cell is
modified in order to take into account for the possible presence of series and shunt radiators, which
provides for the required radiation losses. Then, the propagation and attenuation constants related to
this modified unit-cell are obtained in closed-form, in the case of a general structure and in the simpli-
fied case of a balanced CRLH line. Next, a simple condition related to the equivalent radiators (R, G)
of the LWA unit-cell (see Fig. 4.14) is proposed in order to achieve a constant full-space radiation rate.
The derived radiation condition also presents the advantage of solving the phase fluctuations which
occur close to the CRLH transition frequency, due to the presence of real radiation losses. Once a sin-
gle CRLH unit-cell has completely been analyzed, a rigorous transmission line approach related to
finite-length CRLH LWAs is presented to explain the radiation mechanism. In the study, the currents
flowing on each conductor of a matched CRLH line are related to the total radiation of the antenna.
Due to the presence of a fast-wave mode, these two currents are not in antiphase (as usually occurs
in regular transmission lines), and it is mathematically demonstrated that this phenomena leads to
a net far-field radiation. This simple theory provides a fundamental explanation about leaky-wave
antennas in connection with transmission lines.
Then, the impulse-regime transmission line method developed in Section 4.3 is extended in or-
der to analyze CRLH LWAs. Besides, the radiation condition and transmission line theory previ-
ously derived are also incorporated into this model. In this approach, the far-field effective radiation
current which appears along a CRLH line, when it is excited by an input pulse, is computed as a
function of time. This time-domain current turns out into a far-field time-domain radiation, which
is rapidly obtained using a Fourier transformation [Pipes and Harvill, 1971]. Due to the spectral-
spatial decomposition property of LWAs [Oliner and Jackson, 2007], each frequency component of
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Figure 4.13 – Illustration of a CRLH LWA. The antenna can be configured to radiate at backwards
[ω < ωT and β(ω) < 0], forwards [ω > ωT and β(ω) > 0] or broadside [ω = ωT
and β(ω) = 0]. Reproduced from [Caloz and Itoh, 2005].
the input signal is radiated towards a particular space position, where the time-dependent field evo-
lution can efficiently been retrieved using the proposed formulation. This approach is especially ap-
propriate to characterize complex radiated-wave UWB phenomena and devices, such as the spatio-
temporal Talbot phenomena [Gómez-Díaz et al., 2008a], [Gómez-Díaz et al., 2009d], a real-time spec-
trum analyzer (RTSA) [Gupta et al., 2009a] or a frequency-resolved electrical gating system (FREG)
[Gupta et al., 2009b], just to mention a few of them.
As in Section 4.3, this section basically introduces the mathematical treatment for modeling
CRLH LWAs. Then, in Chapter 5, these techniques will be applied to the analysis of radiated-wave
impulse-regime phenomena and practical devices. The main advantage of the proposed techniques
as compared with other methods from literature (such as full-wave commercial software, TDFEM
[Lee et al., 1997] or TDIE [Weile et al., 2004]) is a extremely fast analysis, while keeping high accu-
racy and physical insight into the problem. Note that full-wave simulations and measurements will
be employed in Chapter 5 for validation purposes, further confirming the accuracy of the proposed
techniques.
4.4.1 CRLH LWA Unit-Cell Design with Constant Full-Space Radiation Rate
The unit-cell model related to a CRLH transmission line, which operates as a leaky-wave an-
tenna, is shown in Fig. 4.14. It consists of a per unit-length impedance (Z’) and a per-unit length
admittance (Y’), which may be expressed as
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Figure 4.14 – Equivalent unit-cell model of a CRLH transmission line, which operates as a leaky-
wave antenna. The series resistance (R’) and the shunt conductance (G’) provide
the radiation losses of the antenna. Dielectric and ohmic losses are neglected for
simplicity.
The main difference of the CRLH LWA unit-cell as compared with the regular CRLH TL unit-
cell (shown in Fig. 4.3a) is the introduction of series and shunt resistors (R′,G′), which takes the
radiation losses of the antenna into account. In this model, R′ and G′ are assumed to be constant
with frequency inside the fast-wave region. This is an approximation, which is only valid around
the central part of the fast-wave frequency region, but it is not accurate close to the edges, where,
physically, R′ and G′ may present important variations as a function of frequency. In addition, note
that, for simplicity, dielectric and ohmic losses are neglected in this model. Besides, it is important
to keep in mind the use of primes (′), which are related to per or times-unit length variables (as
introduced in Section 4.2.1, [Caloz and Itoh, 2005]), while non primed quantities denote total values
in a whole unit-cell.
Let us assume that the homogenous condition (p  λg) is satisfied (where λg is the guided
wavelength). In the limiting case (p → 0), the complex propagation constant associated to this unit-
cell placed in an infinite environment reads [Caloz and Itoh, 2005]
γ(ω) = α(ω) + jβ(ω) =
√
Z′Y′. (4.51)
After some tedious but straightforward manipulations, the phase [β(ω)] and attenuation [α(ω)]
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α(ω) =
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For the sake of compactness, we have introduced in these expressions the variables ωse and ωsh
[defined in Eq. (4.10)], and the variable ωL [defined in Eq. (4.9)].
Let us now assume that the CRLH "balanced condition" is satisfied [Caloz and Itoh, 2005]. As
explained in Section 4.2.1, this condition implies the mutual cancelation of the series and shunt reso-
nances, allowing a smooth transition from the left-handed to the right-handed frequency range, and








Including this last condition into the CRLH unit-cell phase and attenuation constant definitions
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where ωT is the CRLH transition frequency, defined in Eq. (4.14).
As an illustrative example, consider a CRLH LWA unit-cell with circuital parameters of CR =
CL = 1.0 pF, LR = LL = 2.5 nH, R = 5 Ω, G = 0.04 Ω−1 and a unit-cell length of p = 1.5 cm. Note
that the radiation losses of this antenna may be important and they can not be neglected (as usually
occurs with other circuit models used only for CRLH TLs [Caloz and Itoh, 2005]).
Fig. 4.15a presents the dispersion diagram [β(ω)] for this example. As can be seen in the figure,
there are some fluctuations in the phase constant around the transition frequency (even though that
the line is balanced). This is due to the effect of real radiation losses, which can not be neglected
anymore. Besides, note that the phase constant lies within the fast-wave region as long as frequency
increases, which means that this antenna continues to radiate at very high frequencies. In Fig. 4.15b,
the attenuation constant [α(ω)] related to this unit-cell is shown. As can be seen in the figure, it
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Figure 4.15 – Dispersion diagram (a) and radiation losses (b) associated to a single CRLH LWA
unit-cell. The circuital parameters are CR = CL = 1.0 pF, LR = LL = 2.5 nH,
R = 5 Ω, G = 0.04 Ω−1 and the unit-cell length is p = 1.5 cm.
presents a step discontinuity at ωBF (which denotes the initial point of the fast-wave region). This
non-physical behavior appears because the CRLH LWA circuital-model of Fig. 4.14 is an approxima-
tion, which considers that R′ and G′ are frequency-independent. Specifically, they have a strictly zero
value outside of the fast-wave region (no radiation) but a constant and well-defined value inside that
region (radiation). However, in a real structure, the values of R′ and G′ are frequency-dependent,
and, after some possible fluctuations, they must gradually tend to zero when approaching the fast-
wave region edges. Furthermore, as shown in Fig. 4.15b, the radiation losses suffer an important
decrease at the transition frequency (ωT). This effect implies that the radiation from backfire to end-
fire is not constant, and it is usually reduced at the broadside direction (see [Paulotto et al., 2008],
[Paulotto et al., 2009]). Besides, it is interesting to note that radiation losses rapidly tends to a finite
and well-defined value as long as the frequency is far away from ωT.
From Eq. (4.56), it is simple to demonstrate that the value of the radiation losses at the transition




Besides, the value of the radiation losses at a frequency different of ωT (in the limiting case, ω → ∞)
















In order to obtain a constant radiation rate in the whole space, the radiation at the broadside
direction must be equal to the radiation outside of this direction. In the limiting case, this condition




After some straightforward manipulations, Eq. (4.59) may be reduced to the following simple condi-
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Figure 4.16 – Dispersion diagram (a) and radiation losses (b) associated to a single CRLH LWA
unit-cell. The circuit parameters are CR = CL = 1.0 pF, LR = LL = 2.5 nH, R = 5 Ω,













The importance of the proposed new R − G condition is two fold. First, this condition forces
the CRLH LWA to radiate with the same radiation rate in the whole space (from backfire to endfire),
without any decrease at the broadside direction. Physically, this is because the radiated field is a
combination from the series and shunt currents along the CRLH LWA unit-cell. This is demonstrated
in Fig. 4.16b, where the radiation losses related to the unit-cell model (using the previous circuital
parameters) are recomputed employing an optimized value of G [which satisfies Eq. (4.60)]. As can
be seen in the figure, radiation losses are constant for all frequencies (inside the fast-wave region).
However, note that this circuital model uses frequency independent components, and it only ap-
proximates the behavior of a physical structure for frequencies which are not close to the fast-wave
region edges. Second, the phase constant is optimized at the transition frequency, solving the fluc-
tuations produced by real radiation losses. This is shown in Fig. 4.16a, which shows the dispersion
diagram for this case. In order to further clarify how these phase fluctuations have been removed,
Fig. 4.17 presents a detailed zoom of the dispersion diagram at the transition frequency. As can be
seen in the figure, the use of non-optimum values of R and G (solid line) leads to phase fluctuations
around the transition frequency, which deteriorates the performance at the broadside direction. On
the other hand, the use of optimized R and G values (dashed line) completely removes these fluc-
tuations around the transition frequency, and allows a perfect radiation at the broadside direction.
In order to make a real design of a CRLH LWA unit-cell, the series (R′) and shunt (G′) per-
unit-cell resistors must be carefully adjusted. Unfortunately, to the best of our knowledge, there are
not CAD expressions to easily link the parameters R′ and G′ to physical dimensions. Therefore, as
in the case of regular CRLH LWA designs, the use of full-wave software is still required to obtain
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Figure 4.17 – Details of the dispersion diagram around the transition frequency ωT associated to
a single CRLH LWA unit-cell. The circuit parameters are the same as in Fig. 4.15b.
The values of the shunt conductance, G, are 0.04 Ω−1 (solid line) and 0.2667 Ω−1
(dashed line, optimized result).
and optimize these values (see [Paulotto et al., 2008]). However, thanks to the proposed R′ − G′ con-
dition, the optimization process is simplified, fixing a very clear goal-function to the optimization
algorithms. Besides, this condition allows the designer to directly control the total amount of radi-
ation losses (modifying the values of R′ and G′) while obtaining a more stable CRLH LWA unit-cell
design, solving the phase fluctuation around the transition frequency, and maintaining the radiation
rate constant in a wide frequency band.
In the following examples, the radiation losses from two different CRLH LWAs taken from the
literature are carefully analyzed. Next, the derived R − G condition is applied in each case to obtain
the resistance (R′) and conductance (G′) values which model the CRLH LWA unit-cell. It is then
demonstrated that the computed radiation losses i) are completely constant with frequency, ii) do
not show any decrease of the radiation efficiency at the broadside direction and iii) agree very well
against full-wave simulations and measurements.
Let us examine the work presented in [Paulotto et al., 2008], where a broadside optimization
approach of CRLH LWAs based on interdigital capacitors and planar stubs is introduced. Specifi-
cally, a parametric full-wave study is presented as a function of the stubs length, achieving an almost
constant radiation losses for all beam directions, including broadside. In this case, the derived cir-
cuital parameters of the unit-cell were CR = 1.47 pF, CL = 0.6 pF, LR = 2.09 nH, LL = 0.85 nH,
R = 1.18 Ω, G = 0.4 × 10−3 Ω−1, with a unit-cell length of p = 6 mm. The normalized radi-
ation losses versus frequency for this example, computed using a Bloch-wave periodic approach
[Caloz and Itoh, 2005], [Pozar, 2005] are shown in Fig. 4.18 (solid line). This graph reproduces the re-
sults presented in [Paulotto et al., 2008]. As can be seen in the figure, the attenuation constant is not
completely linear as a function of frequency, and some small variations appear around the transition
frequency. This is because the R − G values do not satisfy Eq. (4.60). However, these values are close
to the optimum condition. This explains that the optimized antenna of [Paulotto et al., 2008] presents
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Figure 4.18 – Normalized attenuation constant [α(ω)/k0] obtained with a Bloch-wave analysis
using a unique unit-cell. The circuital parameters (from [Paulotto et al., 2008]) are
CR = 1.47 pF, CL = 0.6 pF, LR = 2.09 nH, LL = 0.85 nH, R = 1.18 Ω, and the unit-
cell length is p = 6 mm. The values of the shunt conductance, G, are 0.4× 10−3 Ω−1
(solid line, same result as in [Paulotto et al., 2008]), 0.831 × 10−3 Ω−1 (dashed line,
optimized result) and 1.5 × 10−3 Ω−1 (dashed-dotted line).
an almost constant full-space radiation rate.
At this point, we keep the R value constant, and modify G towards its optimum value (G =
0.831× 10−3 Ω−1). The radiation losses per unit length in this case are also shown in Fig. 4.18 (dashed
line). As expected, they are totally linear as a function of frequency, leading to a full-space radiation
with constant radiation rate. This result fully demonstrates the usefulness of the new proposed R−G
condition. Finally, if we keep increasing the value of G (for instance, G = 1.5 × 10−3 Ω−1), the R − G
condition is not satisfied anymore, and the radiation losses suffer again variations around the transi-
tion frequency (see Fig. 4.18, dashed-dotted line).
Let us now consider the CRLH LW antenna presented in [Liu et al., 2002], [Caloz and Itoh, 2004].
This CRLH LWA is fabricated on microstrip technology, and it is based on interdigital capacitors
and via-holes. The line is composed of 24 -6.1 mm long- unit-cells, with circuital parameters of
CR = 0.5 pF, CL = 0.68 pF, LR = 2.45 nH and LL = 3.35 nH. The measured attenuation constant
[Caloz and Itoh, 2004], α(ω), is shown in Fig. 4.19 (black ‘*’). In order to model these radiation losses,
the value of R may be modified in order to fit with measurements, keeping the conductance G equal
to 0 (this is the approach followed in [Caloz and Itoh, 2004]). A good possibility to fit with the mea-
surement data is to use R = 3.1 Ω. The attenuation constant computed with these values is also
depicted in Fig. 4.19 (solid-line). For this computation, a transmission line (ABCD) matrix approach,
combined with the Floquet’s theorem, has been applied [Caloz and Itoh, 2005]. As can be seen in the
figure, the agreement between simulations and measurements is good in the whole frequency region,
with the exception of the frequencies around the transition frequency (ωT). This is because this model
only takes into account the influence of R, whereas the radiation at the broadside direction requires
from both, the series and the shunt resistors [R and G, see Eq. (4.57)]. This is further confirmed from
the α(ω)-measurements, which do not tend to 0 around the transition frequency, since in the real
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Figure 4.19 – Measured attenuation constant [α(ω)/k0] obtained from the 24 -6.1 mm long- unit-
cells CRLH LWA prototype presented in [Caloz and Itoh, 2004]. The circuital pa-
rameters of the line are CR = 0.5 pF, CL = 0.68 pF, LR = 2.45 nH and LL = 3.35 nH.
Simulation results, from a Bloch-wave analysis method, are shown for the case of
R = 3.10 Ω and G = 0.0 mΩ−1 (dashed line), and for the case of R = 1.55 Ω and
G = 0.3155 mΩ−1 (solid line, optimized result).
structure G is close to its optimum value.
At this point, the values of R and G are modified in order to optimize the radiation at the broad-
side direction. Therefore, the R − G ratio condition introduced in Eq. (4.60) is applied. The derived
R and G parameters are R = 1.55 Ω and G = 0.3155 mΩ−1. The computed radiation losses, using
these parameters, are shown in Fig. 4.19 (dashed line). As can be seen in the figure, the agreement of
the proposed model with respect to measurement is good in the whole frequency range, including
the broadside direction. In fact, there is not any decrease of the radiation losses at the transition fre-
quency, as occurs with the measured data. This result demonstrates that the derived R− G condition
is indeed required to obtain a constant radiation losses in the whole space, including the radiation at
the broadside direction.
Considering CRLH LWAs in general, three configurations are imaginable regarding the distribu-
tion of radiation losses over the branches of their unit cells’ equivalent circuits. Simplified equivalent
circuits representing the three cases are shown in Fig. 4.20. From Eq. (4.57), configuration (a), with
radiation losses in both the series and the shunt branch, is the only one that presents radiation losses
at the broadside direction different from zero. This means that in order to radiate at the broadside
direction, both series and shunt radiation losses must be present [Paulotto et al., 2008]. In any other
case [configurations (b) or (c)] the total radiation at this direction is zero.
The field radiated by type (a) CRLH LWAs is a combination of two contributions from
the series and shunt currents flowing on the CRLH TL. The CPW-based slot LWA described in
[Grbic and Eleftheriades, 2002b] is an example for this type and the proposed equivalent circuit of
its unit cell contains both types of radiation losses.
In [Gomez-Tornero et al., 2005] a LWA that uses a rectangular hollow waveguide as host TL is
proposed. The inside of the waveguide is coupled to a PPW via asymmetrically placed slots in one
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(a) (b) (c)
Figure 4.20 – Possible distribution of radiation losses over the series and shunt branches of the
unit-cell equivalent circuit. (a) Radiation losses in both series and shunt branches.
(b) Radiation losses in series branch only. (c) Radiation losses in shunt branch only.
of the wider waveguide walls. Since the slots are primarily excited by transverse currents of the
fundamental TE10 waveguide mode, radiation losses should occur only in the shunt branch of an
equivalent circuit. Therefore, this LWA is of type (c). As a matter of fact, simulation results presented
in [Gomez-Tornero et al., 2005, Fig. 8] exhibit a drop of the attenuation constant to zero at the transi-
tion frequency, while the scanning angle indicates a continuous frequency scanning capability.
Finally, the 2-D loaded NRI TL grid LWA analyzed in Section V of [Kokkinos et al., 2006] is of
type (b). Its attenuation constant, determined by periodic finite-differences time-domain (FDTD)
analysis, drops to zero at the transition frequency. This behavior was reproduced by a periodic anal-
ysis of the unit cell’s equivalent circuit that contained radiation losses only in its series branches.
4.4.2 Transmission Line Theory of LWA
Let us consider a simple matched transmission line, of length `, fed by a source generator and
oriented along the z axis, as shown in Fig. 4.21. The current along this line, at any point "z", may be











where Vg is the maximum voltage provided by the generator, ω is the operating frequency, Z0(ω) is
the characteristic impedance of the line, ρL is the reflection coefficient at the load (which is strictly
zero, because the line is completely matched) and γ(ω) is the propagation constant (which may be
complex) of the line.
The goal of this section is to compute the electric field radiated by this structure. For this purpose,
an spherical coordinate system is employed (see Fig. 4.22). It is very important to distinguish between
the angle θ̂ used to denote the elevation angle of the spherical coordinate system [Balanis, 2005] and
the angle θ [Oliner and Jackson, 2007], used to measure the angle from the broadside direction to the
antenna (see Eq. (4.1) and Fig. 4.13). Besides, we assume that the 1D antenna is electrically thin (i.e.
its associated x and y dimensions are neglectable).
As previously commented, the transmission line is matched. Therefore, the reflection coefficient
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Figure 4.21 – Sketch of a single CRLH transmission line which operates as a leaky-wave antenna.
The antenna is placed along the z-axis, it has a length of ` = zend − zstart, and it is
fed by a punctual generator, placed at~r = zg êz.
ρL is 0, and all the propagating energy is absorbed by the load. This means that only a propaga-
tive wave exists along the transmission line. However, it is well-known that transmission lines are
composed of two conductors, which are separated by a certain distance [Pozar, 2005]. Therefore,
physically, there is a current which is flowing along each conductor. Note that these two currents
simultaneously propagate on the conductors, and that they are associated in general to the propa-
gating and reflected waves. A simple possibility to define these two currents is to express them as a
function of the transmission line current [see Eq. (4.61)], as follows
Iup (z, ω) = I(z, ω), (4.62)
I lp(z, ω) = −ξ(ω)Iup (z, ω)ejχ(ω) = −ξ(ω)I(z, ω)ejχ(ω), (4.63)
where the subscript p denotes that these currents are related to a propagative wave (since in this case
ρL = 0 and there is not any reflected wave) and the superscripts "u" and "l" denote the upper and
lower conductor, respectively. Besides, note that the current on the lower conductor is expressed as
a function of the current on the upper conductor, with a possible variation in magnitude (related to
the variable ξ) and phase (related to the variable χ). Also, the minus sign takes into account that both
currents are in opposite physical directions (the current flowing on the lower conductor may be seen
as a "return" current [Balanis, 1989]).
It is important to clarify the notation employed to describe the situation under analysis. First,
the generator which excites the transmission line is placed at the position~rg, with~rg = zg êz. Second,
any point along the line is denoted as~r ′, with~r ′ = z′ êz (note that zstart ≤ z′ ≤ zend, see Fig. 4.21).
Besides, note that the analysis that is going to be proposed studies the far-field radiation of the trans-
mission line towards an observation point P (denoted as~r, with~r = xêx + yêy + zêz). Therefore, any
observation point P must be located in the far-field region of the transmission line [Balanis, 2005],
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Figure 4.22 – Representation of an electrically thin transmission line leaky-wave antenna ori-
ented along the z axis and an arbitrary observation point "P", in both, cartesian
and spherical coordinates [Balanis, 2005].
fulfilling the far-field radiation condition, which is given by
Rant =
√









In this last equation, Rant is the distance between the observation point P (placed at~r) and the trans-
mission line, which can approximately be considered as a point source (placed at the center of the
line) from a far-field point of view.
The electric field radiated by the transmission line under study, in the far-field region, is approx-
imately given by [Balanis, 2005]
~E(~r, ω) ≈ −jω ~A(~r, ω), (4.65)
where ~A is the magnetic vector potential.
It is important to keep in mind that ~A is related to the physical current which is flowing on the
conductors of the transmission line [Balanis, 2005]. Therefore, in the case shown in Fig. 4.21, this













where R is the distance between the pair of source-observation points. As can be seen in the Fig. 4.21,
each position ~r′ along the line may be referred to the upper or to the lower conductor (see points ~ru1
′
and ~ru2
′ in the upper conductor and points ~rl1
′ and ~rl2
′ in the lower conductor), defining different pair
of source-observation points for each conductor. However, since we are dealing with electrically thin
transmission lines (the distance between the two conductors is neglectable) from a far-field point of
view, the positions along the upper and lower conductors are extremely close, and we may consider
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that they directly superimpose. Therefore, under these two assumptions, there is a unique distance
R between each position along the transmission line and the observation point P.
Besides, note that the two currents which are physically present on the conductor are taken
into account to recover the magnetic vector potential. Therefore, from a far-field point of view, we
can define an effective radiation current, composed by the currents flowing along the two conductors,
which completely characterizes the radiation of the transmission line. Specifically, this radiation
current may be expressed as
Irad(z
′, ω) = Iup (z
′, ω) + I lp(z














Once this effective radiation current is known, the far-field radiation of a transmission line (which
may act as an antenna if the propagation phase lies into the fast-wave region) can easily be recovered











Let us illustrate the concept of the effective radiation current by using three different examples,
which are shown in Fig. 4.23. In the first case, a simple lossless right-handed transmission line is
considered (see Fig. 4.23a). Since the line is matched, there is only a propagating wave, which carries
the propagating energy towards the load. Physically, there are two currents, one related to each
conductor. In fact, both currents have the same magnitude and the same phase, but they flow towards
opposite directions. Therefore, the effective radiation current in this case is
Irad(z
′, ω) = Iup (z
′, ω) + I lp(z
′, ω) = I(z′, ω)− I(z′, ω) = 0. (4.69)
Including this last equation into Eq. (4.68), it is simple to realize that the far-field radiation from this
transmission line is strictly zero. This can also be explained analyzing the fields radiated by the
currents flowing on each conductor. Specifically, the far-field electric field radiated by the current
from the upper conductor is in antiphase with respect to the electric field radiated by the current
flowing along the lower conductor (see Fig. 4.23a). Thereby, the total radiated electric field cancels
out. This result is in total agreement with well-known antenna theory [Balanis, 2005].
Let us consider now the case of a dipole, as shown in Fig. 4.23b. In this case, the physical dispo-
sition of the transmission line conductors are modified in order to force the currents to flow in phase







′, ω) if 0 ≤ x′ ≤ `
I lp(−x′, ω) if − ` ≤ x′ ≤ 0
. (4.70)
First, note that the direction of propagation of the current has been modified from the z to the x axis,
due to the physical modification of the structure. Second, note that the effective radiation current
coincides with the real current along the dipole [Balanis, 2005]. Therefore, this situation is reduced
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(a) (b)
(c)
Figure 4.23 – Illustrative example of current distribution and electric field radiation from three
different transmission lines. (a) Matched right-handed transmission line. (b)
Dipole. (c) Matched transmission-line which behaves as a leaky-wave antenna.
to the analysis of a simple dipole, which is well-known in the literature [Balanis, 2005]. Besides, as
compared with the transmission line case, the electric field radiated by the current which flows along
each conductor sum up in phase, leading to the total radiation of the dipole (see Fig. 4.23b).
Finally, let us consider the case of a transmission line which acts as a leaky-wave antenna
(see Fig. 4.23c). Some examples of these type of structures are CRLH leaky-wave antennas
[Caloz and Itoh, 2005] or a simple microstrip line operated in its second mode [Nghiem et al., 1993],
[Qian et al., 1999]. As in the previous examples, we assume that the line is matched, so there are not
reflected waves. In fact, this situation closely resemble to the first example, where a simple trans-
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mission line was analyzed. In that case, the currents flowing on each conductor were in antiphase,
leading to an effective radiative current equal to zero and a cancelation of the radiated electric field.
However, in this case, it is known that radiated electric field exists at the far-field region. Therefore,
the only possibility is that the effective radiation current, defined in Eq. (4.67), does not cancel out for
this type of structures. This means that the current flowing along one conductor suffers a change of
its phase or magnitude with respect to the current which flows along the other conductor, i.e. the cur-
rents are unbalanced. Thereby, the radiated electric field associated to one current, flowing along one
conductor, is out of phase with respect to the electric field radiated by the current which flows along
the other conductor. The combination of both fields leads to the total radiated electric field at the
far-field region, which is not zero (see Fig. 4.23c). As we will detail below, this simple transmission
line theory, based on unbalanced conductors currents, is able to explain and characterize complex TL
LWA radiation phenomena.
The main difference between a TL LWA as compared with a simple lossless TL is the presence
of a complex propagation constant γ(ω) = α(ω) + jβ(ω), which is just reduced to a phase constant
γ(ω) = jβ(ω) in the case of a lossless TL. Therefore, the presence of the radiation losses [α(ω)]
unbalances the current which flows alog one conductor with respect to the current which flows along
the other conductor. In fact, this current unbalancement due to the presence of radiation losses, may
be measured as a function of the variables χ and ξ, which relate the currents on the conductors [see
Eq. (4.62) and Eq. (4.63)]. Therefore, the purpose of the following developments is to find a closed-
form expression of χ and ξ as a function of the TL LWA characteristics. This will allow to obtain the
effective radiation current which flows along the TL LWA, leading to an easy and fast characterization
of complex LWA radiation phenomena using simple transmission line theory.
Consider a lossless matched TL LWA, as shown in Fig. 4.23c. From simple TL theory
[Pozar, 2005], the total power generated by the source, the power absorbed by the load and the power























|~E(θ̂, φ, ω)|2R2 sin(θ̂)dθ̂dφ, (4.74)
where ~E is the radiated electric field, η is the free-space impedance, S represents the surface of an
sphere which completely surrounds the antenna under analysis, and R is the radius of the sphere
(i.e., the distance between the antenna, which is a punctual source from a far-field point of view, and
the sphere).
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The total radiated power from a transmission line point of view must be equal to the total radi-












Since the far-field condition has been assumed, several far-field approximations [Balanis, 2005] can
be applied. First, the radiated electric field is reduced to Eq. (4.65), which in spherical coordinates
may be expressed as
~E(~r, ω) ≈ −jωAθ̂(~r, ω)êθ = +jωAz(~r, ω) sin(θ̂)êθ , (4.76)
where êθ is the unitary vector in the θ̂ direction.
Second, the distance R between each pair of source-observation points inside the magnetic vector
potential [see Eq. (4.66)] may be simplified as [Balanis, 2005]
R =
√




Rant for amplitude terms
Rant − z′ cos(θ̂) for phase terms
, (4.77)
where Rant is the distance between the observation point and the antenna, from a far-field point of
view [see Eq. (4.64)].
Combining the far-field approximations with the definition of the effective radiation current Irad





















′ [−α(ω)+j(k0 cos(θ̂)−beta(ω))]dz′ êθ , (4.78)









−α(ω) + j[k0 cos(θ̂)− β(ω)]
êθ. (4.79)
In order to compute the total radiated power, the magnitude of the radiated electric field is
required. This quantity may be computed as











α2(ω) + [k0 cos(θ̂)− β(ω)]2
, (4.80)
and the square of this value is obtained as






1 + ξ(ω)2 − 2ξ(ω) cos(χ(ω))
] |e`[−α(ω)+j(k0 cos(θ̂)−β(ω))]− 1|2
α2(ω) + [k0 cos(θ̂)− β(ω)]2
. (4.81)
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α2(ω) + [k0 cos(θ̂)− β(ω)]2
dθ̂dφ, (4.82)
which is independent of the source-observation distance Rant. Exploiting the symmetry properties of










α2(ω) + [k0 cos(θ̂)− β(ω)]2
dθ̂.
(4.83)





1 + ξ(ω)2 − 2ξ(ω) cos(χ(ω))
]
Ipower(ω), (4.84)













α2(ω) + [k0 cos(θ̂)− β(ω)]2
dθ̂. (4.85)
This last integral does not have an analytical solution, to the best of the author knowledge.
However, it is very simple to compute it numerically, because it does not contain any singularity
[since in a LWA α(ω) > 0, ∀ω].
Applying Eq. (4.75), i.e. combining Eq. (4.84) with Eq. (4.73), the variables ξ and χ, which relate
the currents flowing on each TL conductor, may be expressed as







At this point, three cases may be analyzed. In the first case, we can consider that currents which
flow on the TL LWA conductors have the same magnitude, but they present a variation in their phase.












Besides, it is possible that the currents which flow on the TL LWA conductors have the same
phase, but that they present a change in their associated magnitude. In this case, the variable χ = 0
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and the amplitude change between the two currents can easily be recovered as








Other possibility is that the currents flowing on each conductor presents a change in both, their
phase and their magnitude. In this general case, we can not determine the unbalancement from
Eq. (4.86), because it is just a single equation with two unknowns. However, for the case of wire
antennas, this is not very important to correctly determine the radiated electric field. This is because
a linear (wire) antenna just provides a linear polarization of the radiated electric field (Er = Eφ = 0)
[Balanis, 2005]. Therefore, the magnitude values of the electric field can be computed using Eq. (4.80),
while the polarization properties are well known. For other more complex antennas, with different
degrees and forms of polarizations, it may be necessary to compute both ξ and χ to extract both, the
amplitude and the polarization characteristics of the radiated field.
It is important to remark that the proposed approach is able to compute and analyze the radi-
ation from a complex transmission-line based leaky-wave antenna using a simple transmission line
theory. The radiated electric field, in the far-field region, is computed using Eq. (4.80). This equation
rigorously provides the radiated electric field, correctly recovering the antenna radiation pattern and
electric field magnitude values.
The formulation proposed above is relatively simple, numerically stable and easy to compute.
However, it can be further simplified assuming that the length of the antenna is large enough
to radiate all the input power. This assumption is commonly applied in leaky-wave antennas
[Oliner and Jackson, 2007], which are usually designed to radiate more of the 90% of the input energy
by increasing the total length of the structure (` ≥ 9λ is a common choice [Oliner and Jackson, 2007]).
If we assume this new condition, Eq. (4.75), which relates the total radiated power from a trans-









where the superscript "ap" has been employed to denote that the radiated electric field has been
computed for the specific case of an antenna able to radiate all the input power. Besides, note that
the right handed term of the above equation is just the total power generated by the source [see
Eq. (4.71)], because all the generated power is radiated. The magnitude of the electric field generated
in this case may be expressed as











α2(ω) + [k0 cos(θ̂)− β(ω)]2
. (4.90)
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holds when `α(ω) → ∞, i.e. all input energy has been radiated. Mathematically, this is due to the
fact that the term e−`α(ω) is real and rapidly tends to 0 when `α(ω) ↑↑.












α2(ω) + [k0 cos(θ̂)− β(ω)]2
dθ̂,
(4.92)



















α2(ω) + [k0 cos(θ̂)− β(ω)]2
dθ̂. (4.94)



























Applying Eq. (4.89) the variables ξ and χ, which relate the currents flowing on each TL conduc-
tor, may be expressed as





As in the previous case, this equation can be solved under two simple assumptions. In the
first case, we consider again that the currents which flow on the TL LWA conductors have the same
magnitude, but they present a variation in their phase. Therefore, ξ = 1 and the phase change









On the other hand, it is possible that the currents which flows on the TL LWA conductors have
the same phase, but they suffer a change in their magnitude. In this case, χ = 0 and the amplitude
change between the two currents may be recovered as
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Figure 4.24 – Magnitude change between the currents which flow along the two conductors of
a TL LWA (with ` = 9λ) as a function of β and α. It is assumed that the currents
are in phase (χ = 0). (a) Exact computation of ξ, numerically solving Eq. (4.88).
(b) Approximate computation of ξ, using the analytically formula of Eq. (4.98). (c)
Maximum percentage error obtained when ξ is computed using the approximate
result of Eq. (4.98) instead of the exact formula of Eq. (4.88). Note that ξ only de-
pends on |β|.
As compared to Eqs. (4.87)-(4.88), Eqs. (4.97)-(4.98) are analytical and they do not involve the
computation of any numerical integral. Therefore, they provide simple expressions to understand
the phase or amplitude change between the currents flowing on each TL conductors. However, note
that these expressions are approximations, which are only accurate when most of the input energy
has been radiated by the TL LWA.
Let us consider a long CRLH LWA (with ` = 9λ), which is typically able to radiate more than
90% of the input power. In order to fully characterize this structure, the goal is to obtain the values of
the variables ξ and χ (which define the unbalacement of the currents flowing on the TL conductors)
as a function of the input β and α values. In this way, we can define the currents which are flowing
on each TL conductor, and can apply our proposed transmission line theory to characterize LWA
radiation phenomena.
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Figure 4.25 – Phase change between the currents which flow along the two conductors of a TL
LWA (with ` = 9λ) as a function of β and α. It is assumed that the currents have the
same magnitude (ξ = 0). (a) Exact computation of χ, numerically solving Eq. (4.87).
(b) Approximate computation of χ, using the analytically formula of Eq. (4.97). (c)
Maximum percentage error obtained when χ is computed using the approximate
result of Eq. (4.97) instead of the exact formula of Eq. (4.87). Note that χ only de-
pends on |β|.
First, we may assume that the phase change between the currents flowing on the two conductors
is strictly zero. Then, we can compute the magnitude change between the currents (ξ) for a paramet-
ric sweep of the β and α values, normalized with respect to the free-space wavenumber, k0. This is
shown in Fig. 4.24. Specifically, Fig. 4.24a present these data using Eq. (4.88) (exact formula), whereas
Fig. 4.24b present the same result using Eq. (4.98) (approximate analytical formula). The error com-
mitted in the approximation is very small for all cases, as is demonstrated in Fig. 4.24c.
As can be observed in the figure, the change in magnitude between the currents depends on
both, α and β. If the radiation losses are very reduced (i.e. α → 0), the value of ξ tends to 1. This is
because the magnitude of the two currents are very close (but flowing on the opposite direction), and
the radiated field tends to cancel out. However, as long as the radiation losses increase, the change be-
tween the currets magnitude also increases. This means that the currents on the conductors are more
unbalanced, leading to the total radiated electric field. Besides, it is also interesting to examine the
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Figure 4.26 – Electric field [dB(V/m)] radiated from a 9λ-long LWA with α = 0.025k0 and
β = ±0.7k0 computed with Eq. (4.80). Observation points are placed at the far-field
distance of 1500λ. The radiation angle is measured from the direction perpendicu-
lar to the antenna. (a) Cartesian coordinates. (b) Polar Coordinates.
ξ behavior as a function of β. In this case, for the same magnitude change of the currents (i.e. keep-
ing ξ constant), the maximum radiation losses is achieved for β = 0. Then, α is decreasing as long
as the magnitude of β increases. This is because when the radiation angle is close to the endfire or
backfire direction, the radiation losses of the structure naturally decreases [Oliner and Jackson, 2007].
Therefore, in order to keep the same α at these directions, it is necessary to increase the unbalance in
magnitude of the conductor currents.
A direct consequence of the above comments is that, in order to keep a constant radiation losses
for all frequencies, the conductor currents unbalacement must be higher close to the backfire and
endfire direction, and lower close to the broadside direction.
Fig. 4.25 present the currents unbalancement in phase (χ), assuming that they have the same
magnitude. As can be observed in the figure, the same conclusions about computation, error and
behavior versus α and β as explained for the case of Fig. 4.24 are obtained.
Finally, the electric field radiated by a LWA can easily be recovered using Eq. (4.80). It is impor-
tant to note that this simple TL-based equation is able to recover the magnitude of the electric field
(note that, since the radiated fields present a linear polarization, their phase is not relevant), includ-
ing both, the shape of the radiation pattern and the actual values of field intensity. As an example,
the electric field radiated by a 9λ-long LWA at an observation distance of 1500λ is shown in Fig. 4.26,
for the cases of α = 0.025k0 and β = ±0.7k0. As expected, the main beam is radiated towards a
backwards (β = −0.7k0) or a forward (β = +0.7k0) direction, respectively.
This last result confirms that the proposed theory is able to model LWA radiation phenomena
from a simple TL point of view. The use of the conductor currents has been introduced in order to
model radiation from electrically-thin transmission lines, mathematically demonstrating that these
conductor currents must be unbalanced to achieve the desired radiation. This theory provides a novel
and fundamental explanation of leaky-wave antennas, providing a physical insight into the problem
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Figure 4.27 – Frequency-space relationship of a CRLH LWA. The dispersion curve is graph-
ically related to its corresponding beam scanning law. Reproduced from
[Gupta et al., 2009a].
from a simple TL perspective. As previously explained, this chapter has just introduced the basic
theory to model transmission line LWAs. Then, in Chapter 5, the proposed theory will be applied
for the analysis and design of different LWA-based devices and phenomena. Besides, that chapter
provides and accurate validation of the proposed formulation, in terms of accuracy and speed, with
rigorous comparisons against full-wave results and measurements.
4.4.3 Time-Domain Radiation of LWA
This section proposes an impulse-regime analysis of leaky-wave structures. Even though the
proposed study is valid for all types of LWAs, we will focus on CRLH LWA structures because they
are broadband in nature and they are able to radiate from backfire to endfire, including the broadside
direction [Caloz and Itoh, 2005]. As introduced in Section 4.4, a CRLH leaky-wave antenna follows
the beam-scanning law of Eq. (4.48). Therefore, each input frequency, which lies inside the fast-wave
region, is radiated towards a different direction into space. This situation is explicitly depicted in
Fig. 4.27. As can be seen in the figure, there is a unique correspondence between each input frequency
[ωx, with (ωBF ≤ ωx ≤ ωEF)] and its associated radiation angle (θx). Therefore, each frequency is
mapped into a different angle in space.
According to Eq. (4.48), if the CRLH LWA is excited by a modulated input pulse, as shown in
Fig. 4.28, each spectral component of the signal is radiated towards a different direction in space at
any particular instant. Therefore, the CRLH LWA performs an instantaneous spectral-to-spatial decom-
position of the input pulse [Gupta et al., 2008], [Gupta et al., 2009a]. This decomposition allows to
discriminate the various spectral components present in the input signal. In this sense, there is clear
parallelism between a CRLH LWA (which usually operates at microwaves) and a diffraction grat-
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Figure 4.28 – Spectral decomposition of a pulse obtained by the frequency-space mapping prop-
erty of a CRLH leaky-wave antenna. Reproduced from [Gupta et al., 2009a].
Figure 4.29 – Example of a diffraction grating [Hecht and Zajac, 2003]. The dispersive optical
device performs the spatial separation of an incoming wavefront. Each incoming
spatial frequency (kx) is radiated towards a different angle.
ing [Hecht and Zajac, 2003] (Fig. 4.29), which usually operates at the optics regime and radiates each
spatial input frequency towards a different direction angle in space. The CRLH LWA main advan-
tage over diffraction gratings is its simple punctual feeding system as compared to the diffraction
gratings, which require plane-wave illumination. On the other hand, diffraction gratings are able
to operate on a wider frequency range as compared with CRLH LWA, which must be completely
re-designed when the input frequency range changes.
The following subsections propose a time-domain formulation to characterize LWAs excited by
modulated input pulses. The formulation is first presented for the case of a single antenna, and it is
then extended to consider an array of LWAs.
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Figure 4.30 – Sketch of a single 1D CRLH LWA. The electrically thin antenna is considered as a
linear wire from a far field point of view (see Section 4.4.2). It is placed along the z-
axis, it has a length of ` = zend − zstart, and it is fed by a punctual generator, placed
at~r = zg êz.
Single LWA
Let us consider a single 1D (or electrically thin) TL LWA, located along the z axis. A sketch of this
situation is shown in Fig. 4.30. As in the previous cases, the structure is defined by a characteristic
impedance [Z0(ω)], a complex propagation constant [γ(ω) = α(ω) + jβ(ω)] and a total length (`,
located along the z axis, from zstart to zend).
Note that this situation is the same as in the case of Fig. 4.21, but including a change in the source,
which now generates time-domain input pulses. Therefore, we will reuse the notation and far-field
approximations employed there.
Let us assume that the CRLH LWA is excited by a modulated input pulse. In this case, the
time-domain theory developed in Section 4.3 for the analysis of impulse-regime CRLH TL can easily
be combined with the effective radiation current introduced in Section 4.4.2. Therefore, the harmonic
effective radiation current defined in Eq. (4.67) transforms into a time-domain effective radiation current,











In this last equation, G̃I(z′, zg, ω) represents the transmission line Green’s function related to the
current, Ĩg(ω) denotes the Fourier transform of the temporal input pulse, and ξ and χ are related to
the unbalancement between the currents which flow on each TL conductor (see Section 4.4.2).
The time-domain behavior of the effective radiation current propagates into the magnetic vector
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It is important to remark that the frequency integration limits have been modified with respect to
Eq. (4.99). Specifically, the frequency limits directly corresponds to the fast-wave region range (ωBF ≤
ω ≤ ωEF). This is because LWAs are able to radiate spectral components which lies inside this region.
Outside of the fast-wave region, this type of structures behaves as a transmission lines (guided-wave
region shown in Fig. 4.27) [Caloz and Itoh, 2005]. In the case that this last equation is computed
outside of the fast-wave region, it will lead to unphysical results. Besides, note that any losses outside
of this frequency region are due to dielectric or ohmic losses, but they are never related to radiation.













Assuming a matched transmission line and the far-field approximations of Eq. (4.77), i.e. the











] e`[−α(ω)+j(k0 cos(θ̂)−β(ω))]− 1
−α(ω) + j[k0 cos(θ̂)− β(ω)]
ej(ωt−k0Rant)dωêθ .
(4.102)
The above expression is able to compute the time-domain electric field radiation from a CRLH
LWA excited by a modulated input pulse, at any observation point placed in the far-field region. The
main features of this closed-form formulation are
• All CRLH LWA radiation features at far-field are taken into account by using a time-domain
effective radiation current. This current is closely related to the complex propagation constant of
the structure (see Section 4.4.2).
• Physical insight into the antenna radiation properties. The Green’s function and effective ra-
diation current, related to the CRLH structure, completely define the antenna behavior. These
parameters are obtained in closed-form.
• Extremely fast computation, because most expressions are simple and well-behaved integrals
(and some of them are analytical for specific input pulses).
• Able to deal with any type of input pulse, providing a continuous temporal output with un-
conditional stability.
The proposed approach is able to characterize complex radiated-wave UWB phenomena and de-
vices. Specifically, this formulation will be employed in Chapter 5 to model several systems, such as
a real-time spectrum analyzer (RTSA) [Gupta et al., 2009a] or a frequency-resolved electrical gating
system (FREG) [Gupta et al., 2009b]. It will be shown that the proposed formulation is able to com-
pletely characterize these systems with high accuracy. Furthermore, the computational time required
for the proposed formulation is in the order of seconds or minutes, whereas full-wave commercial
software spends hours or days to carry out the same simulation. This computational cost reduction
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Figure 4.31 – Sketch of an array of m CRLH LWAs. The separation between two consecutive
antennas, in the x-axis, is d. Each antenna, p, is placed along the z-axis, it has
a length of ` = zend − zstart, and it is fed by a punctual generator, placed at~rgp =
d(p− 1)êx + zg êz. Phase shifters are used to provide a phase difference of ϕ between
two consecutive antennas.
allows a fast design of UWB systems. Besides, note that the agreement between full-wave commer-
cial software results, the proposed technique and measurements is excellent. Finally, Chapter 5 will
also present a novel UWB phenomena (the spatio-temporal Talbot effect [Gómez-Díaz et al., 2008a]
[Gómez-Díaz et al., 2009d]) which employs an array of CRLH LWA operated in the impulse regime.
This phenomenon will be theoretically introduced, easily simulated by the proposed time-domain TL
LWA theory, and experimentally demonstrated. Note that this complex phenomena is very difficult
to simulate using regular full-wave commercial software, due to the extremely large computational
cost required to perform a time-domain analysis of 15 to 20 CRLH LWAs.
LWA Array
The derived time-domain formulation related to a single CRLH LW antenna can easily be ex-
tended to analyze the time-domain radiation from a CRLH LWA array. The situation in this case is
shown in Fig. 4.31. As can be seen in the figure, a total of m CRLH LWAs are combined to obtain
the desired array. A phase shift of ϕ is considered between two consecutive antennas. For simplicity,
all antennas are similar and they are defined by the same physical parameters as in the case of the
single antenna (see Fig. 4.30). The antennas are placed along the z-axis, and the separation between
two consecutive antennas, in the x-axis, is d. Besides, each antenna, p is fed by a generator located at
the position~rgp = d(p − 1)êx + zg êz.
A straightforward modification of Eq. (4.101) allows us to recover the time-domain electric field
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where Rp is the distance between the observation point P (located at~r) and any point inside the pth
antenna [denoted as~r ′p = d(p − 1)êx + z′ êz] and it is defined as
Rp =
√
[x − d(p − 1)]2 + (z − z′)2. (4.104)
Assuming that all array elements are matched, and applying the far-field approximations of
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where Rantp is the distance between the observation point (located at~r) and the antenna p
th (which








In this chapter, I have introduced an impulse-regime analysis of metamaterial-based transmis-
sion lines and antennas, with special focus on composite right/left-handed structures. First, I have
briefly reviewed the concept of metamaterials, including bulk and planar metamaterials using both, a
resonant and a non-resonant design approach. Then, I have focused on composite right/left-handed trans-
mission lines and antennas operated in the harmonic regime, providing some insight into the physics of
these structures and giving some useful formulas for their characterization. Second, I have proposed
a novel time-domain analysis of CRLH lines and antennas based on the Green’s functions associ-
ated to regular transmission lines. Specifically, a novel formulation to describe pulse propagation
along dispersive linear and non-linear CRLH lines has been proposed. The proposed theory is able
to model complex impulse-regime phenomena, such as dispersion and non-linearity, in a simple,
accurate and fast way. Besides, the radiation from CRLH leaky-wave antennas has carefully been
studied, including a deep analysis about the radiation at the broadside direction and a novel simple
physical explanation, based on transmission line theory, about how these types of antennas are able
to radiate. Finally, the previously introduced harmonic method to model the radiation from LWA is
reformulated in the time domain, allowing a fast and accurate analysis of the far-field characteristics
of CRLH LWAs operated in the impulse-regime.
The main purpose of the proposed formulation is to take advantage of the dispersion engineering
approach, where CRLH structures, thanks to their broadband nature and dispersive properties, may
provide novel and original solutions to engineering problems. Following with this line, and based on
the dispersion engineering approach, the next chapter will introduce a wide variety of novel guided
and radiative phenomena, devices and applications operated in the impulse-regime and inspired from
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the optics domain. There, a careful comparison of the results obtained by the formulations proposed
in this chapter against full-wave simulations and measurements, will demonstrate that the novel
theories are very fast, accurate and provide a deep insight into the physics of the problem in a very
simple way.





In Chapter 4 of the presented work I have reviewed basic transmission line (TL) theory of meta-
materials (MTM) [Eleftheriades and Balmain, 2005], [Caloz and Itoh, 2005], [Marques et al., 2008],
operated in the harmonic regime. As explained there, planar non-resonant transmission line meta-
materials exhibit broad bandwidth, dispersive features, low loss and the capability to be integrated
with other components and systems. Due to these and other novel properties, metamaterials
have led to novel concepts, phenomena and applications (such as backfire to endfire leaky-wave
antennas [Liu et al., 2002], couplers [Nguyen and Caloz, 2007a], [Jarauta et al., 2004], power-
dividers [Islam and Eleftheriades, 2008a], phase-shifters [Antoniades and Eleftheriades, 2003a],
[Siso et al., 2007], or dual band components [Lin et al., 2004], [Eleftheriades, 2007b], among many
others). At microwaves, metamaterials have usually been implemented in planar technology
using composite right/left-handed transmission lines (CRLH TL) [Caloz and Itoh, 2005], which is a
non-resonant approach.
Usually, most of the applications and phenomena of metamaterials (as the previously described)
have mainly been reported in the harmonic regime. However, the recent emergence of ultra wide band
(UWB) systems [Ghavami et al., 2007] has created a need for novel microwave concepts, phenomena and direct
applications in the impulse-regime. Metamaterial-based CRLH transmission lines, which are broadband
and highly dispersive in nature, may provide novel and original solutions in this field. The control
of these dispersive properties leads to the dispersive engineering concept introduced in Chapter 4 (see
Fig. 4.2), which consists on the phase shaping of electromagnetic waves to process signals in an ana-
log fashion. In Chapter 4 I have also introduced a novel time-domain Green’s function approach to
deal with impulse-regime CRLH lines, exploiting the dispersive engineering concept. This formula-
tion constitutes an adequate tool for the analysis and design of UWB CRLH-based devices. Recent
examples of these type of components and systems are a Pulse Position Modulation system (PPM)
[Nguyen and Caloz, 2008], a tunable pulse delay line [Abielmona et al., 2007], a true time delayer
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[Nguyen et al., 2008], compressive receivers [Abielmona et al., 2009] or a Real-Time Spectrum Ana-
lyzer (RTSA) [Gupta et al., 2009a]. A nice review of some of these systems and components has been
reported in [Gupta and Caloz, 2009].
In the present chapter I explore the impulse-regime phenomenology of CRLH structures and
the subsequent theoretical and practical demonstration of several novel optically-inspired phenom-
ena and applications at microwaves, in both, the guided and the radiative regime. The time-domain
Green’s function approach introduced in Chapter 4 has opened the door to a very fast, but still accu-
rate, analysis of these novel microwave phenomena and applications, most of them transported from
optics, exploiting either the group velocity or the group velocity dispersion parameters of CRLH TL.
The study can be divided into two main groups, related to the guided-wave or radiative-wave nature of
the proposed phenomena and applications.
1. In the guided-regime, the CRLH TL dispersion characteristics provides novel features as com-
pared to conventional transmission lines, which can be exploited in the impulse-regime to ob-
tain new phenomena and UWB applications (see [Gómez-Díaz et al., 2009b]). First, a rigorous
study of pulse propagation along CRLH media is presented in Section 5.2. Then, the dispersive
properties of the CRLH line are employed to compress pulses (see Section 5.3), with direct use
in radar applications. Next, the temporal Talbot effect [Azaña and Muriel, 1999] is introduced,
theoretically described and numerically confirmed for the case of CRLH media in Section 5.4.
Section 5.5 introduces a novel tunable pulse generator, able to multiply the period rate of an in-
put train of pulses. The analysis of the guided-wave phenomenology related to impulse-regime
CRLH is completed in Section 5.6, where a practical study about the combination of non-linear
effects with dispersive CRLH media is given.
2. In the radiative-regime, CRLH TLs acts as a leaky-wave antenna [Oliner and Jackson, 2007]
within the so called "fast wave region", and provides capabilities for full space scanning [from
backfire (θ = −90◦) to endfire (θ = 90◦)] radiation [Liu et al., 2002]. This can be exploited
in the impulse-regime, obtaining a spectral-spatial decomposition of an input broadband sig-
nal, which may lead to novel UWB applications. Specifically, in Section 5.7 the time-domain
Green’s function approach is employed to efficiently model a Real-Time Spectrum Analyzer
(RTSA) [Gupta et al., 2009a] , based on CRLH LWAs, which is able to characterize unknown
UWB input signals. Section 5.8 proposes a novel Frequency Resolved Electrical Gating system
(FREG), inspired from optics but implemented in the microwave domain, which solves most
of the problems related to the finite resolution of CRLH RTSA systems. Finally, in Section 5.9 a
completely novel spatio-temporal Talbot phenomena is introduced, mathematically described,
numerically confirmed and experimentally demonstrated (see [Gómez-Díaz et al., 2008a] and
[Gómez-Díaz et al., 2009d]). Practical applications related to this phenomena include spatial
multiplexers, quasi optical devices and wireless array feedings, among others.
The procedure to propose, describe and verify each novel phenomenon or application is as fol-
lows. First, a careful description is given. Second, a mathematical development is proposed in order
to fully demonstrate all phenomena/applications. For this purpose, an optical approach has usually
been adopted [Saleh and Teich, 2007]. Third, the time-domain Green’s function method introduced
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in Chapter 4 is employed and adjusted in order to model the problem under consideration, obtaining
fast results and giving a deep-insight into the physics of the problem. Fourth, a rigorous full-wave
simulation of all phenomenon/applications is included to i) demonstrate the presence of the pro-
posed phenomena or the behavior of a specific application, and ii) confirm the accuracy and efficiency
of the proposed time-domain approach. For this purpose, a wide variety of commercial software
(such as ADS c©, CST c© or HFSS c©, as a function of the type of problem under consideration) is em-
ployed. And fifth, an experimental demonstration of most of the proposed phenomena/applications
is included. This last step provides a complete verification of the theoretical study, validating its use
in real-life environments.
The analogy between the proposed phenomena and applications at microwave and their corresponded
counterpart at optics [Saleh and Teich, 2007] is deduced from the dispersive properties of a CRLH struc-
ture. Specifically, in the guided mode there is a clear parallelism between the dispersive behavior of
a CRLH line and an optical component, which is inherently dispersive (for instance, an optical fiber
[Saleh and Teich, 2007]). Therefore, optical phenomena can easily be reproduced at microwaves. In
the radiative mode, the beam scanning law of the CRLH LWA is analog to a diffraction grating where
different spectral components are radiated (or diffracted) at different angles causing spatial disper-
sion. It is important to remark the use of fabricated prototypes and measurements to demonstrate most of the
phenomena. The measured data is in excellent agreement with the results obtained by the formulation
proposed in Chapter 4, validating its practical use. On the other hand, note that the dispersive engi-
neering approach has provided a huge number of novel phenomena and applications at microwaves, with direct
impact on future UWB systems. This approach has paved the road for a future transposition of many
other phenomena and applications from optics to the microwave domain.
5.2 Phenomenology of Pulse Propagation along Dispersive CRLH Media
In this section, the phenomenology of pulse propagation along a CRLH transmission line is
studied. As previously stated, the CRLH TL represents a general transmission medium, which is
highly dispersive, especially in the LH frequency range. Therefore, it is expected that it provides
unusual properties which may lead to novel effects and application in the impulse regime.
The main goal of this section is to experimentally validate the theory presented in Chapter 4.
For this purpose, the propagation of a modulated pulse along a CRLH TL is carefully studied.
The tunability of the pulse delay as a function of the modulation frequency is demonstrated by
measuring the temporal delay from different modulated pulses, leading to a tunable delay system
[Abielmona et al., 2007]. Then, the dispersive features of the CRLH TL are further demonstrated
monitoring the effects of pulse propagation along a matched and mismatched line, in a cell-by-cell
fashion. The measurements included in this section are in excellent agreement with the simulation
results provided by the proposed time-domain Green’s function techniques (see Chapter 4), allowing
their use in the prediction of much more complex dispersive phenomena. Furthermore, they provide
physical insight into the impulse regime nature of this type of media.
First, we consider a CRLH transmission line composed of 30 unit cells and with the circuit
parameters CR = 1.8 pF, CL = 0.9 pF, LR = 3.8 nH and LL = 1.9 nH (transition frequency
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Figure 5.1 – Time-delayed Gaussian waveforms at the input/output of a CRLH transmission line
for different carrier frequencies, obtained with the method proposed in Section 4.3
of Chapter 4. Measurement results are also shown for validation. The manufactured
CRLH transmission line is shown in the inset.
f0 = 2.55 GHz), excited by a modulated Gaussian pulse (σ = 3.0 ns, see Appendix A). Fig. 5.1
shows the time-delayed waveforms obtained by the proposed theory for different carrier frequen-
cies, and by experiments using a real-time oscilloscope (Agilent Infiniium DS0871204B). Excellent
agreement is observed between theory and experiments.
The group delay frequency function is an important parameter in dispersive systems for analog
signal processing applications. This parameter may be computed either in the time domain by deter-
mining the time differences between the maxima of the input and output pulses, or in the frequency
domain by taking the derivative of the unwrapped phase of the transmission scattering parameter
S21. Fig. 5.2 shows the group delay along the same CRLH line and for the same pulse as in Fig. 5.1,
computed by the discussed theory using the first approach, and validated by experiment using both
approaches. Again, very good agreement is observed between theory and experiment. The small
discrepancies between the two measured results may be explained by the tolerance in the localiza-
tion of the pulse maxima. As it may be seen from these results, the CRLH transmission line acts as
an impulse tunable delay system [Abielmona et al., 2007].
To better visualize the dispersion of a pulse along a CRLH dispersive medium, consider now a
CRLH transmission line twice as longer as before (60 unit cells), but with the same parameters. To
completely validate the discussed theory, this time the line is excited by a modulated square pulse
( f0 = 2.05 GHz, T = 2.2 ns, see Appendix A). An ABCD matrix approach [Caloz and Itoh, 2005] is
employed to compute the propagation constant of the line, taking into account the finite number of
unit cells in the experiment. The position-time trajectory of the pulse is presented in Fig. 5.3. Fig. 5.3a
shows the computed results, from which two observations may be made: i) at the end of the line, the
temporal width of the pulse has increased by a factor of 5 (at 50% of the magnitude), ii) the edges
of the square envelope have been rounded off by the band-pass filtering response of the CRLH line.
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Proposed theory, from pulse maxima locations in time
Measured, from pulse maxima locations on oscilloscope





Figure 5.2 – Time delay versus modulation frequency, using the time difference between the
maxima of the input and output pulses along the same CRLH line as in Fig. 5.1.
Measured data using both, the same procedure as before and unwrapping the
phase of S21(ω), are also shown for validation. The delays obtained in Fig. 5.1 for
fc = 3.2 GHz and fc = 1.9 GHz, which are 4.68 and 9.12 ns, correspond to the two
highlighted points.
The small ripples near the end of the structure are explained by the Gibbs effect on the input pulse
due to the finite computational interval and resolution.
Fig. 5.3b shows the measured result using a high-impedance probe connected to the oscilloscope.
The abrupt decrease of the voltage magnitude after the 30th cell is due to the fact that the 60-cell exper-
imental line is in fact constituted of two cascaded 30-cell lines with a small loss in the interconnection.
The agreement with theory is reasonable, considering the tolerances of the measurement setup.
Finally, let us investigate the effects of the reflection of a pulse at a discontinuity of a CRLH
transmission line. For this purpose, the line is open-ended and it is excited by the same modulated
square pulse as in the previous case. The propagation and the reflection of the pulse as a function
of space and time is presented in Fig. 5.4. Again, good agreement is observed between the theory
(Fig. 5.4a) and the experiment (Fig. 5.4b). It is worth noticing that an interesting interference pattern,
between propagating and reflected pulses, occurs near the discontinuity.
5.3 Pulse Compression
One common application of pulse propagation inside a dispersive medium (such as a CRLH
medium) is pulse compression. This phenomenon occurs when a chirp-modulated pulse propagates
along a line with group delay frequency function opposite to that of the chirp function.
Fig. 5.5a) shows a chirp-modulated Gaussian pulse with a temporal width of σ = 3.0 ns and
a chirp constant of C = 20 [Saleh and Teich, 2007] (see Appendix A). Fig. 5.5b), c) and d) present
the waveforms along a matched CRLH transmission line excited by this pulse at different locations
along the line. At the 5th cell, the pulse is hardly compressed because insufficient dispersion has been
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(a) (b)
Figure 5.3 – Propagation of a modulated square pulse ( f0 = 2.05 GHz, T = 2.2 ns, see
Appendix A) along a matched CRLH transmission line. The line includes 60 unit
cells of length p = 2.0 cm and the circuital parameters are CR = 1.8 pF, CL = 0.9 pf,
LR = 3.8 nH and LL = 1.9 nH. (a) Simulation. (b) Measurement.
(a) (b)
Figure 5.4 – Propagation of a modulated square pulse ( f0 = 2.05 GHz, T = 2.2 ns, see
Appendix A) along an open-ended CRLH transmission line. The line is identical
to that of Fig. 5.3 except that it includes only 30 unit cells. (a) Simulation. (b) Mea-
surement.
introduced to compensate for the input chirp. At the 15th cell, the input chirp effect has been canceled
and the temporal compression of the pulse is clearly apparent. Note that the reconstruction of the
initial pulse is not perfect due to the fact the CRLH group delay is not perfectly linear (see Fig. 5.2).
Therefore it cannot exactly compensate for the linear chirp of the input pulse. At the 50th cell, the
input chirp has been over-compensated by the CRLH line, and the excess of negative dispersion has
resulted in pulse spreading.
Possible applications of CRLH pulse compression include radar [Skolnik, 2002] and microwave
imaging systems [Oliver and Quegan, 2004] at arbitrary frequency ranges, due to the scalability of
the CRLH line (within technological limitations).
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 Waveform at cell 5. From TD−GF
Waveform at cell 5. From ADS
(b)
















 Waveform at cell 15. From TD−GF
Waveform at cell 15. From ADS
(c)

















Waveform at cell 50. From TD−GF
Waveform at cell 50. From ADS
(d)
Figure 5.5 – Pulse compression phenomenon in a CRLH TL system excited by a chirp-modulated
Gaussian pulse obtained with the time-domain Green’s function approach. Results
from the commercial software ADS c© (see Appendix B) are included as validation.
5.4 Temporal Talbot Effect
5.4.1 Introduction
The Talbot effect is a repetitive constructive interference pattern produced by a dispersive trans-
mission medium with second-order dispersion for a periodic input signal. It was first reported by
H. F. Talbot in 1836 for the case of a source with periodic spatial variation [Talbot, 1836]. The tempo-
ral counterpart of this effect [Jannson and Jannson, 1981], [Patorski, 1989], [Azaña and Muriel, 1999],
[Azaña and Muriel, 2001] occurs when a time-periodic signal is propagating along the same kind
of medium. An input pulse train with temporal period T0 and pulse width ∆T is replicated at the
position nzT (n ∈ N), where zT is called the Talbot distance (or self-imaging distance). Also, an
increased repetition rate of m pulses per T0 is obtained at the fractional distances z f = (s/m)zT
(where s, m ∈ N), provided that (s/m) is an irreducible fraction, and under the condition that:
m < T0/∆T [Azaña and Muriel, 2001]. The temporal Talbot effect has been employed mainly in the
optical regime, for applications such as the generation of signals with ultrahigh repetition rate (THz)
from slower ranges (GHz) [Azaña and Muriel, 2001], or pulse compression [Berger et al., 2004]
At microwaves, this phenomena is more difficult to reproduce because it requires a
second-order broadband dispersive medium. However, the recent introduction of CRLH TLs
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[Caloz and Itoh, 2005], which provides a dispersive broadband behavior, may lead to novel scenarios
where the temporal Talbot effect and their subsequent applications can be reproduced. This section
provides a theoretical demonstration of the temporal Talbot effect in CRLH media, including a full-
wave validation of the phenomena at microwaves. Furthermore, the conditions for the phenomena
existence in CRLH media are stated, in connection with potential device applications.
5.4.2 Temporal Talbot Effect in CRLH TLs
Intuitively, the temporal Talbot effect occurs when a periodic pulse signal is transmitted through
a second order dispersion medium where the neighboring pulses interfere as a result of dispersion so
as to produce new temporal components. For the analysis, let us consider a single modulated pulse,
denoted by Ψ(t) = Ψ0(t)ejω0t, where Ψ0(t) is a slowly varying envelope. The periodic signal is then
represented in the time domain, at the position z = 0, as




Ψ(t − nT0), (5.1)
where T0 is the repetition rate of the signal. In the spectral domain, the periodic signal becomes
discrete, and it can be expressed as




Ψ̃(ω = nωr)δ(ω − nωr), (5.2)
where ωr = 2π/T0 is the spectral repetition frequency.
On the other hand, the transfer function of a lossless CRLH TL is given by
H̃(z, ω) = e−jβ(ω)z, (5.3)
where β(ω) is the CRLH TL propagation constant. As already explained in Section 4.2.2 of Chapter 4,







In the right handed side, the first term provides a simple time delay (or linear frequency phase),
whereas the second order term is responsible for the line dispersion. Eq. (5.4) can be further ex-
panded, employing Taylor series, around a modulation frequency (ω0) as
β(ω) = β0 + β1(ω − ω0) +
1
2
β2(ω − ω0)2 + O(ω3), (5.5)
where the term O(ω3) is related to the order of the error committed in the approximation, and the











Note that Eq. (5.5) is only valid for the case of narrowband pulses (centered at the frequency ω0 and
with bandwidth ∆ω).
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Employing Eq. (5.5), the transfer function of the CRLH TL
[
H̃(ω′) = H̃(ω = ω0 + ω′) , where a
change of variable has been introduced from ω to ω′ ] takes the form














In order to derive the Talbot distance, only the third expansion term of the exponential is considered.
This is because the first two terms do not provide any information related to the Talbot distance
(which is only due to second order dispersion [Azaña and Muriel, 2001]). Specifically, the first term
is related to the modulation frequency of the pulse and does not carry any information about the
envelope, and the second term represent the group delay (or retarded frame) of the signal.




























Note that the appearance of ω′ squared term in this equation is due to the quadratic phase factor in
the spectral response of the CRLH TL dispersive medium.


















where the identity β2 = −2ωL/ω30 [see Eq. (5.6)] has been employed.
The Talbot distance can also be obtained at fractionary distances [Azaña and Muriel, 2001], given
by z f = (s/m)zT , where s and m are irreducible integers. At this fractionary distance, the periodic
input signal is also self-imaged but with an increase repetition rate by a factor of m. This phenomena
corresponds to the fractionary Talbot effect [Azaña and Muriel, 2001]. It is important to note that in
the case of a CRLH TL, the basic Talbot distance can be tuned externally by modifying the parameters
T0 and ω0, without changing the intrinsic parameters of the line.
5.4.3 Numerical Validation and Practical Considerations
After theoretically deriving the Talbot distance related to the CRLH TLs, the phenomena will
be verified using the numerical technique proposed in Section 4.3 of Chapter 4 and with commercial
full-wave simulations. Consider a balanced lossless CRLH transmission line with circuital parame-
ters CR = CL = 1.0 pF and LR = LL = 2.5 nH. A modulated train of Gaussian pulses, with temporal
width of σ = 0.75 ns and period rate of T0 = 8 ns is used to excite the line shown in Fig. 5.6a.
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Figure 5.6 – Talbot repetition rate multiplication effect. a) CRLH TL with length corresponding to
the basic Talbot distance zT . b) Reconstruction of the original pulse train at the Talbot
distance zT. c) Repetition rate doubling at the distance zT/2. d) Repetition rate
tripling at the distance zT/3. Results obtained from the proposed TD GF approach,
and validated using the commercial software ADS c© (see Appendix B).
Fig. 5.6b presents the input pulse train and the output pulse train at the Talbot distance zT. The re-
construction of the initial train of pulses is confirmed, although a small disagreement, due to higher
order terms (greater than 2) of the CRLH dispersion relation, is observed between two consecutive
pulses. Fig. 5.6c and Fig. 5.6d show the input and output voltages at the fractional Talbot distances
of zT/2 and zT/3, respectively. The effect of pulse multiplication is thus clearly confirmed, while
the distortion is smaller because less higher-order dispersion effects occur over a shorter distance of
propagation.
The practical implementation of Talbot devices based on CRLH transmission lines depends on
the technology employed. For instance, with the CRLH parameters used in Fig. 5.6, a microstrip
implementation with a typical unit cell size of 1 cm would lead to a Talbot distance zT of around
17 meters. This is unpractical, specially due to the losses. However, using multilayer technology
[Horii et al., 2005], this distance may be dramatically reduced to sizes in the order of several cen-
timeters, while even lower sizes apply for pulse rate repetition multiplication. This decrease in
length also decreases the total amount of losses, allowing the Talbot effect to be applied in prac-
tical situations, such as the generation of signals with ultrahigh repetition rate or pulse compres-
sion[Berger et al., 2004].
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5.5 Tunable Pulse Repetion-Rate Resonator
5.5.1 Introduction
Resonators have been widely used in microwaves, with applications ranging from filters or os-
cillators to tuned amplifiers (see [Pozar, 2005]). Conventionally, purely RH distributed elements are
used, providing resonances (ωm) at the frequencies where the physical length of the structure is mul-
tiple of half-wavelength. These devices have been mainly analyzed in the harmonic regime, but
little work has been done in the impulse-regime, required in recent developments for ultra wideband
(UWB) systems (see, eg. [Ghavami et al., 2007]).
Composite right/left handed (CRLH) transmission line metamaterials (see
[Caloz and Itoh, 2005]) may be used as distributed resonators, providing unusual characteris-
tics such as the presence of resonant frequencies out of harmonic ratios, or the zeroth-order
resonance. In the latter case, the condition of resonance is independent of the physical length of
the structure, as stated in [Sanada et al., 2003] and [Abielmonaa et al., 2006]. The dispersive nature
of the CRLH lines may provide interesting broadband solutions. However, the study of this line
configured as a resonator has been reported only in the harmonic regime to date.
In this section, a novel broadband CRLH based resonator is proposed. It is shown that the
CRLH resonator can support nonuniform discrete spectral resonances due to the nonlinear nature
of the CRLH dispersion curve (see [Caloz and Itoh, 2005]). Therefore, the pulse spectral components
(broadband excitation with continuous spectrum) inside the resonator are discretized, resulting in
periodic temporal signal, with time period being a function of the modulation frequency. The time
period of the generated train of pulses depends on the spectral separation of the discrete spectral
components, which in turn depends on the modulation frequency. This process can be viewed as a
resonant cavity in pulsed lasers in optics, where only discrete modes are being supported, leading
to generation of optical pulses (see, eg. [Saleh and Teich, 2007]). Moreover, since a CRLH supports
nonuniform resonances, the time period of the generated temporal periodic signal can be tuned ex-
ternally to obtain various output repetition rates.
Inspired from optical pulsed laser systems and resonant cavities, these concepts are introduced
in the microwave domain using impulse-regime CRLH transmission line metamaterials for the first
time. Resonator phenomena and various applications are further discussed. The presented results
have been computed by the time-domain Green’s function approach introduced in Section 4.3 of
Chapter 4, and are further validated using commercial full-wave simulators.
5.5.2 Proposed Resonator
In this section, the principle and implementation of the proposed UWB resonator based on
CRLH transmission line is presented. Although the resonator principle holds in general for different
transmission lines technologies, the use of a CRLH transmission line is proposed, because it provides
additional functionalities, such as pulse delay tunability, resulting in variable output repetition rates.
This behavior can not be obtained with conventional non-dispersive transmission lines.
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(a) (b)
Figure 5.7 – Proposed impulse-regime CRLH resonator and pulse rate multiplicator. (a) Opera-
tion principle. (b) CRLH resonator, constituted of N unit cells of length p, with its
propagation constant γC, characteristic impedance Z0, and total length ` = N p.
Principle
The proposed impulse-regime resonator system is sketched in Fig. 5.7a. The resonator is realized
by terminating the transmission line at both ends by an open circuit (see [Pozar, 2005]). Initially, a fast
switch injects the input pulse into the resonator (see, eg. [Jin and Nguyen, 2005]). Once the pulse has
been injected into the resonator, the switch is set to a high impedance ZR, which reflects most of the
energy back into the line, and transmits only a small amount of energy, which is then amplified, into
the load ZL. The resonator acts as a cavity and therefore supports multiple natural resonances. Due
to the broadband nature of the source, all of the cavity resonances lying within the pulse spectrum
are excited simultaneously, which results into discretization of the continuous input pulse spectrum.
In time domain, the pulse travels back and forth between the cavity walls (high impedance port
terminations, analogous to reflecting mirrors in case of lasers). The signal takes a total time of TP
for completing a single round trip inside the resonator. One of the line termination impedance is
designed to be such that when the pulse reaches the end of the line, the high ZR impedance only
transmits a small amount of energy, reflecting the rest of the pulse back to the resonator. This is anal-
ogous to having partially reflecting mirrors in optical lasers, with typically high reflectivity around
99%. In order to compensate for the line losses, at the output of the resonator a variable gain am-
plifier (VGA) can be used (see, eg. [Lee et al., 2007]), which is synchronized with the input pulse
generator. After the pulse has covered n-round trips inside the resonator corresponding to a time
TM = n TP, n-number of pulses with similar pulse features as that of the input are obtained. There-
fore, the system acts as a 1 : n pulse burst generator. Moreover, after the nth round trip, the switch at
the input changes its position again to connect the generator, in order to introduce a new pulse inside
the resonator to produce another burst of n-pulses. As this process repeats itself (synchronized with
the output), a constant pulse train at the output is obtained. Consequently, the system also acts as a
1 : n repetition rate multiplier.
If the resonator in the system is implemented using conventional right-handed transmission line
technologies, the round trip time TP is fixed (dispersionless). As a result only one repetition rate at
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the output is obtained from a given resonator. Therefore, a new line will have to be designed if
a different repetition rate is required. To enhance the system features in order to obtain variable
repetition rates from the same resonator, a CRLH transmission line can be used. Because of the
nonuniform phase response of the CRLH lines, the output time period of the signal can be controlled
externally using the modulation frequency of the input signal. The new proposed system, using
CRLH lines, is demonstrated and described in the following subsection.
CRLH-TL implementation
A CRLH-TL resonator is depicted in Fig. 5.7b, for an ideal open-ended case . The resonant
frequencies (ωm) of the resonator correspond to these frequencies where the physical length (`) of the
line is multiple (m) of half guided wavelength. Since the CRLH-TL is able to provide negative and
zero values of the propagation constant (β), the number of resonant modes (m ∈ Z) are symmetrically







In addition, the field distribution of a particular resonant mode m presents |m| zeros in the standing




, k = 1 . . . m. (5.12)
From Eq. (5.11), the resonant frequencies are obtained by sampling the dispersion curve [β(ω)]
with a sampling rate of π/`. Due to the nonuniform nature of the CRLH dispersion curve, the
resonant frequencies are out of the harmonic ratios. Specifically, a compression in the resonant fre-
quencies is obtained in the left-handed region. This can be observed in Fig. 5.8, which shows the
dispersion relation for a particular CRLH line, composed of N-unit cells, along with their (2N − 1)
associated resonances (see the stars in the curve of Fig. 5.8).
In the impulse-regime case, the balanced condition of the CRLH (equal and mutually canceling
series and shunt resonances leading to gapless transition from left-handed to right-handed frequency
ranges) is required. When the CRLH resonator is excited with a broadband pulse signal, all the
resonances falling within the spectral band of the pulse are excited. As a result, the continuous
spectrum of the input pulse gets discretized. It is well known from basic signal processing concepts,
that this pulse spectrum discretization consequently leads to a pulse periodicity in time. It should be
noted that depending on the modulation frequency of the input pulse, variable number of resonances
can be excited. Since the spectral separation between these resonances also depends on frequency,
different sampling rates can be applied, and the corresponding repetition rate in time will be tunable.
From the time-domain point of view, the tunable periodicity of the pulse can be explained
through the temporal pulse propagation inside the CRLH line, which in the infinitesimal limit
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Figure 5.8 – Dispersion relation for the CRLH transmission line resonator of Fig. 5.7b and its
resonant frequencies ωm. The line includes N = 16 unit cells of length p = 1.56 cm,
which leads to 2N − 1 = 31 resonances. The circuit parameters are CR = CL = 1.0 pf





















L are per-unit-length and times-unit-length parameters of the
right-handed and left-handed CRLH contributions, and (p) is the unit cell size, following the notation





where ` is the total length of the physical structure. To determine the controlling parameters of TP(ω),






which shows that the two controlling parameters are:
1. The length of the structure (`). Larger structures provide higher ranges of TP(ω). This is shown
in Fig. 5.9, where the variation of TP(ω) as a function of the number of cells (i.e. `) is presented
for a particular CRLH line.
2. The variable ωL, which provides the dispersion features of the CRLH line.
In order to obtain the accurate expression of the group velocity inside the finite line, the ABCD
transmission matrix analysis may be used (see [Caloz and Itoh, 2005]). In this case the propagation
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Figure 5.9 – Round trip time TP(ω) along the CRLH resonator of Fig. 5.8 for different numbers









Note that this expression is valid in all frequency ranges, whereas Eq. (5.13) is only valid near the
transition frequency between the RH and LH regions.
5.5.3 Demonstration with modulated Gaussian pulses
In this section, the response of an ideal CRLH resonator excited by modulated Gaussian pulses is
presented. We have chosen Gaussian pulses because they are convenient to characterize broadband
systems, and are easy to generate in practice. Fig. 5.10 shows the spectral components of a modu-
lated Gaussian pulse as a function of space inside a CRLH transmission line. The pulse [Fig. 5.10a]
is modulated at the CRLH line transition frequency to study the resonances at both, the right and
left handed regions. In addition, the pulse duration (σ = 0.15 ns) is chosen to produce a very wide-
band pulse, in order to excite a large number of resonances. In the spectrum of Fig. 5.10a we can
observe some aliasing at low frequencies. Note that the bandpass characteristic of the CRLH line will
eliminate this aliasing effect.
First, Fig. 5.10b shows the pulse spectral components along the CRLH line, when it is configured
as a transmission line. As expected, all frequencies inside the passband of the line are allowed and
can propagate inside the line. On the other hand, Fig. 5.10c represents the pulse spectral components
when the line is configured as a resonator. In this case, only discrete frequencies are allowed inside
the line, and the pulse spectrum is discretized at the resonant frequencies of the CRLH line. It can
be seen that the discrete components are non-uniformly distributed (see Fig. 5.8). It is also noted


















































Figure 5.10 – Spectrum evolution of a modulated Gaussian pulse propagating along the CRLH
structure of Fig. 5.8. (a) Modulated Gaussian pulse at the input, with carrier fre-
quency fc = 3.183 GHz and temporal width σ = 0.15 ns (see Appendix A). Both,
the pulse envelope and the carrier are shown on the left, while the spectrum of the
pulse is shown on the right. (b) Spectrum evolution along the CRLH structure ter-
minated by matched load (transmission line regime). (c) Spectrum evolution along
the CRLH structure terminated by an open circuit at both ends (resonator regime).
that at the transition frequency ( f = 3.183 GHz), the resonant mode m = 0 provides a uniform
voltage behavior, whereas the rest of the higher order resonances exhibit zeros at the spatial positions
indicated by Eq. (5.12).
Fig. 5.11 shows the temporal evolution of a modulated Gaussian pulse ( fc = 5.0 GHz, σ =
0.25 ns, see Appendix A) as a function of space along a CRLH line. Fig. 5.11a presents the pulse
propagation when the line is matched. In this case, no reflections occur at the end of the line and
all the energy is transmitted. On the other hand, Fig. 5.11b shows the pulse propagation when the
CRLH line is configured as a resonator. In this case, multiple reflections can be observed inside the
line. It is noted that as the pulse bounce back and forth in the line, there is a gradual decrease in the
amplitude level of the pulse due to line losses, which is consistent with the energy conservation.

























































Figure 5.11 – Propagation in time of a modulated Gaussian pulse ( fc = 5.0 GHz, σ = 0.25 ns, see
Appendix A), along the CRLH transmission line of Fig. 5.8. (a) Matched line. (b)
Open-ended line resonator.
5.5.4 Application: Pulse Rate Multiplication
The proposed CRLH resonator can be configured to extract a small amount of energy, for in-
stance, using a high impedance (ZR) connected to another circuit (see Fig. 5.7a), or even using a
broadband coupled line coupler (see, eg. [Mongia et al., 1999]). Using such small energy extraction
mechanism, a train of pulses with similar features as the input is obtained at the output. Note that the
frequency components of the generated pulses are exactly the same as in the input pulse, since the res-
onator is based on linear systems, and therefore no new frequency components are generated in the
process (see [Saleh and Teich, 2007]). The maximum pulse bandwidth inside the resonator is related
to the features of the CRLH line, which are scalable in frequency as shown in [Caloz and Itoh, 2005].
Specifically, to allow for a good reconstruction of the periodic train of pulses, maintaining the tunabil-
ity capabilities of the resonator, the number of resonances which should be simultaneously excited
by the input pulse must be around one third of the total number of resonances within the opera-
tional frequency bandwidth of the line. Note that due to the frequency scalability properties of the
CRLH lines, a CRLH resonator may be designed to operate at the desired frequency range, and with
the desired maximum pulse bandwidth (with the restrictions of the available technology). As it was
previously mentioned, the proposed resonator may also be implemented using non-dispersive right-
handed lines. In this case, the resonator could allow for shorter pulses (with higher bandwidth), but
losing the tunable behavior of the device.
At the resonator output, the decrease in the pulse amplitudes can easily be compensated us-
ing a variable-gain amplifier, for instance that proposed in [Lee et al., 2007], synchronized with the
input pulse generator. The main advantage of this approach is that the temporal distance between
two consecutive pulses [TP(ω)] is controlled by the modulation frequency. This is demonstrated in
Fig. 5.12, where the pulse waveforms at the output of the CRLH resonator (just before the amplifier)
are depicted for different carrier frequencies, showing the tunability property of the resonator. These
results have been obtained using the time-domain Green’s function approach presented in Section 4.3
of Chapter 4 and are further validated using the commercial software ADS c© (see Appendix B).
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Figure 5.12 – Gaussian waveforms (σ = 1.0 ns) at the output (ZR) of the CRLH resonator
[Fig. 5.7a] for different carrier frequencies ( f0) showing the tunability of the system.
The CRLH line is composed of 40 unit cells with the same circuit parameters as in
Fig. 5.8. The generator impedance is Zg ≈ ∞ Ω and the load impedance is ZR =
500 Ω. Simulation data from the commercial software ADS c© (see Appendix B) is
included as validation. (a) f0=4.0 GHz. (b) f0=3.5 GHz. (c) f0=3.0 GHz. (d) Results
from the three carrier frequencies together, to show the tunability effect.
After several round trips of the pulse, the energy inside the resonator decreases, due to both the
losses and the energy extracted from the line. To maintain the same pulse rate [TP(ω)] at the output,
a train of pulses is required in the input, with periodicity TM(ω) = n TP(ω) (n ∈ N). Therefore, the
CRLH resonator may be seen as a 1 : n pulse rate multiplication device. This is demonstrated in
Fig. 5.13, which shows the output of a CRLH resonator when it is excited by a modulated train of
pulses, before [Fig. 5.13a] and after [Fig. 5.13b] amplification. Note that the voltage-gain amplifier
behavior is well-defined, because the exponential decay of the voltage due to the losses inside the
resonator occurs in a relative large and previously known time interval TM. In practical cases, the
number of pulses generated (n) depends on the type of CRLH employed and on the features of the
input pulse. In the dispersive (or left-handed) region, the modulation frequency controls the disper-
sion that the pulse will suffer in time-domain. When this dispersion is important, the final shape of
the pulse varies, limiting the repetition rate of the resonator. However, this can be totally compen-
sated using the approach presented in [Schwartz et al., 2008]. In addition, the losses introduced by
the line limit the repetition rate in the entire frequency band (both left and right handed regions).
Nevertheless, the practical values of (n) are high enough to provide a considerable increase in the
repetition rate for most applications, with the additional advantage of tunability.
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Figure 5.13 – Gaussian waveforms at the output of the CRLH resonator of Fig. 5.12d for a pulse
train excitation ( fc = 5.0 GHz, σ = 1.0 ns, TP = 6.35 ns and TM = 8TP ns). (a) Input
pulse train (dashed) and output pulse train (solid) before amplification (at ZR). (b)
Amplifier gain (dashed) and output pulse train (solid) after amplification (at ZL).
5.6 Nonlinear Effects and Electronic Balancing of CRLH Lines
5.6.1 Introduction
In this section, the phenomenology of pulse propagation along non-linear CRLH transmission
line is examined. As previously stated, CRLH TLs represent a general dispersive medium, specially
in the LH frequency range. The dispersion introduced by the CRLH medium is combined with
non-linear effects. As explained in Section 4.3.2 of Chapter 4, nonlinearity can easily be achieved
using hyper abrupt diodes, which loads the transmission line, leading to the CRLH circuital model
shown in Fig. 4.9. The combination of both phenomena, dispersion and non-linearity, leads to novel
phenomena (such as self-phase modulation, the formation of soliton waves [Gupta and Caloz, 2007],
etc.), which usually appear in the optics regime [Saleh and Teich, 2007], and that may be reproduced
at microwaves, providing interesting applications.
The first main goal now is to validate the numerical technique proposed in Section 4.3.2 of
Chapter 4, which models pulse propagation along non-linear CRLH TL. For this purpose, the prop-
agation of a modulated pulse along this media is carefully studied and validated using full-wave
commercial software. The effects of both phenomena, dispersion and non-linearity, are shown to-
gether along the line, confirming the harmonic generation effect. Then, an experimental prototype
of a non-linear CRLH line is fabricated and measured. A new unit-cell circuital model is proposed
in order to accurately characterize the real line. The variation of the varactor’s DC bias is further
exploited to provide control of the TL’s band-gap near the CRLH transition frequency, which leads
to an electrical balancing of the line. Finally, pulse harmonic generation is experimentally demon-
strated, showing good agreement with the proposed theory.
188 Chapter 5: Optically-Inspired Phenomena at Microwaves
Original Method Interpolated Method Improvement
Time [seconds] Time [seconds] %
325.57 65.12 ≈ 80
Table 5.1 – CPU-time comparison for the pulse propagation computation along a non-linear
CRLH, obtained with the original and with the interpolated schemes.
5.6.2 Numerical Validation
The numerical method proposed in Section 4.3.2 of Chapter 4 is able to model pulse propagation
taking into account two different phenomena, dispersion and non-linearity. In order to show the
practical value of the proposed technique, a modulated Gaussian pulse (with f0 = 2.5 GHz, V0 = 1 V
and σ = 0.4 ns, see Appendix A) is fed into a non-linear CRLH line (composed of 48 unit cells,
with unit length equal to p = 1.56 cm, circuit parameters C0 = CL = 1.0 pF and LR = LL =
2.5 nH and non-linear parameters η = α = 8 · 10−13, as described in Section 4.3.2 of Chapter 4).
This configuration may easily be implemented (for instance, in MIM technology) and provides both,
dispersion and non-linearity phenomena.
Fig. 5.14a presents the temporal output waveform of the pulse, computed with the proposed
method and validated with the commercial software ADS c© (see Appendix B). As can be observed,
very good agreement is achieved. Fig. 5.14b depicts the spectrum waveform of the pulse, at the posi-
tion of z = 0.7 m (i.e. in the middle of the non-linear CRLH line, which has been sandwiched by two
PRH lines), obtained by both, the proposed technique and ADS c©. Again, the agreement between
the two different methods is good. In the figure, pulse generation at a frequency multiple of the in-
put pulse is clearly visible, confirming the non-linear behavior of the line. In Fig. 5.14c the temporal
propagation of the input pulse (envelope) along the structure is shown. It is interesting to observe the
reflected waves along the media, produced by the characteristic impedance fluctuations with time at
each unit cell. The pulse spreading, due to the dispersive features of the line, is also clearly visible.
Fig. 5.14d presents the spectrum evolution of the pulse along the medium, showing the harmonic
generation. Note that the low frequencies of the input pulse have been filtered out by the band-pass
behavior of the CRLH line. The explanation of the frequency variations along the line is as follows.
Initially, the pulse enters into the non-linear CRLH with a maximum amplitude of V0, which creates
a moderate impedance discontinuity (due to the Bloch impedance variation). This creates reflected
waves, as previously commented. In addition, this initial amplitude V0 also generates harmonics
with a maximum of amplitude at the beginning of the line. Then, as long as the pulse is propagating
though the medium, the amplitude of the pulse is decreasing, due to the dispersion, consequently
decreasing the amplitude of the generated harmonics. Note that an interference pattern occurs in the
last CRLH-PRH transition, due to a small temporal dependent impedance mismatch.
The previous results were computed using the interpolated method proposed in Section 4.3.2 of
Chapter 4, which directly superimpose with the results from the proposed method without using the
interpolation. In Table 5.1 we present a comparison, between the original and interpolated methods,
for the time required to compute the results presented in Fig. 5.14. For this computation, we have
employed a total of 600 time steps (between 0 and 18 ns) and we have analyzed a total number of 2000
spatial points, uniformly distributed along the 3 mediums (2 PRH and 1 non-linear CRLH composed
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Figure 5.14 – A modulated Gaussian pulse ( f0 = 2.5 GHz and σ = 0.4 ns, see Appendix A) is
fed into a non-linear CRLH TL (48 unit cells, with unit length equal to p = 1.56 cm,
circuit parameters C0 = CL = 1.0 pF and LR = LL = 2.5 nH and non-linear pa-
rameters η = α = 8 · 10−13, see Section 4.3.2 of Chapter 4) sandwiched with two
conventional right-handed lines. (a) Output waveform (only enveloped shown)
provided by the proposed method and validated with ADS c© (see Appendix B). (b)
Spectrum waveform provided by the proposed method and validated with ADS c©,
at the distance z = 0.7 m. (c) Propagation of the input pulse (envelope) along the
lines. (d) Spectrum evolution of the pulse along the lines.
of 48 unit-cells). Note that the exact propagation constant has been calculated just for 11 values of CR,
at each frequency, in order to provide accurate data for the interpolation. These capacitor values are
computed following Eq. (4.46) (see Section 4.3.2 of Chapter 4), employing as an input voltage discrete
values from a uniform discretization of the input pulse amplitude range. The time required for this
computation has already been included in the data shown in Table 5.1. In Fig. 5.15, the maximum
relative errors during the propagation constant computation, for different values of frequency, are
presented. As can be observed in the figure, the maximum error achieved with the interpolated
method is always below 0.1%, due to the very smooth behavior of the CRLH propagation constant
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Figure 5.15 – Relative errors between the original and interpolated calculation of the propagation
constant, versus CR for different frequencies.
under weak non-linear conditions. Thereby, the use of the interpolated method is justified, providing
an 80% reduction of the computational cost while maintaining high accuracy.
5.6.3 Experimental Demonstration
The practical implementation of a non-linear line is not simple. This is because the CRLH TL
should be designed as a balanced line [Caloz and Itoh, 2005] (i.e. mutual cancelation of the series
and shut resonances), taking into account the varactor influence. A microstrip prototype of this type
of non-linear CRLH TL has been fabricated and tested (see Fig. 5.16). This line is composed of N = 16
unit cells of length p = 1.56 cm. In this real case, there are more shunt capacitors to consider than
just the lumped varactor. Specifically, the microstrip structure itself provides a parasitic capacitance
(denoted as CRStruc) which is in shunt with the varactor. Furthermore, due to a limitation on the
available varactors, a lumped capacitor (denoted as CRLump) has also been added to increase the
overall shunt capacitance of the unit cells (in order to balance the line). Taking into account these
considerations, the proposed unit cell circuital model of the non-linear CRLH line of Fig. 5.16 is as
shown in Fig.5.17.
This model provides non-linearity through the capacitance provided by the varactor (CRVarac),
which varies as a function of the input voltage. Note that the voltage at the varactor terminals [VIk(t)]
is different than the voltage at the node of the unit cell [Vk(t)]. Specifically, using the formalism of





In addition, the total shunt capacitance of the non-linear unit cell (equivalent to CR of a regular
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Figure 5.16 – Top view of a microstrip non-linear CRLH prototype, including N = 16 unit cells
of length p = 1.56 cm.
Figure 5.17 – Equivalent circuit model for the non-linear CRLH unit cells kth and (k + 1)th, re-
ferred to the prototype shown in Fig. 5.16. The total shunt capacitor (CR) is com-
posed of CRStruc = C′RStruc p (which depends on the physical structure of the line) in
shunt with the series connection of CRLump (lumped capacitor) and CRvarac (lumped
varactor which introduces the nonlinear behavior of the line).
circuital CRLH unit-cell model) may be expressed as




Following the proposed non-linear unit-cell model, the circuital parameters which describe a
unit-cell of the fabricated prototype are LR = 4.5657 nH, LL = 2.0129 nH, CL = 0.80514 pF,
CRStruct=1.715 pF and CRLumped=1.0 pF. The model of the varactor is MSV34,067-E28/0805-2, which
may be characterized as
CRVarac(t) = ae
bVk(t) + cedVk(t), (5.20)
where a = 6.849 · 10−13, b = −0.4991, c = 3.890 · 10−13 and d = −0.01694.
An interesting application of a CRLH TL loaded with varactors is the possibility to electronically
balance the line. Specifically, the variation of the varactor’s DC bias provides an electrical control
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Figure 5.18 – Scattering parameters of the non-linear CRLH transmission line of Fig. 5.16, as a
function of the DC Bias voltage. The simulated data has been obtained using a
circuit analysis [Caloz and Itoh, 2005], taking into account the proposed non-linear
unit cell model (see Fig. 5.17). (a) DC Bias=0 V. (b) DC Bias=3 V. (c) DC Bias=9 V.
(d) DC Bias=20 V.
on the band-gap of the transmission line, which arises at the CRLH transition frequency. This is
demonstrated in Fig. 5.18, where the scattering parameters of the non-linear line of Fig. 5.16 are
shown as a function of the bias voltage. Fig. 5.18a shows the S parameters in the case of VBIAS = 0 V.
As can be observed, a band gap appears at the transition frequency of the line, i.e. the line is clearly
unbalanced (see the gap which appears around the transition frequency, f = 2.55 GHz). However,
after changing the bias voltage to VBIAS = 20 V, the total shunt capacitor of each unit cell is modified,
leading to the scattering parameters of Fig. 5.18d. In this case, the band gap is electronically closed,
due to the varactor influence (the shunt resonance has been modified and now is able to cancel
the series resonance). It is important to remark the very good agreement obtained with the unit
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Figure 5.19 – Experimental study of pulse propagation along a non-linear CRLH transmission
line. (a) Overview of the entire set-up and equipment employed. (b) Spectrum of
a modulated Gaussian pulse ( f0 = 1.8 GHz, σ = 4.5 ns, see Appendix A) after its
propagation along the non-linear CRLH transmission line of Fig. 5.16, computed
by the non-linear time-domain Green’s functions approach and validated against
measurements.
cell model proposed in Fig.5.17 as compared with measurements (even in the case of different bias
voltages), confirming the accuracy of the proposed model.
In order to further validate the the non-linear formulation proposed in Section 4.3.2 of Chapter 4,
pulse propagation along the non-linear line of Fig. 5.16 is studied. In this case, the formulation is
modified in order to take into account the novel unit-cell circuital model proposed in Fig. 5.17. The
experimental set-up employed for the study is shown in Fig. 5.19a. The Gaussian pulse generated
using an arbitrary pulse generator is modulated using a microwave mixer and is then fed into the
non-linear CRLH line. Finally, the output pulse is recovered by a spectrum analyzer. Note that a
DC voltage source is employed to control the DC bias of the varactor. Fig. 5.19b presents the output
spectrum of the modulated Gaussian pulse ( f0 = 1.8 GHz, σ = 4.5 ns and V0 = 5 V) after its
propagation along the non-linear CRLH transmission line of Fig. 5.16 (VBIAS = 5 V), computed by
the non-linear time-domain Green’s functions approach and validated with measured data. Note
that a new Gaussian pulse, modulated at double frequency of the original (around 3.6 GHz), appears
at the output due to the second harmonic generation of the non-linear line. The agreement between
simulations and measurements is quite good, especially taking into account the set-up tolerances,
thus validating the proposed non-linear method.
5.7 Real Time Spectrogram Analyzer (RTSA) System
5.7.1 Introduction
Ultra wide band (UWB) systems have grown in popularity due to their high data rate capabil-
ity and their immunity to multipath interference [Ghavami et al., 2007], [Oppermann et al., 2004]. In
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most of today’s UWB systems, such us radar, security and instrumentation or electromagnetic in-
terfence/compatibility, ultrafast-transient signals are involved. In order to accurately observe and
understand such signals, both spectral and temporal information are simultaneously needed. There-
fore, a real-time spectrogram analyzer (RTSA) is required to monitor these UWB signals, providing
the transient behavior of each instantaneous frequency in real time.
In order to analyze these type of nonstationary signals, joint time-frequency representations may
be employed. This type of representation consists on a 2-D plot of a signal, where the energy distri-
bution is related to an image in a time-frequency plane. The joint time-frequency representation
provides information related to the temporal evolution of each spectral component, and the exact
amplitude and location in time of each frequency. Thus, this representation gives a complete char-
acterization of the signal, including frequency, phase and amplitude response. Therefore, this type
of representation is ideal for real-time spectrum analysis. In order to obtain the joint time-frequency
representation, several numerical techniques can be employed [Cohen, 1989], with spectrograms and
the Wigner-Ville distribution being the most common.
The current state-of-the-art in RTSA systems is based on computing the spectrogram related to
an unknown test signal. Spectrograms can be obtained employing either a digital or an analogic ap-
proach. The choice of one or other approach depends on the technology and frequency restrictions
of the input signal. However, independently of the implementation and technology employed, spec-
trograms suffer from the fundamental "uncertainty principle" limitation, which states [Cohen, 1989]
∆t∆ f ≥ 1
2
, (5.21)
where ∆ f is the bandwidth of the gated signal and ∆t is the gate duration. This implies an inherent
trade off between time and frequency resolution for all spectrograms.
At microwave frequencies, there are two main approaches to obtain the spectrogram of an un-
known input test signal:
Digital RTSAs. The use of short-time Fourier transforms (STFT) [Oppenheim, 1996] is the more
usual implementation of RTSA at microwaves. The unknown input signal is periodically time-
















where g(t) is a gate function and x(t) is the unknown input signal. This completely digital
approach has two main drawbacks. First, it requires the use of fast processors and large mem-
ories. Second, due to the previous restrictions, digital-based RTSA are limited to input signals
of only a few hundred megahertz and to spectrograms resolutions of only a few microsecond.
Furthermore, a delay due to the computational time is always present. Currently available
RTSA are restricted to analyze signals with duration of less than around 50 µs. Therefore, this
type of RTSA are not appropriate to characterize UWB signals.
Bank of Filters. In this approach, the unknown input signal is split into different channels and fil-
tered out employing a bank of filters. The filters are designed to have a contiguous central
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frequencies. After each filter, a receiver is employed to monitor the temporal evolution of each
channel. Finally, the outputs of all filters are combined to generate the desired spectrogram of
the unknown input signal [Amin and Feng, 1995]. The main disadvantage of this approach is
that it requires a very large number of channels, in order to obtain high frequency resolutions.
Consequently, the system is very complex and expensive. Furthermore, extremely narrow-
band filters are required in order to implement the bank of filters. This is very challenging,
specially at high frequencies. Due to all these restrictions, this RTSA approach has never been
implemented or experimentally verified at microwaves.
At optics, RTSAs are usually fabricated employing an analog implementation of the STFT. This
is usually obtained by a self-gating process achieved by a nonlinear second-harmonic generating
crystal [Trebino, 2002]. Another possibility is the use of Bragg cells [Lee and Wight, 1986].
Recently, an RTSA based on the spectral-spatial decomposition of CRLH LWA was proposed
[Gupta et al., 2009a]. In this approach, the CRLH LWA provides an analog implementation of the
STFT, in a similar way as it has been implemented in the optical regime. In order to characterize this
system, full-wave commercial software may be employed. However, the generation of these results
are extremely time consuming due to the complexity of the system and to the temporal nature of
the analysis. An interesting and efficient alternative is to employ the theory developed for the mod-
eling of impulse-regime radiation (see Section 4.4.3 of Chapter 4), in order to fully characterize the
CRLH LWA RTSA system. For this purpose, the system is first described and analyzed. Then, the
results obtained by the proposed numerical technique are validated, first against data from full-wave
commercial software, and then against experimental results. It is demonstrated that the proposed ap-
proach constitutes an ideal numerical tool to model the analog CRLH LWA RTSA system. It provides
not only a fast system modeling technique but also a deep physical insight into the electromagnetic
properties of the structure and a complete flexibility in terms of the possible testing pulses.
5.7.2 CRLH LWA RTSA System & Features
The CRLH LWA RTSA proposed in [Gupta et al., 2009a] is shown in Fig. 5.20. The description
of the system behavior is as follows. First, the spectral-spatial decomposition of the CRLH LWA
is employed to discriminate the frequency components of the input test signal (see Section 4.4.3 of
Chapter 4). Second, a set of probes (antenna receivers) monitor the time variation of each frequency
component. Finally, a postprocessing step performs the analog/digital (A/D) conversion, the data
processing and the display of the spectrogram.
In this RTSA, the CRLH LWA plays a fundamental role. Specifically, its spectral-spatial decom-
position property is used to discriminate the frequency components of the unknown input signal.
Here, the use of CRLH LWAs [Caloz and Itoh, 2005] over regular LWAs [Oliner and Jackson, 2007]
is justified because i) they provide full-space radiation from backfire to endfire in the fundamental
mode, offering a simple and real time separation mechanism, ii) they are scalable in frequency and
bandwidth, allowing to handle UWB signals, and iii) they provide a simple and compact design and
implementation.
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Figure 5.20 – Analog Real-Time Spectrogram Analyzer (RTSA) showing the CRLH LWA, the an-
tenna probes, the envelope detectors, the A/D converters, the DSP block, and the
display with the spectrogram. Reproduced from [Gupta et al., 2009a].
Following the impulse-regime behavior of a CRLH LWA (see Section 4.4.3 of Chapter 4 and
Fig. 4.28), when a CRLH LWA is excited by a pulse signal, the different spectral components of the
input pulse radiate in different directions at any particular instant. Therefore, the CRLH LWA per-
forms an analog spectral to spatial decomposition of the signal, following the beam scanning law
of the LWAs [Eq. (4.1)]. In this sense, the CRLH LWA can be seen as a microwave counterpart of
an optical diffraction grating, with the advantage that the input signal is fed at a single point of the
generator (and it does not require a spatial illumination).
One important step which must be taken before a practical use of the CRLH LWA RTSA system
is its calibration. A one-time power calibration procedure is required to take into account for the
angular nonuniformity of the radiated signal, due to the actual directive radiation pattern of the
CRLH LWA [Caloz and Itoh, 2005]. The power received at each probe location is monitored, and
a power normalization vector, as a function of the probe position, is constructed. This vector will
compensate for the nonuniform gain profile of the transmitting CRLH LWA and antenna receivers,
as well as for free-space losses and possible impedance mismatch. Once the calibration procedure is
finished, arbitrary testing signals are recovered as the direct product of the measured signals and the
power calibration function.
The analog CRLH LWA RTSA system provides several advantages and benefits as compared
with other RTSAs at microwave frequencies. First, this approach is completely analog and real time.
Therefore, there is not requirement of large memories and fast processors, just a light postprocessing
stage. Second, the same RTSA system can use different CRLH LWAs, in order to be flexible and to
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Figure 5.21 – Impact of the LWA size ` on the time-frequency resolution of the spectrograms
generated by the an analog CRLH LWA RTSA.
cover several frequency ranges. The use of new technologies to fabricate CRLH LWAs allows the use
of a wide variety of input signals, from microwave up to potentially millimiter-wave frequencies.
Third, the CRLH LWA RTSA system is inherently broadband, and it can be designed to process the
100% of an input signal bandwidth.
On the other hand, the CRLH LWA RTSA system has also to deal with some drawbacks. First,
it requires a far-field probe configuration, which makes the system relatively large. However, the
system can possibly be compacted employing near-field to far-field transformations (which will add
additional postprocessing and will complicate the system). Second, the physical length of the LWA
represents a space-gating mechanism which controls the time resolution of the resulting spectro-
grams. This is clearly shown in Fig. 5.21, where a slice of the signal’s spatial waveform is presented
on and radiating from the antenna. This space-gated waveform experiences spatial-spectral decom-
position from the CRLH LWA where its various spectral components are discriminated in space. The
shorter the antenna, the better the sampling of the signal spatial profile, which leads to a better tem-
poral resolution (and vice versa). This space gating is equivalent to a temporal gate of ∆t = `/vg,
where vg is the group velocity along the LWA. Third, the time and frequency resolution also depends
on the detector’s response time and sampling frequency. Forth, the physical length of the aperture
controls the directivity of the LWA (i.e. the frequency resolution of the generated spectrogram).
Therefore, the longer the antenna, the better the frequency resolution of the spectrogram (but worse
time resolution, as previously explained). Finally, the total number of probes placed in the far field
of the antenna also controls the frequency sampling of the spectrogram. Due to this fundamental
tradeoff between time and frequency resolutions, the length of the CRLH LWA antenna is critical. A
particular analog RSTA will have a specific minimum time resolution directly related to this length.
However, a commercial analog RTSA could offer CRLH LWAs of different lengths, which could be
switched by the user to accommodate different signals.
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(a) (b)
Figure 5.22 – CRLH LWA configuration under study. a) 1D antenna composed by 16 -1 cm- long
cells, with CRLH parameters [1] CR = 1.8pF, CL = 0.9pF, LR = 3.8nH, LL = 1.9nH,
and with 91 probes placed in a semi-circular far-field configuration. b) 2D antenna
array composed by 5 elements separated by 5 cm, and with 1369 probes placed in
a semi-spherical far-field configuration.
5.7.3 Numerical Validation & Experimental Demonstration
In this subsection, the time-domain Green’s function approach introduced in Section 4.4.3 of
Chapter 4 is employed to model a CRLH LWA RTSA. First, the time-domain Green’s function ap-
proach is validated against full-wave simulations, reproducing simple spectrograms. Then, the for-
mulation is applied to analyze a finite array of LWA, which provides a pencil-beam. Once the for-
mulation has been validated, its use to model a CRLH LWA RTSA is further studied. Initially, the
calibration of the RTSA system is numerically performed, as a function of the CRLH LWA employed.
Next, several spectrograms related to complex UWB input signals are obtained and the advantages
and drawbacks of the proposed method against full-wave commercial software are discussed in de-
tail. Finally, experimental measurements are included to demonstrate the accuracy of the technique
developed to model the CRLH LWA RTSA system.
First, the impulse-regime radiation of both a single CRLH LWA and a CRLH LWA array, shown
in Fig. 5.22, is studied with the proposed formulation and validated using commercial software. The
antenna under study is composed by a total of 16 -1 cm- long unit cells, with circuital parameters
of CR = 1.8pF, CL = 0.9pF, LR = 3.8nH and LL = 1.9nH (see Fig. 5.22a). In the case of the CRLH
LWA array, it is composed by 5 identical CRLH LWA elements, which are separated a total of 5 cm
from each other (on the y-axis, see Fig. 5.22b). The radiation from the antennas are calculated at
specific points in space, which corresponds to the probe locations. Therefore, the proposed model
does not take into account for the antenna probe receiving pattern, which are just modeled as simple
time-domain observation points in space. However, the influence of these patterns can easily be
introduced in the formulation.
The antenna shown in Fig. 5.22a is excited by two input pulses. The first pulse is a simple modu-
lated Gaussian pulse, with f0 = 3.1 GHz, σ = 0.5 ns, whereas the second pulse has the same features,
but including a chirp modulation with parameter C = 1 (see Appendix A). The radiation is picked
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(a) (b)
Figure 5.23 – Spectrograms obtained by the proposed time-domain Green’s function approach
for the 1D CRLH LWA of Fig. 1a, and compared with CST c©, results. (a) CW-
modulated Gaussian pulse excitation. (b) Chirp-modulated Gaussian pulse exci-
tation.
up by the probes placed in far-field and it is collected in order to compose a spectrogram of the input
pulse. As it can be observed in Fig. 5.23, the agreement in the spectrograms obtained by the proposed
method and the commercial software CST c© is excellent. It is important to remark that the proposed
formulation spends about 30 seconds to obtain a single spectrogram, whereas the commercial soft-
ware CST c© lasts about 12 hours to perform this type of simulation (same Pentium IV computer, dual
core 2.5 GHz, 2 GB of RAM). Part, but far not all, of this huge computation time reduction is due to
the fact that the proposed method uses an equivalent transmission line model of the real antenna.
The proposed formulation has also been applied to analyze the impulse regime response of a
CRLH LWA array (see Fig. 5.22b). Specifically, the array is excited by a chirp-modulated Gaussian
pulse (with f0 = 2.75 GHz, σ = 0.5 ns and C = −3, see Appendix A). The far-field radiation patterns
are presented in Fig. 5.24. Due to the chirp’s instantaneous time variation of frequency, the beam is
steered as a function of time, providing instantaneous scanning. The analysis was performed in 65.5
minutes, using the proposed time-domain Green’s function approach, while CST c© failed to produce
these results on the same PC due to insufficient computational resources.
Once the proposed formulation has been validated, a complete RTSA system can easily be mod-
eled. For this purpose, consider a CRLH LWA which is composed of 32 unit cells of length p = 1.0 cm,
with circuital parameters of CR = CL = 1.0pF and LR = LL = 2.5nH. In order to complete the
analog RTSA system, a total of number of 181 observation probes are placed in a semi-circular
configuration, as shown in Fig. 5.22a. The first step to model the RTSA is to perform the calibra-
tion of the system. This is necessary to compensate for the different power levels received at each
probe [Gupta et al., 2009a], due to the directivity variation with frequency [Caloz and Itoh, 2005]. For
the calibration, a narrow-band signal is modulated to the different fast-wave frequencies [following
Eq. (4.1) (scanning law)] and subsequently radiated by the LWA. Then, the maximum power received
at each probe is stored, obtaining a normalization rule for this particular system configuration. In our
example, the calibration data is shown in Fig. 5.25.
After the RTSA system has been calibrated, it can be efficiently used to obtain spectrograms of
an unknown input signal. For the method validation, the actual temporal and frequency information
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Figure 5.24 – Real-time normalized electric field radiated by the CRLH LWA array of Fig. 5.22b
computed by the proposed time-domain Green’s function approach (top view of
the semi-spherical region) as a function of time for a chirped-modulated Gaussian
pulse excitation. The radiation angle from array phase feeding is here of 45◦ in the
yz plane (see Fig. 5.22b).
























Figure 5.25 – Maximum electric field obtained at the different positions of the probes, used for
the calibration of a RTSA system. The CRLH LWA employed is composed of 32
unit cells of length p = 1.0 cm, with circuital parameters of CR = CL = 1.0pF,
LR = LL = 2.5nH.
of an input test signal, previously known, is employed.
In the first example, the CRLH LWA is fed by a signal composed of three modulated Gaussian
pulses. The first pulse has a positive-chirp modulation (which means that the modulation frequency
is increasing with time), and the third pulse has a negative-chirp modulation. The spectrogram ob-
tained with the proposed method, after calibration, is depicted in Fig. 5.26, including an additional
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Figure 5.26 – Normalized spectrogram of a three chirp-modulated Gaussian pulses, with chirp
parameters C = −[10, 0, 10], modulation frequency f0 = 3.19 GHz and temporal
width σ = 1.0 ns (see Appendix A), computed with the proposed technique. The
inset shows the analytical time response of the signal.
(a) (b)
Figure 5.27 – Normalized spectrogram of a self-phase modulated pulse (SPM), with f0 =
3.4 GHz, m = 1, z = 10 and σ = 1.0 ns [following the notation of Appendix A].
The inset shows the analytical frequency response of the signal. (a) Without power
calibration. (b) Including power calibration.
graph showing the analytical temporal representation of the signal. As can be observed in the figure,
the spectrogram follows the signal variations in time (the three pulses are clearly observable) and
also, simultaneously, in frequency. It is especially interesting to observe the transition between two
consecutive pulses, where frequencies corresponding to different pulses appear at the same instant.
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Figure 5.28 – 1D CRLH LW antenna composed by 14 -0.8 cm- long cells, with circuital parameters
CR = 1.29 pF, CL = 0.602 pF, LR = 3.0 nH and LL = 1.4 nH. a) Photo of a microstrip
CRLH LWA prototype. b) Scattering parameters. c) Dispersion relation.
In the second example, a self-phase modulated pulse is employed to feed the CRLH LWA. This
pulse has strong variations in frequency, as show in Fig. 5.27. The spectrogram has been obtained
using the formulation presented, initially without the power compensation [see Fig. 5.27a] and then
introducing this correction [Fig. 5.27b]. As can be seen in the figures, the calibration system correctly
modifies the spectrogram levels, accurately characterizing the input pulse both in frequency and
time. Note that the antenna length plays an important role to frequency discrimination, because it
is related to the antenna directivity. A larger antenna, with increased directivity, will also be able to
follow the faster frequency variations of the pulse.
The main advantage of the RTSA system is its analogue nature, able to provide real-time spectro-
gram results in practice. The method proposed here is able to perform a quick (about 30 seconds) and
accurate modeling of the system, with deep insight into the CRLH LWA time-radiation properties,
and avoiding the extremely time-consuming analysis required in full-wave simulations (usually be-
tween 8 − 12 hours). Therefore, it provides a fast tool to configure an RTSA system and to determine
a priory the range of input signals which can accurately be characterized for a given CRLH LWA..
Finally, experimental results from a RTSA prototype are included for a complete system valida-
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tion. For this purpose, a CRLH LWA fabricated in microstrip technology and composed of 14 -0.8 cm-
long unit cells, with circuital parameters CR = 1.29 pF, CL = 0.602 pF, LR = 3.0 nH and LL = 1.4 nH,
is employed. A photo of the fabricated antenna is depicted in Fig. 5.28a, whereas a comparison of
the measured and simulated scattering parameters is shown in Fig. 5.28b. Furthermore, Fig. 5.28c
presents a simulation-measurements comparison of the antenna dispersion relationship. As can be
observed, the CRLH LWA presents its transition frequency at 3.745 GHz. The antenna fast-wave fre-
quency region starts at about 3.1 GHz (related to backfire radiation), and it is extended until 4.7 GHz
(related to endfire radiation). Note that several resonances occur within the fast-wave frequency re-
gion (close to endfire), degrading the antenna performance. These resonances are due to internal
resonances of the interdigital capacitors employed in the antenna prototype [Caloz and Itoh, 2005],
and they are not considered in the circuital model of the LWA.
In order to measure the spectrogram of the test signals, a single receiver was used and rotated
around the circular far-field trajectory of the system (specifically, between θ = −80◦ and θ = 80◦
with increments of 5◦). The RTSA system is calibrated employing a linear frequency ramp. Af-
ter calibration, the CRLH LWA is excited by a modulated Gaussian pulse, with FWHM of 3.5 ns.
Fig. 5.29 presents a comparison between simulations (obtained by the time-domain Green’s function
approach) and measurements, as a function of the pulse modulation frequency. It can be observed
that a very good agreement is achieved in all cases. First, the pulse modulation frequency is set
to 3.3 GHz, which corresponds to backwards radiation. This is clearly shown in the spectrograms
of Fig. 5.29a and Fig. 5.29b. Then the modulation frequency is set to the CRLH LWA transition fre-
quency, which corresponds to broadside radiation. As expected, the obtained spectrograms (see
Fig. 5.29c and Fig. 5.29d) confirm the change in frequency. Finally, pulse modulation frequency is set
to 4.2 GHz, which corresponds to a forward direction. Again the spectrograms show the changes in
the pulse frequency, experimentally verifying the RTSA system and confirming the usefulness of the
proposed theoretical approach to model this type of analog systems.




Figure 5.29 – Spectrograms obtained by the proposed RTSA model (figures on the left) and by
experiments (figures on the right), employing the CRLH LWA of Fig. 5.28. A mod-
ulated Gaussian pulse with FWHM = 3.5 ns feeds the antenna. The pulse modula-
tion frequency is set to 3.3, 3.745 and 4.2 GHz, corresponding to backward [(a) and
(b)], broadside [(c) and (d)] and forward [(e) and (f)] radiation, respectively.
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5.8 Frequency-Resolved Electrical Gating (FREG) System
5.8.1 Introduction
Analog CRLH LWA RTSAs [Gupta et al., 2009a] generate the spectrogram of an unknown input
signal in real-time, using the spectral-spatial decomposition property of the leaky-wave antenna,
with minimal requirements on computational resources. This system provides important benefits
over any other RTSA at microwave frequencies. However, as explained in Section 5.7.2, the time
and frequency resolution of the generated spectrograms directly depends on the physical length of
the CRLH LWA, which is fixed in a given system. Therefore, a particular antenna can only handle a
limited range of input signals, which must fulfil specific time and frequency constrains. This imposes
an important limitation to the CRLH LWA RTSA systems.
This section proposes a novel analog approach to obtain spectrograms, where the hardware
dependence is suppressed, at the cost of the requirement of periodicity of the input signals. This
approach is inspired from a similar system known in optics as Frequency Resolved Optical Gating
(FROG) [Trebino, 2002], where a self-gating principle is applied to provide close to ideal spectro-
grams for arbitrary test signals. Here, we propose a microwave counterpart of the FROG system,
which is termed Frequency Resolved Electrical Gating (FREG). This system is very useful for the
measurement and characterization of fast-varying non-stationary UWB signals and ultrashort pulses.
5.8.2 FREG System & Features
In order to compute a spectrogram of a signal x(t), a gating function g(t) is required, as was
shown in Eq. (5.22). Using a self-gating approach, instead of using a separate time signal as the gate
function, the envelope of the testing signal itself is used as the gating function, i.e. g(t) = |x(t)|. The















The proposed FREG system, based on this self-gating principle and on the spectral-spatial decom-
position property of the CRLH LWA, is depicted in Fig. 5.30. The testing signal, whose spectrogram
is to be generated, is split into two channels. One of the channels is envelope detected and passed
through a tunable delay line. The two channels are then mixed together. The mixer thus performs the
self-gating process at a given time delay instant τ. This self-gated signal is then injected into a CRLH
LWA which spectrally resolves it in space. Once the frequency components are separated in space,
antennas circularly placed in the far-field of the LWA receive the different frequency components
corresponding their angular position. All the received signals are then digitized and summed, before
being stored for spectrogram display. This process is repeated for different values of the time delay
τ so that the entire test signal is scanned, according to Eq. (5.23), until the spectrogram is fully con-
structed. Since, the beam scanning law of CRLH LWA is nonlinear in nature, a final post-processing
step is required to linearize the spectrogram [Gupta et al., 2009a].
The proposed system exhibits significant advantages over the analog RTSA system and purely
digital systems. Due to the self-gating process, neither the time nor the frequency resolutions of the
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Figure 5.30 – Proposed frequency resolved electrical gating (FREG) system.
generated spectrogram depend on the physical length of the antenna. The time and frequency reso-
lutions are thus dependent only on the time signal itself and the hardware dependence spectrogram
is suppressed. The LWA simply plays a role of spectral decomposer which, when longer (higher
directivity), provides better separation of frequencies in space.
The choice of the gate duration is an important parameter to achieve an optimal time – frequency
resolution in the spectrogram. An optimal gate duration for pulses with dominating phase variations
is given by Tg ≈ 1/
√
2|φ′′(t)|, where φ′′(t) is the second time derivative of phase [Cohen, 1989].
This duration permits the resolution of the fastest phase variations. For general pulse measurement,
a gate duration as short as the testing signal itself or slightly shorter is thus desirable. Since the
FREG system is based on self-gating, the gate duration is close to optimal and the corresponding
spectrograms are ideal [Trebino, 2002].
Moreover, the proposed system being analog in nature, neither require fast processors nor huge
memory buffers, which avoid placing a heavy computational burden on the system. Furthermore,
the system is frequency scalable and sufficiently broadband to handle a wide variety of UWB signals.
As mentioned above, the length of the LWA controls the spectral decomposition of the gated signal,
which is improved as the physical length of the antenna is increased.
Finally, since it uses a multi-shot measurement procedure, where the testing signal is gated sev-
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Figure 5.31 – Simulated spectrograms. a) Down-chirped gaussian pulse (C1 = −10, C2 = 0,
f0 = 4 GHz). b) Non-chirped super-gaussian pulse (C1 = C2 = 0, f0 = 3 GHz). c)
Up-chirped gaussian pulse (C1 = +10, C2 = 0, f0 = 4 GHz). d) Cubically chirped
gaussian pulse (C1 = 0, C2 = 0.25 × 1028). All pulse have a FWHM duration of
1 ns with a initial pulse offset of t0 = 6.5 ns, and are described using Eq. (A.3) (see
Appendix A).
eral times with different time delays τ, the proposed FREG system requires a periodic signal. This is
one limitation of the FREG system.
5.8.3 Numerical Validation
In order to simulate the proposed FREG system, the time-domain Green’s functions approach
presented in Section 4.4.3 of Chapter 4 is employed. The role of this theory is to model the transient
CRLH LWA behavior, which provides the spectral-spatial decomposition property and is a key com-
ponent of the proposed FREG system. Then, the other components of the system are implemented as
follows. The envelope of the testing signals are numerically obtained and used as a gating function.
The tunable time delay between the replica of the test signal and the gate signal is applied, and the
mixer, which performs the self-gating operation, is modeled by a simple mathematical product. The
resulting signal is then fed into the CRLH LWA. As a final stage, the temporal radiation computed
at the probe locations are integrated as a function of the gate delay (τ), in order to recompose the
desired spectrogram.
Once the numerical model of the system is complete, spectrograms obtained from various test
signals are computed. For this purpose, consider a 16-cell CRLH LWA with the parameters CL =
CR = 1 pF, LL = LR = 2.5 nH and a unit cell size of p = 2 cm, easily implemented in metal-
insulator-metal (MIM) technology [Abielmona et al., 2007]. The various modulated testing pulses are
gaussian and supergaussian-type signals which follow Eq. (A.3), described in Appendix A. Fig. 5.31
shows FREG-generated spectrograms. Figs. 5.31(a) and (c) show the spectrograms of a down-chirped
and up-chirped gaussian pulses, respectively. A faithful representation of a linear instantaneous
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frequency variation is obtained. The spectrogram of a modulated un-chirped super-gaussian pulse
is shown in Fig 5.31(b), where the occurrence of all the frequency components of the signal at the
same time instant are clearly seen. Finally, Fig. 5.31(d) shows the spectrogram of a cubically chirped
(down and up) gaussian pulse. The high frequency components occurring at two different times,
characteristic of cubically chirped pulses, can be clearly identified. These few examples demonstrate
the capability of the proposed FREG system to analyze a wide variety of non-stationary signals.
It is important to point out that a full-wave simulation of the FREG system is extremely time-
consuming. Specifically, the FREG system requires multiple analysis of the impulse-regime response
of a CRLH LWA, fed by different input signals. Since each of these analysis lasts between 8 − 10
hours, the simulation of a complete FREG spectrogram may easily lasts few days, which is completely
prohibitive. On the other hand, the use of the time-domain Green’s functions approach reduces this
time to a few (5 − 8) minutes. Furthermore, the use of this numerical tool provides a deep insight
into the physics of the system, including an electromagnetic modeling of the antenna and a clear
understanding of each step of the proposed FREG system.
Finally, a comparative between the FREG and the RTSA systems is given in Fig. 5.32. The goal of
this analysis is to point out the advantages and disadvantages of each method. For the comparative,
the same input pulse feeds the RTSA and FREG systems, which are based on identical CRLH LWAs.
In the comparative, the number of unit cells N (with size p = 1.56 cm and circuital parameters of
CL = CR = 1 pF and LL = LR = 2.5 nH) of the antenna is modified to perform several tests. The
spectrogram results are then given as a function N, i.e. as a function of the total length of the an-
tenna (` = N · p). For the test, a modulated Gaussian pulse is employed (with f0 = 3.0 GHz and
σ = 0.5 ns). In the figure, the results from the FREG system are placed on the left, whereas the spec-
trograms computed by the RTSA system are located on the right. First, we set in both systems an
antenna with N = 5 unit cells, obtaining the spectrograms shown in Fig. 5.32a and Fig. 5.32b. This
antenna is physically very short, which turns out into a very low directivity. This leads to a very
bad frequency resolution in both spectrograms. On the other hand, this antenna provides an excel-
lent time-gating trade-off, because the energy is radiated as soon as it cames into the antenna, which
turns out into an excellent time resolution in the case of the RTSA system. Thereby, the use of a very
short antenna leads to generally erroneous spectrograms, due to the wide detection of frequencies
which are not part of the input pulse. Second, we modify the CRLH LWA antenna, including now a
total of N = 20 unit cells. This configuration provides a good frequency resolution in both systems,
while the temporal resolution is deteriorated in the RTSA system (due to the use of a longer antenna).
The resulting spectrograms are depicted on Fig. 5.32c (FREG) and Fig. 5.32d (RTSA). As it can be ob-
served, the FREG system provides a completely realistic spectrogram, which faithfully reproduces
the input signal in terms of frequency and time (location and spreading). On the other hand, the
spectrogram obtained by the RTSA has a good frequency resolution, but has some problems dealing
with the temporal duration of the pulse. As previously commented, this problem is due to the prop-
agation of the input pulse meanwhile it is being radiated, as graphically illustrated in Fig. 5.21. And
third, we simulate the FREG and RTSA systems based on the same CRLH LWA, but composed now
of N = 40 unit cells. The results are shown in Fig. 5.32e (FREG) and Fig. 5.32f (RTSA). The spectro-
gram obtained using the FREG system is quite similar to the previous FREG spectrogram (N = 20
unit cells), keeping the temporal characteristics but improving the frequency resolution (because a
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longer antenna provides higher directivity). All relevant features of the input modulated Gaussian
pulse, in terms of frequency and time, can easily be extracted from this spectrogram. However, the
RTSA system provides a completely wrong result. This is because of the excessive length of the
CRHL LWA, which completely destroy the temporal resolution of the system.
The above comparison demonstrates that the proposed FREG system presents important advan-
tages over the RTSA system, specially in terms on temporal resolution, being able to characterize any
unknown UWB input signal. Furthermore, this comparative has shown that the RTSA system can
only deal with signals whose characteristics are -at least overall- previously known. On the other
hand, the main constrains of the FREG system are the complex equipment required, the requirement
of a periodic input signal, and the fact that it is not a completely real-time system.




Figure 5.32 – Spectrograms obtained by the proposed FREG (figures on the left) and RTSA
(figures on the right) systems, based on identical CRLH LWAs for the different
tests. The antennas are composed of different numbers of N cells, with length
p = 1.56 cm and circuital parameters of CL = CR = 1 pF and LL = LR = 2.5 nH.
A modulated Gaussian pulse feeds the systems ( f0 = 3.0 GHz, σ = 0.5 ns). The
resulting spectrograms are given for the case of N = 5 [(a) and (b)], N = 20 [(c) and
(d)] and N = 40 [(e) and (f)] unit cells.
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5.9 Spatio-Temporal Talbot Phenomena
5.9.1 Introduction
The Talbot phenomenon was discovered by H. F. Talbot in 1836 [Talbot, 1836]. As was explained
in Section 5.4, the spatial Talbot effect occurs when a monochromatic wave is transmitted through (or
reflected from) a periodically distributed spatial object. An exact image of the original object appears
at a specific distance (called the Talbot distance, zT) and additional images, with a period multiple
of the original object period, appear at fractional distances of zT . Thanks to the mathematical equiv-
alence between the paraxial Fresnel approximation and the temporal propagation in second-order
dispersive medium (such as optical fibers or CRLH media), the Talbot effect posses a temporal coun-
terpart [Azaña and Muriel, 2001]. In this case, an input pulse train is exactly replicated along the
dispersive medium at the Talbot distance, and a multiplication of the repetition rate of the periodic
signal is observed at fractional Talbot distances.
The spatial Talbot phenomenon has found a wide variety of applications, ranging from ar-
ray illumination [Lohmann, 1987] or phase locking for laser arrays [Liu, 1989], to the multiplica-
tion of the repetition rate of a periodic pulse train [Azaña and Muriel, 1999] or pulse compression
[Berger et al., 2004] in the case of the temporal Talbot effect.
In this section, the spatial-temporal Talbot phenomena is introduced. This novel phenomenon,
reported in the microwave domain, is based on the combination of the conventional monochromatic
spatial Talbot effect and the transient (polychromatic) effect of pulse radiation by a LWA. To produce
this phenomenon, an array of CRLH LWAs is fed simultaneously at all of its elements by a mod-
ulated pulse (see Fig. 5.33). The beams radiated by the different elements generate an interference
pattern which self-image the spatial pulse distribution along the antennas at the Talbot distance. Fur-
thermore, an increase in the repetition rate of this spatial distribution occurs at the fractional Talbot
distances. The CRLH LWA, which is sufficiently directive for a given pulse bandwidth, generates
a paraxial diffraction (i.e. radiation) of the beams, leading to the spatial Talbot effect. This, com-
bined with the transient nature of the pulsed antenna radiation, leads to the spatial-temporal Talbot
phenomenon. In addition, the self-imaging effect replicates the spatial-variation of the pulses as a
function of time at each Talbot zones due to the pulses propagation along the CRLH LWAs.
In the next subsection, the general situation of an array of CRLH LWAs fed by a pulse modu-
lated at a particular frequency is studied, and a closed-form solution for the spatio-temporal Talbot
distance is given. This distance is equal to the regular spatial Talbot distance for the case of broadside
radiation (i.e. modulation frequency set to the transition frequency of the LWA). In addition, note that
a change in the modulation frequency provides a variation in the radiation angle (due the scanning
law of the LWAs [Oliner and Jackson, 2007]), which also contribute to modify the position of the Tal-
bot distance. This change in the radiation angle can also be exploited to electronically tune the Talbot
distance. Moreover, an "aberration frequency region" is defined when the modulation frequency is
selected far from the transition frequency of the antenna. Aberrations arise due to higher-order terms
of the channel transfer function, and are more important as long as the difference between these two
frequencies increases. This affects the self-imaging process, which is progressively distorted, and
finally destroyed.
A similar phenomenon, but for the monochromatic case, has been previously reported in the op-
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Figure 5.33 – Proposed CRLH LWA array configuration for the investigation of the spatial-
temporal Talbot effect. Each antenna radiates the different frequency components
of the input modulated pulse to different angles of space. For the sake of simplicity,
only the envelopes of the pulses at the main Talbot plane and two fractional Talbot
planes are shown.
tical domain, using diffraction gratings [Testorf et al., 1996]. In this case, the diffraction gratings are
illuminated with an oblique plane wave. The behavior of the CRLH LWA in the microwave domain
is similar to the diffraction gratings in optics, but with several advantages. First, CRLH LWAs are
simply fed by an input port. On the contrary, the feeding of the diffraction gratings is more complex,
and requires an external device to generate a plane wave. This plane wave is then used to illuminate
the diffraction gratings. Second, the CRLH LWA scanning law property [Oliner and Jackson, 2007]
electronically performs an off-axis radiation. In the optical domain, the plane-wave generator must
be mechanically rotated to achieve a similar type of off-axis radiation [Testorf et al., 1996]. Third,
the CRLH LWA is a periodic structure, where the length of the unit cell is electrically very small.
Therefore, it does not suffer from important spurious secondary lobes, because it operates in the fun-
damental space harmonic and the higher space harmonics are very little excited. However, note that
the spatio-temporal Talbot phenomenon is only achieved within a particular frequency range. If the
phenomenon must be reproduced at a different range, the antennas of the array should be replaced
by other antennas designed to operate at that frequency range [Caloz and Itoh, 2005].
The tunable spatio-temporal Talbot phenomenon is then numerically demonstrated using the
time-domain Green’s function approach presented in Section 4.4.3 of Chapter 4. The self-imaging
and the pulse multiplication effects are shown within the tunable frequency region, and the aber-
rations which arise from off-axis radiation are studied. Finally, an experimental set-up is used to
demonstrate, for the first time, this Talbot phenomenon. Specifically, an array of 7 CRLH LWAs is
employed to reproduce this effect for the case of broadside radiation at the Talbot distance zT and also
5.9: Spatio-Temporal Talbot Phenomena 213
for the case of off-axis radiation, at the fractional distance zT/2, thereby experimentally validating
the proposed theory.
5.9.2 Tunable Spatio-Temporal Talbot Distance
This section presents the detailed mathematical analysis of the spatial-temporal tunable Talbot
distance, based on an array of beam-steered metamaterial leaky-wave antennas.
Consider an infinite array of CRLH LWAs, with antenna element spacing b and element length `,
where all of the elements are fed simultaneously with the same input pulse, as illustrated in Fig. 5.33.
This pulse is modulated at the frequency ω0 and, assuming the phasor time dependence e+jωt, it may
be expressed as Ψ(t) = Ψ0(t)ejω0t, where Ψ0(t) is a slowly varying envelope and ω0 is the modulation
frequency. Due to the time-independence of the Talbot distance [Azaña and Muriel, 2001], the spatial
distribution of the field along each CRLH array element, denoted by Ae(x, z = 0), is considered at
the fixed time t = t′, which may be seen as a "snapshot" of the pulse along the element. Taking all the
elements of the array into account, the spatial distribution of the field along the overall array takes
the periodic form




Ae(x, z = 0) ∗ δ(x − p ∆x), (5.24)
where the symbol "∗" represents the convolution operation. Taking the spatial Fourier transform of
this expression yields




Ãe(kx = p∆kx) δ(kx − p∆kx), (5.25)
where ∆kx = 2π/X is the spatial repetition frequency and X = b + ` is the corresponding antenna
element spacing (spatial period, see Fig. 5.33).
On the other hand, the transfer function of the CRLH LWA, assuming plane-wave propagation
[Oliner and Jackson, 2007], is given by [Saleh and Teich, 2007]
H̃(kx, z) = e−jkzz = e−j
√
k20−k2x z, (5.26)





The modulation frequency of the pulse controls the radiation angle (θ), following the CRLH
LWA scanning law. When this angle is different from 0◦, an off-axis plane-wave propagation in the
far-field occurs. In this general case, the spatial frequency is centered around this angle, following
the law
kx(ω) = k0 sin θ. (5.27)
To simplify Eq. (5.26), we can assume that the variation of the angle is relatively small over the fre-
quency bandwidth of the pulse. In addition, due to off-axis propagation, the radiation angle (θ) does
not have any restriction, and it may be oriented to any direction.
At this point, we distinguish the radiation angle provided by the modulation frequency of the
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(a) (b) (c)
Figure 5.34 – Steered beam radiation in the propagation plane. a) Broadside radiation. b) Radi-
ation in arbitrary direction (off-axis radiation). c) Definition of an auxiliary rotated
reference system for the case of off-axis radiation.
pulse, θ0, and the angle variation provided by the pulse bandwidth, ∆θ. Taking these two indepen-
dent contributions into account, the total radiation angle may be defined as
θ(ω) = θ0(ω0) + ∆θ(∆ω). (5.28)
In order to compute the Talbot distance, a change in the coordinate system for the propagation con-
stant is proposed. The idea is to approximate the relationship between the different propagation
constants [kx(ω) and k0] with the radiation angle provided by the pulse bandwidth. For this pur-
pose, an auxiliary rotated coordinate system is defined as
k′x(ω) = kx(ω)− k0 sin θ0. (5.29)
This coordinate system depends on the modulation frequency of the input pulse, as graphically il-
lustrated in Fig. 5.34. Inserting Eq. (5.29) into Eq. (5.26), the transfer function of the channel becomes




k20 − k′2x − k20 sin2 θ0 + 2k′xk0 sin θ0z
}
, (5.30)
which, for convenience, may be rewritten as























According to the definition of k′x, an auxiliary radiation angle may be defined, using the CRLH
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Independently on the actual radiation direction, for narrow beamwidths we can assume k′x ≈ 0, so






In addition, the square root of Eq. (5.31) may be approximated, using the following Taylor series
expansion,
√
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Note that due to the off-axis radiation, the different components of the Taylor expansion strongly
depend on the angle θ0 (i.e. on the off-axis radiation). In addition, the terms depending on θN ,
with N ≥ 3, correspond to aberrations. These terms contribute to distort the self-imaging process
[Testorf et al., 1996]. The influence of these terms is completely neglectable at the CRLH transition
frequency (which corresponds to the broadside direction, where θ0 = 0◦) [Testorf et al., 1996]. How-
ever, these aberrations are more and more important as long as the radiation angle θ0 is different from
zero. Since θ′ ≈ 0, the first aberration term (depending on θ3) is enough for an accurate characteriza-
tion of this distortion phenomena. With these considerations, the transfer function of the channel is
simplified to
H̃(kx, z) = exp
{








Next, the auxiliary angle θ′ is linearized around the modulation frequency ω0, as will be further
illustrated later in this section (see Fig. 5.37), as
θ′ ≈ ξ(ω − ω0), (5.37)






















where v′g(ω0) is the group velocity related to the rotated k
′
x propagation constant. Introducing the
following relationship between the spatial and temporal frequencies
v′g(ω0) (k
′
x − kx0 ) ≈ (ω − ω0), (5.39)
where kx0 = kx(ω0), the angle θ
′ may be defined as
θ′ = ξ v′g(ω0) (k
′
x − kx0) =
c
ω0
(k′x − kx0). (5.40)
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In order to derive the Talbot distance, only the third expansion term of the exponential is consid-
ered. Note that the first two terms do not provide any information on the Talbot distance. The first
term is related to the modulation frequency of the pulse and does not carry any information about the
envelope, and the second term represents a k′x-linear phase factor, equivalent in the spatial-temporal
domain to the retarded frame in the time domain. In addition, a forth term appears in this case, due to
off-axis radiation. This term does not contribute to the self-imaging process, but it is responsible for
additional aberrations. Specifically, the self-imaging process occurs without an important distortion
within the following region [Testorf et al., 1996]
− 25◦ < θ < 25◦. (5.42)
This range is an approximation, which assumes that the aberration terms are negligible inside that
region. However, these terms are present at all angles (except broadside) and they will always cause
a deviation from the ideal self-imaging process [Testorf et al., 1996]. Note that this angle region does
not depend on the separation distance between two consecutive antennas and that, due to the LWA
scanning law, leads to different allowed frequency regions for the input pulse, as a function of the
particular type of CRLH LWA employed. In addition, note that due to the scanning law of the CRLH
LWA, angles outside of the allowed region can be achieved with frequencies higher or lower than
the CRLH transition frequency. Therefore, at any other modulation frequency (higher or lower), the
aberration terms appear and increase their influence as long as the modulation frequency differs from
the CRLH transition frequency.
With the above simplifications and considerations, the transfer function of the system, outside
the aberration frequency region, may be rewritten around kx0 as
H̃(kTx , z) = H̃(k
′
x = kx0 + k
T
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If the condition
p2φ = 2πq′ = 2πqp2, (5.46)
with q, q′ ∈ N (q′ varies with p but q is constant), is satisfied, the phase factor in Eq. (5.44) reduces to
unity, so that Ãr(k′x, z) ∝ Ãa(k
′
x, z = 0) according to Eq. (5.25), i.e. the field distribution at z (output)
is an exact replica of the field distribution at z = 0 (input). Therefore, the distance z is the integer





Some clarifications are needed regarding this tunable Talbot distance. First, additional control
over the regular Talbot distance [Talbot, 1836, Azaña and Muriel, 2001] is provided. This may be ex-
ploited to tune the position of the Talbot distance, taking advantage of the CRLH LWA scanning law.
Second, the new Talbot distance expression directly depends on the radiation angle (θ0). This behav-
ior is similar to that of a diffraction grating in the optical domain, when illuminated by an oblique
plane wave [Testorf et al., 1996]. However, in our case it is the scanning behavior of the CRLH LWA
which provides off-axis radiation as a function of frequency. Therefore, it is not required to mechani-
cally rotate a plane-wave generator, as in other optical applications. Third, note that the scanning law
depends on the propagation constant of a particular CRLH element (see [Oliner and Jackson, 2007]).
Therefore, the tunability of the Talbot distance can also be controlled using a particular antenna with
a different scanning law. For the case of broadside radiation, which is common to all antennas and
is obtained when the input pulse modulation frequency is set to the CRLH transition frequency, the





The inverted [X/2-shifted Talbot image, obtained by using π instead of 2π in Eq. (5.46)] and
fractional spatial-temporal Talbot distances may then be straightforwardly obtained, following the







where s, m ∈ N. Specifically, we have s/m ∈ N for the integer Talbot distance and its multiples,
while s/m is an irreducible rational number for fractional Talbot distances. At fractional Talbot dis-
tances, the periodic field distribution along the antenna array [Eq. (5.24)] is reproduced with a repeti-
tion rate of m times that of the original distribution. The maximum value of m depends on the spatial
width of the pulse distribution along a single antenna Xp [i.e. the width of Ae(x, z = 0)], which is
typically slightly larger than the spatial width of the input pulse due to CRLH dispersion, and on the
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If m > X/Xp, the imaged pulses overlap in space (spatial aliasing), preventing from the capability of
increasing the repetition rate of the original pattern.
It is important to note that the used narrow band assumption of the input pulse leads to the inter-
pretation of the spatial-temporal Talbot effect as a combination of the conventional monochromatic
spatial Talbot effect and the impulse nature of the signal, leading to Talbot zones with time-varying
patterns as opposed to Talbot planes with time-invariant patterns in the traditional spatial Talbot
effect. It should also be noted that since the energy of the pulse is decreasing around its maximum,
located at the frequency ω0, the Talbot zones exhibit a gaussian-like distribution around the maxi-
mum at the corresponding centers zT of the Talbot zones.
Furthermore, note that when the modulation frequency of the input pulse is different from the
CRLH transition frequency [Caloz and Itoh, 2005], a spatial shift at the Talbot planes occurs. This
spatial shift is due to the off-axis propagation, which induces a lateral shift of the entire radiation
given by
∆x = zT( f0) tan θ0. (5.51)
Besides, it is important to mention that the main contribution to the Talbot distance tunability is
due to the change of the frequency itself [see Eq. (5.48)]. However, the frequency change also intro-
duces a variation in the radiation angle, which further modifies the Talbot distance [see Eq. (5.47)],
and must rigorously be taken into account for practical designs. In addition, note that the self-
imaging process obtained using the off-axis radiation of CRLH LWA is not ideal. This is because
of the aberrations found in the description of the free-space transfer function, which cause deviation
from the ideal reconstruction of the pulses. The influence of these aberrations is small within the
allowed angle region [Eq. (5.42)], but it is always present. Moreover, the narrow-band assumption
employed for the paraxial approximation [Eq. (5.33)] and the use of a finite number of antennas for
practical cases, also contribute to degrade the quality of the recomposed pulses at the Talbot distance.
Finally, note that the Talbot images reproduce the propagating pulse distribution along the
CRLH structures as a function of time. Moreover, a given spatial distribution is imaged at differ-
ent times at the different Talbot distances z f . The different integer and fractional Talbot distances are
known. However, the image formation at each Talbot distance occurs only during a limited time
duration, which corresponds to the propagation time of each pulse across each antenna element. To
determine the center point of this time duration, we define a reference time tz as the time required
for the pulse to reach the imaging distance from the generator, when it is located at the center of each
antenna element. Specifically, this time reads










where t0 is the generator switch-on time, FWHM is the full width at half maximum of the pulse
(at t0 + FWHM/2, the maximum of the pulse is at the input of the element), ` is the CRLH an-
tenna element length, vg(ω0) is the group velocity at the modulation frequency (at t0 + FWHM/2 +
`/[2vg(ω0)] the pulse is at the center of the element), c is the speed of light, and z f is the integer or
fractional Talbot distance where imaging is considered.
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5.9.3 Numerical Validation
In this section, the proposed spatio-temporal Talbot phenomenon is numerically demonstrated
employing the time-domain Green’s function approach presented in Section 4.4.3 of Chapter 4. First,
the phenomenon is studied for the case of broadside radiation (i.e. pulse modulation frequency set to
the CRLH LWA transition frequency). This is the simplest situation, because the spatio-temporal Tal-
bot distance reduces to the regular Talbot distance [Talbot, 1836]. Besides, aberrations are not present
in this case, and the phenomenon can easily be confirmed. Second, the study is extended to con-
sider off-axis radiation, in order to validate the novel tunable spatio-temporal Talbot distance. This
is a more complicated case, because aberrations occurs and may destroy the self-imaging process. A
different set of antennas have been employed in each case, in order to further demonstrate that the
phenomena can be reproduced with different types of antennas.
The first case corresponds to the broadside radiation of an infinite CRLH LWA array, simulta-
neously excited by a modulated pulse, whose modulation frequency is set equal to the CRLH LWA
transition frequency. In this situation, the spatio-temporal Talbot phenomena should be present, and
the corresponding Talbot distance should be the same as in the regular Talbot effect. In order to con-
firm it, let us consider a CRLH LWA composed of N = 16 unit cells of length p = 1.50 cm (` = Np),
with the circuital parameters CR = 4.5 pF, CL = 2.5 pf, LR = 4.5 nH and LL = 2.5 nH, correspond-
ing to a transition frequency of f0 = 1.50 GHz [Caloz and Itoh, 2005]. The antenna is excited by an
f0-modulated Gaussian pulse with FWHM of 1.178 ns.
The spatial-temporal Talbot distance with antenna element spacing of b = 0.5 m, is computed by
Eq. (5.48) as zT = 2.738 m, for an infinite array. In order to validate the proposed analytical approach,
Fig. 5.35 presents the magnitude of the field radiated by an array of 20 LWAs at the zT , zT/2 and
zT/3 distances for different radiation directions (z-axis) as a function of the LWA position (x-axis)
and of time. For the sake of clarity, only the region of the 10 central antennas is shown. As expected,
complete reconstruction of the input spatial periodic distribution is obtained at the integer Talbot
distance zT , and this same distribution with multiplication rate of 2 and 3 is completely reconstructed
at the fractional Talbot distances zt/2 and zt/3, respectively. Note that the reconstruction is not
perfect, and small distortion effects, due to the truncation of the array (especially at the array edges)
and to the high-order dispersive terms, are present. These latter effects are due to the fact that the
CRLH structure is not perfectly second-order dispersive in nature, and therefore includes spurious
higher-order dispersive terms which alter the reconstruction.
The Talbot patterns observed in Figs. 5.35 are slightly tilted in the x − time plane, with a negative
slope. This effect is due neither to a numerical artifact nor to the influence of higher-order dispersion.
It is due to the propagation of the pulses along the antenna elements: the energy contributed by the
part of the antenna elements closer to the generator is radiated earlier than the energy contributed
by the part far from the generator, and therefore reaches the Talbot distance earlier. As it may be
observed in the figure, this tilting effect becomes more and more pronounced as the Talbot distances
get close to the array, because this represents an increase of the ratio between the antenna element
lengths and the radiation distance.
To further characterized the spatial-temporal Talbot phenomenon, let us increase to b = 0.76 m







































































Figure 5.35 – Field (magnitude) radiated by a CRLH LWA array composed of 20 antenna ele-
ments (placed at z = 0, centered at x = 0 and fed by a modulated Gaussian pulse)
at different propagation distances (z-axis) as a function of the position x and time.
(a) Combined representation at the propagation distances zT = 2.738 m, zT/2 =
1.369 m and zT/3 = 0.9127 m. (b) z = zT = 2.738 m. (c) z = zT/2 = 1.369 m. (d)
z = zT/3 = 0.9127 m.
the antenna elements spacing in the array. The new Talbot distance is zT = 5.0 m. Fig. 5.36 presents
the radiated field at the distances zT , zT/2 and zT/3 evaluated at their associated reference times tz
[Eq. (5.52)]. This graph reveals two important facts. First, the repetition rates are in perfect harmonic
ratios (1, 2, 3) and perfectly synchronized at tz. Second, the amplitude of the Talbot pattern decreases
for larger distances (from zt/3 to zt/2, zt, and beyond for multiples), due to free space attenuation,
like in the spatial Talbot effect, but unlike in the regular temporal effect.
Once the spatio-temporal Talbot phenomenon has been fully validated, the next step is to
demonstrate the tunability of this phenomenon, taking advantage of the CRLH LWA scanning law.
For this purpose, and also to confirm that the effect does not depends on the type of antennas em-
ployed, we consider now an array of CRLH LWA where each element is composed of N = 14 unit
cells of length p = 0.8 cm (` = Np), with the circuital parameters CR = 1.29 pF, CL = 0.602 pF,
LR = 3.0 nH and LL = 1.4 nH, corresponding to a transition frequency of f0 = 3.745 GHz
[Caloz and Itoh, 2005]. Each antenna is excited by a modulated Gaussian pulse with full-width at
5.9: Spatio-Temporal Talbot Phenomena 221



























Figure 5.36 – Field (magnitude) radiated by a CRLH LWA array composed of 20 antenna ele-
ments (for antenna element spacing of b = 0.76 m, placed at z = 0, centered at
x = 0 and fed by a modulated Gaussian pulse) at the distances zT = 5 m, zT/2 and
zT/3 computed at their reference time.
half maximum (FWHM) of 3.5 ns. In addition, the radiation of an array composed of 50 elements is
considered. This simulates an infinite array around the 10 central antennas, where the results will
be again discussed. Initially, we will demonstrate that the approximation employed in Section 5.9.2
are indeed accurate for any pulse modulation frequency. Then, we will focus on the analysis of the
spatio-temporal Talbot phenomena results at different frequencies.
The use of the rotated auxiliary propagation constant k′x provides a fix radiation around the
direction (θ′ ≈ 0), independently of the input pulse modulation frequency. For this purpose, k′x is dy-
namically changed as a function of this modulation frequency [Eq. (5.29)]. This effect can be observed
in Fig. 5.37, where the auxiliary angle θ′, defined in Eq. (5.32), is shown for different modulation fre-
quencies (at broadside, backward and forward). This angle is then linearized around θ′ = 0◦, using
Eq. (5.37). Note that, although in all cases θ′ = 0◦, the actual radiation direction (θ) changes with the
modulation frequency. The linearization procedure provides the paraxial approximation employed
for the definition of the tunable Talbot distance. Since it is only valid in the frequency region around
θ′ ≈ 0◦, the subsequent mathematical derivations are only valid for the case of narrow-band pulses.
Fig. 5.38 presents the tunable Talbot distance as a function of the input pulse modulation fre-
quency, when the antenna elements spacing is set to b = 0.388 m. As it was discussed in the previous
section, two frequency regions are clearly observable. The first region, denoted as "Tunable Region",
is limited by the allowed angle region of Eq. (5.42), which is translated into frequency through the
CRLH LWA scanning law [Eq. (5.27)]. Within this region, the influence of higher-order terms present
in the channel transfer function is not very important, and can be neglected. In the second region,
denoted as "Aberration Region" (AR), the influence of these terms destroys the self-imaging process
and limits the useful frequency region of the tunable spatio-temporal Talbot phenomenon.
In order to validate the tunable Talbot distance, the magnitude of the field radiated by an array
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Figure 5.37 – Linearization of the rotated auxiliary angle θ′ around broadside (θ′ = 0) for differ-
ent modulation frequencies of the input pulse, computed using Eq. (5.37).





















Aberration Region (AR)Tunable RegionAR
Figure 5.38 – Tunable spatial-temporal Talbot distance as a function of frequency, computed with
Eq. (5.47). The circuit parameters of the CRLH LWA employed are CR = 1.29 pF,
CL = 0.602 pF, LR = 3.0 nH and LL = 1.4 nH, and the separation distance between
two consecutive antennas is b = 38.80 cm.
of 50 LWAs at the zT and zT/3 positions will be shown as a function of the x-axis and of time. For the
sake of clarity, only the region of the 10 central antennas is presented.
In Fig. 5.39, the modulation frequency of the input pulse is set to the transition frequency of the
CRLH ( f0 = 3.745 GHz) which corresponds to broadside radiation. In this case, the influence of the
high-order terms is small, leading to a high-quality reconstruction of the pulses, even at the fractional
Talbot distance zT/3.
In Fig. 5.40 and Fig. 5.41 the modulation frequency is set to f0 = 3.5 GHz (corresponding to
backward radiation) and to f0 = 4.0 GHz (corresponding to forward radiation), respectively. In
both cases, the self-imaging phenomenon occurring at the Talbot distance and the pulse multipli-
cation effect occurring at the fractional Talbot distance zT/3 can clearly be observed. However, the
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(a) (b)
Figure 5.39 – Field (magnitude) radiated by a CRLH LWA array excited by an input pulse with
modulation frequency f0 = 3.745 GHz at two different propagation distances (z-
axis). a) z = zt = 3.1208 m. b) z = zt/3 = 1.0403 m.
(a) (b)
Figure 5.40 – Field (magnitude) radiated by a CRLH LWA array excited by an input pulse with
modulation frequency f0 = 3.5 GHz at two different propagation distances (z-axis).
a) z = zt = 2.430 m. b) z = zt/3 = 0.8100 m.
reconstruction in this case is not as good as in the case of broadside radiation (see Fig. 5.39), and
small distortions and very low-level secondary pulses come out. This is due to the higher-order
terms of the channel transfer function, which appear in the off-axis radiation case, degrading the
self-imaging process. However, since we are operating in the "Tunable Region" of the Talbot distance
(see Fig. 5.38), the influence of these terms is not strong enough to destroy the Talbot phenomenon.
In Fig. 5.42 and Fig. 5.43 the modulation frequency is set to f0 = 3.3 GHz (corresponding to
backward radiation) and to f0 = 4.5 GHz (corresponding to forward radiation), respectively. Note
that in this case the modulation frequencies employed are in the "Aberration Region", out of the
allowed angle range defined by Eq. (5.42). As can be seen in these figures, the self-imaging process
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(a) (b)
Figure 5.41 – Field (magnitude) radiated by a CRLH LWA array excited by an input pulse with
modulation frequency f0 = 4.0 GHz at two different propagation distances (z-axis).
a) z = zt = 2.926 m. b) z = zt/3 = 0.9753 m.
(a) (b)
Figure 5.42 – Field (magnitud) radiated by a CRLH LWA array with infinite number of elements
excited by an input pulse with modulation frequency f0 = 3.3 GHz at two different
propagation distances (z-axis). a) z = zt = 1.103 m. b) z = zt/3 = 0.3677 m.
is not very clear, and the pulses are reconstructed with distortion at the Talbot distance zT . In the
same way, the multiplication pulse effect, which should occur at the fractional distance zT/3, is also
destroyed.
Finally, note that a shift in space occurs as a function of the input pulse modulation frequency,
following Eq. (5.51). However, taking into account that an infinite (or high enough) number of an-
tennas is considered in the simulations, this shift is not really visible. In fact, in this case only a small
shift of the pulses position over the antenna appears (see Fig. 5.33). This shift, denoted ∆s, may be
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(a) (b)
Figure 5.43 – Field (magnitud) radiated by a CRLH LWA array excited by an input pulse with
modulation frequency f0 = 4.5 GHz at two different propagation distances (z-axis).
a) z = zt = 1.221 m. b) z = zt/3 = 0.4070 m.
calculated as
∆s = ∆x − nX, (5.53)
where n ∈ N is the largest natural number which keeps ∆s positive (see Fig. 5.33). For the examples
presented in this section, these variations yield ∆s = 0.4083, 0.3641, 0.0, 0.3935, 0.0822 m, correspond-
ing to the modulation frequencies f0 = 3.3, 3.5, 3.745, 4.0, 4.5 GHz, respectively. For instance, consider
the pulse located around 783.1 cm for the case of broadside radiation at zT (see Fig. 5.39a). When the
modulation frequency is changed to f0 = 3.5 GHz, the CRLH LWAs begin to radiate at a backward
direction. Therefore, that particular pulse is shifted down to a space position around 743.0 cm (see
Fig. 5.40), following the space variation predicted with Eq. (5.53).
5.9.4 Experimental Results
This section presents, for the first time, an experimental demonstration of the spatio-temporal
Talbot effect. Specifically, this phenomenon has been validated for the case of broadside radiation
at the Talbot distance zT, and also for the case of off-axis radiation, at the fractional distance zT/2,
therefore validating the theory proposed in Section 5.9.2.
A diagram of the configuration employed to reproduce the spatio-temporal Talbot phenomenon
is sketched in Fig. 5.44. In addition, this figure also shows a picture of the experimental set-up.
The set-up is composed of an arbitrary baseband pulse-generator, which provides a Gaussian
pulse. This pulse is then up-converted in frequency using a microwave mixer and a local oscillator.
The modulated pulse goes through a Wilkinson power divider [Pozar, 2005], which provides seven
identical outputs. Next, seven identical microwave cables are employed to carry the modulated
signals to the CRLH LWAs. This step is very important because a small difference in the cables length
may destroy the synchronization required to reproduce the phenomenon. The array of 7 CRLH LWA,
with an antenna element spacing of b = 10.8 cm, simultaneously radiates the modulated pulses. Note
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(a) (b) (c)
Figure 5.44 – Overview of the entire set-up and equipment employed to reproduce the spatio-
temporal Talbot phenomenon. a) Schematic diagram of the proposed experimental
set-up. b) Generation, distribution and radiation of the modulated pulses. c) Radi-
ation and reception of the modulated pulses.
that a single CRLH LWAs can be described with the circuit parameters employed in the simulation
results of the previous section [N = 14 unit cells of length p = 0.8 cm (` = Np), with CR = 1.29 pF,
CL = 0.602 pF, LR = 3.0 nH and LL = 1.4 nH]. The same CRLH LWA has also been employed for
other radiation problems (see Section 5.7), and it was experimentally analyzed in Fig. 5.28, where a
comparison between measured and simulated scattering parameters and dispersion relationship was
presented.
As it can be seen in Fig. 5.44, the array of antennas is placed in a wood shelve which can vary
its position in height. Therefore, it is simple to place the array at several planes, in order to check the
array radiation at different Talbot distances. Finally, the radiation provided by the array is picked
up by a horn antenna, placed over the floor. This antenna is moved under the array, along the floor,
in order to receive the temporal information of the array radiation as a function of space. For this
purpose, a realtime oscilloscope (Agilent Infiniium DS0871204B) is employed.
Fig. 5.45 presents the magnitude of the field radiated by the described CRLH LWA array at
the Talbot distance (zT = 0.5483 m), when the modulation frequency of the input pulse is set to
f0 = 3.745 GHz. As expected, complete reconstruction of the input spatial periodic distribution is
obtained. The agreement between the experimental results and the simulation data is very good,
specially considering the high sensitivity of the measuring system.
Finally, Fig. 5.46 presents the magnitude of the field radiated by the described CRLH LWA array
at the fractional Talbot distance of zT/2 = 0.2874 m, when the modulation frequency of the input
pulse is set to f0 = 4.0 GHz. As expected, double number of pulses is obtained, validating the
tunable spatio-temporal Talbot phenomenon at fractional distances. The entire radiation has been
shifted-up in space due to the off-axis radiation. This effect is clearly apparent in this situation,
because a small number of antennas is employed. This spatial shift can be measured using Eq. (5.51),
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(a) (b)
Figure 5.45 – Normalized field (magnitud) radiated by an array of 7 CRLH LWAs elements, ex-
cited by an input pulse with modulation frequency f0 = 3.745 GHz at the Talbot
distance of zT = 0.5483 m. a) Simulation results. b) Measured data.
(a) (b)
Figure 5.46 – Normalized field (magnitude) radiated by an array of 7 CRLH LWAs elements,
excited by an input pulse with modulation frequency f0 = 4.0 GHz at the fractional
Talbot distance of zT/2 = 0.2874 m. a) Simulation results. b) Measured data.
yielding ∆x = 8.66 cm.
5.10 Conclusions
In this chapter, I have applied the time-domain Green’s function formulation introduced in
Chapter 4 to the development of novel phenomena and applications in the microwave domain, most of them
transported from optics. Instead of the usual magnitude engineering and filter design, a dispersion
or phase engineering has been applied (which is related to dispersion and nonlinearity design). In
this approach, the dispersive nature and subsequent impulse-regime properties of CRLH transmis-
sion lines have been exploited to obtain novel phenomena/applications. Each phenomenon or ap-
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plication proposed has theoretically been described, numerically verified, and in most of the cases,
experimentally demonstrated. For the analysis, a time-domain Green’s formalism has been applied,
leading to a fast and accurate analysis, while providing a deep insight into the physics of the prob-
lem. Then, the use of time-consuming full-wave commercial software and fabricated prototypes have
fully demonstrated the presence and usefulness of the phenomena and applications proposed.
In order to obtain and model the above mentioned phenomena and applications, the applied dis-
persion engineering approach has settled a close link between microwaves and optics. This link is based on
the dispersive properties of a CRLH structure, both in the guided and in the radiative regime. In the
guided mode, there is a clear parallelism between the inherent dispersion given by an optical com-
ponent (such as an optical fiber) and a CRLH line. Therefore, the proposed phenomena/applications
in this mode reproduces the phenomena/devices which are present in the state of the art at optics.
Pulse compression, temporal Talbot effect, a laser-based resonator or the combination of dispersion
and non-linear effects are good examples of optical phenomena and devices which have successfully
been transported at microwaves. On the other hand, the behavior of a diffraction grating in optics
is faithfully reproduced at microwave by a CRLH leaky-wave antenna. Therefore, some phenom-
ena and applications obtained at optics (such as FROG [Trebino, 2002] or the spatial Talbot effect)
have also been transported at microwaves, in the radiative mode, leading to the characterization of
unknown UWB signals or the development of new spatial multiplexer and wireless array feeding,
among others.
The shift from narrow band systems (mostly used in the past) to ultra wide band systems, re-
quired by current high date rate wireless communication systems, suggests that the forthcoming
decades will experience a major interest on this dispersive engineering approach, providing new,
novel and more exciting effects and devices at microwaves.
Chapter 6
PPW CRLH LWAs: Modal-based Analysis,
Design and Experimental Demonstration
6.1 Introduction
In Chapter 4 of the present work I have reviewed the basic operation principle of 1D leaky-
wave antennas (LWAs) [Oliner and Jackson, 2007], with special focus on metamaterial composite
right/left-handed (CRLH) structures [Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005]. As
explained there, this type of LWAs operates using their fundamental guided mode (ν = 0), while
conventional LWAs mostly use their first space harmonic (ν = −1) [Oliner and Jackson, 2007]. Be-
sides, these antennas allow to the radiated fan-beam to scan, as a function of frequency, from the
backfire towards the endfire directions, including radiation at broadside [Liu et al., 2002] from a sin-
gle leaky-wave propagation. As previously discussed, all types of CRLH LWAs are based on the
same underlying principle, which is the periodic loading of a host transmission line (TL). Typical
host TLs are microstrip (MS) lines [Liu et al., 2002],[Lim et al., 2004b], coplanar waveguides (CPW)
[Grbic and Eleftheriades, 2002b], or coplanar striplines (CPS) [Antoniades and Eleftheriades, 2008a].
The type of host TL also determines the polarization of the radiated field. LWAs based on MS lines or
CPWs generate transverse magnetic (TM) polarization, whereas LWAs comprising CPS lines radiate
transverse electric (TE) fields.
These antennas may easily be extended in order to achieve a 2D LWA [Oliner and Jackson, 2007],
[Caloz et al., 2011], where the source usually excite the 2D structure from its center and the leaky-
wave propagates along the whole surface radiating a conical beam. One interesting example of this
type of antennas is the metallo-dielectric surfaces of the mushroom-type [Sievenpiper et al., 1999],
[Sievenpiper et al., 2002]. Besides, these structures have successfully lead to 2D CRLH LWAs, which
provides a conical-beam with full-space scanning capabilities [Allen et al., 2004], [Caloz et al., 2011].
In order to analyze CRLH LWAs, circuit models are usually employed (see Chapter 4.2,
[Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005]). These models are able to accurately rep-
resent the antenna dispersive behavior [i.e. the propagation constant β(ω)] but they have difficulties
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to characterize the amount of radiated power [i.e. leaky factor α(ω)]. This is because the elements of
the circuit model are frequency-independent and they can not accurately characterize the variation of
the radiation losses as a function of frequency. Therefore, the radiation characteristics of the antenna
cannot completely be determined with these methods. This is an important limitation of the exist-
ing techniques, since then the attenuation factor cannot be controlled in the design of antennas for
practical applications. In addition, a considerable number of time-consuming full-wave simulations
are usually required for the design of CRLH LWAs. This makes the CRLH LWA design procedure
a tedious task. Moreover, full-wave analysis does not provide any deep insight into the physics of
the radiation phenomena, which is extremely important to understand and to speed-up the design
process.
In this chapter, developed during my stage at the Fraunhofer Institute for High Frequency
Physics and Radar Techniques (Watchberg, Germany) under the supervision of Dr. Thomas Bertuch,
a novel CRLH LWA comprising periodically loaded parallel-plate waveguide (PPW) is proposed (see
Fig. 6.1). The PPW loading is achieved by using via-holes and slots. The resulting antenna is planar,
low-cost and inherently 2D, because the radiating slots are periodically located along the x direction
but they are continuous along the y-direction. Therefore, it is expected that this antenna radiates
a pencil-beam with frequency scanning properties. Note that this antenna is different as compared
with the 2D structures previously proposed [Oliner and Jackson, 2007], [Caloz et al., 2011]. This is
because the proposed structure does not support leaky-wave along the complete structure (i.e., 2D
leaky-wave propagation) but only along the x-direction. Then, the 2D behavior of the antenna arises
thanks to the finite length of the raditing slots. Therefore, this antenna radiates a pencil-beam, with
frequency-scanning capabilities in one plane, instead of the usual conical beam obtained in com-
pletely 2D LWAs. The analysis and design of this complex structure may be done using commercial
full-wave software. However, the use of this type of software is very time-consuming (especially for
the design of a new prototype) and it does not provide any insight into the antenna radiation mech-
anism.
Instead of using generic full-wave software to study this antenna topology, Section 6.3 presents
a novel circuit model for the analysis of PPW CRLH LWAs (see [Gómez-Díaz et al., 2011a]). The ele-
ments of the circuit model are determined by an iterative algorithm combined with modal analysis
[Harrington, 1961], [Marcuvitz, 1964], [Itoh, 1989]. Specifically, the attenuation factor of the antenna
is rigorously computed for the first time using an equivalent radiating structure, which is based on
phased-array theory [Bhattacharyya, 2006]. The modal analysis of this structure leads to the accurate
definition of a frequency-dependent circuit model, which relates the radiation characteristics with
the physical dimensions of the antenna. An iterative algorithm is then proposed to determine the
values of the equivalent circuit. The main advantage of the method is that it models and describes
in a simple way the complex CRLH LWA radiation phenomena using equivalent dispersive circuits.
Furthermore, the proposed approach also serves to compute the physical dimensions of a balanced
CRLH unit cell for a particular design. The proposed technique is accurate and very efficient, requir-
ing just minutes to analyze a complete LWA. Besides, a novel formulation to compute the far-field
radiation of this type of antennas is presented. The formulation, based on an array factor approach
of equivalent magnetic sources, accurately retrieve the 1D and 2D radiated electric field, allowing
to compute other important quantities related to the antenna, such us radiation patterns, 3-dB beam
width, directivity, and gain [Stutzman and Thiele, 1998].
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Figure 6.1 – Topology of a CRLH LWA comprising a periodically loaded PPW (top) and equiva-
lent circuit model (bottom) representing a unit cell of the periodic one-dimensional
CRLH TL. The loading is obtained by wires and slots. The slots also provide the cou-
pling to free space, which is rigorously modeled by the dispersive lumped elements
CL(ω) and Rrad(ω).
Then, Section 6.4 presents the design and analysis of two PPW CRLH LWAs. First, the method-
ology for the the design of a 1D PPW CRLH LWA is carefully introduced by using an example. It is
demonstrated that the proposed approach is able to derive the physical dimensions of the structure,
leading to a balanced CRLH LWA in a few minutes. Besides, intermediate steps (single unit-cell)
and the behavior of the complete antenna are analyzed and compared with the results obtained from
full-wave commercial software. Excellent agreement is found, fully validating the proposed design
procedure and the method of analysis. Finally, a 2D PPW CRLH LWA is designed, fabricated and
measured. The experimental results obtained from the prototype completely validate, for the first
time, the radiation mechanism of the antenna. Besides, the good agreement between simulations
and measured data fully demonstrate the accuracy of the proposed theory: equivalent dispersive
circuit, method of analysis, design methodology and antenna radiation modeling.
6.2 CRLH LWA Comprising Periodically Loaded PPW
The top of Fig. 6.1 shows the topology of the proposed CRLH LWA, including two laterally
attached PPW feeding sections. At the bottom an equivalent circuit for the unit cell of the LWA’s
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CRLH TL section is given. It will be discussed in the next section.
The structure is assumed to be finite in the x- and z-directions and infinitely periodical in the y-
direction. Effective wave propagation occurs in the xz-plane. The LWA consists of a planar substrate
layer of thickness t with homogeneous and isotropic material characterized by relative permittivity
εr and relative permeability µr. Its back side is completely metalized. The front side is also met-
alized except for a finite number of parallel and equidistant slots. The first and last slots, used for
matching to the input/output ports, have a width of g0, whereas all other slots have the width g. The
metal strips oriented along the y-direction between adjacent slots are connected to the back side met-
allization by a rectangular grid of metalized via holes with diameter dvia. The via holes are placed
symmetrically in the center between adjacent slots with a spacing of `uc and wuc along the x- and
y-directions, respectively.
The vias and the slots constitute the loading of the PPW and when operated in the proper fre-
quency band the loaded section behaves as a CRLH TL. Note that this CRLH line is attached to
two conventional right-handed PPWs at its ends, which constitute the antenna feeding and match-
ing load. Without any slots present, the rectangular grid of via holes creates a so-called artifi-
cial dielectric (AD) or wired medium (WM) which exhibits strongly dispersive properties, sim-
ilar to the ones observed in hollow cylindrical waveguides, including a cut-off frequency fc,WM.
In the past, open slabs of AD material have been extensively used to create forward scanning
LWAs [Bahl and Gupta, 1974, Bahl and Gupta, 1975, Bahl and Gupta, 1976, Bahl and Bhartia, 1980].
The dispersive properties of the AD medium are fundamental for the operation of the proposed
CRLH LWA. If the distance t between the metal planes is sufficiently small that only the fundamental
parallel plate waveguide mode (PPWM) can propagate in the unloaded PPW, the WM acts like a high
pass filter. The cut-off frequency of the WM, fc,WM, can be computed resorting to derivations given
in [King et al., 1983]. Below cut-off, there is no propagation in the WM and above cut-off the WM
supports RH propagation with an effective wave number along the x-direction that is always smaller
than the free space wave number k0.
Introducing the slots in the upper metalization has two effects. On the one hand, a coupling
between the region above and the region inside the PPW is established, and on the other hand, a
CRLH TL is created which may support left-handed (LH) propagation below the WM cut-off fre-
quency. The coupling of the regions facilitates leaky-wave radiation, provided that the real part of
the CRLH TL effective wave number (kef f )is smaller than the free space wave number, k0. At fre-
quencies above fc,WM the propagating mode in the loaded PPW will be RH and thus, forward LW
radiation will be observed. Depending on the geometry, below fc,WM the loaded PPW may support
LH propagation which will result in backward LW radiation. If the CRLH TL exhibits a "balanced"
behavior [Caloz and Itoh, 2005] (see Chapter 4.2.2) , a smooth transition from left-handed to right-
handed frequency regions is possible, as frequency varies. However, even in the case that the struc-
ture is completely balanced, the antenna presents a reduction in the radiation efficiency at broadside
direction. This is because the PPW loading only provides a series resistor in the unit cell equivalent
circuit, representing radiation losses, whereas a shunt resistor is also required to efficiently radiate at
broadside [Paulotto et al., 2008], as demonstrated in Chapter 4.4.1.
There are other possibilities to derive the proposed CRLH LW antenna, starting ei-
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ther from a periodically slotted PPW as in [Lee and Son, 1999] or from mushroom surfaces
[Sievenpiper et al., 1999]. For the first option, the homogeneous dielectric filling material of the PPW
is replaced by an AD exploiting its dispersive properties. This has the effect of strongly increasing
the guided wavelength which facilitates the operation of the LWA in the fundamental mode instead
of the first space harmonic as in case of the original periodically slotted PPW. The second option
of deriving the CRLH LWA topology starts from a mushroom surface as in [Allen et al., 2004]. For
this approach it is important to notice that higher order surface waves or leaky-waves supported
by this structure may have their power densities mainly concentrated beneath the artificial surface.
This facilitates the excitation of certain higher order TM modes by a laterally connected and mono-
lithically integrated PPW as proposed in [Bertuch, 2007]. The excitation of the mushroom structure
beneath the actual surface avoids the interference of parasitic radiation from the feeding structure
and the desired LW radiation. In fact, this may be a problem when exciting the LWA by an external
feed as proposed in [Sievenpiper et al., 2002, Sievenpiper, 2005], which is solved using the proposed
structure.
6.3 Modal-Based Iterative Approach to Analyze PPW CRLW LWAs
The analysis of complex structures, such as the PPW CRLH LWAs described in the previous
section and shown in Fig. 6.1, is usually carried out using generic full-wave commercial software,
such as HFSS c© or CST c©, which are based on accurate techniques like FEM [Lee et al., 1997] or FDTD
[Taflove and Hagness, 2005], respectively. However, these methods also present some drawbacks.
First, they require a very high computational cost because they need to mesh the whole structure
under study. Second, it is usually difficult to characterize the leaky-wave behavior of the antenna
(complex propagation constant), especially the radiation losses [α(ω)]. And finally, and due to the
high computational resources of these programs, it is usually very tedious to make the design of a
real antenna and to derive the real physical parameters.
In this section, a modal-based iterative approach is proposed for the analysis of PPW CRLH
LWAs. For this purpose, an equivalent dispersive circuit is first derived. The main advantage of
this model is the direct correspondence between the dimensions of the real physical structure [see
Fig. 6.1 (top)] and the dispersive elements of the circuit [see Fig. 6.1 (bottom)]. In order to deter-
mine the values of these elements, an equivalent radiating structure, based on phased-array theory,
is employed. This simple structure is then analyzed using a mode-matching approach, and it is an-
alytically demonstrated the link between the radiating structure and the dispersive elements of the
circuit. Next, a quickly-convergent iterative algorithm is employed to compute the complex propa-
gation constant associated to the antenna, including the radiation losses. Once the structure has been
analyzed, a novel formulation, based on an array factor approach of equivalent magnetic sources, is
proposed to compute the 1D and 2D radiation characteristics of the antenna. This last step completes
the analysis and radiation study of this type of antennas.
The proposed method presents some advantages over standard full-wave software. First, it is
able to model and describe in a simple way the complex CRLH LWA radiation phenomena, including
radiation losses, using equivalent dispersive circuits. This provides physical insight into the antenna
radiation mechanism, and helps to understand its behavior. Second, the method is much faster than
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regular commercial software, allowing the analysis of this type of antenna in just some minutes,
instead of hours (or even days) that completely full-wave approaches require. And third, this method
allows the fast and accurate design or PPW CRLH LWAs, leading to the physical dimensions of the
antenna required to achieve a particular behavior.
Note that the main goal of this section is to derive and explain the proposed modal-based tech-
nique. Full-wave results will be employed to validate some partial results, in order to demonstrate
the rigorousness of the intermediate steps. However, the final validation of this method is given in
the next section, where the proposed approach is employed for the analysis and design of two com-
plete PPW CRLH LWAs. There, full-wave results of the complete design and measured data from a
fabricated prototype will completely validate the accuracy and effectiveness of the proposed method.
6.3.1 Equivalent Circuit Model
The equivalent circuit model related to a single unit cell (with length luc and width wuc) of the
CRLH LWA is shown in Fig. 6.1 (bottom). The layout of the equivalent circuit assumes a symmetric
composition of the unit cell along the direction of wave propagation. Two right-handed TLs, of length
luc/2, have been employed to model the PPW behavior (i.e. the host TL). These TLs are described by
their characteristic impedance, Zc, and propagation constant, β. It is very important to distinguish
between β and kef f . The former is related to the host TL (unloaded PPW) and it is typically real, as
long as material losses are neglected. The latter is related to the total CRLH unit cell and it is complex,
because it also includes the radiations losses of the structure. It may be expressed as
kef f (ω) = βef f (ω)− jα(ω), (6.1)
where βef f (ω) and α(ω) are the phase constant and radiation losses (leaky) associated to the complete
unit-cell, respectively. For convenience, the complex propagation constant is defined here [using
kef f (ω)] in a different way as defined in Chapter 4.2.2. However, both definitions of the complex




ejkef f (ω) = ej[βef f (ω)−jα(ω)] = eγ(ω) = eα(ω)+jβef f (ω). (6.2)
The LH behavior is achieved by a via-hole and by two half-slots (see Fig. 6.1). The loading is
modeled in the equivalent circuit with a shunt inductance (LL) and two symmetrically placed dis-
persive circuit elements, composed of the parallel connection of a resistor [Rrad(ω)] and a capacitor
[CL(ω)]. The parallel connection of the two elements is convenient to represent the radiation mech-
anism through the slot. In the limiting case of a narrow slot, the capacitor becomes very large, and
tends to reduce the radiation by short-circuiting the resistance. This correctly models the radiation
reduction that occurs in the real structure for very narrow slots. Note that this dispersive circuit rig-
orously takes into account the effects of the slot, including the physical parameters of the structure,
coupling to free-space, reactive fields, coupling to other slots, radiation losses, and the capacitive
behavior required to balance the unit cell. An equivalent radiating structure and the modal analy-
sis employed to derive the values of the equivalent circuit elements, including dispersion, will be
explained in the following section.
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In order to compute the complex propagation constant of the CRLH unit cell, we represent the
equivalent circuit in terms of transmission matrices [Pozar, 2005]. This helps to obtain the value of
the shunt inductance LL for the given geometry, and to determine the complex propagation constant
of the unit cell. In the next discussion it is assumed that the physical dimensions of the CRLH unit
cell are known. In the following sections, we will explain how to accurately obtain these physical
dimensions, without the need to use full-simulations on the complete unit-cell.
The first step required for the analysis is to obtain the characteristic impedance and the propa-
gation constant of the unloaded PPW, related to a single unit cell of length `uc and width wuc. These











where ε0 and µ0 are the permittivity and the permeability of vacuum respectively, and ω is the angu-

















Next, the PPW loaded by a grid of via-holes is considered. This creates an artificial dielectric
with strong dispersive properties. Similar to hollow waveguides, where the metallic side walls intro-
duce the same effect, the AD acts like a high pass on the fundamental PPWM. The cut-off frequency
fc,WM of the AD can be found by solving (e.g. numerically) the following dispersion equation (see













where k = 2π fc,WM
√
εrε0µrµ0 is the intrinsic wave number of the substrate material. Note that
the effective wavelength in the AD becomes infinite at the cut-off frequency, which means that the
propagation constant tends to zero. Therefore, this frequency corresponds to the transition frequency
of a CRLH TL.









In order to determine the value of the inductance, we will analyze the CRLH unit cell at the transition
frequency. At this frequency, the phase shift at the ports of the unit cell becomes zero, and the model
of Fig. 6.1 (bottom) reduces to the circuit of Fig. 6.2, as is demonstrated in [Caloz and Itoh, 2005]. The
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Figure 6.2 – Equivalent circuit model of a unit cell related to a PPW loaded by a periodic grid of
wires. The circuit model of Fig. 6.1 reduces to this model at the CRLH TL transition
frequency [Caloz and Itoh, 2005], assuming that the cell is balanced.
and LL is determined by solving
det (Thost TL Thost − I) = 0, (6.9)
where I is the unitary matrix.
The transmission matrix which models the slot in the upper metallization of the host TL is rep-
resented by Tgap, which will be derived in the next section. The behavior of half of a slot (required to
maintain the unit cell symmetry) is obtained as the square root of the Tgap matrix, and it is denoted
by Tgap/2.
The transmission matrix associated to the total CRLH unit cell (Tuc) is then obtained by a simply
multiplication of the transmission matrices related to the unit cell elements, as follows






Note that the diagonal elements of Tuc are identical, due to the equivalent circuit symmetry.
Applying the Floquet’s theorem [Bhattacharyya, 2006], the complex propagation constant (kef f )
related to the total unit cell may be then determined by solving
det
(
Tuc − ejkef f `uc I
)
= 0, (6.11)










Finally, note that the complex propagation constant (kef f ) can also be obtained using alterna-
tives approaches (such as the one described in [Marini et al., 2010]), once the different transmission
matrixes employed in the analysis are known.
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Figure 6.3 – Cross-section of one-dimensional periodic array of infinitely long slots radiating into
free space, employed to rigorously model the CRLH LWA radiation mechanism. Pe-
riodic boundary conditions in free space are imposed at the limits of the unit cell.
Each slot is attached to a PPW T-junction with two PPW ports. Port 1 serves as
excitation of the array element.
6.3.2 Equivalent Radiating Structure
In this section, a rigorous computation of the transmission matrix Tgap, which characterizes the
unit cell slot behavior, is presented. For this purpose, an equivalent phased-array antenna model is
employed. It consists of a one-dimensional periodic array of infinitely long slots in a metal plane. At
this point, we assume an infinite number of elements (slots) along the x-direction. This assumption is
not critical for the analysis of leaky-wave antennas [Oliner and Jackson, 2007], since they are usually
several wavelengths long. Using phased-array theory, we assume that all array elements are fed
with a progressive phase shift. Each slot is individually attached to a T-junction formed with the
PPWs, as shown in Fig. 6.3. In the figure, the dotted line shows the limits of the unit cell. The total
length of the whole feeding PPW is ` feed, which must be greater than g. Note that the influence
of this TL will be removed at the end, in order to characterize an isolated slot in an external array
environment. Due to this, it is sufficient to consider a single unit cell (array element) with imposed
periodic boundary conditions in free space along the x-direction (see Fig. 6.3). Moreover, the imposed
phase shift at a given frequency is determined by the effective wave number of the CRLH TL unit
cell as ∆ϕ = kef f luc + 2πn, where kef f was defined in Eq. (6.12) and n ∈ Z.
Then, the single array element is studied using a multi mode-matching (MM) approach
[Harrington, 1961] combined with Floquet’s theorem [Bhattacharyya, 2006]. The reason to use a
multi-mode analysis is that not only propagative modes, but also evanescent modes must be rig-
orously taken into account. This is especially important to model the coupling from the PPW to the
slot, from where the energy is radiated.
In order to perform the analysis, the equivalent radiating structure of Fig. 6.3 is split into a
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Figure 6.4 – Cross-section of an E-plane T-junction of parallel-plate waveguides.
PPW E-plane T-junction (see Fig. 6.4) and into a slot fed by a vertical PPW (see Fig. 6.5). Then, the
general scattering matrix (GSM) [Itoh, 1989], [Pozar, 2005] associated to each individual structure
(GSMTjunction and GSMAperture) is obtained by using mode-matching techniques [Harrington, 1961],
[Marcuvitz, 1964], [Itoh, 1989]. Next, both GSMs are combined into a single matrix (GSMgap), related
to the total radiating array element. Note that the radiation mechanism of the structure is embed-
ded into GSMgap. At this point, this matrix is further simplified, considering only the fundamental
PPW mode. This approximation is accurate, because although evanescent modes couple to the slot
and have strong influence on the radiation, they are strongly attenuated as they propagate down the
ports. In this way we obtain a matrix S′gap, which contains the scattering parameters related to the
total radiating array element. However, we are interested only in modeling the slot. Consequently,
we deembed the reference planes of the ports to the plane x = ` f eed/2 (as shown in Fig. 6.3), resulting
into the scattering matrix Sgap. Finally, we perform a simple transformation from the Sgap matrix to
the transmission matrix Tgap [Pozar, 2005].
It can be expected that the magnetic field inside and above the slots in Fig. 6.1 will be primarily
polarized parallel to them. Hence, it will be sufficient, in the following modal analysis to consider
TM waves. The reference directions of these waves change as a function of the PPW orientation (from
x to z-direction according to Fig. 6.4).
The steps to perform the analysis described above are detailed in the next subsections, including
a validation of the approach using full-wave simulations.
Modal Analysis of a PPW E-plane T-junction
The E-plane T-junction in a parallel-plate waveguide has extensively been studied in the past
[Arndt et al., 1987, Park et al., 1994, Cho, 2003]. A general cross-section of this junction is depicted in
Fig. 6.4. In order to build the GSM associated to it, we individually excite each port of the junction
with an incident TM mode denoted by Aap (where a ∈ {1, 2, 3} is the incident port number and p =
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Figure 6.5 – Cross-section of an open-ended parallel-plate waveguide radiating in an array en-
vironment. Periodic boundary conditions, related to the complex propagation con-
stant of the complete CRLH LWA unit cell, are imposed in the free-space region.
1...m is the mode number). Then, we obtain the complex mode amplitudes (Xbqap , where b ∈ {1, 2, 3}
is the observation port and q = 1...m is the observation mode) using the analytic series solution
method proposed in [Park et al., 1994]. Note that the modal coefficients are referred to the T-junction
borders (dashed line in Fig. 6.4), and that these coefficients directly correspond to the generalized
scattering parameters. Then, the exact length of the T-junction ports are taken into account by moving
the reference plane of each modal coefficient, using
Sbqap = Xbqap e
−j(kap`a+kbq `b), (6.13)
where Sbqap is a complex mode amplitude related to the origin of the observation (b) and incident (a)
ports, `a and `b are the lengths of the waveguide sections related to ports a and b (which corresponds
to ` f eed/2 − g/2 in the case of ports 1 and 2 and to s/2 in the case of port 3, as shown in Fig. 6.4), and
kap and kbq are the mode wavenumbers.
Modal Analysis of Open-Ended PPW Array
The study of an array of dielectric-filled waveguides radiating into free space has already been
performed in the past [Harrington, 1961], [Marcuvitz, 1964]. The structure is shown in Fig. 6.5, in-
cluding periodic boundary conditions for the free-space radiation. Its simple geometry allows to
perform a modal analysis, resorting to the procedures described in [Harrington, 1961] and combined
with Floquet’s theorem [Bhattacharyya, 2006].
It is important to note that the periodic boundary conditions impose a phase shift of ∆ϕ =
kef f luc + 2πn at the unit-cell limits, where n ∈ Z and kef f is the complex wave number associated
to the entire CRLH unit-cell [see Fig. 6.1 (bottom)]. This assures that the slot radiation mechanism
completely depends on this complex propagation constant, allowing to establish a fundamental rela-
tionship between the CRLH TL unit cell and the modal analysis performed of the equivalent radiating
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Figure 6.6 – Representation of the equivalent radiating structure of Fig. 6.3 using generalized
scattering matrices (GSM). (a) Using the GSM related to the T-junction (see Fig. 6.4)
combined with the GSM related to the aperture (see Fig. 6.5). (b) Using a single
equivalent GSM.
structure, which are closely inter-related.
Appendix C presents a detailed mode-matching analysis of a partially-filled parallel-plate
waveguide radiating within a periodic environment, i.e., of the structure shown in Fig. 6.5. The
components of the electromagnetic fields within the PPW and in the free space region are first de-
rived. Applying boundary conditions for the x- and y-components of the fields in the plane z = 0,
and utilizing the orthogonality properties of the harmonic functions involved in the formulation for
the scalar wave potentials, expressions for the modal amplitudes Dt and Cn (see Fig. 6.5) are derived
as a function of the excitation mode, Bp. Finally, the generalized scattering matrix (GSMAperture) for
the structure of Fig. 6.5 is obtained after performing a modal analysis for each incident mode.
Analysis of the Total Equivalent Structure
The equivalent radiating structure shown in Fig. 6.3 can now easily be modeled using the
generalized scattering matrices GSMTjunction and GSMAperture, which are connected as indicated in
Fig. 6.6(a). This connection can be further simplified, leading to a single matrix GSM′gap (see
Fig. 6.6b). For this purpose, a matrix formulation is developed in Appendix D. In resume, the formu-
lation applies boundary condition at the interconnection of the matrices GSMTjunction and GSMAperture
(see Fig. 6.6a), allowing to embed the behavior of these two matrices into a unique matrix, GSM′gap,
shown in Fig. 6.6(b).
In addition, the GSM′gap matrix is further simplified. Specifically, the scattering parameters for
the fundamental PPW mode is considered. Note that the higher order modes have rigorously been
taken into account to model the coupling from the T-junction to the slot, and to model the aperture
radiation. However, since they are evanescent, they are strongly attenuated while propagating down
the ports, and their contributions can be neglected. Therefore, the equivalent radiating structure may
now be represented by a simple (2x2) scattering matrix relating the fundamental modes at the two
ports (S′gap).
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At this point, it is important to remember that the goal is to model the effect of the slot in the
PPW (including its radiation characteristics in a periodic environment) in order to be included into
the CRLH unit cell model of Fig. 6.1 (bottom). Examining that model, one realizes that the effect
of the host parallel-plate waveguide has already been considered. Therefore, we need to shift the




jβ` feed , (6.14)
where a, b are the port numbers and β and ` feed are the propagation constant of the fundamental
mode and physical length related to the feeding parallel-plate waveguide, respectively. This matrix







In this last transformation, the PPWcharacteristic impedance [see Eq. (6.3)] has been employed as a
reference impedance [Pozar, 2003]. This normalizes the resulting transmission matrix with respect to
the unit cell width (wuc).
It is important to note that Tgap models the entire radiation mechanism of the equivalent struc-
ture (see Fig. 6.3), including radiation losses, coupling to free space, reactive fields, coupling to other
slots, and the slot influence within the PPW. Also, note that this matrix relates the electrical behav-
ior of the slot with the physical dimensions of the structure. Finally, the transmission matrix Tgap/2,
employed in Eq. (6.10), is derived as the square root of the Tgap matrix, exploiting the concatenation
property of two transmission matrices [Pozar, 2003].










This direct correspondence with lumped elements is expected, since the slot radiation losses can
be modeled by the resistor, whereas the capacitor takes into account the slot capacitive behavior
within the host parallel-plate waveguide as well as the field coupling to free space (reactive fields).
In the next sections, it will be demonstrated that the approximation (6.16) is accurate, introducing
very small errors. From this matrix, the radiation losses R′rad(ω) and series capacitor C
′
L(ω) are
determined, for a particular angular frequency (ω), as





Then, the series circuit composed of a R′rad(ω) and C
′
L(ω) is transformed into the shunt circuit [shown
in Fig. 6.1(bottom)] using the formulation presented in Appendix E. As previously commented, this
representation is preferred because the shunt circuit of a resistor and a capacitance makes easier to
understand the slot behavior. Besides, this correspondence with lumped elements allows us to derive
the complete equivalent dispersive circuit model related to the PPW CRLH LWA unit cell shown in
Fig. 6.1 (bottom).
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Figure 6.7 – Equivalent radiating structure of a single PPW CRLH LWA unit-cell simulated by
Ansoft HFSS c©. The types of boundary conditions applied to the side walls of the
simulation volume are indicated.
Finally, note that the radiation losses are only modeled by a resistor in the series branch, and
that there is no radiation contribution from the shunt branch. As was explained in Chapter 4.4.1,
radiation at broadside is only achieved when the radiation losses are distributed over both the series
and the shunt branches of the CRLH unit cell. Otherwise, the attenuation constant α tends to zero
at the transition frequency, even if the unit cell is balanced. Therefore, it is expected that the type of
CRLH LWAs proposed here suffers from an important drop in efficiency when radiating at broad-
side. However, it is still able to radiate at backward and forward directions, using the fundamental
harmonic (ν = 0). Note that although there is a drop in the broadside radiation efficiency, the CRLH
TL is still balanced. This means that the propagation constant does not exhibit a bandgap around the
transition frequency.
Validation Against Full-Wave Simulations
This section presents a complete validation of the modal technique employed to analyze the
PPW CRLH LWA equivalent radiating structure (see Fig. 6.3). For this purpose, let us consider this
structure with dimensions `uc = 23.54 mm, g = 0.5 mm, t = 3.65 mm and s = 0.05 mm. Note that
we can chose any value for the length ` f eed, because the influence of the auxiliary feeding PPW ports
is removed in the analysis. For intermediate calculations, we usually set ` f eed = `uc. For a complete
validation of the technique, the scattering parameters S11 and S21 related to this structure are com-
puted for all possible phase shifts, using the proposed modal approach [Eq. (6.14)]. Then, a model of
the equivalent radiating structure has been created in the commercial software Ansoft HFSS c© (see
Fig. 6.7). Fig. 6.8 presents the comparison between the results computed by both approaches, fully
demonstrating that an excellent agreement is obtained in all cases. Also, note that the modal tech-
nique needs about 35 minutes to perform this type of analysis, while full-wave simulations spend
more than one day to obtain the same results.
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(a) (b)
(c) (d)
Figure 6.8 – Comparison of the scattering parameters (S11 and S21) of the equivalent radiating
structure (see Fig. 6.3) computed by HFSS c© and by the proposed modal analysis
(MA), as a function of both, frequency and phase shift between unit cell elements.
The parameters of the unit cell are `uc = 23.54 mm, g = 0.5 mm, t = 3.65 mm, and
s = 0.05 mm.
6.3.3 Iteratively Refined Approach for Complex Propagation Constant Determination
In the previous sections we have explained how to compute the CRLH unit cell complex propa-
gation constant (kef f ) as a function of the transmission matrix Tgap, and how to compute this matrix as
a function of the physical dimensions of the structure and of the CRLH unit cell complex propagation
constant (kef f ). Therefore, one can easily realize that these variables are closely inter-dependent.
In order to determine the equivalent circuit elements of the CRLH LWA unit cell [see Fig. 6.1
(bottom)], from previously known physical dimensions, an iterative algorithm is proposed. The
description of the algorithm flow-chart, shown in Fig. 6.9, is as follows: initially, the non-dispersive
elements of the circuit model and the CRLH transition frequency are obtained using the procedures
previously described. After that, an initial value of zero is assumed for the complex propagation
constant kef f at all frequencies. The transmission matrix Tgap is then derived employing the proposed
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Figure 6.9 – Flow chart of the proposed iterative algorithm that determines the element values
of the unit cell equivalent circuit [see Fig. 6.1 (bottom)] and the CRLH TL complex
propagation constant.
modal analysis, taking into account kef f and the physical dimensions of the structure. Once this
matrix has been obtained, the value of kef f is computed based on the current value of Tgap. This
procedure is repeated until convergence is reached. This iterative algorithm leads to an accurate
model of the slot, through the matrix Tgap, and to a final complex propagation constant kef f . In the
last step, the frequency dependent values of Rrad and CL are extracted from the transmission matrix
Tgap. In this way, all circuit parameters related to the unit cell are determined.
It is important to remark that this iterative algorithm is quickly convergent. Numerical simula-
tions demonstrate that 20-30 iterations are enough to achieve a relative error less than 10−12 between
two consecutive steps over the whole frequency range.
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6.3.4 Radiation Characteristics
After applying the iterative modal-based analysis of the PPW CRLH LWA, the complex prop-
agation constant associated to the CRLH TL (kef f ) is obtained. This value provides information re-
lated to the pointing angle of the antenna, through the phase constant β(ω), and to the beamwidth,
through the radiadion losses constant, α(ω). Then, the radiation properties of the antenna can easily
be derived from general LWA theory [Oliner and Jackson, 2007]. However, LWA theory consider a
continuous (homogeneous) medium, whereas in the proposed structure (see Fig. 6.1) radiation cames
from discrete and well-defined slots. Therefore, the use of general LWA theory to derive the radiation
characteristics of the PPW CRLH LWA is an approximation, which entirely depends on the homoge-
nous condition (p << λg, where λg is the guided wavelength) and neglects the inherent 2D nature
of the structure.
Another possibility is to employ the LWA array factor approach proposed in
[Caloz and Itoh, 2004]. In this case, the elements of the antenna are considered isotropic radia-
tors, and the feeding of each element (amplitude and phase) is related to the position of the element
in the array and the complex propagation constant of the LWA. However, this approach is only
able to consider 1D or 2D discrete structures. Therefore, it is not appropriate to characterize the
PPW CRLH LWA proposed here, which presents a continuous nature along the y direction. Besides,
regular CRLH equivalent circuits [Caloz and Itoh, 2005] do not consider the frequency variation of
their constitutive circuit elements. Therefore, the accuracy of the array factor approach is limited,
because it neglects the variation of the mutual coupling between slots and the radiation resistance
with frequency.
A very interesting alternative is to consider each slot of the PPW CRLH LWA as an element of
a phased array antenna [Bhattacharyya, 2006]. This allows us to rigourously take into account the
periodic nature of the PPW CRLH LWA along the x direction (i.e., the location of each individual slot over
the ground plane) and the continuous nature of the antenna along the y direction (i.e., the length of each
slot). Since slots are very narrow, they may be approximated by a y-directed magnetic current over
a ground plane, which is assumed to be uniform, constant and with a total length of Nstwuc (where
Nst is the number of cells along the y direction and wuc is the width shown in Fig. 6.1). This leads to
an equivalent phased-array structure, shown in Fig. 6.10, which presents the same radiation charac-
teristics as the original PPW CRLH LWA.
Another point here is the feeding of each array element. As can be inferred from Fig. 6.1, and
was previously demonstrated, each slot of the antenna may be modeled by a frequency-dependent
resistor [Rrad(ω)], which takes into account for the real radiation losses. Therefore, the current flow-
ing on the nth resistor in the equivalent circuit model [In(ω)] is directly responsible for the radiation
of the nth slot, and it is considered the feeding of the nth element in the equivalent phased-array con-
figuration. Besides, note that this current inherently takes into account all antenna characteristics,
including mutual coupling between the slots and the frequency-dependent radiation losses.
Then, the electric far-field radiated from a PPW CRLH LWA may be obtained by analyzing the
radiation from the equivalent problem shown in Fig. 6.10, which yields
|Ē(ω, θ̂, φ, r)| = E0(ω)|~Ese(ω, θ̂, φ, r)||AF(ω, θ̂, φ)|, (6.19)
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Figure 6.10 – Array of Nuc magnetic linear sources of length Nstwuc, with a separation distance of
`uc between two consecutive elements, placed over a ground plane. Each discrete
linear source, n, is assumed to be uniformly fed along the y-axis by a complex am-
plitude, In(ω). This phased array configuration reproduces the radiation behavior
of the PPW CRLH LWA (see Fig. 6.1), assuming very narrows slots.
where usual spherical coordinates (θ̂, φ, r) have been employed (see Fig. 6.11) and |Ese(ω, θ̂, φ, r)| is
the absolute electric field radiated by a single element of the array, i.e., the electric field radiated by a
linear and uniform magnetic current of length Nstwuc placed over a ground plane. This field may be
derived analytically as [Stutzman and Thiele, 1998]












where k0 is the free-space wavenumber and the function "sinc(x)" is defined as sin(x)/x.
The term AF(ω, θ̂, φ) is the array factor [Stutzman and Thiele, 1998] [Caloz and Itoh, 2004],
which takes into account the combination of Nuc + 1 slots along the x direction. It may be expressed
as





jk0(n−1−Nuc/2)`uc cos θ(θ̂,φ), (6.21)
where θ(θ̂, φ) is the angle which spans from the origin of the spherical coordinate system to the
projection of the observation point in the x − z plane (i.e., usual angle employed in the LWA scanning
law [Oliner and Jackson, 2007], see Fig. 6.11), and it may be defined by













2 if n = 1, Nuc + 1
In(ω) if n = 2, . . . , Nuc
. (6.23)
Note that the frequency-dependent current In(ω) can easily be derived for a finite structure
composed of Nuc cells, resorting a simple circuital analysis combined with an ABCD approach
[Pozar, 2005]. Besides, note that a 1/
√
2 factor appears in the first and last slots because they have
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Figure 6.11 – Use of spherical and cartesian coordinates to represent an arbitrary observation
point "P" in space. The projection of the point P on the zx-plane, P(zx), is employed
to introduce the angle θ, which is measured from the direction perpendicular to
the structure under analysis and it is usually employed in leaky-wave antennas
[Oliner and Jackson, 2007].
a different width (due to matching reasons) and an associated radiation resistance of Rrad(ω)/2, in-
stead of a radiation resistance of Rrad(ω), which is only used for internal slots.
Finally, E0(ω) is a normalization term, employed to exactly retrieve the absolute magnitude of






where Prad(ω) is the total power radiated by the antenna, computed from the equivalent circuit, and






















|Ēse(ω, θ̂, φ, r)|2|AF(ω, θ̂)|2r2 sin θ̂dθ̂dφ, (6.26)
where η is the free-space impedance and the integration has been performed over the upper hemi-
sphere, assuming that the ground plane of the antenna is extended to infinite.
Once the electric field has accurately been obtained, the calculation of parameters such as direc-
tivity (D), directive gain (GD) and realized gain (GR) of the proposed PPW CRLH LWA may easily be
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where Pinc(ω) is the power incident on the feeding parallel-plate waveguide, which has a width of
Nstwuc.
The maximum realizable gain, GR,max, estimated as in [Pozar, 1994], is




where λ0 is the free space wavelength and θ̂MB is the angle of the main beam measured from the
antenna perpendicular direction.
The PPW LWA radiated electric field computed by Eq. (6.19) presents important advantages over
regular array factor approaches [Stutzman and Thiele, 1998], [Caloz and Itoh, 2004]. First, the use of
the dispersive equivalent circuit shown in Fig. 6.1 inherently incorporates into the computed electric
field all antenna characteristics as a function of frequency, including mutual coupling between slots,
radiation losses and the influence of reactive fields. This is usually neglected in other approaches
[Caloz and Itoh, 2004], which employs non-dispersive circuital models and consequently neglect the
variation of the radiation losses with frequency. Second, the total power radiated by the PPW LWA
is obtained as a function of frequency, thanks to the frequency-dependent resistors. Therefore, for
a fixed observation distance, the magnitude of the radiation pattern is obtained as a function of
frequency. This allows us to obtain the antenna gain and to exactly know on which directions the
radiated electric field is more intense. And third, the inherent 2D radiation nature of the antenna is
correctly taken into account by the model, leading to a pencil-beam radiation (instead of the usual
fan-beam radiated by 1D structures).
6.4 Design and Analysis of 1D and 2D PPW CRLH LWAs
This section presents the design and subsequent analysis of two PPW CRLH LWAs. The anten-
nas have been designed using the iterative modal-based approach introduced in the previous section,
without the help of any generic full-wave commercial software. Therefore, it is demonstrated that the
approach presented in Section 6.3 is accurate and able to obtain the physical parameters of in practical
PPW CRLH LWA designs. Then, the antennas are completely analyzed as a function of frequency,
computing the complex propagation constant of the structure, scattering parameters and radiated
electric field. As previously commented, two examples are proposed, in order to demonstrate the 1D
and 2D radiation characteristics of the proposed antenna.
In the first example, a methodology for the the design of a 1D PPW CRLH LWA is carefully
explained. Specifically, all details related to the design of this type of antennas (unit-cell balancing,
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determination of the physical dimensions, etc) are extensively given. Then, full-wave commercial
software is employed to validate the results obtained with the proposed modal-based approach, in-
cluding the complex propagation constant of a simple unit-cell (partial results) and the behavior of
the complete structure (concatenation of 10 unit-cells). Besides, the 1D radiation characteristics of the
structure are presented and analyzed.
In the second example, the designed procedure previously explained is applied to fabricate a 4
rows -14 unit cell long- 2D PPW CRLH LWA prototype. The prototype has been fabricated and mea-
sured. The experimental results from the prototype are used to validate, for the first time, the radia-
tion phenomena predicted for this type of antennas. Then, scattering parameters and 1D and 2D ra-
diation are carefully analyzed and compared with the results obtained by the proposed modal-based
approach, obtaining good agreement and fully validating the accuracy of the proposed method.
Finally, note that the full-wave and experimental results shown in this section completely val-
idate the topology of the proposed PPW CRLH LWA and the iterative modal-based approach pro-
posed for the design and analysis of these antennas. Besides, the methodology proposed here al-
lows the user to design a PPW CRLH LWA prototype in a few minutes, avoiding the use of time-
consuming full-wave commercial software. Furthermore, note that the combination of the 1D and
2D radiation characteristics of the antenna provides a pencil beam pattern, which is able to scan the
space as a function of frequency. It is expected that this interesting property, from a low-cost planar
antenna, find many applications in real environments.
6.4.1 Design Example I: 1D PPW CRLH LWA and Full-Wave Validation
This section presents a carefully study of a 10 unit-cell long 1D CRLH LWA comprising a peri-
odically loaded parallel-plate waveguide, giving in great detail all the required steps for its design
and analysis. Full-wave commercial software is employed to validate the results at each stage, fully
demonstrating the validity of the proposed topology and of the modal-based analysis method.
The first step of the analysis is to set the CRLH TL transition frequency, which in this case is
3.0 GHz. Besides, a host waveguide filled by a material with relatively permittivity εr = 1.12 is
employed. The host guide is loaded by a grid of via-holes with diameter dvia = 1.0 mm. Applying
Eq. (6.6), the unit-cell dimensions (length and width) are `uc = 23.54 mm and wuc = 23.54 mm,
respectively. Note that different parameters can be chosen, and they will still lead to a transi-
tion frequency of 3.0 GHz. This can easily be done by modifying the data used in Eq. (6.6), pro-
viding high versatility in the unit-cell design. However, the CRLH TL homogeneous condition
[Caloz and Itoh, 2005] (`uc  λg and wuc  λg, with λg the guided waveguide) must be satisfied
in any case.
The next steps of the analysis are as follows. First, the physical dimensions of the waveguide (t)
and the slot (g) required to obtain a balanced design are derived. Second, a single unit cell is rigor-
ously analyzed, obtaining its associated complex propagation constant (including radiation losses).
Full-wave results from the commercial software HFSS c© are employed at this step for validation. Fur-
thermore, it is numerically demonstrated that the approximation employed to extract the frequency-
dependent elements Rrad and CL is indeed accurate. Finally, a complete CRLH LWA composed of ten
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Figure 6.12 – Determination of the physical dimensions of the unit cell required for a balanced
CRLH design, i.e. Re(ke f f ) = 0. (a) Evolution of the phase constant as a function
of the waveguide height (t), for a fixed value of the slot width (g = 0.5 mm.). (b)
Evolution of the phase constant as a function of the slot width (g), for a fixed value
of the waveguide height (t = 3.65 mm.)
unit cells is satisfactorily analyzed using the proposed method and the results are validated using
full-wave simulation data, computed by the commercial software CST c©. All design steps are given
in great detail below.
Balancing the CRLH Unit Cell
In the case of a balanced unit cell, its associated phase constant must be equal to zero at the
transition frequency (i.e. fc,WM). This allows to obtain a CRLH unit cell with a smooth transition from
the left-handed to the right-handed frequency region, avoiding the stopband which appears in the
unbalanced case [Caloz and Itoh, 2005] (see Chapter 4.2).
In order to determine the slot and waveguide physical dimensions, we apply the iterative algo-
rithm developed in Section 6.3.3. First, we set some default physical dimensions. In this case, we
choose a slot width of g = 0.5 mm and a metal thickness of s = 0.05 mm, which approximates an in-
finitesimally thin metal (see Fig. 6.3). The value of g is chosen to make the fabrication process easier.
Then, the idea is to obtain the complex propagation constant at the frequency fc,WM, for a range of
waveguide heights (t). From this analysis we select the thickness value (t) which makes zero the real
part of the complex propagation constant (i.e., the phase constant). Fig. 6.12(a) presents this analysis,
which yields a final waveguide height of t = 3.65 mm. This provides a balanced unit cell design. In
order to show that the unit cell is indeed balanced, the procedure is repeated again, but fixing now
the waveguide height to the new value (t = 3.65 mm) and varying the slot width. The analysis result
is shown in Fig. 6.12(b), which demonstrates that g = 0.5 mm is indeed the slot width which balances
the CRLH unit cell for the given waveguide height (t = 3.65 mm). This completes the CRLH unit cell
balancing method.
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Figure 6.13 – Dispersive behavior of the CRLH LWA under analysis, computed with the pro-
posed iterative algorithm after i = 1 and i = 30 (convergence reached) iterations.
(a) Phase constant diagram, validated using HFSS c©. (b) Attenuation (radiation)
losses versus frequency.
It is important to remark that the proposed procedure is able to accurately balance the CRLH
LWA unit cell, without requiring any full-wave simulations of the complete unit cell. In fact, with
the technique proposed the modal analysis is only applied to the slot problem, and not to the com-
plete unit cell structure. Usually, a considerable number of extremely time-consuming full-wave
simulations are required to obtain a balanced-design. This is completely avoided using the proposed
method, which is able to determine the physical dimensions of a balanced structure in less than 4
minutes. In addition, note that the iterative algorithm is quickly convergent, requiring just eight
iterations to obtain a relative error of less than 10−12 between two consecutive steps.
Analysis of a Single CRLH Unit Cell
The complex propagation constant of the CRLH unit cell is then obtained for the desired fre-
quency region applying the iterative algorithm. A maximum of 30 iterations are required to obtain
convergence (for a relative error below 10−12 between two consecutive step for all frequencies). The
result of the analysis is shown in Fig. 6.13, for the case of iterations i = 1 and i = 30 (convergence
reached). As it can be observed, a balanced dispersive behavior, with a transition frequency of 3.0
GHz, is clearly obtained. This is further confirmed using simulation data for the dispersion curve,
which has been obtained using HFSS c©.
In Fig. 6.13(a) it can be observed that the dispersion curve of the TM2 mode and the RH parts
of the TM1 and of the TM0 dispersion curve coincide very well with the real part of kef f for i =
30. However, there is a discrepancy in the frequency range between 1.95 GHz and 2.5 GHz. This
is because the equivalent circuit only reproduces the propagation phenomenon of waves traveling
inside the loaded PPW, while the full-wave eigenmode analysis of HFSS c© also considers waves
which propagate in free-space above the CRLH TL. This leads to a bandgap due to the coupling
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Figure 6.14 – Frequency dependent behavior of the dispersive lumped components which model
a slot in a periodic environment, calculated for the CRLH unit cell described in
Section 6.4.1 using Eq. (6.17) and Eq. (6.18). (a) Series capacitor C′L(ω). (b) Series
resistor R′rad(ω).
between opposite waves propagating above and below the slotted surface (in the case that both types
of waves are excited, which occurs in the eigenmode analysis). Note that the equivalent circuit only
considers the excitation of the waves traveling inside the CRLH TL, which is correct for predicting
the behavior of the proposed LWA.
In Fig. 6.13(b) the radiation losses of the antenna are presented. A significant decrease of the
antenna efficiency at the broadside direction (i.e. at the transition frequency of the antenna) can
be observed. As explained in Section 6.3.2, this is expected for this type of unit cell configuration.
In addition, the computed radiation losses accurately complete the study of the antenna radiation
behavior as a function of frequency and of the physical dimensions of the structure. Usually, circuit
models [Caloz and Itoh, 2005], [Eleftheriades and Balmain, 2005] are only able to predict the phase
constant, and use curve fitting to obtain a frequency-independent resistor value which models the
losses. Furthermore, note that usual commercial full-wave software have also difficulties to obtain
this parameter in infinitely periodic configurations, because they usually assume a purely real phase
shift between the unit cell limits.
In order to complete the analysis, the resistor R′rad(ω) and capacitor C
′
L(ω) [obtained using
Eq. (6.17) and Eq. (6.18)], normalized with respect to the unit cell length `uc, are shown as a func-
tion of frequency in Fig. 6.14. It is interesting to note that the bandpass frequency region of the TL
(approximately from 2 to 6 GHz) is clearly visible in this figure. In particular, within this frequency
range the capacitor exhibits smooth variations, while the value of the radiation resistance experiences
a slow decrease. Also, around the lower and upper cut-off frequencies of the structure the capaci-
tance shows an abrupt increase. This is related to a larger stored energy of the structure close to the
bandpass edges, very well known in filter theory [Ernst and Postoyalko, 2003].
In addition, note that although the radiation losses decrease at the broadside transition (see
Fig. 6.13(b), at 3 GHz) this does not correspond to a decrease of the dispersive lumped resistor
value Rrad. This is due to the complex relationship between these two quantities, as explained in
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Figure 6.15 – Maximum absolute error of the T matrix elements of the equivalent radiating struc-
ture (see Fig. 6.3) with respect to the ideal T matrix related to the equivalent circuit
(where T11 = T22 = 1 and T12 = 0), as a function of frequency.
Section 6.3.2. Furthermore, note that the approximation employed to obtain the dispersive lumped
parameters is very accurate. This is demonstrated in two different ways. First, the complex propaga-
tion constant obtained using Tseries [Eq. (6.16), i.e. only with the circuit elements of Fig. 6.1 (bottom)]
directly superimpose the full-wave results presented in Fig. 6.13. Second, the maximum absolute
error of the terms Tgap(1, 1), Tgap(2, 2), and Tgap(2, 1) [see Eq. (6.15)] as compared with the same
elements of Tseries is very small, as can be observed in Fig. 6.15. This confirms that the proposed
dispersive equivalent circuit is indeed accurate.
Analysis of a ten Unit Cells CRLH LWA
Finally, a single strip of width wuc of a complete CRLH LWA consisting of Nuc = 10 identical
unit cells with g = 0.5 mm is analyzed combining the single unit cell results obtained in the previous
subsection with an ABCD matrix approach [Caloz and Itoh, 2005] (see Chapter 4.2.1). In order to
correctly match the antenna, the width of the first and last slots (g0) must accurately be derived. The
goal is to obtain a g0 width which behaves as a half-slot in the infinite array environment. In this way,
the first and last unit-cells of the antenna rigorously follow the equivalent circuit model of Fig. 6.1,
and they see the PPW as a kind of continuation of the periodic structure. This leads to a smooth
transition from the start/end of the CRLH structure and the unperturbed PPW within the whole
frequency range. Following this strategy, the first and last slots present a capacitive behavior close
to 2CL(ω). The approximate value found using this procedure is g0 = 0.157 mm. Furthermore, note
that g0 is responsible for the connection of the CRLH TL to the feeding TL, but it does not influence
the propagation and radiation characteristics of the line.
Reference results for the antenna under analysis have been obtained by full-wave time domain
simulation using CST Microwave Studio c© (MWST). The full-wave model was made up of a strip
with perfectly magnetically conducting (PMC) boundary conditions applied to the lateral walls of
the simulation volume, in order to represent a laterally periodic structure of infinite extension (see
Fig. 6.16).
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Figure 6.16 – Finite geometry simulated by CST Microwave Studio c© consisting of single strip of
CRLH LWA covered by an air layer. The types of boundary conditions applied to
the side walls of the simulation volume are indicated.
The magnitude of the computed scattering parameters S11 and S21 and the radiation efficiency
ηrad = 1 − |S11|2 − |S21|2 (only lossless materials were considered) are plotted in Fig. 6.17. As it can
be observed in the figure, a very good agreement between the proposed method and the full-wave
simulation is obtained. Furthermore, Fig. 6.18 presents the scanning capabilities of the antenna, as
a function of the operating frequency. Specifically, a scanning of the main lobe from the radiation
angle θ = −45◦ degrees up to θ = +60◦ degrees is shown. As expected, a decrease in the radiation
efficiency is found at the broadside direction (θ = 0◦). Note that the directivity is higher in the RH
region (θ > 0◦) than in the LH frequency region (θ < 0◦). This is related to the fact that the radiation
losses [α(ω)] are higher in the LH region (as shown in Fig. 6.13b). Therefore, the input power is ra-
diated in a few unit-cells, leading to a reduced effective length of the antenna (and therefore, a lower
directivity). On the other hand, radiation losses are lower at the RH region, and the power is radiated
along the whole structure, leading to a larger effective length of the antenna (and, consequently, to a
higher directivity).
The above full-wave validations demonstrate that the proposed iterative method is able to effi-
ciently and rigorously analyze PPW CRLH LWAs, taking into account the real physical dimensions of
the structure. Furthermore, the proposed method is able to perform the analysis in just six minutes,
instead of eight hours required by the full-wave commercial simulations. This allows the application
of the proposed modal-based iterative method in the analysis of practical antennas, or even to in-
clude this technique into a CAD tool for the analysis, design, and optimization of mushroom based
CRLH LWAs.
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Figure 6.17 – Comparison of scattering parameters and radiation efficiency computed by CST
Microwave Studio c© (CST MWST) and by the proposed iterative circuit method




















Figure 6.18 – Radiation pattern of the proposed CRLH LWA at different operating frequencies,
showing the space scanning capabilities of the antenna.
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6.4.2 Design Example II: 2D PPW CRLH LWA and Experimental Verification
This section presents the design, analysis and experimental validation of a PPW LWA composed
of 4 rows of CRLH transmission lines, each one with 14 unit-cells. The complete antenna is designed
using the method presented in Section 6.3, without the help of any full-wave commercial software.
Then, a prototype is manufactured and measured. Very good agreement has been found between
measurements and simulations, fully validating both, the antenna radiating phenomena and the pro-
posed modal-based analysis technique.
The first step of the design is to fix the CRLH TL transition frequency, which in this case is set
to 9.3 GHz. The dielectric employed, due to availability reasons, has a thickness of t = 1.525 mm
and a constant permittivity of εr = 3.38. This dielectric serves as the host waveguide of the CRLH
LWA. Besides, due to fabrication reasons, the diameter of the via-holes is set to dvia = 0.9 mm. Once
these fabrication parameters have been fixed, the use of Eq. (6.6) gives a length and width of the
CRLH unit-cell of `uc = 4.15 mm and wuc = 7.15 mm, respectively. Since both dimensions of the
unit-cell, length and width, can be adjusted using Eq. (6.6), there is a high flexibility in obtaining a
CRLH unit-cell design with the desired transition frequency.
In order to complete the design, we need to derive the physical dimension of the slot, g, which
provides a balanced CRLH behavior, i.e., that provides a zero phase constant at the CRLH transi-
tion frequency, Re[kef f ( fc,WM)] = 0. For this purpose, following the guidelines given in the previous
section, we perform a parametric study of the CRLH phase constant as a function of the slot width
g, at the frequency of fc,WM. From this analysis, we chose the slot width value which makes zero
the CRLH unit-cell phase constant. Fig. 6.19 presents this analysis, which yields a final slot width of
g = 0.61 mm. This step finishes the CRLH unit-cell design procedure, which has provided all the
physical dimensions required to obtain a balanced design. It is important to note that the paramet-
ric study required for the unit-cell design has been carried out in just 40 seconds (on a regular 2009
desktop computer), instead of the hours that are usually required by completely full-wave commer-
cial techniques.
Once the CRLH unit-cell has been designed, the next step is to compute the complex propagation
constant of the cell within the desired frequency region. For this purpose the iterative algorithm
presented in Section 6.3.3 is applied. The analysis is carried out in about 4 minutes (using a 2009
regular desktop computer), requiring about 30 iterations to achieve convergence (relative error below
10−12 between two consecutive steps for all frequencies). The results of the analysis are shown in
Fig. 6.20. As can be observed in Fig. 6.20(a), the cell is balanced, with a CRLH transition frequency
of 9.3 GHz. It is also observed that the LWA start radiating at a frequency around of 7.3 GHz (where
the fast-wave region begins) and it continues radiating above 12 GHz. As expected, and as shown
in Fig. 6.20(b) and explained in Section 6.3.2, radiation losses are highly mitigated at the broadside
direction. Besides, note that radiation losses are larger at the LH frequency region as compared with
the RH frequency region. Therefore, the effective length of the antenna is smaller at the LH frequency
region (which turns out into a smaller directivity) as compared with the RH frequency region, where
the directivity is higher.
After the analysis of a single CRLH unit-cell, a complete PPW CRLH LWA has been fabricated.
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Figure 6.19 – Determination of the physical dimensions of the unit cell required for a balanced
CRLH design, i.e. Re(ke f f ) = 0. (a) Evolution of the phase constant as a function
of the waveguide height (t), for a fixed value of the slot width (g = 0.61 mm.). (b)
Evolution of the phase constant as a function of the slot width (g), for a fixed value
of the waveguide height (t = 1.524 mm.)















































Figure 6.20 – Dispersive behavior of the designed CRLH LWA structure computed with the pro-
posed modal-based approach. (a) Phase constant versus frequency. (b) Attenuation
(radiation) losses versus frequency.
The antenna is composed of 4 rows of 14 unit-cells CRLH transmission lines. Each CRLH TL is
modeled by using an ABCD approach [Caloz and Itoh, 2005] (see Chapter 4.2.1), which models the
concatenation of the 14 unit-cells. All CRLH TLs are simultaneously feed at their input port. The
feeding is placed between to consecutive via-holes, in order to reduce reflections. Besides, in order to
simulate an infinite medium along the y-direction, additional unfed CRLH TLs have been included
at the antenna borders. A photo of the complete fabricated prototype is shown in Fig. 6.21.
Fig. 6.22 presents the simulated return loss (S11 parameter) of the antenna, fully validated against
experimental results. As can be seen in the figure, the matching of the antenna is very good at the LH
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Figure 6.21 – Photo of the PPW CRLH LWA manufactured prototype.



















Figure 6.22 – Return loss (S11) of the designed PPW CRLH LWA structure, computed with the
proposed modal-analysis approach and validated against measurements.
frequency region, where the energy which propagates into the antenna is completely radiated. This
is because the radiation losses are very high at this frequency region [see Fig. 6.20(b)]. On the other
hand, the matching of the antenna at the RH frequency region is not so good, but still acceptable
(about −10dB). In this region, the return loss presents a response with a ripple. This ripple is related
to the reflected waves which appear at the end of the antenna, due to i) the discontinuity between
the CRLH medium and free space, and to ii) the fact that the input energy has not completely been
radiated, because radiation losses are lower at this frequency band.
Fig. 6.23 presents two radiation diagrams from the designed structure, at the frequencies of
8.4 GHz (radiation towards the backward direction of −30◦) and of 10.5 GHz (radiation towards the
forward direction of +40◦). The patterns are obtained using Eq. (6.19), and are fully validated em-
ploying measured results. As can be observed, good agreement is achieved. Besides, Fig. 6.24 shows
the normalized measured electric field, in the E-plane, within the frequency band from 7.0 GHz to
12.5 GHz. It can be observed that the direction of radiation changes from negative to positive an-
gles as frequency increases, correctly following the LWA scanning law. A contour line highlights the
region of high radiation intensity. It clearly indicates a continuous scanning frequency range, from












8.4  GHz Measurements
10.5  GHz Measurements
8.4 GHz Simulations
10.5 GHz Simulations
Figure 6.23 – Radiation diagram from the designed PPW CRLH LWA structure obtained using
the proposed modal-based approach at two different frequencies ( f = 8.4 GHz,
radiation at backwards, and f = 10.5 GHz, radiation at forwards). Measured data











































Figure 6.24 – Simulated (a) and measured (b) radiated E-field (normalized) as a function of both
frequency and spatial angle (from the direction perpendicular to the antenna). The
highlighted radiation main lobe clearly follows the LWA scanning law.
8.1 GHz up to 12.4 GHz, which turns out into a range of radiation angles from −50◦ up to 80◦. The
measured data is in very good agreement with the theoretical results shown in Fig. 6.20(a). As ex-
pected, radiation is reduced at the broadside direction (around 9.3 GHz). Besides, it should be noted
that secondary lobes pointing backwards appears at the RH frequency region. These lobes are related
to the reflected waves which appear at the end of the antenna, and propagate back into the CRLH
LWA.
Finally, Fig. 6.25 presents the PPW CRLH LWA electric field radiation at the structure upper
hemisphere (top view), obtained at the frequencies of 8.4 GHz (backwards) and of 10.75 GHz (for-
wards). As can be seen in the figure, a pencil beam appears. This beam type is related to the 2D
nature of the antenna, which is continuous along the y direction and periodic along the x direction.
Again, good agreement between simulations and measurements is found. Deviations are mainly due
to the curvature of the guided wave’s phase front when propagating along the loaded PPW, an effect
that is not taken into account in the equivalent circuit model, where a straight phase front is assumed.
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(a)
(b)
Figure 6.25 – Simulated (a) and measured (b) radiated E-field (normalized) obtained at the an-
tenna far-field upper hemisphere. A pencil beam pattern is clearly visible.
The use of measured data from the fabricated prototype completely validates the radiating phe-
nomena of the proposed CRLH LWA structure. It is important to note that the analysis and design
of this type of antennas have been performed using the proposed modal-based iterative approach,
without requiring any full-wave commercial software. As it has been shown in this section, the pro-
posed method is able to design a real LWA prototype in only a few minutes, leading to results that
are in good agreement with measured data.
6.5 Conclusions
In this chapter, a novel composite right/left-handed leaky-wave antenna comprising a periodi-
cally loaded parallel-plate waveguide (PPW CRLH LWAs) has been presented. The antenna loading
has been achieved using via-holes and slots. The resulting antenna is planar and inherently 2D, be-
cause the radiating slots are periodically located along the x direction but they are continuous along
the y-direction.
In addition, a novel modal-based iterative circuit model for the calculation of the complex prop-
agation constant related to this type of antennas has been proposed. The conventional CRLH unit
cell configuration has been modified, including an equivalent circuit which takes into account the
coupling of the structure to free-space. This coupling has been modeled employing a unit cell equiv-
alent radiating structure, which is rigorously analyzed using a multi-mode approach combined with
Floquet’s theorem. The resulting transmission matrix has accurately been represented by lumped
elements, leading to a frequency-dependent unit cell model. Then, a quickly-converging iterative
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algorithm has been employed to determine the final element values of the unit cell. The proposed
technique was found to be accurate, and it can take into account the structure physical dimensions.
The technique also allows to obtain a balanced CRLH unit cell design, it is much faster than commer-
cial full-wave simulations, and it provides a deep insight into the physics of the antenna’s radiation
mechanism. Furthermore, the radiation characteristics of the antenna have been analyzed using a
frequency-dependent formulation, which is able to accurately retrieve the radiated electric field, al-
lowing the computation of all antenna parameters: radiation pattern, 3-dB beam width, directivity,
gain, etc.
Then, a methodology for the design of practical PPW CRLH LWAs has been introduced. Full-
wave simulations and measured results, for two different PPW CRLH LWA designs, have been em-
ployed to demonstrate both, the antenna radiation mechanisms and that the developed method is
indeed accurate, efficient, and able to provide physical insight into the antenna’s behavior.
Finally, note that the proposed antenna is low-cost, low-profile and completely planar. It has
been demonstrated that this inherently 2D antenna radiates a pencil-beam, with frequency-scanning
capabilities. Due to these interesting antenna’s radiation properties and its simple design and analy-
sis, it is expected that the proposed antenna finds practical applications in many real environments.
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Chapter 7
Final Conclusions and Perspectives
7.1 Conclusions
This PhD. thesis has been focused on the development of novel analytical and numerical tech-
niques for the analysis and design of new guiding and radiating structures and optically-inspired
phenomena at microwaves. Through the work, different approaches (mostly based on the integral
equation technique, but also including other methods, such as mode matching or time-domain trans-
mission lines formulations) have been proposed for the accurate and efficient analysis of diverse
structures operating at the microwave frequency region. In addition, these formulations have been
applied to the analysis and design of a wide variety of novel microwave devices, applications and
phenomena, such as hybrid waveguide-microstrip filters, temporal and spatio-temporal Talbot ef-
fects, or parallel plate waveguide leaky-wave antennas. Finally, the use of fabricated prototypes has
fully demonstrated both, the accuracy and efficiency of the proposed numerical techniques for the analysis of
microwave structures, and that the proposed devices/phenomena are indeed adequate and useful to the space
industry and to modern ground, mobile, satellite, and UWB high data-rate communications systems.
For a simple comprehension, the work developed in this PhD. thesis has been divided into three
different research lines.
The first research line was mainly related to the mixed-potential integral equation analysis of
multilayered circuits in shielded enclosures. As it is well-known, the Green’s functions associated
to the problem under study are the key element of any integral equation formulation. However, even
though efficient numerical methods have been developed in the past and are available for the calcu-
lation of Green’s functions related to unbounded multilayered media, the computation of Green’s
functions for the shielded version of this problem is still challenging. Generally speaking, an efficient
and convergent numerical evaluation of boxed Green’s functions cannot be performed neither in the
spectral domain nor in the spatial domain, using known techniques. Besides, the methods avail-
able in the literature are only valid for the cases of rectangular or circular multilayered enclosures.
Consequently, novel algorithms and numerical techniques had to be investigated.
In Chapter 2 of this work, the numerical evaluation of multilayered shielded Green’s func-
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tions, and their spatial derivatives, was addressed and as a result of this study three novel spatial-
domain formulations, based on auxiliary sources, have been presented.
The first one, denoted as "spatial images technique", employs a set of auxiliary spatial charges or
dipoles (spatial images), located outside the cavity under analysis, to impose the potential boundary
conditions at discrete points along the cavity contour. The proposed technique is able to compute multilay-
ered Green’s functions, and their spatial derivatives, associated to cavities with arbitrarily-shaped cross section,
requiring just a reduced number of spatial images to achieve numerically convergence. Furthermore, the ap-
proximate technique provides a measure of the error committed in the imposition of the boundary
conditions.
The second technique, which is restricted to the case of multilayered rectangular enclosures,
presents the continuous implementation of the spatial images technique. In this way, instead of discrete
spatial images, a continuous set of auxiliary sources is employed to impose the potentials boundary conditions
along the whole cavity perimeter. In addition, the method has been combined with the use of dynamic
ground planes, which perfectly imposes boundary conditions for the potentials on two of the cavity walls, and
completely removes any numerical instability provided by the point source singular behavior. Note that this
technique provides a total control on the error committed on the Green’s functions computation, al-
lowing to reduce it to arbitrarily small values.
In last place, the third technique proposed allows the computation of multilayered Green’s func-
tions associated to cavities with triangular right-isosceles cross section. The technique is based on im-
age theory, and expresses the triangular-shaped Green’s functions as a linear combination of boxed
Green’s functions. It has been demonstrated that the method is rigorous, stable, and fast convergent.
A common feature of all previous techniques is that they have been developed at the Green’s
functions level, so the resulting integral equation can easily be solved with an arbitrary discretization
scheme. Specifically, these methods are applied in Chapter 3 within a mixed-potential integral equa-
tion (MPIE) framework for the analysis of multilayered printed circuits in shielded enclosures. Even
though the use of the proposed formulations for the analysis of multilayered shielded circuits leads
to very accurate results, it has been observed that these methods are computationally very intensive.
In order to circumvent this problem, two novel techniques have been proposed in Chapter 3 for the
efficient implementation of the proposed spatial-domain Green’s function approaches within the
MPIE formalism.
The first method is based on the interpolation, not at the Green’s functions level but in an upper
abstraction layer, i.e. interpolating the complex values of the discrete auxiliary charges or dipole em-
ployed to recover the Green’s functions. This approximate method provides an important reduction
of the computational cost required to the analysis of practical circuits.
The second technique exploits the fact that the developed Green’s functions present their singu-
lar and non-singular contributions naturally separated. Using this important feature, two different
MPIE method of moments matrixes are computed separately. The first matrix is related to the sin-
gular behavior, and can be computed very fast using standard techniques. The second one, which
contains the influence of the auxiliary sources, is computed with very limited computational effort,
due to its smooth behavior. It has been observed that this approach drastically reduces the computational
cost of the MPIE technique, being extremely competitive against any other numerical method known to the
author.
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In addition, Chapter 3 have also applied the proposed formulations to the analysis of a wide va-
riety of microwave filters, comparing the results obtained in term of efficiency and accuracy against
other full-wave techniques. Measurements obtained from fabricated prototypes have also been in-
cluded for a complete validation. Furthermore, as a consequence of this exhaustive study, Chapter 3
has introduced the novel hybrid waveguide-microstrip filter technology. This filter technology
combines one resonance, provided by the multilayered cavity (with a specific configuration), with N
microstrip resonators, leading to a N + 1 order filter. The proposed technology, which have experimentally
been demonstrated, is light, compact, low-lossy, uses the filter package as a part of the filter, and allows to
implement transversal filters. Therefore, it is ideal for the space industry.
The second research line presented in this PhD. thesis was mainly related to the impulse-regime
study of composite right/left-handed (CRLH) structures, and the theoretical and practical demon-
stration of novel optically-inspired phenomena and applications at microwaves. The introduction
of metamaterials in the last decade has led to the development of novel devices and applications,
such as leaky-wave antennas, couplers, phase shifters, power dividers, etc. At the microwave regime,
metamaterials have usually been implemented by using composite right/left-handed transmission
lines (TL), this has led to guiding and radiating devices with superior characteristics as compared
with the previous state of the art, such as components with dual/triple/quad-band, enhanced band-
width, enhanced coupling or leaky-wave antennas with full-space radiation properties. Currently,
most of the applications and phenomena of CRLH structures have only been reported in the har-
monic regime. However, the emergence of ultra wide band systems requires novel microwave con-
cepts and applications in the impulse regime. Consequently, it was necessary a systematic study of
CRLH TLs operated in the impulse regime, where the broadband and highly dispersive nature of
metamaterials could provide novel solutions in this field.
In Chapter 4 of this work, a novel formulation framework has been proposed for the impulse-
regime analysis of CRLH structures. In the guided regime, a closed-form time-domain Green’s
function method has been used to analyze electrically thin linear and non-linear CRLH transmission
lines, excited by a single pulse or by a periodic train of input pulses.
In the radiative regime, a new circuital condition for the standard CRLH LWA unit cell has been pro-
posed to achieve, for the first time, a constant radiation rate in the whole space. The novel condition allows a
continuous and smooth transition of the radiation losses from the left-handed to the right-handed fre-
quency regions. Besides, a novel simple theory has been presented for the harmonic characterization
of leaky-wave antennas. This theory expresses the CRLH LWA radiation losses as a combination of
the current flowing on each conductor of the transmission line, providing a fundamental explanation
about leaky-wave antennas in connection with transmission lines. In addition, these developments
have been combined with the time-domain Green’s function approach for the efficient and accurate
analysis of CRLH LWA excited by temporal pulses.
Note that the proposed methods are novel, in the sense that the time-domain analysis of such
structures have been performed before. In addition, these techniques present interesting features,
such as unconditional stability and fast computation, due to the continuous treatment of time, and
the insight into the physical phenomena provided by the Green’s functions.
Thanks to the novel numerical methods proposed, the possibility for the fast analysis of complex
CRLH structures was open. As a consequence, it was possible to apply the dispersive engineering
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approach (phase shaping of electromagnetic waves to process signals in an analog fashion), i.e.
to control the CRLH TL dispersive properties in practical structures. This has been exploited in
Chapter 5 for the development of novel phenomena and applications in the microwave domain, most
of them transported from optics. Specifically, Chapter 5 has presented the following novel phenom-
ena/devices: (a) phenomenology of pulse propagation on dispersive CRLH media, (b) pulse compression, (c)
temporal Talbot effect, (d) broadband resonator, (e) nonlinear effects and automatically balance of CRLH lines,
(f) real time spectrogram analyzer (RTSA) system, (g) frequency-resolve electrical gating (FREG) system and
(h) spatio-temporal Talbot effect. In all cases, a detailed mathematical description, following an opti-
cal approach, of the phenomena/device has been proposed. Then, measurements from fabricated
prototypes and/or full-wave simulations results have been employed to fully demonstrate the pro-
posed phenomena and applications, which are completely novel in the microwave regime. Among
them, it is important to highlight the spatio-temporal Talbot effect, which was predicted, mathemat-
ically modeled and experimentally verified for the first time in the microwave regime. The main
applications of this phenomena are related to wireless feeding networks and spatial multiplexors.
Finally, the third research line have proposed a novel CRLH parallel-plate waveguide (PPW)
leaky-wave antenna (LWA), and a new numerical technique for a fast and accurate analysis, de-
sign, and characterization of this type of structures. The introduction of CRLH LWAs during the
last decade allowed to obtain antennas able to scan the whole space (from backwards to forwards,
including the broadside direction). The analysis of this type of antennas, which are normally fab-
ricated in microstrip or coplanar waveguide technologies, was performed by using circuits models,
which are able to accurately take into account for the structure’s phase constant. However, due to the
structure’s complex radiation mechanism, radiation losses are usually neglected, so that the radiation
characteristics of this type of antennas can not completely be determined by circuital methods. In ad-
dition, a considerable number of very time-consuming full-wave simulations are usually required for
the design of balanced CRLH LWAs. Consequently, both, novel CRLH leaky-wave structures, with
enhanced features and controllable radiation mechanisms, and numerical techniques which allow
the accurate and fast analysis and design of these novel structures, had to be investigated.
A novel PPW CRLH LWA has been presented in Chapter 6. The new structure is composed of a parallel-
plate waveguide (PPW) periodically loaded by via-holes and slots. In order to analyze this structure, a novel
frequency-dependent unit-cell circuit has been introduced. This circuit model is able to completely
characterize the antenna as a function of frequency, including scattering parameters, radiation angle
and losses, among all antenna features. In order to obtain the dispersive parameters of the model,
an iteratively-refined approach, based on mode-matching, phased-array theory and the use of the
Floquet’s theorem has been presented. The proposed technique was found to be accurate, and it can take
into account the structure physical dimensions. The technique also allows to obtain a balanced CRLH unit
cell design, it is much faster than full-wave simulations, and it provides a deep insight into the physics of the
antenna’s radiation mechanism. In addition, the radiation characteristics of this type of antennas have
also been investigated in deep, and a novel formulation for the radiated far-field computation has
been presented. The frequency-dependent method is based on an array factor approach of equivalent
magnetic sources and accurately retrieves the 1D and 2D radiated patterns. Full-wave simulations
and measurements from a fabricated prototype have also been employed to validate both, the
antenna radiating characteristics and the proposed techniques.
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I conclude this thesis with the hope that I have made interesting and useful contributions to the
microwave community, and that some of the concepts, developments and structures proposed here
will find application, in the near coming future, in CAD packages and in modern mobile, satellite
and UWB communication systems.
7.2 Perspectives
As in any intensive research activity, the development of the present PhD. dissertation has led
to many novel ideas which may contribute to the improvement and future extension of the proposed
work. This section briefly specifies these future research lines.
Perhaps, the most straightforward continuation of this work is the extension of the spatial images
technique to the more general Green’s functions analysis of multilayered enclosures with complete
arbitrarily-shaped cross sections (including re-entrant sections). One possibility to carry out this task
is to modify the continuous counterpart of the spatial images method, locating the auxiliary sources
around the complex contour of the structure. The main problem of this approach is how to handle the
singular behavior of the point source, specially when it is placed very close to a cavity wall. Besides,
note that the two methods employed to solve this problem in the regular spatial images technique, i.e.
the use of a specific algorithm to locate the auxiliary sources and the use of auxiliary ground planes,
can not be employed in this case due to the abrupt variations of the cavity contour. However, some
strategies based on the extraction of the asymptotic or static parts of the involved singular integrals
may lead to accurate solutions (see [Wilton et al., 1984] and [Pérez-Soler et al., 2010].
Another interesting continuation of this work is the application of the spatial images technique
for the analysis and design of arbitrarily-shaped cavity backed antennas. In this case, it is required
to reformulate the proposed method to compute the multilayered shielded Green’s functions for the
case of both, electric and magnetic point sources. Then, the integral equation procedure must also
be reformulated in order to accurately take into account for the antenna radiation. This may be done
my splitting the original problem into two simplest equivalent problems, by using the equivalence
theorem. In the first situation, a completely closed cavity, containing both, electric and magnetic
sources, should be analyzed. In the second case, the radiation of equivalent magnetic sources placed
over a ground plane must be computed. This technique would allow the fast and efficient analysis
of cavity-backed antennas employing, for the first time, a completely spatial-domain approach.
Besides, the spatial images technique may also be reformulated to obtain Green’s functions of
media with different type of boundary conditions, such as perfect electric (PEC), perfect magnetic
(PMC), periodic boundary conditions, or a combination of all of them. This modification would allow
the accurate analysis of a wide variety of microwave devices and phenomena, such as frequency
selective surfaces (FSS), arrays of periodic antennas or CRLH transmission lines and antennas, among
many others.
Concerning to the dispersion engineering approach, the main research direction would be the
identification of optical phenomena/applications which may be of potential interest at the mi-
crowave range. Then, the goal would be to reproduce these phenomena or applications at mi-
crowaves, by using the dispersive behavior of CRLH lines combined with the non-linear phenomena
achieved by the periodic loading of the line using varactors. On the other hand, it may be useful
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to apply some microwave concepts, for instance, related to filter synthesis or antenna arrays, to the
development of novel applications at the optic regime.
In the case of UWB applications, one straightforward continuation of the proposed work is the
real fabrication of the proposed frequency-resolved electrical gating system (FREG). This would al-
low the fast and accurate identification (in both, time and frequency) of ultra fast pulses employed by
the current UWB systems. The main problem here is the accurate development of extremely precise
time-delayers, which is not a simple task.
In the case of harmonic CRLH LWAs, another interesting research direction may be the ade-
quate identification of the antenna radiation mechanism, which in turns also depends on the tech-
nology employed for the antenna design (microstrip, CPW, CPS, etc.). This would allow a com-
plete control of the antenna’s phase constant and radiation losses, which is extremely important for
the design of efficient LWAs. In practice, the radiation losses may be modified around the antenna
length (leading to a specific aperture illumination), which would lead to tapered leaky-wave anten-
nas (see [Oliner and Jackson, 2007], [Gomez-Tornero et al., 2006a], and [Garcia-Vigueras et al., 2010]).
This type of antennas would present some important advantages as compared with regular leaky
structures, such as reduced sidelobe levels, beam broadening or focusing properties.
Finally, in the context of the PPW CRLH LWA structure derived in Chapter 6, there are also some
possible nice ideas to extend the presented work. First, the analysis of the equivalent radiating struc-
ture, which is opened on one side to a free-space periodic environment, is currently performed using
a mode-matching technique. An interesting alternative approach is to reformulate the problem by
using the integral equation method. In this case, the use of the equivalence theorem would allow to
simplify the original problem into two simpler equivalent problems. The first problem is composed
by a piece of waveguide, which presents magnetic currents on the top conductor. Then, the second
problem is just composed of an equivalent magnetic current radiating into free-space within a peri-
odic environment. This approach would allow the fast analysis of the CRLH PPW LWA equivalent
radiating structure, avoiding the relative convergence problems which arise in the mode-matching
formulation.
Second, it is important to keep in mind that the proposed method allows to conform the total
radiation losses related to each unit-cell. Therefore, it should be relatively easy to make tapered PPW
CRLH LWA designs, which, as previously commented, present important advantages in terms of
beam shaping and secondary lobe reduction.
And third, an interesting extension of this work would be to accurately shape a desired pencil-
beam by controlling the width of each CRLH unit-cell. Furthermore, the incorporation of phase





Analytical formulas to describe some
modulated pulses
The purpose of this appendix is to provide analytical formulas which describe some modulated
pulses. These formulas are employed in Chapter 5 to characterize the pulses which excite linear
and non-linear dispersive CRLH structures.
A.1 Chirp Modulated Gaussian Pulse















where C0 controls the pulse amplitude, t0 is the time offset, f0 is the pulse modulation frequency, σ is
related to the pulse duration, and the variable C define the up (when C > 0) or down (C < 0) chirp
modulation. Note that this expression is reduced to a simple modulated Gaussian pulse for the case
of C = 0. Fig. A.1 presents two examples of this type of pulses.
A.2 Modulated Square Pulse





C0Re {exp [j2π f0(t − t0)]} if |t − t0| ≤ T/2
0 if |t − t0| ≥ T/2
, (A.2)
where C0 controls the pulse amplitude, t0 is the time offset, f0 is the pulse modulation frequency and
the variable T define the pulse width. An example of this type of pulses is shown in Fig. A.2.
271
272 Appendix A: Analytical formulas to describe modulated pulses






































Figure A.1 – Example of chirp-modulated Gaussian pulses, with parameters of C0 = 1, f0 =
1.5 GHz, σ = 1.5 ns, and t0 = 7.5 ns. (a) Down-chirp Gaussian pulse, with C = −7.
(b) Up-chirp Gaussian pulse, with C = +7.


















Figure A.2 – Example of a modulated square pulse, with parameters of C0 = 1, f0 = 1.5 GHz,
T = 5 ns, and t0 = 7.5 ns.
A.3 General Modulated Super-Gaussian Pulse













+ jC2(t − t0)3
]}
, (A.3)
where C0 controls the pulse amplitude, t0 is the time offset, σ is related to the pulse duration, C1 and
C2 control the linear and quadric chirp modulation, f0 is the pulse modulation frequency and m is an
integer. Fig. A.3 presents two examples of this type of pulses.
A.4 General Non-Linearly Modulated Gaussian Pulse
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Figure A.3 – Example of modulated super Gaussian pulses, with parameters of C0 = 1, f0 =
1.5 GHz, C1 = C2 = 0, σ = 2.0 ns, and t0 = 7.5 ns. (a) m = 1, leading to a regular
modulated Gaussian pulse. (b) m = 8, leading to a modulated super Gaussian
pulse.






































Figure A.4 – Example of non-linear modulated Gaussian pulses, with parameters of C0 = 1,
f0 = 1.5 GHz, C1 = 0, σ = 1.5 ns, and t0 = 7.5 ns. (a) Weak non-linearly modulated
Gaussian pulse, with z = 10. (b) Strong non-linearly modulated Gaussian pulse,
with z = 25.
where C0 controls the pulse amplitude, z is an integer and U(t) is given by











where t0 is the time offset, f0 is the pulse modulation frequency, and σ is related to the pulse duration.
Fig. A.4 presents two examples of this type of pulses.
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Appendix B
Analysis of UWB systems using ADS c©
In Chapter 5, the time-domain Green’s functions approach proposed in Chapter 4 was employed to
model and characterize a wide variety of dispersive and non-linear UWB phenomena and applica-
tions at microwaves, such as pulse propagation along CRLH media (see Section 5.2 of Chapter 5),
pulse compression (see Section 5.3 of Chapter 5), or the temporal Talbot effect (see Section 5.4 of
Chapter 5). In that chapter, the home-made software was validated using measurements from fab-
ricated prototypes (when available) or using simulated results obtained by the commercial software
ADS c©.
In this appendix, I briefly explain the use of the software ADS c© to model UWB phenomena
and applications at microwaves. Specifically, I present a description in ADS c© (at the system level)
of the tunable UWB repetition rate resonator (proposed in Section 5.5 of Chapter 5) and of pulse
propagation along non-linear media (see Section 5.6 of Chapter 5). I have chosen these two specific
cases because they are the most complicated to model. Any other application or phenomenon (as
those described in Chapter 5) can also easily be characterized in ADS c© in a similar way.
Finally, note that this appendix does not include any result, just a brief system description of two
UWB environments. The explanations of the phenomena and applications, a mathematical justifica-
tion, and validation results can be found in Chapter 5.
B.1 Tunable Pulse Repetition-Rate Resonator
The features and characteristics of the tunable pulse repetition-rate resonator were presented in
Section 5.5 of Chapter 5. In order to fully characterize this device, we have employed the commercial
software ADS c©. Specifically, the structure presented in Fig. 5.7 is modeled by the circuit model
shown in Fig. B.1.
The description of the resonator block diagram in ADS c© is as follows. Initially, a baseband
Gaussian pulse is generated by a time-domain source (represented in the block "A" of the figure) and
modulated using a local oscillator ("B") and a mixer ("C"). The modulated Gaussian pulse propagates
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Figure B.1 – Proposed ADS c© model of the UWB CRLH-based tunable resonator (see Fig. 5.7a).
Figure B.2 – Proposed ADS c© model of the CRLH transmission line employed in the UWB
CRLH-based tunable resonator (see Fig. 5.7b).
into a two different stages, using a splitter ("D"). One of the modulated signals given by the splitter
is down-converted to baseband and used as a reference. For this purpose, a demodulator ("E") and
a low-pass filter ("F") are employed. The second modulated Gaussian pulse provided by the splitter
is used as an input to the actual CRLH resonator. This resonator is composed of two ideal two-ports
blocks ("H" and "J") and a CRLH line ("I"). The first block ("H") is configured to propagate all the
energy from the splitter towards the CRLH line, and to reflect all the energy which comes from the
CRLH line. On the other hand, the block ("J") is configured to reflect back most of the energy towards
the line, but also to propagate a small amount of energy to the next stage of the system. In this way,
the energy is traveling back and forth between the ideal blocks ("H" and "J"). This configuration,
similar to a laser cavity, is able to accurately simulate the behavior of the proposed resonator. In
addition, the CRLH line ("I") is modeled using 40 unit cells in a hierarchical configuration, as it can
be seen in Fig. B.2. Besides, each unit cell follows the circuit configuration of Fig. 4.3b, which is
modeled, using again a hierarchical configuration, as shown in Fig. B.3. Then, the modulated pulse
which comes out of the resonator is down-converted to baseband using a demodulator and a low-
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Figure B.3 – Proposed ADS c© model of a single CRLH unit-cell.
Figure B.4 – Proposed ADS c© model of pulse propagation along non-linear CRLH media.
pass filter (blocks "K" and "L"). Note that the final amplification stage of the resonator (see Fig. 5.7a)
has not been included in this model for simplicity. Finally, a transient analysis is carried out in order
to study the behavior of the complete structure.
B.2 Pulse Propagation along Non-Linear CRLH lines
The features and characteristics of pulse propagation along non-linear CRLH media were pre-
sented in Section 5.6 of Chapter 5. In order to fully characterize this phenomena, we have modeled it
using the ADS c© scheme shown in Fig. B.4.
The description of the model is very similar as in the case of the resonator. First, the generator
(block "A" in the figure) provides a baseband Gaussian pulse, which is modulated by using a local
oscillator ("B") and a mixer ("C"). The splitter ("D") divides the input pulse into two identical signals.
One of these signals is down-converted to baseband [by using a demodulator ("E") and a low-pass
filter ("F")] and is used as a reference. The second modulated pulse travels through an ideal two-port
block ("H"), which is configured to allows the propagation of the pulse towards the next stage, and
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Figure B.5 – Proposed ADS c© model of the non-linear CRLH transmission line.
Figure B.6 – Proposed ADS c© model of a single non-linear CRLH unit-cell.
absorbs any possible reflected wave coming from there. Then, the pulse is fed into the non-linear
CRLH line ("I"), which is modeled by using 12 non-linear unit cells in a hierarchical configuration,
as shown in Fig. B.5. Following the hierarchical strategy, each of the non-linear unit-cells has been
implemented using the circuital model shown in Fig. B.6. Note that non-linearity is provided by a
shunt varactor, which directly depends on the the voltage at the central node of the unit-cell. Finally,
the modulated signal which comes out of the non-linear CRLH line is down-converted to baseband
using a demodulator and a low-pass filter (blocks "J" and "K").
Appendix C
Mode-matching analysis of a waveguide
opened to free space within a periodic
environment
C.1 Introduction
The purpose of this Appendix is to present a mode-matching analysis of a dielectric-filled
parallel-plate waveguide (PPW) which radiates into free-space in a periodic environment, i.e., the
analysis of a single aperture radiating within an infinity periodic array of apertures (see Fig. 6.5).
The waveguide is filled by a dielectric with relative permittivity εr , and has a width of g. Thanks to
the simple geometry of the parallel-plate waveguide, a multi-modal analysis is performed, employ-
ing the procedures described in [Harrington, 1961], [Marcuvitz, 1964], [Itoh, 1989] combined with the
Floquet’s theorem [Bhattacharyya, 2006].
The steps to perform this study are as follows. First, a modal analysis of an open-ended parallel
plate waveguide excited by an incident mode is presented. Then, periodic boundary conditions are
applied at the edges of the unit-cell in order to model the radiation at free-space within a periodic
environment. In both regions, a set of modes are employed to expand the fields. Next, boundary
conditions are applied at the waveguide-free space interface, leading to a set of equations related to
the electric and magnetic fields. Finally, a mode-matching technique is applied to these equations,
determining the complex coefficients associated to the modes employed to expand the fields. All
these steps are described in great detail below.
C.2 Modal Analysis of a Waveguide
Let us consider the filled parallel-plate waveguide shown in Fig. C.1, which presents a discon-
tinuity (aperture) at its end. The field within the vertical PPW is expanded in mode functions TM
to x (TMx). The reason of using this expansion set is because in the PPW CRLH LWA structure (see
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Figure C.1 – Filled parallel-plate waveguide with width g. The guide, analyzed using a set of
TMx modes, is excited by an incident p mode, with amplitude Bp. Reflected modes
appear at the waveguide discontinuity (located at z = 0), which propagate back
towards the waveguide.
Fig. 6.1) the energy propagates along the x direction. Therefore, the complete antenna is excited us-
ing a TMx mode, which is coupled onto the waveguide under analysis. Note that the TMx set of
modes employed to characterize this waveguide are hybrid modes with respect to the direction of
propagation within the waveguide, which in this case is z. Due to the use of a TMx expansion, the
magnetic and electric vector potentials in the filled waveguide may be defined as [Harrington, 1961]
~FPPW = 0, (C.1)
~APPW = ψPPW êx, (C.2)
where êx is the unitary vector along the x direction and ψPPW is the scalar wave potential or wave-
function in the waveguide.
The scalar wave potential can easily be derived applying the corresponding boundary conditions
at the PPW borders [Harrington, 1961]. Besides, note that the waveguide is excited by the pth incident
TMx mode, which has an amplitude Bp. This mode propagates along the waveguide until it reaches
the aperture. Even though part of the energy is coupled towards free-space, some energy is reflected
back towards the waveguide. This reflected field is expanded into an infinite series of modes with
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Note that, since the waveguide presents a parallel-plate configuration with (z-x) in-plane excitation,
the wavenumber along the y-direction is directly zero, i.e. kwy,p = 0, ∀p.
























Hz = 0. (C.12)
It is important to note that a minus sign has been included in the terms related to a derivative over
the direction x. This sign appears [Harrington, 1961] because the direction of propagation is z (see
Fig. C.1), whereas the field has been expanded in a set of TMx modes. Besides, note that the wave
inside the structure is not only TMx, as expected, but also TMz (due to the parallel plate configura-
tion). This allows us to further simplify the formulation and prevents the formation of TE waves at
the waveguide discontinuity.
After some tedious but straightforward developments, the components of the electric and mag-





































































































Hwz = 0. (C.18)
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Figure C.2 – Modeling of the free-space radiation of a parallel-plate waveguide placed within a
periodic environment. Periodic boundary conditions, related to the complex propa-
gation constant of the complete CRLH LWA unit cell, are imposed in the free space
region. Due to periodicity, a discrete set of complex modes (Dt) appears.
C.3 Modal Analysis of a Slot placed within a Periodic Environment
After the energy travels along the waveguide, it reaches the aperture discontinuity, as shown in
Fig. C.2. There, some energy is coupled to free space. In this region, the field is expanded in a set
of mode functions TM to z (TMz). This set of modes has been employed because the field which
propagates from the waveguide is both, TMz and TMx. Therefore, we will match fields from two
different regions, expanded using the TMz set of modes. Note that we have avoided the use of hybrid
modes for the mode-matching (TMx modes, as used inside the waveguide), because it would lead to
the generation of hybrid TMx modes at free-space, which require a more complicated formulation.
Using the TMz expansion set, the magnetic and electric vector potentials in free-space yields
~F0 = 0, (C.19)
~A0 = ψ0êz, (C.20)
where êz is the unitary vector along the z direction and ψ0 is the scalar wave potential or wavefunction
in free-space.
It is very important to note that periodic boundary conditions have been applied in free space,
at the limits of the unit-cell. This situation models an infinite periodic array of apertures, and can
effectively be anaylzed using the Floquet’s theorem [Bhattacharyya, 2006]. Using this model and due
to periodicity, the field in free-space is expressed as the infinite sum of a discrete set of complex modes
Dt, instead of the usual continuous spectrum obtained in the single slot case [Harrington, 1961].











where k0 is the free-space wavenumber, and the tth wavenumber along the x direction is determined
by
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In this last expression, `uc is the physical length of the unit-cell (see Fig. C.2) and kef f is the effective
wavenumber related to the periodic environment (see Chapter 6.3). Specifically, the imposition of
this periodic boundary condition assures that the aperture radiation mechanism completely depends
on the complex propagation constant of the CRLH TL unit-cell, kef f . Thanks to the separability of the

































Hz = 0. (C.29)
Nota that, as compared with Eqs. (C.13)-(C.18), the minus sign related to the x-directed terms has
been suppressed [Harrington, 1961]. This is because the direction of propagation (z) and the modes
employed for the expansion set (TMz) shares the same orientation (z).
After some tedious but straightforward developments, the components of the electric and mag-











































H0z = 0. (C.35)
C.4 Mode-Matching Formulation
The electric and magnetic fields inside the filled waveguide have been defined in Section C.2,
whereas the electric and magnetic fields in the periodic free space environment have been
defined in Section C.3. This section derives a mode-matching formulation [Harrington, 1961],
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Figure C.3 – Open-ended parallel-plate waveguide radiating in an array environment. Periodic
boundary conditions, related to the complex propagation constant of the complete
CRLH LWA unit cell, are imposed in the free-space region. The waveguide is excited
by the pth mode, Bp, which generates two set of modes: one set is reflected back
towards the waveguide (Cn) and the other is coupled to free-space (Dt).
[Marcuvitz, 1964], [Itoh, 1989] to determine the complex amplitudes related to the reflected (to the
waveguide, Cn) and transmitted (to free space, Dt) modes, which appear when the waveguide is
excited by an incident pth mode.
The first step is to impose boundary conditions at the waveguide discontinuity, i.e., at the posi-
tion z = 0 (see Fig. C.3), for both, the electric and the magnetic fields.
In the case of the electric field, the tangential field must be continuous at the aperture inter-
face. Besides, note that the tangential electric field must be zero at the surface of any perfect electric






















0 if |x| > 12
1 if |x| < 12
. (C.37)
Besides, the tangential components of the magnetic field must be continuous at the aperture
interface surface. Note that they will not be zero along the waveguide metallic walls, because possible
induced currents placed there could generate a discontinuity on the fields. Imposing the continuity
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Once the boundary conditions have clearly been defined, the next step is to apply the mode-
matching technique [Harrington, 1961], [Marcuvitz, 1964], [Itoh, 1989]. For this purpose, we will
first developed each boundary condition, and then we will exploit the orthogonality properties of
the harmonic functions involved in the formulation for the scalar wave potentials in order to derive
the complex coefficient of the modal amplitudes (Dt, Cn), as a function of the excitation mode Bp.
These steps are detailed below, for the electric and magnetic fields cases.
C.4.1 Boundary Conditions: Electric Field
The tangential electric field must be continuous along the interface between the waveguide and






















































Following the mode-matching technique, and in order to exploit the orthogonality properties
of the harmonic functions, we multiply both sides of the above equation by e−jm
2π
`uc
x, where m ∈
Z. Specifically, we use as auxiliary functions the Floquet’s modes which appear on the free-space
region. This is because we want to determine the reflected and transmitted coefficients when the
excitation comes from the waveguide. The number of auxiliary modes to employ (M) is exactly
the same number of modes employed for the fields expansion in the free-space region. Then, we
integrate along the discontinuity, i.e. along the x direction (at z = 0) from −`uc/2 towards `uc/2




































































After some tedious but straightforward manipulations, the integrals which appear in the above
equation may individually be solved as















































































































































































x if x 6= 0
1 if x = 0
. (C.44)





































































































C.4.2 Boundary Conditions: Magnetic Field
The tangential magnetic field must be continuous along the aperture interface, as explicitly men-


















































At this point, we follow the same mode-matching procedure introduced in the last section, i.e.,
we multiply both sides of the above equation by e−jm
2π
`uc
x, where m ∈ Z, and then we integrate along
the x direction (at z = 0) from −`uc/2 towards `uc/2 [Marcuvitz, 1964], [Itoh, 1989]. In this way,
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After some tedious but straightforward manipulations, the integrals which appear in the above































































































































































Then, the boundary condition on the magnetic field imposed at the aperture interface [see






























































































C.4.3 Determining the Complex Modal Coefficients
In the previous subsections, we have expanded the fields on the waveguide and on the periodic
free-space region as a sum of an infinite number of modes, which are only present in their respective
regions. The problem now consists of determining the complex amplitudes of the modal coefficients
associated to the fields in each region. Initially, this procedure may lead to an infinite set of linear
equations, which can not be handled by a regular computer. Therefore, it is necessary to truncate the
number of modes employed to expand the fields in each region, leading to an approximate solution
of the problem [Itoh, 1989]. The accuracy of the computed solution should be verified, in order to
assure that convergence has been reached. This means that the results should be stable when the
number of modes employed increases.
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Let us assume that the pth mode is incident on the waveguide (see Fig. C.3). We limit to N the
number of modes which propagates back towards the waveguide and to T the number of modes
which propagates into free-space. At this point, we can construct a set of linear equations by using
the equations derived to impose boundary conditions [see Eq. (C.45) and Eq. (C.51)]. There, for each
value of m, two equations are obtained (one related to the electric field, denoted with a superscript
"e", and another related to the magnetic field, denoted with a superscript "h"). Finally, a total number






















where Bp is the amplitude of the incident pth mode, [C] and [D] are two matrixes with dimensions
1 × N and 1 × T related to the reflected and transmitted complex modal coefficients, respectively.
These matrixes may be represented as
[C] =
(




D1 . . . D(T−1) DT
)
. (C.53)




have both dimension of M × 1, and represents complex values which
multiply the excitation coefficient, Bp, in the imposition of the electric [see Eq. (C.45)] and magnetic























































































































have both dimension of M × N, and represents complex values which
multiply the modal coefficients Cn in the imposition of the electric [see Eq. (C.45)] and magnetic [see































































































































































































, they have both dimension of M×T, and represents com-
plex values which multiply the modal coefficients Dt in the imposition of the electric [see Eq. (C.45)]
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Once the individual matrixes which compose the set of linear equations have clearly been de-
fined, Eq. (C.52) is algebraically manipulated in order to solve the system. Combining the unknown

































Finally, the modal complex coefficients associated to each reflected and transmitted waves can






















Concatenation of Scattering Matrixes
The purpose of this appendix is to provide a simple formulation to concatenate two different multi-
mode electrical networks defined by their associated scattering parameters. Due to the multi-mode
nature of the networks, the situation under analysis can be considered as the combination of two scat-
tering matrixes with a different number of input/output ports, which also have some ports in com-
mon [Balanis, 1989]. In this way, each input/output mode may be seen as a different input/output
port. Then, the final goal is to obtain a closed-form expression of the equivalent multi-mode scatter-
ing matrix. This situation is clearly depicted in Fig. D.1.
Let us consider two different multi-mode networks, defined by their associated scattering
parameters. The first network is related to the multi-modal matrix S′, which has dimensions
(M + D) × (M + D) (i.e., M input ports and D output ports), whereas the second network is de-
scribed by the multi-modal matrix S′′, which has dimensions (D + F)× (D + F) (i.e. D input ports
and F output ports). As can be seen from this notation (and it is explicitly shown in Fig. D.1a) the
two matrixes has a total of D ports in common.
Consider a single matrix, for instance the matrix S′. The matrix is related to an electrical network
with two ports (one input port, denoted by the subscript "i", and one output port, denoted by the
subscript "o"). Employing the usual incident/reflected wave notation [Pozar, 2005], and taking into














where [a′i] is a matrix, with dimension M× 1, related to the incident waves towards the input port, [b′i ]
is a matrix, with dimension M × 1, related to the reflected waves from the input port, [a′o] is a matrix,
with dimension M× 1, related to the incident waves towards the output port and [b′o] is a matrix, with
dimension M × 1, related to the outcoming waves from the output port. As previously commented,
the dimension of the scattering matrix S′ is (M + D) × (M + D), and it relates the incident and
reflected waves, taking into account the input and output ports and the multi-mode nature of the
electric network (see Fig. D.2).
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(a) (b)
Figure D.1 – Concadenation of two different multi-mode electrical networks defined by their as-
sociated scattering parameters. Each input/output mode is seen as an input/output
port [Balanis, 1989]. (a) Combination of the matrix S’ [dimension: M × D] with the
matrix S” [dimension: D × F]. (b) Equivalent matrix S [dimension: M × F], which
reproduces the same electrical behavior as in case (a).
Figure D.2 – Dimensions and characteristics of a multi-mode scattering parameters matrix S′
which define a two-port electrical network.



























where t = 1...M, g = 1...D, a′i,N is related to the N
th wave which propagates towards the input port
(left side of the network S’ in Fig. D.1a), and a′o,N is the N
th wave which propagates towards the
output port (right side of the network S’ in Fig. D.1a). A similar notation, b′i,N and b
′
o,N, is followed
for the Nth waves which cames out from the input and output ports of the network, respectively.
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where w = 1...F and the use of the double primed sign ” has been included to clearly indicate that
the incident/reflected waves are related to the matrix S”.
Fig. D.3 presents a graphical representation of the scattering matrix concatenation, explicitly in-
cluding the incident and reflected waves on each network. As can easily be inferred from the figure,
the waves which came from the output port of the first network are the incident waves which prop-
agate toward the input port of the second network. These are the boundary conditions that must be
imposed at the networks interface, in order to combine both scattering matrixes into a unique matrix.







i,x for x = 1...D. (D.6)
Applying these boundary conditions in the definition of the scattering parameters, the input and






















































The main goal now is to combine the equations shown above in order to obtain a single scatter-
ing matrix (S) which reproduce the same electrical behavior as the concatenation of matrixes S′ and
S′′. For this purpose, we excite the two networks system with an incident wave (a′i,q, with q = 1...M),
which propagates towards the input port of the first network (S′ in Fig. D.3). Note that this is the only
incoming wave which excites the system (i.e., a′i,h = 0, ∀h 6= q) with all output ports of the global
network matched (a′′o,w = 0, ∀w).
Taking into account this excitation, the waves which propagates from network S′′ towards net-










294 Appendix D: Concatenation of Scattering Matrixes
Figure D.3 – Explicit representation of the incident (a) and reflected (b) waves employed for the
concatenation of two electrical networks. Each multi-mode network (S′ and S′′) is
defined by its scattering parameters.
Using this last expression, and applying the adequate boundary conditions [see Eq. (D.6)], the re-


























Employing the same methodology, the waves propagating from network S′ towards network S′′








































have been introduced for the sake of completeness.
Since g = 1...D (number of ports in common between the network S′ and S′′), Eq. (D.13) repre-
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Then, the value of each b′o,g wave (i.e., wave coming from network S
′ towards network S′′) may










1 − Srw11,1 −Srw11,2 . . . −Srw11,(D−1) −Srw11,D






−Srw1(D−1),1 −Srw1(D−1),2 . . . 1 − Srw1(D−1),(D−1) −Srw1(D−1),D




































































where a′i,q is the excitation wave and f
′
g,q(S
′, S′′) is a function, which depends on S′ and S′′, and relates
the output and input waves. Note that this function is directly obtained after solving Eq. (D.17).


















for the reflection coefficients (input port point of view, modal excitation wave defined by q = 1...M





















for the case of the transmission coefficients (i.e., from the input to the output port, with modal exci-
tation wave defined by q = 1...M and observation mode at the output port defined by w = 1...F).
The same procedure can be now applied in the case that the incident wave comes from the out-
put port of the second network (S′′) and propagates towards the input port of the first electrical
network (S′). In this situation, the incident wave is denoted by a′′o,z, with z = 1...F. Note that this is
the only incoming wave which excites the system (all other ports are considered to be matched) and,
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therefore, a′i,h = 0 ∀h and a′′o,w = 0, ∀w 6= z.
Taking into account this excitation, the waves which propagates from network S′ towards net-










Using this last expression, and applying the adequate boundary conditions [see Eq. (D.6)], the re-












where w = 1...F.
Employing the same methodology, the waves propagating from network S′′ towards network S′


















































have been introduced for the sake of completeness.










1 − Srw21,1 −Srw21,2 . . . −Srw21,(D−1) −Srw21,D






−Srw2(D−1),1 −Srw2(D−1),2 . . . 1 − Srw2(D−1),(D−1) −Srw2(D−1),D
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where a′′o,z is the excitation wave and f
′′
g,z(S
′, S′′) is a function, which depends on S′ and S′′, and relates
the output and input waves. Note that this function is directly obtained after solving Eq. (D.27).


















for the reflection coefficients (output port point of view, modal excitation wave defined by z = 1...F












for the case of the transmission coefficients (i.e., from the output to the input port, with modal exci-
tation wave defined by z = 1...F and observation mode at the input port defined by t = 1...M).
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Appendix E
Transformation between series and shunt
R-C circuits
The purpose of this appendix is to derive simple expressions for the lumped components of an R-C
series and shunt circuits, in order to achieve the same input impedance in both cases. This situation
is clearly depicted in Fig. E.1.
The input impedance of a series R-C circuit [shown in Fig. E.1(left)] is given by









The goal now is to obtain the R-C values of the series circuit as a function of the R-C values of
the shunt circuit. For this purpose, we can easily equal the input impedances of the circuits, as
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Figure E.1 – Input impedance equivalence between a series and a shunt R-C circuits. The series
circuit (left) is composed of a resistor (R) and a capacitor (C), and the shunt circuit
is composed of a different resistor (R1) and a different capacitor (C1). Note that this
transformation depends on frequency.










The goal now is to obtain the R-C values of the shunt circuit as a function of the R-C values of the
series circuit. For this purpose, we can easily equal the input admittances of the circuits, as




























This PhD. dissertation has introduced novel formulations applied for the analysis of new technolo-
gies, devices and phenomena at the microwave regime. The publications of several technical and
scientific international papers guarantees the quality and interest of the novel ideas proposed. Specif-
ically, the work presented in this thesis has contributed to the publication of 21 peer-review in-
ternational journal papers (14 of them as a first author), 4 invited international conferences (all
of them as a first author), 13 international conferences (4 of them as a first author), 9 Spanish na-
tional journal papers (4 of them as a first author) and 20 Spanish national conferences (10 as a first
author).
This appendix gives a list of the main relevant contributions for the scientific community de-
rived from the present work. The acronyms employed to denote and distinguish journals and con-
ferences follows the structure of [NameNumber], where Name is related to the type of publication [J
for peer-review international journal, SJ for Spanish national journal, InvC for invited international
conference, C for international conferences and SC for Spanish national conferences] and Number is
related to the number of a specific paper within the same type of publication.
F.1 International Refereed Journals
J1 J. S. Gómez-Díaz, J. L. Gómez-Tornero, A. Álvarez-Melcón and C. Caloz, "A Simple Transmis-
sion Line Model for the Characterization of Leaky-Wave Antennas", IEEE Trans. Antennas and
Propagation, [To be submitted].
J2 M. Martínez-Mendoza, J. S. Gómez-Díaz, D. Cañete-Rebenaque, A. Álvarez-Melcón and S.
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Glossary
∗
Sign to denote the convolution operation.
A(z, t)
Temporal representation (in volts) of a periodic signal at the position z.
AF(ω, θ̂, φ)
Array factor term expressed in spherical coordinates.
Aa(x, z)
Spatial distribution of the electric field [at a particular time t (implicit) and at the position z]
along the elements of an antenna array, which are placed on the x axis.
Ae(x, z = 0)
Spatial distribution of the electric field along an array element in a particular time snapshot t
(implicit).
BV
Total number of basis functions employed to compute multilayered boxed electric scalar
Green’s functions.
BA,ξ
Number of basis employed to discretize the wall ξ when computing the boxed Green’s function
related to the magnetic vector potential.
C′L
LH times-unit-length capacitance (F · m).
C′R




In the context of the spatial images technique, auxiliary linear distribution of dipoles em-
ployed to compute the boxed multilayered magnetic vector Green’s functions generated by
an x-oriented source dipole.
Dy
In the context of the spatial images technique, auxiliary linear distribution of dipoles em-
ployed to compute the boxed multilayered magnetic vector Green’s functions generated by
an y-oriented source dipole.
G′
Per unit-length conductance (S/m).
GxxABox
x-component of the multilayered boxed magnetic vector Green’s function generated by an x-
oriented source dipole.
GxxACav
x-component of the multilayered magnetic vector Green’s function, generated by an x-oriented
source dipole, related to a cavity with a convex arbitrarily-shaped cross-section.
GxxATri
x-component of the multilayered magnetic vector Green’s function, generated by an x-oriented









y-component of the multilayered magnetic vector Green’s function, generated by an y-oriented




y-component of the multilayered magnetic vector Green’s function, generated by an y-oriented
source dipole, related to a cavity with triangular cross-section.
GI(z, z′, t)
Green’s function associated to the current along a transmission line.
GV
Electric scalar Green’s function.
GV(z, z′, t)
Green’s function associated to the voltage along a transmission line.
Glossary 315
GW
Magnetic scalar Green’s function.
GBox
Multilayered Green’s function related to a cavity with rectangular cross-section.
GVBox
Multilayered boxed electric scalar Green’s function.
GVCav
Multilayered electric scalar Green’s function related to a cavity with a convex arbitrarily-shaped
cross-section.
GVTri
Multilayered electric scalar Green’s function related to a cavity with triangular cross-section.
H(z, t)




Auxiliary dipole number m, located at the kth ring, oriented along the x direction and generated




Auxiliary dipole number m, located at the kth ring, oriented along the x direction and generated




Auxiliary dipole number m, located at the kth ring, oriented along the y direction and generated




Auxiliary dipole number m, located at the kth ring, oriented along the y direction and generated
by an original y-oriented dipole source, employed to compute the magnetic vector potential.
Ig(t)
Temporal input current provided by a generator (A).
I lp(z)
Current related to a propagative wave, flowing on the lower conductor of a transmission line.
Iup (z)




Effective radiation current, from a far-field point of view, which flows along a transmission line.
L′L
LH times-unit-length inductance (H · m).
L′R
RH per-unit-length inductance (H/m).
N
In the context of the spatial images technique, number of images per ring employed to discretize
the contour of a given cavity.
Ng
Total number of ports of a given structure.
Np
Total number of basis functions employed to characterize the current flowing on the pth metallic
patch.
Nst
Number of unit-cells along the y direction in a PPW CRLH LWA structure.
Nuc
Number of unit-cells along the x direction in a PPW CRLH LWA structure.
P′rad
Reference power radiated by a PPW CRLH LWA.
PxGA(~r
′, g)




Sign of an auxiliary charge located in the quadrant g.
Pload
Total power absorbed by a load.
Pradiated
Total power radiated to free-space by an antenna.
Prad
Total power radiated by a PPW CRLH LWA.
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Psource
Total power generated by a source.
Q
In the context of the spatial images technique, auxiliary linear distribution of charges, employed
to compute the boxed multilayered electric scalar Green’s function.
R
In the context of the spatial images technique, number of rings of images employed to discretize
one cavity in height.
R′
Per unit-length resistance (Ω/m).
Rant
Distance between an observation point P (placed at~r) and a linear antenna, considered punctual
from a far-field point of view.
S0
Zero order Sommerfeld transformation.
S1
First order Sommerfeld transformation.
Sbqap
Scattering parameter observed at the b port, qth mode, when the port a is excited by the pth
mode.
T0
Period rate of a periodic temporal signal.
Tp(ω)









mth component of the excitation vector employed in the MoM system of linear equations, re-
lated to the uth metal patch.
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X
In the spatio-temporal Talbot phenomenon context, spatial distance between two consecutive








MoM impedance matrix element, related to the basis function n, defined on the pth metal patch,
and to the test function m, defined on the uth metal patch.
∆θ










In the MPIE context, unknown n coefficient in the expansion of the current on the sp surface.
αk,m





In the spatial images context, complex weight related to the k basis function, placed at the m
ring, associated to an x-oriented auxiliary dipole and imposed on the ξ wall.
¯̄GA
Magnetic dyadic Green’s function.
¯̄GF
Electric dyadic Green’s function.
¯̄Q(Pi)
In the context of the spatial images technique, accelerated by interpolation, complex values
of the auxiliary charge images when the source is placed at the i-th corner of the rectangular





Propagation constant related to the k-th mode inside a resonator.
χ
Phase change between the currents which flow along the conductors of a transmission line.
`
Antenna or transmission line length.
`uc




Complex propagation constant, γ(ω) = α(ω) + jβ(ω).
θ̂










Transformed frequency, ω′ = ω0 + ω.
ω0
Modulation frequency of a given pulse.
ωm





Spatio-temporal dyadic Green’s function.
φe
Electric scalar potential (V).
φm
Magnetic scalar potential (A).
ρL
Reflection coefficient at the load.
ρsp
Equivalent charge density located on the surface of the pth metallic patch.
σsu
Finite conductivity of the metal placed on the surface su.
θ
Radiation angle of an antenna main beam, measured from the direction perpendicular to the
antenna.
θ′
Antenna radiation angle measured from an auxiliary rotated coordinate system.
Ã(z, ω)
Spectral representation (in volts/Hz) of a periodic signal at the position z.
Ãa(kx, z)
Distribution of the electric field along an antenna array, expressed in the transformed domain,
placed at a particular position z.
G̃xxA
x-component of the spectral-domain multilayered magnetic vector potential Green’s function
generated by an x-oriented source dipole.
G̃xxF
x-component of the spectral-domain multilayered electric vector potential Green’s function
generated by an x-oriented source dipole.
G̃I(z, z′, ω)
Spectral Green’s function associated to the voltage along a transmission line.
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G̃V
Spectral-domain multilayered Green’s function related to the electric scalar potential.
G̃V(z, z′, ω)
Spectral Green’s function associated to the voltage along a transmission line.
G̃W
Spectral-domain multilayered Green’s function related to the magnetic vector potential.
H̃(kx, ω)
Channel transfer function expressed in the transformed spatial domain.
H̃(z, ω)












Incident or impressed electric field (V/m).
~Es
Scattered electric field (V/m).
~H













mth test function defined on the uth metallic patch.
~rg
Generator position.
Ēse(ω, θ̂, φ, r)
Electric field, expressed in spherical coordinates, radiated by a magnetic linear source placed
over a ground plane.
F̄
Electric vector potential (A · s/m).
ξ
In the analysis of leaky-wave antennas, amplitude change between the currents which flow
along the conductors of a CRLH transmission line.
ξ
In the context of the spatio-temporal Talbot phenomenon, linearization parameter.
b




Transition frequency associated to a CRLH line, where β( fT) = 0.
fBF
Lower frequency of the fast-wave region, which provides radiation at the backfire direction.
fEF




Basis function number k, placed on the ring m, related to the scalar electric potential (V), and




Test function number i, placed on the ring l, related to the scalar electric potential (V), and





Basis function number k, placed on the ring m, related to the magnetic vector potential (A)
generated by an x-oriented source dipole, and placed along the wall ξ within the g quadrant




Test function number i, placed on the ring l, related to the magnetic vector potential (A) gener-
ated by an x-oriented source dipole, and placed along the wall ξ within the g quadrant (with










Auxiliary charge number m, located at the kth ring, employed by the spatial images technique






Time required for a pulse to reach the imaging Talbot distance from the generator, when it is
located at the center of an antenna element.
v′g(ω)
Group velocity related to the auxiliary rotated k′x wavenumber.
vg(ω)
Group velocity as a function of frequency.
wuc
Width of a PPW CRLH LWA unit-cell.
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xkm













Direction located at θ = −90◦, measured from the direction perpendicular to the structure.
Balanced CRLH unit-cell
CRLH unit cell which present and equal and mutually canceling of the series and shunt reso-
nances, leading to a gapless transition from left-handed to right-handed frequency ranges. This










Composite Right/Left-Handed Transmission Line.
CSRR
Complementary Split Ring Resonator.
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CST c©
Commercial electromagnetic software based on the finite differences time domain method. Dis-
tributed by CST.
CW
Continuous Wave, electromagnetic wave of constant amplitude and frequency.
Dispersive engineering approach
Phase shaping of electromagnetic waves to process signals in an analog fashion.
EFIE
Electric Field Integral Equation.
Endifre
Direction located at θ = +90◦, measured from the direction perpendicular to the structure.
FDTD






Frequency-Resolved Electrical Gating system.
FROG










Operation of a structure/device when it is excited by just a unique frequency.
326 Glossary
HFSS c©





Operation of a structure/device when it is excited by an input pulse, composed by a set of
frequencies.
LH
Left Handed medium, where the electric field, magnetic field and phase vector build a left-
handed triad.
LU

























Right Handed medium, where the electric field, magnetic field and phase vector build the reg-
ular right-handed triad.
RTSA
Real Time Spectrum Analyzer.
RWG




Joint time-frequency representation of a signal which consists on a 2-D plot, where the energy






Short Time Fourier Transform.
TDIE
Time Domain Integral Equation method.
TLM
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