that are quite distinct from the abstract competence labels that are now commonly used in the field. In describing their trainees, supervisors commonly refer to constructs such as trust (Hauer, ten Cate, Boscardin, Irby, Lobst, & O'Sullivan, 2014) and independence (Kennedy, Regehr, Baker, & Lingard, 2009 ) rather than fitting their impressions to generic expectations held for trainees at particular levels (Ginsburg, McIlroy, Oulanova, Eva, & Regehr, 2010 ). An analysis of the milestones used by the Accreditation Council for Graduate Medical Education, conducted by Crossley et al. (2011) , suggested that the two key constructs that determine judgments of trust are clinical sophistication (i.e., the ability to complete tasks correctly) and independence (i.e., the ability to complete tasks with little guidance). Following this logic, those authors modified rating scales by aligning the adjectives used with these two constructs and demonstrated that the reliability of workplace-based assessment scores collected in a series of medical training contexts was improved relative to scales that used more conventional descriptors. Taken together, this line of study suggests that aligning rating scales with the cognitive schemas and experience of the raters (what Crossley and Jolly call assessors' "reality map") might offer greater utility than trying to reframe the perspective of the raters to fit the scales (Crossley & Jolly, 2012) . Considerably less research has been conducted on the "reality map" of trainees themselves (Eva, Armson, Holmboe, Lockyer, Loney, Mann, & Sargeant, 2012) . As a result, while they are intuitively appealing and theoretically well grounded, the generalizability of these previously published empirical demonstrations, particularly for the realm of program evaluation, is unclear.
The purpose of this study, therefore, was to determine whether rating scales aligned to the construct of "independence" or "independence plus sophistication" would increase raters' capacity to consistently rank-order competencies and improve student and faculty agreement on competency ratings assigned to a cohort of students, thereby allowing program evaluation data to be collected in a more efficient manner by requiring responses from fewer individuals. In a prospective study, we compared the performance of the previously used, and more generically worded, competence-oriented scale (focused on whether trainees met expectations) to that of two more concretely operationalized and constructaligned rating scales that were developed for this study: (1) an independence scale that focuses on the frequency with which students perceive the need for guidance; and (2) a behavioural sophistication/independence scale that focuses on the ability of students to correctly complete a task along with the frequency with which they perceive the need for guidance to do so.
METHOD

Participants
All 262 third year students enrolled in the University of British Columbia's (UBC's) MD undergraduate program in the 2012-13 academic year were eligible to participate. At that time, the MD program was delivered at three campuses around the province, and we obtained a list of faculty members from all three campuses who served as preceptors/supervisors for third-year students. These included members of each department that provided required clerkship rotations: Family Medicine, Internal Medicine, Obstetrics & Gynecology, Pediatrics, Psychiatry, and Surgery. The number of eligible faculty identified was 612.
Materials
The Readiness for Clerkship (RfC) survey is a competency-based instrument used to evaluate the pre-clerkship years of an undergraduate MD training program (Peterson et al., 2012) . It consists of 40 key physician tasks listed in the sequence of a typical patient encounter. The student version is framed as a self-assessment, which is then meant to be aggregated to create cohort scores, whereas the faculty version is framed with faculty members as assessors of the cohort of third-year students. While responses from students and faculty are independent of one another, the focus in each case is on the function of the pre-clerkship years to prepare students for full-time patient-based learning in clerkship by rank-ordering competencies based on the cohort of students' degree of achievement. The items in the survey cluster into two subscales: (1) Clinical Skills and Knowledge Application (CSKA): tasks associated with obtaining and interpreting information from or about patients while integrating this information with prior knowledge to form diagnostic and management plans; and (2) Working as a Professional (WP): tasks related to being responsible for and interacting with the patient and the healthcare team as well as tasks related to demonstrating self-care and self-directed learning. Relative to the originally published RfC survey (Peterson et al., 2012) , nine items were revised in the present version of the survey because of poor factor loadings, two items were thought easily combinable into one, and five had wording changed to enhance alignment with a new Readiness for Residency survey (RfR; Peterson et al., 2015) . Three new items were also added to the RfC survey to align with the RfR survey. The RfR survey was not used in the present study.
Experimental intervention
Three different versions of scale anchors were tested in this study, which are illustrated in Table 1 . The first version was the original competence-oriented scale (CS) used in our prior research, anchored with statements about the degree of achievement that students reached. The second, the independence scale (IS), was the first of two rating scales that were developed by the authors to more deliberately align with the construct of independence as outlined in Crossley et al. (2011) . The second construct-aligned scale, the behavioural/independence scale (BIS), was based on both the constructs of clinical sophistication and independence as defined by Crossley et al. and described in the introduction of this paper.
Procedure
Students and faculty were randomly assigned to complete one of the three survey versions. Surveys were administered anonymously in November 2012 (four 
RESuLTS
A total of 135 students and 185 faculty (52% and 30% of those eligible, respectively) completed the survey. The faculty sample represented a variety of programs: 14% Family Practice, 25% Internal Medicine, 11% Obstetrics and Gynecology, 10% Pediatrics, 26% Psychiatry, and 14% Surgery. Table 2 presents the number who responded to, and descriptive statistics for, each survey version. Note. CS = Competence-oriented Scale; IS = Independence Scale; BIS = Behavioural/Independence Scale a Range is the difference between the means of the highest rated item (Max) and the lowest rated item (Min) in the aggregated data set.
Inter-rater reliability
The most important test of our research question regarding whether different rating scales allow better or more efficient analysis of a medical program's strengths and weaknesses in terms of preparing its students for clerkship is an assessment of the extent to which raters offered consistent judgments regarding which competencies were achieved relatively well or relatively poorly by the cohort of students studied. To that end, generalizability theory was applied to the data collected from both students and (separately) faculty who rated all of the survey items. This analysis involves calculating the amount of variance attributable to rater, item, and the rater × item interaction for each survey version (Table 3) and then using those variance components to generate reliability coefficients, with item as the facet of differentiation (Table 4 ). The resulting coefficients indicate the extent to which raters consistently rank-ordered the aspects of competence listed in the survey and thereby provide a marker of utility indicating the effectiveness of these scales when used for group-level evaluation. This analysis confirmed that a single evaluation using the RfC survey cannot be considered trustworthy because the inter-rater reliability was low in all cases, ranging from G = 0.11 (Faculty BIS) to 0.34 (Student IS). In other words, one respondent's assessment does not provide a reliable indication of which physician tasks are best achieved within the educational program completed by the students. That said, decision studies, which are statistical techniques to determine how the reliability of data would be altered if the number of observations collected changed, show that when data from multiple raters are aggregated into an average, reliable differentiation between items can be achieved with reasonable efficiency. Data in Table 4 illustrate that G = 0.8 can be achieved most efficiently (i.e., with 8-12 raters) in the case of students evaluating the program using the IS or BIS scales. To statistically compare the reliabilities observed, we therefore used k = 10 raters as a constant to calculate comparable reliabilities and their associated 95% CIs as per Streiner and Norman (2008) . Examination of the CIs for the student group showed no overlap between the construct-aligned scales and the CS, indicating that the construct-aligned scales are more reliable (or that it would require substantially more students completing the CS scale to achieve the same degree of reliability relative to the IS or BIS scales). This pattern did not hold for faculty ratings, which required k = 25-32 raters to reach G = 0.8 because there was less consistency in their ratings.
Correlations between student and faculty ratings
The second component of our research question concerned whether studentfaculty agreement regarding the competencies achieved by a cohort of students who completed a pre-clerkship program was influenced by the scale used. To examine the consistency of student and faculty rankings of the items, Spearman correlations were performed on the item means for each rating scale. Correlations were high in all three cases: IS (r = 0.92), BIS (r = 0.89), and CS (r = 0.82). Reperforming these analyses on the rank ordering of the items for each rating scale yielded the same results: IS (r = 0.93), BIS (r = 0.89), and CS (r = 0.83).
Differences in mean scores
Previous research (Peterson et al., 2012 (Peterson et al., , 2015 has made it clear that aggregated self-assessments should not be used to make absolute judgments about the degree of achievement obtained (i.e., that programs should use this technique only to judge the aspects of competence in which students appear to be relatively weak, thus guiding program development efforts). However, for the sake of comprehensiveness we examined whether changes in the scales used affected the mean scores observed using two-way ANOVA performed on the average score assigned by each participant while treating rater group (student, faculty) and survey version (CS, IS, BIS) as independent variables. A small but statistically significant difference was found for rater group, with students Note. CS = Competence-oriented Scale; IS = Independence Scale; BIS = Behavioural/Independence Scale; G = reliability based on a single rater; k = number of raters a k was set to 10 to allow for a comparison in reliabilities across the different scales by virtue of a constant sample size. This value reflects the midway point between the k values for the two student construct-aligned scales.
Construct-Aligned Rating Scales 9
CJPE 33.1, 1-20 © 2018 doi: 10.3138/cjpe.31094 (M = 3.42, SD = 0.49) assigning higher scores to their own performance than faculty (M = 3.22, SD = 0.57) assigned to them, F 1,217 = 9.60, p < 0.01, η 2 = 0.04, further reinforcing the importance of not trusting absolute values. A mediumsized and statistically significant difference was found for survey version, F 2,217 = 7.19, p < 0.01, η 2 = 0.06. Tukey post-hoc tests showed that ratings were higher when the IS (M = 3.51, SD = 0.48) was used compared to the CS (M = 3.19, SD = 0.47). The BIS (M = 3.34, SD = 0.62) did not differ from the other two scales. There was no statistically significant interaction between rater group and survey version, F 2,217 = 0.51, p = 0.60, η 2 = 0.01. Differences between students and faculty ratings were also examined separately for each item (see the Appendix). The proportion of items that revealed statistically significant differences was lower when the CS was used (8/40) relative to when either the IS (17/40; χ 2 = 4.71, p = 0.03) or the BIS (16/40; χ 2 = 3.81, p = 0.05) was used. All three numbers are greater than the number of comparisons that would be expected to be statistically different based on chance alone (2/40; χ 2 ≥ 4.11, p < 0.05 in each instance). Of the 41 significant differences observed, 40 were in the direction of students rating themselves higher than faculty.
Survey completion rates
Finally, the number of fully completed surveys and the total amount of missing data for each of the three rating scales were examined (see Table 5 ). A total of (n = 44) (n = 65) (n = 38) (n = 61) 88% of the missing data resulted from respondents selecting an item as "not applicable" as opposed to leaving the item blank (12%). A three-way mixed ANOVA, with rater group and survey version as between-groups variables, and subscale (CSKA, WP) as a repeated variable, showed that missing data were more common for faculty than for students, F 1,314 = 146.44, p < 0.01, η 2 = 0.32 (large effect), for both of the construct-aligned scales relative to the original competence-oriented scale, F 2,314 = 3.58, p = 0.03, η 2 = 0.02 (small effect), and for items in the WP subscale relative to items in the CSKA subscale, F 1,314 = 41.52, p < 0.01, η 2 = 0.12 (medium effect). Small but statistically significant interactions between subscale and rater group and between subscale and survey version showed differences between subscales for both students and faculty and for all three survey versions, with larger differences seen for students and for the two construct-aligned scales, F 1,314 = 6.30, p = 0.01, η 2 = 0.02, and F 2,314 = 3.67, p = 0.02, η 2 = 0.02, respectively.
DISCuSSION
The Readiness for Clerkship survey is a competency-focused instrument used to evaluate the effectiveness of a pre-clerkship medical education curriculum. It is not designed to assess individual students' performance on physician tasks. Rather, aggregated student ratings on this survey are used to differentiate between aspects of competence (the items) by ranking them to identify the relative strengths and weaknesses of a cohort of students for the sake of demonstrating points of need in pre-clerkship training programs. In an effort to determine whether students' judgments in this domain would have more utility (Van Der Vleuten, 1996) if the scales used were manipulated to align with how clinical supervisors conceptualize the performance of trainees (Crossley et al., 2011; Crossley & Jolly, 2012) , we compared the data collected using two newly developed (construct-aligned) rating scales to the previously used competence-oriented scale. The fundamental purpose was to determine if shifting the focus of the scales toward aspects of performance that align with examiners' natural cognitive tendencies would reveal apparent changes in the utility of the instrument when used for the sake of program evaluation.
Did the construct-aligned rating scales improve the discrimination between items?
Reliability was evaluated by performing generalizability studies that assessed the ability of each scale to consistently discriminate between items (i.e., to generate a reliable indication of which aspects of competence may require further support within the educational program). Our hypothesis that construct alignment would increase the ability of raters to discriminate between items compared to the competence-oriented scale was supported by the student data, but not by the faculty data. The number of raters required to reliably (G = 0.8) differentiate between items was lowest for students when the construct-aligned scales were used. For faculty raters, the number of raters required was similar for all three scale versions, leading to the conclusion that construct alignment is preferable because at the very least it does no harm.
Did the construct-aligned scales improve student and faculty agreement?
Consistent with previous findings, we found that the correlation between item averages for faculty and students was very high for each rating scale, demonstrating that student judgments aligned very well with those of faculty raters, despite their apparent overconfidence. This suggests that students can be used as a proxy for faculty opinion as long as the absolute values are not considered (Peterson et al., 2012) . That is, priority should be placed on the rank ordering of the items to define the relative strengths and weaknesses of a student cohort to provide direction to continuous quality improvement efforts at the program level, regardless of which scale is adopted.
Did the construct-aligned scales yield a greater rate of survey completion?
The prevalence of unrated items was a prominent issue within the faculty responses. While this might seem at first glance to be a flaw to this approach to evaluation, it is one of the reasons that scales that do not require an extensive number of respondents are valuable. It is quite reasonable for faculty to respond "not applicable" (as was done in most of cases in which they did not provide a rating), given that it is unlikely that any faculty member will observe students performing all of the physician tasks listed in the scale. Faculty supervise students only in their area of clinical specialty, where all the tasks may not be carried out. Similarly, students may also not have had opportunities to engage in all of the tasks at the point at which the survey was completed (e.g., communicate difficult or bad news to your patient), making "not applicable" responses appropriate in some instances. Administering the survey at the end of the clerkship instead of four months into the clerkship could potentially rectify this issue (at least for student evaluations), but we were concerned that a longer time from pre-clerkship would have interfered with students' ability to remember their experiences at the beginning of the clerkship, and the RfC scale is intended as an evaluation of the pre-clerkship training program. In any case, the fact that reliable discrimination between items could be achieved with a reasonably small number of respondents (column k in Table 4 ) suggests that missing data should not be overly problematic, as most educational programs can feasibly sample more than 8-22 students. Even in the faculty samples, which were less consistent than the student samples, reliable data could be gathered with as few as 25-32 raters.
IMPLICATIONS
The cost of conducting an evaluation, both in terms of financial resources and time, is an important factor to consider for any educational program. The decision studies conducted in this research reveal that half to one third as many student raters are needed to achieve reliable results with the construct-aligned scales relative to the competence-oriented scale. In either case, the data suggest that only a fraction of a typical medical class needs to be recruited to generate stable estimates of relative achievement across competencies. This has important implications for reducing student survey burden, a common problem that causes many to be concerned about the thoughtfulness with which program evaluation surveys are completed. Further, the need to recruit a small sample of students rather than the entire cohort has the potential to reduce the need for systems to be set up or staff time spent to coerce or cajole students into completing the many program evaluation surveys they are often asked to complete. Larger numbers of faculty are needed, but even the upper estimate of 32 is much smaller than the pool of faculty available to most programs. While smaller samples run the risk of not being fully representative of the entire population, the consistency with which reliable measurement has been observed with relatively small numbers across studies suggests that the risk of biased samples skewing the results to be more theoretical than influential. Given the high alignment between student and faculty item rank orders and the poorer quality of the faculty data (lower response rate, greater number of unrated items, and greater number of raters needed), we believe that using student ratings only is a sufficient and more cost-effective method of data collection for the program evaluation purposes outlined in this study (i.e., the identification of aspects of competence that might require greater attention in the formal curriculum). As with any form of evaluation or assessment, no one form of data collection is likely to be sufficient, so we are not suggesting faculty input to be unimportant but rather propose that their time and energy can be saved for other forms of evaluation. In terms of the more general issue of the value inherent in designing rating scales that are deliberately aligned with the "reality map" of raters, these findings support and extend the ideas of Crossley et al. (2011) by demonstrating empirical replication of their findings (at least within the student sample) in a highly distinct domain (program evaluation relative to workplace-based assessment) and by revealing that the same benefits exist with student raters as were seen previously with faculty raters. This latter finding suggests, consistent with previous work, that students also judge their competence in more general terms like comfort and experience with a task rather than through explicit reference to more formal definitions of competence (Eva, Armson, et al., 2012) .
LIMITATIONS
There are a few limitations inherent in this study that should be considered. First, the response rates, especially within the faculty, were lower than desirable and were accompanied by several surveys with unrated items. Both of these limitations carry the potential that the respondents were not representative of the target population and, indeed, for the faculty sample in particular, these results may not be generalizable beyond those disciplines representing the dominant portion of the sample (i.e., Internal Medicine and Psychiatry). Given the consistency of our findings (both here and in the broader literature) that reliable measurement in this domain can be achieved with fairly small samples, we are confident, however, that our primary conclusions regarding the influence of construct alignment in the student version of the questionnaire are robust (Peterson et al., 2012) . Second, "competence" is technically defined as sufficiency for a particular purpose, thereby creating the potential that the labels applied to "levels of competence" in the competenceoriented scale might have been confusing to some raters. If that were true, rather than invalidating the study it would reinforce Crossley et al. 's (2011) argument that construct alignment is important for effectively positioning raters. Finally, while we can claim confidence that item differentiation is reliable using this tool, the fact that data have been collected from only one school makes it impossible to know if the rank ordering of items reflects the specific context of UBC or is representative more broadly of the relative difficulty of achieving any particular competence. We are currently undertaking a multi-institution study to address this limitation.
CONCLuSION
The use of construct-aligned scales improved inter-rater reliability when we examined the capacity of student scores to discriminate between aspects of competence they were expected to have achieved as a result of their pre-clerkship training. As it is this ability to discriminate between items (i.e., rank them from lowest to highest) that we consider to be the most important criterion for facilitating insight in program developers regarding where greater attention might be required, we recommend use of the independence scale and have incorporated this scale version in our continued use of the Readiness for Clerkship survey and in our Readiness for Residency survey (Peterson et al., 2015) . 
