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Abstract
A hidden algebra is a special case of coalgebra. A hidden congruence on a hidden
algebra corresponds to a bisimulation equivalence on the corresponding coalgebra.
The paper generalizes the notion of hidden congruence to that of hidden bisimu-
lation between two diﬀerent hidden algebras. We ﬁrst deﬁne hidden bisimulation
between two hidden algebras having the same signature. A hidden bisimulation is
in fact a bisimulation between the corresponding coalgebras. We then deﬁne hid-
den simulation between two hidden algebras having diﬀerent signatures related by
a vertical signature morphism. We prefer to call this relation simulation because it
is unidirectional, due to the signature morphism. For the last case, the relationship
between simulation and reﬁnement is discussed.
1 Introduction
The use of universal algebra in modeling abstract data types is of construc-
tive nature, in the sense that the elements of a data type are generated by
means of constructor operations. Here the emphasis is on the initial and free
algebras which provide suitable denotations for data types. Its elegant and
natural generalizations to many sorted algebra [14] and order sorted algebra
[8] together with its easy-to-handle equational logic allowed universal algebra
to be suitable for semantics of equational-logic-based speciﬁcation languages.
Coalgebra, as dual notion of algebra, turned out to be appropriate to
handle inﬁnite data types and dynamic systems in general [19,18], and objects
in particular [11,16]. Here the emphasis is on observing system states by means
of destructor operations. The ﬁnal and cofree coalgebras are dual to initial
and free, respectively, algebras and supply suitable behavioural denotations
because they incorporate the possible behaviours.
Hidden algebra [5,6] combines concepts from algebra and coalgebra, in
the sense that its syntax is a restricted version of the syntax of many sorted
algebra and its semantics is coalgebraic. Hidden algebra is very appropriate
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to model objects: the coalgebraic semantics provides the observational aspect
of objects, while the algebraic syntax provides a (limited) access to the state
of objects.
The coalgebraic nature of hidden algebra, already observed in [12], has
been further investigated in [2]. However, as far as we know, a full investiga-
tion of this relationship does not exist. For example, the only correspondent
of the bisimulation relation is the behavioural equivalence. But a bisimula-
tion may be deﬁned between two diﬀerent coalgebras, whereas the behavioural
equivalence is deﬁned on a single hidden algebra. In this paper we deﬁne hid-
den bisimulation between two diﬀerent hidden Σ-algebras as a correspondent
of bisimulation between coalgebras. Furthermore, if φ : A → C is a reﬁnement
from an abstract hidden speciﬁcation A to a concrete hidden speciﬁcation C,
A an A-model, and A′ a C-model then there exists a bisimulation between A
and A′. This can be clearly stated using hidden bisimulation. Formally, to any
hidden signature Σ corresponds a functor GΣ such that any hidden Σ-algebra
A can be seen as a GΣ-coalgebra A
c. A hidden (behavioural) congruence on A
is now a bisimulation equivalence on Ac. A hidden bisimulation between two
hidden Σ-algebras A and A′ is in fact a bisimulation between the correspond-
ing coalgebras Ac and A′c. We also point out how the coinduction can be used
to prove that two states are bisimilar. The notion of hidden bisimulation can
be deﬁned even if A and A′ have diﬀerent signatures, say Σ and Σ′, but which
are related by a vertical signature morphism φ : Σ → Σ′. Such a relation is
called φ-simulation and it is also a bisimulation between the coalgebras Ac
and (A′φ)c. We give a suﬃcient condition under which a φ-simulation implies
a reﬁnement-like property restricted to the reachable models. The problem
of ﬁnding a necessary and suﬃcient condition under which a φ-simulation is
equivalent to a reﬁnement remains open.
The paper is organized as follows. After a condensed overview of hidden
algebra and coalgebra, Section 2 gives a detailed discussion on the coalge-
braic nature of hidden algebra. Since all examples in this paper are written
in CafeOBJ , this section includes also a brief presentation of this language.
Section 3 includes the main results of the paper and it leads to a better ex-
ploitation of the coalgebraic nature of the hidden algebra. Here are deﬁned
hidden bisimulation, φ-simulation and is discussed the relationship between
φ-simulation and reﬁnement. A series of examples shows how all these rela-
tions are handled in speciﬁcation languages like CafeOBJ . Finally, Section 4
summarizes the results presented and outlines future work.
2 Preliminaries
2.1 Hidden Algebra
A visible data universe (V,Ψ, D) consists of a set V of visible sorts, a signature
(V,Ψ), and a Ψ-algebra D such that for each d ∈ Dv with v ∈ V there exists
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ψ ∈ Ψ[],v, such that ψ is interpreted as d in D (for simplicity, we assume
Dv ⊆ Ψ[],v). A hidden signature (over (V,Ψ, D)) is a pair (H,Σ) such that
(V ∪H,Σ) is a many sorted signature satisfying:
(S1) if w ∈ V ∗ and v ∈ V , then Σw,v = Ψw,v;
(S2) for each σ ∈ Σw,s at most one element of w is in H .
The elements in H are called hidden sorts. We often write just Σ for (H,Σ),
and S for H ∪ V . A hidden signature morphism φ : Σ → Σ′ is a signature
morphism φ = (f, g) : Σ→ Σ′ such that:
(M1) f(v) = v for all v ∈ V ;
(M2) f(H) ⊆ H ′;
(M3) g(ψ) = ψ for all ψ ∈ Ψ;
(M4) if σ′ ∈ Σ′w′,s′ and some sort in w′ lies in f(H), then σ′ = g(σ) for some
σ ∈ Σ.
A signature morphism which satisﬁes only the conditions M1-3 is called a
vertical signature morphism. We often write φ(s) for f(s) and φ(σ) for g(σ).
A hidden (H,Σ)-algebra is a Σ-algebra A such that AΨ= D, where AΨ
is A viewed as a Ψ-algebra by forgetting about the sorts and operations in Σ
which are not in Ψ. More generally, given a signature morphism φ : Σ → Σ′
and a Σ′-algebra A′, we can deﬁne the Σ-algebra A′φ, called the reduct of A′
to Σ, by setting (A′φ)s = A′φ(s) for s ∈ S and (A′φ)σ = A′φ(σ) for σ ∈ Σ.
A hidden Σ-homomorphism h : A → A′ is a Σ-homomorphism such that
hΨ= 1D. A hidden (behavioural) congruence over the hidden Σ-algebra A is
a Σ-congruence which is equality on visible sorts. We denote by HAlgΣ the
category of all hidden Σ-algebras.
Given a hidden signature (H,Σ) and a hidden sort h, a Σ-context of sort
h is a visible sorted Σ-term c having a single occurrence of a new variable
symbol z of sort h; we often write c[z : h] or just c[z] if h is understood. A
context c[z] is appropriate for a term t if the sort of t matches the sort of z.
CΣ[z] denotes the V -indexed set of contexts using the variable z.
A hidden Σ-algebra A behaviourally satisﬁes a Σ-equation (∀X)t = t′,
written A |≡Σ (∀X)t = t′, iﬀ for all appropriate contexts c ∈ CΣ[z], we have
A |= (∀X)c[t] = c[t′]. A behaviourally satisﬁes a conditional equation e of the
form (∀X)t = t′ if t1 = t′1, . . . , tm = t′m, written A |≡Σ e, iﬀ for every variable
assignment ϑ : X → A, we have ϑ∗(c[t]) = ϑ∗(c[t′]) for all appropriate contexts
c whenever ϑ∗(cj [tj]) = ϑ∗(cj [t′j]) for j = 1, . . . , n, and for all appropriate
contexts cj . We often omit writing the subscript Σ if it is understood from
the context. A Ψ(X)-term is local iﬀ it is in D or in X. A Σ(X)-term is local
iﬀ all visible sorted proper subterms are either in D or else in X. A context
is local iﬀ it is a local Σ({z})-term. We denote by LΣ[z] the V -indexed set of
local contexts using the variable z. The deﬁnition of hidden satisfaction given
above above can be reformulated so that it uses a smaller class of contexts,
namely the local contexts (proposition 19 in [7]). If c[z : h] is a context in
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LΣ[z] and a ∈ Ah then Ac(a) = ϑ∗a(c), where ϑa is deﬁned by ϑa(z) = a.
If a, a′ ∈ Ah, h ∈ H then we say that a and a′ are behaviourally equivalent
iﬀ Ac(a) = Ac(a
′) for all local contexts c. We denote by ∼A the behavioural
equivalence relation on A (∼A is equality on visible sorts). The following result
is well known (see for example [6]).
Proposition 2.1 ∼A is the greatest hidden congruence on A.
A hidden (or behavioural) speciﬁcation is a triple (H,Σ, E), where (H,Σ)
is a hidden signature and E is a set of Σ-equations. A model of a hidden
speciﬁcation SP = (H,Σ, E) is a hidden Σ-algebra which behaviourally sat-
isﬁes all equations in E. Such a model is called a hidden (Σ, E)-algebra. We
denote by HAlgΣ,E the full subcategory of HAlgΣ whose objects are hidden
(Σ, E)-algebras.
If SP = (H,Σ, E) is a hidden speciﬁcation then the behavioural equivalence
on SP is the relation ∼SP ⊂ TΣ× TΣ deﬁned as follows: if t and t′ are of (the
same) visible sort then t ∼SP t′ iﬀ E |≡ t = t′, and if t and t′ are of (the same)
hidden sort h then t ∼SP t′ iﬀ
E |≡ c[t] = c[t′]
for all c ∈ LΣ[z : h]. It is easy to see that if A is an SP -model and t ∼SP t′
then At ∼A At′ .
Let SP = (H,Σ, E) be a hidden speciﬁcation. A Σ-ground term is deﬁned
iﬀ for every context c (of appropriate sort), there is some d ∈ D such that
E |≡ c[t] = d; otherwise, we say that t is undeﬁned. SP is lexic iﬀ all grounds
terms are deﬁned. SP is consistent if has at least one model. The following
result is theorem 37 in [7].
Theorem 2.2 SP has an initial model iﬀ it is consistent and lexic.
Hidden sorted algebra is used as a foundation for the object paradigm in
the following sense:
• states of the object are modeled by hidden sorts;
• data is modeled by visible sorts;
• attributes (observations on the object) are modeled by operations of visible
sorts which are monadic in states;
• methods (which change the state of the object) are modeled by operations
of hidden sorts which are monadic in states.
Hence, an operation σ ∈ Σw,s, with w containing a hidden sort, is referred as
a method if s ∈ H , and as an attribute if s ∈ V . If w ∈ V ∗ and s ∈ H , then
σ ∈ Σw,s is called a generalized hidden constant.
2.2 Coalgebra
Given a category C and an endofunctor G : C → C, a G-coalgebra consists of
an object A and a morphism α : A → GA. A homomorphism of coalgebras
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from (A, α) to (B, β) is a morphism h : A → B in C which preserves the
coalgebraic structure, i.e., h; β = α;Gh. This equation corresponds to the
commutativity of the following diagram:
A
h ✲ B
GA
α
❄
Gh
✲ GB
β
❄
A bisimulation between coalgebras (A, α) and (B, β) is a relation R ⊆ A×B
which preserves the coalgebraic structure, i.e., there is a coalgebra (R, ρ) such
that the following diagram commutes:
A ✛
π0
R
π1 ✲ B
GA
α
❄
✛
Gπ0
GR
ρ
❄
Gπ1
✲ GB
β
❄
where π0 and π1 are the projections. An example of bisimulation is given by the
graph of a homomorphism. A bisimulation equivalence is a bisimulation which
is also an equivalence relation. The union of a family of bisimulations between
(A, α) and (B, β) is again a bisimulation. Hence the greatest bisimulation
between (A, α) and (B, β), denoted by ∼A,B, exists and it is the union of all
bisimulations between (A, α) and (B, β). We write just ∼A for ∼A,A.
2.3 Hidden sorted algebra and coalgebra
This subsection focuses on the coalgebraic nature of hidden algebra. The
presentation is based on [12,2]. The main purpose is to supply appropriate
tools with which we can navigate between these two approaches.
Let (H,Σ) be a hidden sorted signature over (V,Ψ, D). Let HSetS denote
the category whose objects are S-sorted sets A such that Av = Dv for all
v ∈ V , and whose arrows are S-sorted functions f = (fs : As → Bs | s ∈ S),
such that fv = 1Dv for all v ∈ V , and let GΣ : HSetS → HSetS denote the
functor deﬁned on objects by
(GΣA)v = Av = Dv for each v ∈ V,
(GΣA)h =
∏
σ∈Σhw,s
w∈V ∗,s∈S
[Dw → As] for each h ∈ H,
assuming that the unique hidden sorted argument of each operation σ is its
ﬁrst argument. An element γ in (GΣA)h is denoted by (γ.σ : Dw → As | σ ∈
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Σhw,s, w ∈ V ∗, s ∈ S). We often use the shorter notation (γ.σ | σ ∈ Σ). If
f = (fs : As → Bs | s ∈ S) is an arrow in HSetS then GΣf is deﬁned by:
• (GΣf)v = idDv for v in V , and
• (GΣf)h((γ.σ | σ ∈ Σ)) = (γ.σ; f | σ ∈ Σ), for h in H .
We denote by CoAlgΣ the category of GΣ-coalgebras.
Lemma 2.3 If A is a hidden Σ-algebra then there exists a GΣ-coalgebra A
c =
(A, α) such that
α(a).σ(d) = Aσ(a, d)
for all a ∈ Ah, d ∈ Dw, σ ∈ Σhw,s, h ∈ H, s ∈ S.
Remark 2.4 If Σ is the signature obtained from Σ by removing the general-
ized hidden constants then the functors GΣ and GΣ are the same. Therefore,
a hidden Σ-algebra A and the reduct AΣ produce the same coalgebra.
Corollary 2.5 Suppose that Σ does not contain generalized hidden constants.
If (A, α) is a GΣ-coalgebra then there exists a hidden Σ-algebra A
a such that
Aaσ(a, d) = α(a).σ(d)
for all a ∈ Ah, d ∈ Dw, σ ∈ Σhw,s, h ∈ H, s ∈ S.
Remark 2.6 Consider Σ an arbitrary signature and (A, α) a GΣ-coalgebra.
Since every local context c[z : h] does not contain hidden constants, it makes
sense to deﬁne Ac such that for any hidden Σ-algebra A
′ such that A′c = A we
have A′c(a) = Ac(a), for all a in Ah. Ac(a) can also be deﬁned by structural
induction on c.
Lemma 2.7 Let A and A′ be two hidden Σ-algebras. A morphism h : A→ A′
in HSetS is a homomorphism of hidden Σ-algebras iﬀ it is a homomorphism
of GΣ-coalgebras.
Proof. Suppose Ac = (A, α) and A′c = (A′, α′). Let h : A → A′ be a
homomorphism of hidden Σ-algebras. Then
(∀a, σ, d)h(Aσ(a, d)) = A′σ(h(a), d) ⇐⇒
(∀a, σ, d)h(α(a).σ(d)) = α′(h(a)).σ(d) ⇐⇒
(∀a)GΣh(α(a)) = α′(h(a)) ⇐⇒
α;GΣh = h;α
′.
The last equation says that h is a homomorphism of coalgebras. ✷
Corollary 2.8 If Σ does not contain generalized hidden constants then the
categories HAlgΣ and CoAlgΣ are isomorphic.
The above result is identical with proposition 2 in [2].
Lemma 2.9 Let A be a hidden Σ-algebra. If R ⊆ A × A is a hidden Σ-
congruence then it is a bisimulation equivalence on Ac.
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Proof. Suppose Ac = (A, α) and deﬁne the function ρ : R → GΣR by
(a0, a1) → ((α(a0), α(a1)).σ | σ ∈ Σ), where (α(a0), α(a1)).σ : Dw → Rs ⊆
As ×Bs is given by (α(a0), α(a1)).σ(d) = (α(a0).σ(d), α(a1).σ(d)). Then
GΣπi(ρ(a0, a1)) = {deﬁnition of ρ}
GΣπi((α(a0), α(a1)).σ | σ ∈ Σ) = {deﬁnition of GΣ}
((α(a0), α(a1)).σ; πi | σ ∈ Σ) = {deﬁnition of ρ}
(α(ai).σ | σ ∈ Σ) =
(πi;α)(a0, a1)
for i = 0, 1, which says that R is a GΣ-bisimulation. ✷
A ﬁnal GΣ-coalgebra can be constructed with the carriers
Zh =
∏
v∈V
[LΣ[z : h]v → Dv]
If p ∈ Zh then p = (pv : LΣ[z : h]v → Dv | v ∈ V ). The ﬁnal coalgebra
ϕ : Z → GΣZ is deﬁned as follows: if σ ∈ Σhw,s, s ∈ S, then
• if s = v ∈ V then
ϕ(p).σ(d) = pv(σ(z : h, d))
for all d ∈ Dw, and
• if s = h′ ∈ H then
ϕ(p).σ(d) = (p′v : LΣ[z : h
′]→ Dv | p′v(c[z]) = pv(c[σ(z, d)]), v ∈ V )
for all d ∈ Dw.
For any GΣ-coalgebra α : A → GΣA, the unique homomorphism A → Z
maps a ∈ Ah into (av : LΣ[z : h]v → Dv | av(c) = Ac(a), c ∈ LΣ[z : h], v ∈ V ).
Lemma 2.10 Let Z be the ﬁnal GΣ-coalgebra. Then Zc(p) = pv(c) for all
p ∈ Zh, c ∈ LΣ[z : h]v, v ∈ V .
Proof. We proceed by induction on depth(c). If c = σ(z : h, d) then Zc(p) =
ϑ∗p(c) = ϑ
∗
p(σ(z, d)) = Zσ(z, d) = pv(σ(z, d)) for all p in Zh. We suppose now
that c = c′[σ(z : h, d)], c′ ∈ LΣ[z′ : h′]. If p in Zh then
Zc(p) = ϑ
∗
p(c
′[σ(z, d)]) = ϑ∗p(c
′)[ϑ∗p(σ(z, d))] =
Zc′(Zσ(p, d)) = Zc′(p
′) = p′v(c
′) = Zσ(p, d)v(c′) =
pv(c
′[σ(z, d)]) = pv(c).
where p′ is a temporary notation for Zσ(p, d) and Zc′(p′) = p′v(c
′) follows by
applying the induction hypothesis. ✷
We often write ZΣ for the ﬁnal coalgebra corresponding to the hidden
signature Σ.
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Proposition 2.11 Let A be a hidden Σ-algebra. Then ∼A is the largest GΣ
bisimulation equivalence on Ac.
Proof. The fact that ∼A is a bisimulation follows by lemma 2.9. So we
have only to prove that ∼A is the largest bisimulation. Let fA be the unique
homomorphism Ac → ZΣ. It is easy to check that ∼A is the kernel of fA. The
conclusion of the theorem follows now by theorem 9.3 [19]. ✷
Remark 2.12 The construction of the ﬁnal coalgebra given here is equivalent
to that of the ﬁnal hidden algebra FΣ (see, for example, [7,6]). More precisely,
we have ZaΣ = FΣ and ZΣ = F
c
Σ (Z
a
Σ seen as a Σ
-algebra).
If A is a hidden Σ-algebra then by ZA we denote the smallest subcoalgebra
of ZΣ holding the following property: for any hidden Σ-algebra A
′ with
(∀c ∈ LΣ[z : h], d ∈ Dw)Ac(Aσ(d)) = A′c(A′σ(d))(1)
for each hidden constant σ : w → h, the image of A′c by the unique homo-
morphisms of coalgebras fA′ : A
′c → ZΣ lies in ZA.
Lemma 2.13 The Σ-algebra ZaA is a Σ-algebra.
Proof. ZaA interprets a hidden constant σ : w → h by (ZaA)σ(d) = fA(Aσ(d))
for all d ∈ Dw, where fA is the unique homomorphisms of coalgebras fA :
Ac → ZΣ. Note that (ZaA)σ(d) is well deﬁned by equation (1). ✷
2.4 CafeOBJ
CafeOBJ [1,15,4] is a multi-paradigm algebraic speciﬁcation language, cur-
rently under development in Japan. The denotational semantics of CafeOBJ
is based on the combination of several logics including MSA, order sorted
algebra (OSA), HSA, and rewriting logic (RWL). CafeOBJ is a successor of
OBJ, so its syntax is similar to that of OBJ [9]. Here are some particulars.
There are two kinds of modules corresponding to initial and loose semantics,
respectively. The keyword for deﬁning initial semantics is mod! and the one
for deﬁning loose semantics is mod*. Visible sorts are declared with [ ] and
hidden sorts with *[ ]*. Declarations for attributes and methods use the
keyword bop (from behavioural operation).
CafeOBJ is executable. Its operational semantics is based on rewriting and
it can be used in proving properties of the systems. The main strategies used
in proof calculi are induction and coinduction [6].
We consider as example a CafeOBJ speciﬁcation of an unreliable buﬀer: 1
mod* DATA {
[Data]
op nothing : -> Data
}
1 A version of the unreliable buﬀer coalgebraically speciﬁed can be found in [10].
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mod* UB {
protecting(DATA)
*[Ub]*
bop write : Ub Data -> Ub
bop read : Ub -> Data
bop empty? : Ub -> Bool
var B : Ub
var D : Data
ceq read(write(B, D)) = D if not empty?(write(B,D)) .
ceq read(B) = nothing if empty?(B) .
}
The module DATA consists of a single declaration of a visible sort. Its semantics
consists of all sets. For our purpose, DATA supplies the data universe. The
module UB speciﬁes an unreliable buﬀer in an object-oriented manner. It
imports the data universe DATA and consists of a hidden sort Ub, a method
write – which writes a data in the buﬀer, a reading attribute read – which
returns the last data written in the buﬀer (if it was not lost), as it is stated
by the unique equation, and an acknowledgement attribute empty? 2 – which
returns the emptiness state of the buﬀer. The buﬀer is unreliable, that is it
has the “property” of possibly loosing data. The attribute empty? returns
true iﬀ the buﬀer lost the last data stored in it. We have no information on
how the buﬀer loses the data. Such a buﬀer is fair iﬀ does not exist an inﬁnite
sequence of successively writings for which the buﬀer lose all data written
by the sequence. A very particular example of a fair unreliable buﬀer is the
following one:
mod* UB1 {
protecting(DATA)
*[Ub1]*
op init1 : -> Ub1
op write : Ub1 Data -> Ub1 {coherent}
bop read : Ub1 -> Data
bop empty? : Ub1 -> Bool
var B : Ub1
var D : Data
ceq read(write(B, D)) = D if not empty?(write(B,D)) .
ceq read(B) = nothing if empty?(B) .
eq empty?(init1) = true .
eq empty?(write(B, D)) = not empty?(B) .
}
The module UB1 speciﬁes an unreliable buﬀer where the “lost writings” and
the “safe writings” alternate. The behavioural equivalence on UB1 is deﬁned
2 The boolean values are automatically imported in any module.
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by B ∼UB1 B′ iﬀ empty?(B) = empty?(B′) and read(B) = read(B′). The
attribute coherent of the operation write states that this operation satisﬁes
B ∼UB1 B′ implies write(B,D) ∼UB1 write(B′, D).
The coherence property for write follows by applying the syntactic congruence
criterion [17]. More on the coherent operations in CafeOBJ can be found in
[3].
3 Bisimulation on hidden algebra
In this section we ﬁrst deﬁne hidden bisimulation between two hidden Σ-
algebras and we explain how the coinduction is used to prove that two states
are bisimilar. An example shows how the hidden bisimulation can be handled
in speciﬁcation languages like CafeOBJ . We then extend hidden bisimulation
to φ-simulation between a hidden Σ-algebra A and a hidden Σ′-algebra A′,
provided a vertical signature morphism φ : Σ→ Σ′ exists. Again, an example
shows how φ-simulation is handled in CafeOBJ . The section ends with a
discussion on the relationship between φ-simulation and reﬁnement. We give
a suﬃcient condition under which a φ-simulation proves that φ is a reﬁnement.
The problem of ﬁnding a necessary and suﬃcient condition is still open. All
hidden signatures are considered over the data universe (V,Ψ, D).
Deﬁnition 3.1 Let A and A′ be two hidden Σ-algebras. A relation R ⊆
A×A′ is a hidden bisimulation between A and A′ iﬀ:
(i) R is equality on visible sorts, and
(ii) aRh a
′ implies Aσ(a, d)RA′σ(a
′, d) for all σ ∈ Σhw,s, d ∈ Dw.
Remark 3.2 It is easy to see that if A = A′ then R is a hidden bisimulation
iﬀ it is a hidden congruence.
Lemma 3.3 If R is a hidden bisimulation between the hidden Σ-algebras A
and A′ then R is a bisimulation between the coalgebras Ac and A′c.
Proof. Similar to lemma 2.9. ✷
Deﬁnition 3.4 Let A and A′ be two hidden Σ-algebras. Then ∼A,A′ is given
by: ∼A,A′ is equality on visible sorts, and if a and a′ are of hidden sort h then
a ∼A,A′ a′ iﬀ Ac(a) = A′c(a′) for all local contexts c of sort h.
Theorem 3.5 ∼A,A′ is the greatest hidden bisimulation between the hidden
Σ-algebras A and A′.
Proof. We shall prove ﬁrst that ∼A,A′ is a hidden bisimulation. ∼A,A′ is
equality on visible sorts by deﬁnition. Let a, a′ be of sort h such that a ∼A,A′ a′.
For all σ ∈ Σhw,s we have the following situations:
1. s = v, where v is a visible sort. Then σ(z : h, d) is a local context for a and
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a′, so
a ∼A,A′ a′ ⇒
Aσ(z:h,d)(a) = A
′
σ(z:h,d)(a
′) ⇐⇒
Aσ(a, d) = A
′
σ(a
′, d) ⇐⇒
Aσ(a, d) ∼A,A′ A′σ(a′, d).
2. s = h′, where h′ is a hidden sort. Then
a ∼A,A′ a′ ⇐⇒
(∀c ∈ LΣ[z : h])Ac(a) = A′c(a′) ⇒
(∀c′ ∈ LΣ[z′ : h′])Ac′[σ(z:h,d)](a) = A′c′[σ(z:h,d)](a′) ⇐⇒
(∀c′ ∈ LΣ[z′ : h′])Ac′(Aσ(a, d)) = A′c′(A′σ(a′, d)) ⇐⇒
Aσ(a, d) ∼A,A′ A′σ(a′, d).
So, in both cases, a ∼A,A′ a′ implies Aσ(a, d) ∼A,A′ A′σ(a′, d) and hence ∼A,A′
is a hidden bisimulation.
We show now that ∼A,A′ is the largest hidden bisimulation. Consider R a
hidden bisimulation between Σ-algebras A and c a local context of hidden sort
h. We show by induction on depth of c that if aRh a
′ then Ac(a) = A′c(a
′).
If c = σ(z : h, d) then Aσ(a, d)RAσ(a
′, d) implies Aσ(a, d) = Aσ(a′, d). We
suppose now that c = c′[σ(z, d)], where σ ∈ Σhw,h′. Then Aσ(a, d)RAσ(a′, d)
and the inductive hypothesis imply Ac′(Aσ(a, d)) = A
′
c′(A
′
σ(a
′, d)) and hence
Ac(a) = A
′
c(a
′). It follows that aRa′ implies a ∼A,A′ a′, i.e., R ⊆ ∼A,A′ . ✷
Corollary 3.6 If A and A′ are two hidden Σ-algebras then ∼A,A′ = ∼Ac,A′c.
Lemma 3.7 Let f ′ : A → A′ and f ′′ : A → A′′ be two hidden Σ-homomor-
phisms. If a′ ∼A a′′ then f ′(a′) ∼A′,A′′ f ′′(a′′), for all a′, a′′ ∈ A.
Proof. If a′ and a′′ are of visible sort then f ′(a′) = a′ = a′′ = f ′′(a′′) by
deﬁnitions of hidden homomorphisms and ∼A. If a′ and a′′ are of hidden sort
h then:
a′ ∼A a′′ ⇐⇒
(∀c ∈ LΣ[z : h])Ac(a′) = Ac(a′′) ⇒
(∀c ∈ LΣ[z : h])f ′(Ac(a′)) = f ′′(Ac(a′′)) ⇐⇒
(∀c ∈ LΣ[z : h])A′c(f ′(a′)) = A′′(f ′′(a′′)) ⇒
f ′(a′) ∼A′,A′′ f ′′(a′′)
✷
Corollary 3.8 If R ⊆ A × A is a hidden congruence then {(f ′(a′), f ′′(a′′)) |
a′Ra′′} is a hidden bisimulation between A′ and A′′.
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Proving bisimilarity by coinduction.
Let A and A′ be two hidden Σ-algebras. Assume that a ∈ Ah and a′ ∈ A′h
for some h ∈ H . In order to show that a ∼A,A′ a′,
(i) deﬁne a relation R ⊆ A× A′,
(ii) prove that R is a hidden bisimulation, and
(iii) show that aRa′.
If A and A′ are two SP -models, then a candidate for R is the relation given
by AtRA
′
t′ iﬀ t ∼SP t′.
Example 3.9 We can deﬁne models for a hidden speciﬁcation using modules
with initial semantics. Here are two UB1-models deﬁned in this way:
mod! M1 {
protecting(DATA)
*[Cell1]*
op [_,_] : Bool Data -> Cell1
bop empty? : Cell1 -> Bool
op write : Cell1 Data -> Cell1
bop read : Cell1 -> Data
var B : Bool
vars D D’ : Data
op empty : -> Cell1
eq empty = [true, nothing] .
eq empty?([B, D]) = B .
ceq read([B, D]) = D if not B .
ceq read([B, D]) = nothing if B .
eq write([B, D], D’) = [not B, D’] .
}
mod! M2 {
protecting(DATA)
*[Cell2 Hist]*
op [_,_] : Bool Data -> Cell2
op _ _ : Hist Cell2 -> Hist
op nil : -> Hist
bop empty? : Hist -> Bool
op write : Hist Data -> Hist
bop read : Hist -> Data
var B : Bool
var D : Data
var H : Hist
eq empty?(nil) = true .
eq read(nil) = nothing .
eq empty?(H [B, D]) = B .
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ceq read(H [B, D]) = D if not B .
ceq read(H [B, D]) = nothing if B .
eq write(H, D) = H [not empty?(H), D] .
}
Both the initial M1-model M1 and the initial M2-model M2 can be seen as
UB1-models. For example, if we consider the signature morphism given by
view PHI from UB1 to M1 {hsort Ub1 -> Cell1,
op init1 -> empty,
op write -> write,
bop read -> read,
bop empty? -> empty?}
then M1PHI is a UB1-model. We write M1 for M1PHI . M1 is a cell model
because it models a state of the buﬀer by a pair [B,D] denoting the result of
the last applied writing method. M2 is a history model because it keeps all
history of data stored in the buﬀer.
A bisimulation between M1 and M2 is deﬁned as follows:
mod PROOF {
protecting(M1 + M2)
op _R_ : Cell1 Hist -> Bool
var B : Bool
var D : Data
var H : Hist
ceq [B, D] R H = true
if (B == empty?(H) and read([B, D]) == read(H)) .
}
The proof of the fact that R is indeed a bisimulation follows the same steps
as the proof for the behavioural equivalence ∼UB1 but where the coherence of
write is replaced by the following property:
if [B,D1]RH then write([B,D1], D)R write(H,D).
Here is the proof score for the last property:
open PROOF
ops d d1 : -> Data .
op h : -> Hist .
eq empty?(h) = true . --> case 1
red write([true, d1], d) R write(h, d) . -- should be true
close
open PROOF
ops d d1 : -> Data .
op h : -> Hist .
eq empty?(h) = false . --> case 2
red write([false, d1], d) R write(h, d) . -- should be true
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close
3.1 Simulation under a vertical signature morphism
We extend the deﬁnition of hidden bisimulation between hidden algebras with
the same signature to hidden algebras with diﬀerent signatures but which
are related by a vertical morphism. Consider (H,Σ) and (H ′,Σ′) two hidden
sorted signatures over (V,Ψ, D), and φ : (H,Σ)→ (H ′,Σ′) a vertical signature
morphism.
Deﬁnition 3.10 A φ-simulation from a hidden Σ-algebra A to a hidden Σ′-
algebra A′ is a hidden bisimulation between A and A′φ.
Deﬁnition 3.11 Consider A a hidden Σ-algebra and A′ a hidden Σ′-algebra.
The relation ∼φA,A′ is deﬁned as follows: ∼φA,A′ is equality on visible sorts,
and if a is of hidden sort h and a′ of hidden sort φ(h) then a ∼φA,A′ a′ iﬀ
Ac(a) = A
′
φ(c)(a
′) for all local contexts c ∈ LΣ[z].
Proposition 3.12 ∼φA,A′ is the greatest φ-simulation.
Proof. It is enough to see that A′φ(c)(a
′) = (A′φ)c(a′) for all local Σ-contexts
c[z] and a′ ∈ A′. ✷
Proving φ-simulation by coinduction.
Let A be a hidden Σ-algebra, and let A′ be a hidden Σ′-algebra. Assume
that a ∈ Ah and a′ ∈ A′φ(h) for some h ∈ H . In order to show that a ∼φA,A′ a′,
(i) deﬁne a relation R ⊆ A× A′,
(ii) prove that R is a φ-simulation, and
(iii) show that aRa′.
A candidate for R is deﬁned as follows. Consider SP = (H,Σ, E) and
SP ′ = (H ′,Σ′, E ′) two hidden speciﬁcations and φ : Σ → Σ′ a vertical signa-
ture morphism.
Deﬁnition 3.13 Let t be in TΣ and t
′ be in TΣ′ . If t and t′ are of (the same)
visible sort then t ∼φSP,SP ′ t′ iﬀ there is d ∈ D such that E |≡ t = d and
E′ |≡ t′ = d. If t is of hidden sort h and t′ of hidden sort φ(h) then t ∼φSP,SP ′ t′
iﬀ for all c in LΣ[z : h] there exists d in D such that
E |≡ c[t] = d, and E′ |≡ φ(c)[t′] = d
A φ-simulation from SP to SP ′ is a relation R ⊆ ∼φSP,SP ′.
Proposition 3.14 If A is an SP -model and A′ an SP ′-model then the rela-
tion {(At, A′t′) | t ∼φSP,SP ′ t′} is a φ-simulation.
Proof. Denote by R the relation from the conclusion of lemma and consider
t and t′ such that t ∼φSP,SP ′ t′. If c is a local context in LΣ[z] then
Ac(At) = Ac[t] = d = d
′ = A′φ(c)[t′] = A
′
φ(c)(A
′
t′)
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where E |≡ c[t] = d and E ′ |≡ φ(c)[t′] = d′. Because the context c is arbitrary,
it follows that R ⊆ ∼φA,A′. ✷
Example 3.15 We deﬁne a module UB2 with a similar behaviour to that of
the module UB1 but having in addition a method delete which empties the
buﬀer:
mod* UB2 {
extending(UB * {hsort Ub -> Ub2})
var B : Ub2
var D : Data
op init2 : -> Ub2
bop delete : Ub2 -> Ub2
bop no-del : Ub2 -> Ub2
eq empty?(init2) = true .
eq empty?(write(B, D)) = not empty?(no-del(B)) .
eq empty?(delete(B)) = true .
beq no-del(init2) = init2 .
beq no-del(write(B, D)) = write(no-del(B), D) .
beq no-del(delete(B)) = no-del(B) .
}
The derived operator no-del, which removes the occurrences of the delete
operator, is used to preserve the “spirit” of UB1: the values of the attribute
empty? corresponding to the consecutive writings alternate. The morphism
φ : Σ(UB1) → Σ(UB2) is deﬁned as expected. The relation R is deﬁned as
follows:
mod PROOF {
protecting(UB1 + UB2)
op _R_ : Ub1 Ub2 -> Bool
var B1 : Ub1
var B2 : Ub2
-- definition of R
eq init1 R init2 = true .
eq B1 R B2 = (empty?(B1) and empty?(no-del(B2))) or
(not empty?(B1) and not empty?(B2) and
read(B1) == read(B2)) .
}
The following proof score shows that R is a φ-simulation:
open PROOF
-- hypothesis
op b1 : -> Ub1 .
op b2 : -> Ub2 .
op d : -> Data .
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-- eq b1 R b2 = true . -- case 1
eq empty?(b1) = true .
eq empty?(no-del(b2)) = true .
-- conclusion
bred write(b1, d) R write(b2, d) . -- should be true
close
open PROOF
-- hypothesis
op b1 : -> Ub1 .
op b2 : -> Ub2 .
op d : -> Data .
-- eq b1 R b2 = true . -- case 2
eq empty?(b1) = false .
eq empty?(no-del(b2)) = false .
-- a lemma
beq no-del(no-del(b2)) = no-del(b2).
-- conclusion
bred write(b1, d) R write(b2, d) . -- should be true
close
3.2 Reﬁnement and bisimulation
Following [13,6], reﬁnement is the process of moving from one speciﬁcation
to another, more concrete, speciﬁcation which displays the same behaviour.
By deﬁnition, a (concrete) hidden speciﬁcation SP ′ = (H ′,Σ′, E ′) reﬁnes an
(abstract) hidden speciﬁcation SP = (H,Σ, E) via the vertical signature mor-
phism φ if, for every SP ′-model A′, the reduct A′φ is a SP -model. For exam-
ple, UB1 reﬁnes UB via the inclusion signature morphism (up to a renamimg
of the hidden sort).
Assume that SP has an initial model I and SP ′ has an initial model
I ′. Recall from [7] that Iv = I ′v = Dv for v ∈ V , Ih = LΣ,h for h ∈ H , and
I ′h = LΣ′,h′ for h
′ ∈ H ′, where LΣ and LΣ′ are the sets of the corresponding local
terms. If SP ′ reﬁnes SP via φ : Σ → Σ′ then there exists a homomorphism
h : I → I ′φ and hence a homomorphism of coalgebras h : Ic → (I ′φ)c. h
renames a hidden ground term t ∈ LΣ by φ(t), where a hidden sort h ∈ H
is renamed by φ(h) and an operator σ ∈ Σ by φ(σ). Because the graph of a
homomorphism of coalgebras is a bisimulation, it follows that the relation R,
given by t R h(t) for all t ∈ I, is a φ-simulation from I to I ′.
The property can be extended to speciﬁcations. Because SP is a lexic it
follows that for each visible ground Σ-term t there exists dt ∈ D such that
E |≡ t = dt. The fact that φ is a reﬁnement and SP ′ is a lexic imply that
E ′ |≡ φ(t) = dt. Hence {(t, φ(t))} | t ∈ TΣ} ⊆ ∼φSP,SP ′.
There are cases when the relation {(t, φ(t)) | t ∈ TΣ} is a φ-simulation but
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SP ′ does not reﬁne SP .
Example 3.16 The relation {(t, φ(t)) | t ∈ TΣ} is a φ-simulation from UB1
to UB2. The proof of this is given in example 3.15. We show now that
UB2 does not reﬁne UB1. Consider b2 : Ub2 and d, d′ : Data such that
empty?(write(b2, d)) = false. Then
empty?(write(delete(write(b2, d)), d′)) =
empty?(delete(write(b2, d))) = true
Open question.
The problem is to ﬁnd a (necessary and) suﬃcient condition for a φ-
simulation R from SP to SP ′ which ensures that φ is a reﬁnement.
A weaker condition is given by the following result.
Theorem 3.17 Consider SP = (H,Σ, E) and SP ′ = (H ′,Σ′, E ′) two hidden
speciﬁcations and φ : (H,Σ)→ (H ′,Σ′) a vertical signature morphism. If SP ′
is consistent and lexic and there exists a φ-simulation R from SP to SP ′ with
ran(R) 3= TΣ′ then for any reachable SP
′-model M ′, M ′φ is an SP -model.
The proof of this theorem requires two deﬁnitions and four lemmas.
Lemma 3.18 If t1R t
′ and t2R t′ then t1 ∼SP t2.
Proof. If all terms are of (the same) visible sort then there is d ∈ D such
that E |≡ t1 = d, E ′ |≡ t′ = d, and E |≡ t2 = d. Hence E |≡ t1 = t2 which
implies t1 ∼SP t2. If t1 and t2 are of hidden sort h and t′ of hidden sort φ(h)
then we have:
t1R t
′ ⇐⇒ (∀c ∈ LΣ[z] ∃d ∈ D)E |≡ c[t1] = d and E ′ |≡ φ(c)[t′] = d
and
t2R t
′ ⇐⇒ (∀c ∈ LΣ[z] ∃d ∈ D)E |≡ c[t2] = d and E ′ |≡ φ(c)[t′] = d
which imply
(∀c ∈ LΣ[z] ∃d ∈ D)E |≡ c[t1] = d and E |≡ φ(c)[t2] = d
i.e., t1 ∼SP t2. ✷
Deﬁnition 3.19 The relation R′ on TΣ′ is deﬁned as follows: t′1R
′ t′2 iﬀ there
exist t1, t2 ∈ TΣ such that t1 ∼SP t2, t1R t′1, and t2R t′2.
Lemma 3.20 R′ is an equivalence.
Proof. We have to prove only the transitivity. Suppose t′1R
′ t′2 such that
t1R t
′
1, t21R t
′
2, t1 ∼ t21, and t′2R′ t′3 such that t22R t′2, t3R t′3, t22 ∼ t3. If all
3 ran(R) = {y | ∃x such as xR y}
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term are of (the same) visible sort then we proceed in a similar way as in the
proof of lemma 3.18. Otherwise, we have:
t21R t
′
2, t22R t
′
2 ⇒ {lemma 3.18}
t21 ∼SP t22 ⇒ {∼SP is transitive}
t1 ∼SP t3 ⇒ {deﬁnition of R′}
t′1R
′ t′3
✷
Lemma 3.21 R′ is a hidden φ(Σ)-congruence.
Proof. Suppose t′1R
′ t′2 such that
t1R t
′
1, t2R t
′
2, t1 ∼SP t2.
where t′1 and t
′
2 are of hidden sort φ(h). Let σ be in Σhw,s and d be an element
in Dw. Because ∼SP is a hidden congruence it follows that σ(t1, d) ∼SP
σ(t2, d) and because R is a φ-simulation it follows that σ(t1, d)Rφ(σ)(t
′
1, d)
and σ(t2, d)Rφ(σ)(t
′
2, d). We have now φ(σ)(t
′
1, d)R
′ φ(σ)(t′2, d) by deﬁnition
of R′, as desired. ✷
Lemma 3.22 Let (∀X)l = r an equation in E. Denote by X ′ the set of vari-
ables given by X ′s′ = {x ∈ Xs | φ(s) = s′}. Then for any variable assignments
ϑ′ : X ′ → TΣ′, ϑ′∗(φ(l)R′ ϑ′∗(φ(r).
Proof. Consider an arbitrary assignment ϑ′ : X ′ → TΣ′. Because ran(R) =
TΣ′ it follows that for each x ∈ X there exists ϑ(x) such that ϑ(x)Rϑ′(x)
and hence ϑ∗(l)Rϑ′∗(φ(l)), ϑ(r)Rϑ′∗(φ(r)). From E |≡ (∀∅)ϑ∗(l) = ϑ∗(r) it
follows that ϑ∗(l) ∼SP ϑ∗(r) and hence ϑ′∗(φ(l)R′ ϑ′∗(φ(r). ✷
We prove now theorem 3.17. Let e be an equation of the form (∀X)l = r
in E. Lemma 3.22 implies that I ′ |≡ φ(e), where I ′ is the initial SP ′-model
and φ(e) denotes the equation (∀X ′)φ(l) = φ(r). By corollary 48 in [7], for
any reachable SP ′-model M ′ we have I ′ |≡ φ(e) iﬀ M ′ |≡ φ(e). Because φ is
a vertical signature morphism it follows that only a half of the Satisfaction
Condition holds [13], but it is just the one we need: M ′ |≡ φ(e) implies
M ′φ|≡ e. Therefore M ′φ is an SP -model.
Remark 3.23 If the denotations of the hidden speciﬁcations are restricted
to the reachable models, then theorem 3.17 gives a suﬃcient condition under
which a hidden φ-simulation implies a reﬁnement. This particular form of the
reﬁnement is studied in [10].
4 Conclusions and future work
We extended the notion of hidden congruence to that of hidden bisimulation
between two hidden Σ-algebras and to that of φ-simulation between a hidden
Σ-algebra A and a hidden Σ′-algebra A′, where φ : Σ → Σ′ is a vertical
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signature morphism. The relation of φ-simulation can be lifted at the level
of speciﬁcations. An inciting problem is to establish the exact relationship
between φ-simulation and reﬁnement. We have already found a weak such a
relationship but further investigations must be done. The two relations can be
handled in speciﬁcation languages like CafeOBJ and therefore they are useful
in practice to relate models and speciﬁcations. However, the ﬁnding of easy to
check criteria for a relation R to be a bisimulation or a φ-simulation remains
to be studied. In [17] hidden algebra is extended to encompass operations
with more than one hidden argument. There, the notions of cobasis and
∆-coinduction are used to handle the new deﬁnition of hidden congruence.
A further work will investigate the extension of hidden bisimulation and φ-
simulation for the new version of hidden algebra and how the cobasis can be
used to verify that a relation R is a bisimulation or a φ-simulation.
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