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Abstract
In this paper we show that in dimension greater or equal than 3 the index of a stable critical point
can be any integer. More concretely, given any k ∈ Z and n 3 we construct a C∞ vector field on
R
n with a unique critical point which is stable (in positive and negative time) and has index equal to
k. This result extends previous ones on the index of stable critical points.
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1. Introduction
Consider the flow associated to the differential equation x˙ = X(x) where X :U → Rn
is a C1 vector field on an open set U ⊂ Rn. A critical point x0 ∈ U is stable in positive
time (respectively in negative time) if any neighbourhood of x0 contains a neighbourhood
which is positively (respectively negatively) invariant.
The local index of X at an isolated critical point x0, denoted here by iX(x0), is an
integer defined as follows (see [8] for details). Select a n-disc D centered at x0 containing
no other critical point of X and consider the function
x →X(x)/∥∥X(x)∥∥.
This function maps ∂D into Sn−1 and iX(x0) is by definition the degree of this mapping.
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It is well known (see [3,9,10]) that the local index of an isolated critical point x0 ∈ U
which is stable in positive time must be (−1)n if one of the following conditions holds:
(a) The determinant of the Jacobian of X at x0 is different from zero.
(b) x0 is in addition attractor (i.e., there exists a neighbourhood V such that any solution
with initial condition in V tends to x0 as t↗+∞).
In fact for n= 2 one can show that the index must be (−1)n without assuming that (a) or (b)
holds. This is not the case however for n 3. Indeed, Bobylev and Krasnosel’skiı˘ (see [1,
6]) and Erle (see [5]) showed independently that the local index of an isolated critical point
which is stable in positive time can be any k ∈ Z if n  4 and any k −1 if n = 3. The
question arising here is whether it is possible to achieve k < −1 if n = 3. We prove the
following:
Theorem A. For any n  3 and k ∈ Z there exists a C∞ vector field X :U → Rn on a
neighbourhood of 0 ∈Rn with the following properties:
(a) X vanishes only at 0.
(b) The critical point of x˙ =X(x) at 0 is stable in positive and negative time.
(c) The local index of X at 0 is equal to k.
It is to be noted that in [1] the authors assert (see page 342 after the statement of
Theorem 52.5) that for the case n= 3 one always has index k −1. In view of Theorem A
this is not true. Note in addition that the critical points that we obtain are stable in positive
and negative time simultaneously (cf. [1,5,6]). In this setting it is to be pointed out that
M. Brunella proves in [2] that such critical points do not exist in case of analytic vector
fields and n= 3.
We prove Theorem A in Section 3. Before, we devote Section 2 to develop some tools
that we shall use in the proof.
2. The plug construction
In this section M will be a C∞ manifold of dimension n and X will be a C∞ non-
singular vector field on M. The boundary of M (if any) will be denoted by ∂M and the set
M \ ∂M by IntM.
Remark 2.1. It may happen thatM does not admit a non-singular vector field. For instance,
this is the case when M is closed (i.e., compact and without boundary) and it has Euler
characteristic different from zero. Indeed, from the Poincaré–Hopf Theorem (see [8]) it
follows that any vector field on such a manifold has at least one critical point.
Our goal in this section is to prove the following result:
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Theorem 2.2. LetX be a non-singular vector field on a manifoldM and letK be a compact
set non-intersecting ∂M. Then for any neighbourhood W of K there exists a non-singular
vector field X˜ on M such that:
(a) X˜ coincides with X on M \W.
(b) The X˜-trajectory of any p ∈K remains inside W.
This result is an application of the plug construction developed by Wilson in [11]. To
prove it we shall follow [11] modifying slightly the proofs of similar results which hold
only in case that M is boundaryless. In the following definition Bn denotes the subset of
R
n given by
Bn = {(x1, x2, . . . , xn): |xi| 1, x2n−1 + x2n  1},
and the constant flow on Bn is the flow induced by x˙ = (1,0, . . . ,0). We shall also use the
following notation for subsets of Bn:
(1) σBn, the side of Bn, defined by x2n−1 + x2n = 1.
(2) τBn, the top of Bn, defined by x1 = 1.
(3) βBn, the bottom of Bn, defined by x1 =−1.
Definition 2.3. A flow box (U,h) for the vector field X at the point p ∈M consists of a
closed neighbourhoodU of p and a diffeomorphism h :Bn →U which satisfies:
(a) X is transverse to h(βBn).
(b) There is a positive constant c such that ϕ(ct, h(x)) = h(φ(t, x)) where ϕ(t, · ) and
φ(t, · ) denote respectively the flow induced by X and the constant flow on Bn.
The sets σU (side of U), τU (top ofU ) and βU (bottom of U) are defined to be respectively
the h-images of σBn, τBn and βBn.
Often, the point set U will be the important feature, and not the particular diffeomor-
phism h. In this case we may say that U is a blow box without mentioning h.
Definition 2.4. Let U and V be two flow boxes with V ⊂U . Then V is called a shrinkage
of U if σV ⊂ IntU, τV ⊂ τU and βV ⊂ βU.
The proof of the following result can be found in [11].
Lemma 2.5. Let U be a flow box for X on M and let N be the union of a finite collection of
submanifolds (with boundaries and with dimension < n) to which X is transverse. Let W
be a given neighbourhood of U. Then there is a finite family of flow boxes in W whose
interiors cover U and whose tops and bottoms are disjoint from one another and from N.
Lemma 2.6. Let K be a compact set non-intersecting ∂M and let W be an open
neighbourhood of K. Then there exists a family {Ui}mi=1 of flow boxes such that:
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(a) Ui ⊂W for each i.
(b) {IntUi}mi=1 is a covering of K.
(c) The tops and bottoms are disjoint from one another.
Proof. For each p ∈ K let U˜p be a flow box for X at p such that U˜p ⊂ W. Take
p1, . . . , pm ∈K so that {Int U˜pi }mi=1 is a covering of K. Set N1 = ∅ and apply Lemma 2.5
to (U˜p1,N1,W), obtaining a finite family of flow boxes {U1i }n1i=1 in W whose tops and
bottoms are disjoint from one another and such that {IntU1i }n1i=1 covers U˜p1 . Then, for
each j = 1,2, . . . ,m− 1, define inductively
Nj+1 =Nj ∪
( nj⋃
i=1
τU
j
i
)
∪
( nj⋃
i=1
βU
j
i
)
and apply Lemma 2.5 to (U˜pj+1,Nj+1,W). Note that in each step of the process Nj is
by construction the union of a finite collection of (n − 1)-dimensional manifolds (with
boundary) to which X is transverse. We obtain in this way a finite family of flow boxes in
W {
U1i
}n1
i=1,
{
U2i
}n2
i=1, . . . ,
{
Uni
}nm
i=1
whose tops and bottoms are disjoint from one another and such that {IntUji }
nj
i=1 is a
covering of U˜pj for each j. Since {Int U˜pi }mi=1 covers K the result follows. ✷
In the statement and proof of the next result, given p ∈M, ϕ(t,p) denotes the solution
of the initial value problem{
x˙ =X(x),
x(0)= p.
Proposition 2.7. Let K be a compact set non-intersecting ∂M and let W be an open
neighbourhood of K. Then there exist two families of flow boxes {Ui}mi=1 and {Vi}mi=1 such
that:
(a) Ui ⊂W and Vi is a shrinkage of Ui for each i.
(b) {Ui}mi=1 is a disjoint family.
(c) For each p ∈ K there exist Vi and Vj with i = j such that ϕ(ti,p) ∈ βVi for some
ti > 0 and ϕ(tj ,p) ∈ τVj for some tj < 0. Moreover ϕ(t,p) ∈W for all t ∈ [tj , ti ].
Proof. Let {Fj }mj=1 be a family of flow boxes as described in Lemma 2.6. For each j let
Gj be a subflow box formed by shrinking Fj slightly in such a way that {IntGj }mj=1 is still
a covering of K. Take ε > 0 small enough such that setting
Uj =
{
ϕ(t, x): x ∈ τFj and t ∈ [0, ε ]
}
and
Um+j =
{
ϕ(t, x): x ∈ βFj and t ∈ [−ε,0 ]
}
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for each j, we obtain a disjoint family of flow boxes {Ui}2mi=1 in W. Define now the
family {Vj }2mj=1 by means of
Vj =
{
ϕ(t, x): x ∈ τGj and t ∈ [0, ε ]
}
and
Vm+j =
{
ϕ(t, x): x ∈ βGj and t ∈ [−ε,0 ]
}
for each j. Statements (a) and (b) of the result follow by construction. In order to show
(c) take any p ∈ K and note that then, since {IntGj }mj=1 is a covering of K, there exists
some i ∈ {1,2, . . . ,m} such that p ∈ IntGi. Thus, using that Gi is a flow box in W with
τGi = βVi and βGi = τVm+i , one can easily show (c). ✷
Theorem 2.8 (Wilson). Let X be a vector field on a n-dimensional manifold M. Let U be
a flow box of X and let V be a shrinkage of U. Then, for each integer k ∈ {0,1, . . . , n− 2}
there exists a vector field Xk on U which satisfies:
(a) Xk coincides with X on a neighbourhood of ∂U.
(b) The only limit sets of Xk are a finite collection of invariant k-tori, on which the
restricted flow is minimal.
(c) Every trajectory of Xk which intersects βV (respectively τV ) remains in positive
(respectively negative) time inside U.
(d) Each trajectory of Xk which leaves U in finite positive and negative time coincides as
a point set with some trajectory of X in a neighbourhood of ∂U.
Remark 2.9. Following the statement of Theorem 2.8, let X˜ be the vector field on M
defined by X˜(p) = X(p) if p /∈ U and X˜(p) = Xk(p) if p ∈ U. Let us denote the X-
trajectory and X˜-trajectory of p ∈M by γp and γ˜p, respectively. Condition (d) guarantees
that if γp enters U without intersecting τV or βV then γp coincides with γ˜p outside U.
This fact will turn out to be of basic importance in the proof of Theorem 2.2.
Fig. 1. Sketch of a 0-annihilator.
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Definition 2.10. A vector field Xk which satisfies the above properties is called a k-
annihilator system for (U,V ).
Proof of Theorem 2.2. Let {Ui}mi=1 and {Vi}mi=1 be two families of flow boxes for X
satisfying the properties with respect to K andW as described in Proposition 2.7. Applying
Theorem 2.8, define X˜ by gluing a 1-annihilator system for each (Ui,Vi). Then, since
Ui ⊂W for all i, it follows that X˜|M\W is non-vanishing and coincides with X. That X˜
does not vanish on W follows from the fact that, by (b) in Theorem 2.8, the only limit
sets of X˜ on each Ui are a finite collection of periodic orbits. This shows part (a). Now,
from (c) in Proposition 2.7 and (d) in Theorem 2.8 it follows that the X˜-trajectory of any
p ∈ K eventually enters some Vi positively and some Vj negatively without previously
leaving W. On account of (c) in Theorem 2.8, this shows part (b) and completes the proof
of the result. ✷
3. Proof of the main result
Definition 3.1. A function µ :U → R on a neighbourhood of 0 ∈ Rn is called flat if it is
C∞ and vanishes at 0 together with all its partial derivatives of any order. A C∞ function
h :U \ {0} → R is called of rational growth at 0 if for any non-negative integer m there
exists a non-negative integer r such that
lim
x→0‖x‖
rg(x)= 0
where g is any partial derivative of h of order m. For vector fields we extend these
definitions in the obvious way considering each of the components.
In the proof of Theorem A we shall use the following two results of Erle [5].
Lemma 3.2. Let H :U \ {0}→ Rn be a C∞ vector field of rational growth at 0 ∈ Rn and
let µ :U → R be flat at 0. Then X :U →Rn defined by
X(p)=
{
µ(p)H(p), if p = 0,
0, if p = 0,
is a C∞ vector field which is flat at 0.
In what follows, given α > 0, Bα(0) will denote the set {p ∈Rn: ‖p‖ α}.
Lemma 3.3. Let H :B2(0)→Rn be a C∞ vector field satisfying
(a) In a neighbourhood of the boundary of B2(0) \B1(0) the value of H(p) depends only
on p/‖p‖.
(b) H(p)=H(2mp) for any m ∈N and any p with 2−m  ‖p‖ 21−m.
Then H is of rational growth at 0.
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Proof of Theorem A. Fix any n 3 and k ∈ Z. Let F :B2(0)→Rn be a C∞ vector field
vanishing only at 0 and such that iF (0)= k. We shall first modify F so that 0 becomes a
stable critical point. Then we will show that the index of the new vector field at 0 is still k.
For each m 0 we define
Am = B21−m(0) \B2−m(0).
We begin by modifying F on A0. To this end we choose a small tubular neighbourhood
W of ∂B3/2(0) such that W does not intersect ∂A0. We then apply Theorem 2.2 with
X = F |A0, M = A0, K = ∂B3/2(0) and W. We thus obtain a non-vanishing vector field
G on A0 which coincides with F on A0 \ W and such that the G-trajectory of any
p ∈ ∂B3/2(0) is inside W.
Our next step is to copy G on each annulusAm with m 1. However, in order to obtain
a C∞ vector field we must first modify G on a neighbourhood of ∂A0. To this end we
choose ε > 0 small enough so that
W ⊂ B2−ε(0) \B1+ε(0)
and we consider (see Fig. 2) a C∞ function ρ : [1,2] → [1,2] with ρ(r) = r for all
r ∈ [1+ ε,2− ε] and ρ(r)= 2 for all r ∈ [1,1+ ε/2] ∪ [2− ε/2,2]. We then define
G˜(p)=G
(
ρ(‖p‖)
‖p‖ p
)
for each p ∈A0.
Thus G˜ is a C∞ vector field on A0 which satisfy
(1) G˜(p)=G(p) for all p with ‖p‖ ∈ [1+ ε,2− ε].
(2) For all p with ‖p‖ ∈ [1,1+ ε/2] ∪ [2 − ε/2,2], the value of G˜(p) depends only on
p/‖p‖.
Fig. 2. The graph of ρ.
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Note that, on account of (1), the G˜-trajectory of any p ∈ ∂B3/2(0) remains inside W.
Moreover from (2) it follows that the vector field H defined on B2(0) \ {0} by means of
H(p)= G˜(2mp) if p ∈Am
is C∞. Finally, let µ :B2(0)→ R be a C∞ function with µ(p) > 0 for all p = 0 which
vanishes at 0 together with all its derivatives of any order. Then we define X :B2(0)→Rn
as
X(p)=
{
µ(p)H(p), if p = 0,
0 if p = 0.
In view of property (2) above, Lemmas 3.2 and 3.3 show that X is a C∞ vector field.
Next we shall prove assertions (a), (b) and (c). In fact that X vanishes only at 0 is
obvious. In order to prove assertion (b) it is enough to show that given any m  0 there
exists a X-invariant set Nm with Nm ⊂ B21−m(0). To see this let ϕ(t,p) denote the unique
solution of the initial value problem{
x˙ =X(x),
x(0)= p,
and let I (p) be its maximal interval of definition. We choose
N0 =
⋃
p∈B1(0)
{
ϕ(t,p): t ∈ I (p)}
and it is clear then that N0 is invariant. That N0 ⊂ B2(0) follows from the fact that if
p ∈ ∂B3/2(0) then
ϕ(t,p) ∈W ⊂ B2−ε(0) \B1+ε(0) for all t ∈ I (p).
This is so because the X-trajectory and G-trajectory of any p ∈ ∂B3/2(0) coincide as a
point set since X = µG on W. Now, if for each m 1 we define Nm to be the image of
N0 under the mapping p → 2−mp then Nm is an invariant set inside B21−m(0).
Let us turn finally to assertion (c). To prove it note that if ‖p‖ = 2 then
X(p)= µ(p)H(p)= µ(p)G˜(20p)= µ(p)G(ρ(2)
2
p
)
= µ(p)F (p).
Consequently, since X and F are non-vanishing on B2(0) \ {0} and µ > 0 on ∂B2(0), it
follows that iX(0)= iF (0)= k. This completes the proof of the result. ✷
Remark 3.4. Let us conclude with some remarks about the approach to this problem in [1,
5]. In these works the set N0 is chosen to be a smooth compact connected n-manifold so
that X points inward on ∂N0. Then eachNm is positively invariant and from the Poincaré–
Hopf Theorem (see [8]) it follows that
iX(0)= (−1)nX (N0)
where X (N0) is the Euler characteristic of N0. The problem is then to show that by
choosing an appropriate N0 one can achieve the desired integer iX(0). This can be done
for n 4, but there are some restrictions for n= 3. This is so because in this case ∂N0 is a
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closed connected 2-manifold and therefore X (∂N0)= 2(1− g) where g denotes its genus
(see [7]). Then, taking into account that
X (∂S)= (1+ (−1)n+1)X (S)
for any compact n-manifold S (see [4]), it follows thatX (N0) 1. Consequently for n= 3
one can only obtain in this way iX(0)−1.
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