Introduction
Singular perturbation problems (SPPs) arise very frequently in fluid dynamics, elasticity, aerodynamics, plasma dynamics, magneto hydrodynamics, rarefied gas dynamics, oceanography, and other domains of the great world of fluid motion. These problems depend on a small positive parameter in such a way that the solution varies rapidly in some parts of the domain and varies slowly in some other parts of the domain. Thus, typically there are thin transition layers where the solution varies rapidly or jumps abruptly while away from the layers, the solution behaves regularly and varies slowly. If we apply the existing standard numerical methods for solving these problems, large oscillations may arise and pollute the solution in the entire interval because of the boundary layer behavior. A more general type of the differential equations, often called functional differential equations, is one in which the unknown function occur with various different arguments. The simplest functional differential equations are 'delay differential equations'. Delay differential equations are similar to ordinary differential equations, but their evolution involves past values of the state variable. The solution of delay differential equations therefore requires knowledge of not only the current state, but also the state a certain time previously. In the last few decades, there has been a growing interest in the study of delay differential equations due to their occurrence in a wide variety of application fields such as biosciences, control theory, economics, material science, medicine, and robotics. Any system involving a feedback control will almost always involve time delays. These arise because a finite time is required to sense the information and then to react to it. The delays or lags can represent gestation times, incubation periods, transport delays. Delay models also being prominent in describing several aspects of infectious disease dynamics such as primary infection, drug therapy, and immune response etc. Delays have also appeared in the study of chemostat models, circadian rhythms, epidemiology, the respiratory system, tumor growth and neural networks. Statistical analysis of ecological data has shown that there is evidence of delay effects in the population dynamics of many species. A singularly perturbed delay differential equation is a differential equation in which the highest order derivative is multiplied by a small parameter and involving at least one delay term. SPPs are generally the first approximation of the considered physical model. Hence, in such cases, a more realistic model should include some of the past and the future states of the system; hence, a real system should be modeled by differential equations with delay or advance. Such type of equation arises frequently in the mathematical modeling of various practical phenomena, for example, in the modeling of the human pupil-light reflex, model of HIV infection, the study of bistable devices in digital electronics, variational problem in control theory, first exist time problems in modeling of activation of neuronal variability, immune response, mathematical ecology, population dynamics, the modeling of biological oscillators and in a variety of models for physiological process. Lange and Miura [11] [12] [13] studied the asymptotic analysis of singularly perturbed boundary value problems for differential-difference equations. This study motivated many researchers to work on numerics of singularly perturbed differential-difference equations. Kadalbajoo and Sharma [8] [9] [10] gave a series of papers on singularly perturbed delay differential equations with small delay.
Amiraliyev and Cimen [1] proposed an exponential fitted difference scheme on a uniform mesh for singularly perturbed differential equations with large delay. The method is found to be first order accurate. Subburayan and Ramanujam [16, 17] developed an initial value method for singularly perturbed delay differential equations on Shishkin mesh. In [18] , they proposed an asymptotic initial value method for singularly perturbed delay differential equations in which coefficient of convection-diffusion term is discontinuous.
Standard central difference schemes on uniform mesh are unstable and gives oscillatory solution for these problems. To get an oscillatory-free solution, more mesh points are required in the layer region. If prior knowledge about the location of the layer is available, one can use adaptive meshes developed by Bakhvalov [2] , Gartland [6] , and Shishkin [14] . Shishkin meshes are used widely because of their simplicity. The major drawback of Shishkin meshes is the requirement of prior information of the location of the layer regions. Since standard finite difference schemes fail to capture the layer region perfectly, here we developed new finite difference schemes on uniform mesh by taking infinite terms in Taylor's expansions. We followed the step of He and Wang [22] [23] [24] to propose new finite difference schemes.
The paper is organized as follows: We stated the problem under consideration in Section 2. Construction of finite difference schemes for constant coefficient problems and variable coefficient problems are discussed in Section 3. Error estimates are derived in Section 4. To demonstrate the efficiency and applicability of the proposed schemes, numerical experiments are carried out for four test problems and results are given in Section 5. The paper ends with conclusion in the last section.
Statement of the problem
We consider a second-order singularly perturbed delay differential equation of the form:
subject to the interval and boundary conditions
where Ω = (0, 2), Ω 0 = [−1, 0] and ε is a small perturbation parameter (0 < ε ≪ 1), a(x) ≥ α > 0 with α being a constant and a(x), b(x) , f (x) are supposed to be smooth functions on Ω , ϕ(x) is a smooth function
on Ω 0 and β is a given constant. The boundary value problem (1), along with (2), has unique solution [4] . It also exhibits a boundary layer at x = 2 .
Lemma 2.1 [15] Assume that a(x) ≥ α > 0 and a(x), b(x) , f (x), ϕ(x) are sufficiently smooth. Then the solution y of (1) with homogeneous Direchlet boundary conditions satisfy
where C is a generic constant which is independent of ε .
Construction of finite difference schemes
We develop the finite difference methods for constant coefficient problems and variable coefficient problems separately. We divide the intervalΩ = [0, 2] into 2N equal parts with constant mesh size h . We choose the mesh size h such that the delay x = 1 must be a mesh point. Let
be the mesh points. Namely, x i = ih for i = 0, 1, 2, ..., 2N .
Constant coefficient problems
In this subsection, we will derive the new class of schemes for problem (1) , when a(x) and b(x) are constants.
From (1), we have
This y (n) (x) can be rewritten as
Taylor's expansions of y at mesh points x i+1 and x i−1 are respectively given by
Using (3) in the above Taylor's series expansions, we have
] .
Now, we rewrite y i+1 as
Similarly,
Here r = ah ε ,
and
Eliminating y ′ i , from (6) and (7), we have
where
Let Y i is the approximate solution of (1), then taking the first m terms of H i , we have
For different positive integer values of m, we have different finite difference schemes.
Numerical algorithm:
Step 1: We obtain the reduced problem by setting ε = 0 in (1) with appropriate interval condition. Let y 0 (x) be the solution of reduced problem of (1)- (2), i.e.
a(x)y
with interval condition
By using the Runge-Kutta method, we solved the above problem in 0 ≤ x ≤ 1 to obtain y 0 (1).
Step 2: To obtain the solution on 0 < x < 1, we consider the numerical scheme from (9) which is of the
We solve the above system with the boundary conditions
using Thomas Algorithm [7] .
Step 3: Now, to obtain the solution on 1 < x < 2 , we consider the numerical scheme from (9) which is of the form
along with the boundary conditions,
To apply the above scheme, we need to have the derivatives of y on the interval (0, 1). For n = 1, we obtain (6) and (7) as
) .
Constant coefficient problems with discontinuous source term
Motivated by the work of [5, 20, 21] , we consider the case of discontinuity in source term f (x) . We assumed that f (x) has a jump discontinuity at x = 1 , i.e., f (1
. Now, the problem under consideration will be of the form:
The numerical scheme (9) will be reduced to
with
To obtain the numerical results, we used the numerical algorithm described in the previous subsection.
Variable coefficient problems
In this subsection, we will derive schemes for problem (1), when a(x) and b(x) are not constants. From (1), n th order derivative of y can be written as
Using (1) recursively, it is possible to rewrite y (n) (x) in terms of y ′ (x) and the derivatives of f (x) as follows:
where P s , Q s j and R s j are the coefficients with respect to 1/ε s .
To derive finite difference schemes, first of all, we consider all the terms which are with respect to 1/ε n−1
for n ≥ 2, on the RHS of (10) are taken into account. After simplification, we get
For the interior point x i , substituting (12) into Taylor's expansions (4)- (5), and multiplying them by e −ri , we get
,
By eliminating y ′ i , from (13) and (14), we get
To derive another finite difference scheme, we collect the terms which are with respect to 1/ε n−1 and 1/ε n−2 in y (n) , for n ≥ 3 . After simplification, the n th order derivative of y can be expressed as
For the interior point x i , substituting y (n) for n ≥ 3 into Taylor's expansions (4)- (5), and multiplying them by e −ri , we get
2! ).
By eliminating y ′ i , from (16) and (17), we get
To apply the above scheme, we need to have the derivatives of y on the interval (0, 1). We obtain y ′ i from (16) and (17) as
To derive another finite difference scheme, we may collect the terms which are with respect to 1/ε n−1 , 1/ε n−2 and 1/ε n−3 in y (n) , for n ≥ 4 and proceed as above. Applying the same concept, we may easily obtain different finite difference schemes. The numerical algorithm which has been described in subsection (3.1) has been applied to get the numerical results.
Error analysis
In this section, we derived an error estimate for the finite difference scheme (9) . From (6) and (7), we have
After neglecting the higher order terms of ε , y i+1 and y i−1 can be rewritten as
Adding (19) and (20), we get
After rearranging the terms, we have
Multiplying this equation with a 2 /ε(e r + e −r − 2), we have 
Subtracting (20) from (19), we get
Multiplying this equation with a/ε(e r − e −r ), we have a ε
Now define a new operator D as,
Putting this operator values in (1), we get
Let Y i is the numerical solution of (1). Neglecting the remainder terms, we have
Subtracting (24) from (23) and putting y i − Y i = e i , we have
where 
where (1) and Y be the numerical solution obtained using the scheme (9) , the error at the mesh point x i be e i = y i − Y i , then, the following inequality holds
Theorem 4.2 If y is the exact solution of
Proof Multiplying (26) with he i and taking summation from i = 1 to 2N − 1 , we get
From Lemma 4.1 
It is trivial that (
Hence, the proof. 2
Numerical examples
To demonstrate the efficiency and applicability of the proposed finite difference methods, we applied them on four test problems. Maximum pointwise errors are tabulated. Maximum point wise errors are calculated using the following double mesh principle [3] for the problems where the exact solutions are not available:
where U N (x i ) denote the numerical solution obtained on a mesh containing N subintervals.
The numerical rate of convergence is calculated using the formula
Example 1[16]
Consider the following singularly perturbed delay differential equation with constant coefficient:
The exact solution of this problem is given by
The maximum pointwise errors and rate of convergence are presented in Table 1 for different values of perturbation parameter ε . The numerical solution and exact solution using the scheme (9) with ε = 10 −8 and N = 16 is plotted in Figure 1a . Convergence order is plotted in Figure 1b .
Example 2 Consider the following singularly perturbed delay differential equation with discontinuous source term:
−εy
The maximum pointwise errors and rate of convergence are presented in Table 2 for different values of perturbation parameter ε . The numerical solution using the scheme (9) with ε = 10 −10 and N = 16 is plotted in Figure 2a . Convergence order is plotted in Figure 2b . The maximum pointwise errors and rate of convergence are presented in Table 3 for different values of perturbation parameter ε . The numerical solution using the scheme (18) with ε = 10 −5 and N = 32 is plotted in Figure 3a . Convergence order is plotted in Figure 3b . 
The maximum pointwise errors and rate of convergence are presented in Table 5 for different values of perturbation parameter ε . The numerical solution using the scheme (18) with ε = 10 −8 and N = 32 , is plotted in Figure 4a . Convergence order is plotted in Figure 4b . 
Conclusion
In this paper, we proposed a class of finite difference schemes to solve singularly perturbed delay differential equation of second order. The proposed schemes have different advantages. They give oscillation free solution on uniform mesh. Results are more accurate than conventional methods. These schemes can keep convergence order stable much better than conventional methods for very small values of perturbation parameter ε. Prior information about the location and width of the layer is not required. These methods are easily extendable for higher dimensional problems. The proposed numerical schemes converges uniformly with respect to the perturbation parameter ε . Numerical results are carried out to show the efficiency and accuracy of the proposed numerical schemes.
