Abstract. The changes in precipitation in north-eastern North America caused by chemistry -and particularly anthropogenic aerosols -are investigated using the Weather Research Forecasting with Chemistry (WRF/Chem v3.2) model. The simulations were carried out for a five-month period from April to August 2009. The model results show that non-negligible changes in both convective and cloudresolved (non-convective) precipitation are caused by chemistry and/or aerosols over most parts of the domain. The changes can be attributed to both radiative and microphysical interactions with the meteorology. A chemistry-induced change of approximately −15 % is found in the five-month mean daily convective precipitation over areas with high convective rain; most of this can be traced to radiative effects. Total convective rain is greater than total non-convective rain in the domain, but a chemistry-induced increase of about 30 % is evident in the five-month mean daily non-convective precipitation over the heavily urbanized parts of the Atlantic coast. The effects of aerosols on cloud microphysics and precipitation were examined for two particle size ranges, 0.039-0.1 µm and 1-2.5 µm, representing the nucleation and accumulation modes respectively. Strongly positive spatial correlation between cloud droplet number and non-convective rain are found for activated (cloud-borne) aerosols in both size ranges. Non-activated (interstitial) aerosols have a positive correlation with cloud droplet number and non-convective rain when they are small and an inverse correlation for larger sizes.
Introduction
The modification of climate by anthropogenic influences is the subject of intense public debate and extensive scientific research. Most of this interest is focussed on the global climate, but regional effects are in some ways more important because they occur on a shorter timescale and can be quite intense. The so-called "urban heat island" effect is an example of this. It has been shown that thermal effects of megacities reach considerably beyond their borders (Wu et al., 2008) and also that precipitation increases occur downwind of the cities (Auvray and Bey, 2005; Tuccella et al., 2012) . These results are relevant to predictions of the consequences of future urban growth in locations that do not, at present, have extremely high population densities. For example, the Toronto-Hamilton area had a 2011 census population of 6.5 million. This is expected to grow by more than 30 % to 8.6 million in less than three decades (Xue et al., 2001) . Similar or more rapid growth will occur in the cities of the north-eastern United States during the same period. In this and later publications, we intend to explore the possible effects of such increases in population density on the regional climate of north-eastern North America, with a focus on precipitation in southern Canada.
Aerosols are among the most important influences on precipitation. The precise mechanisms for these influences are complicated, but numerous observational and modelling studies have shown that precipitation is significantly influenced by atmospheric aerosols (Ackerman et al., 2000; Haywood and Boucher, 2000; Koren et al., 2005; Lohmann and Feichter, 2005; Penner et al., 2004; Ramanathan et al., 2001; . Aerosol particles can affect cloud properties through a combination of radiative and microphysical effects . They can reduce convection by cooling the surface via attenuation of solar radiation (Ramanathan et al., 2001 ) and heat the upper atmosphere by absorption of infrared radiation (Haywood et al., 1999; Ramanathan et al., 2001 ). These particular effects combine to stabilize the atmosphere (Taubman et al., 2004) and reduce the generation of convective clouds (Koren et al., 2005) .
In addition to radiative effects, the aerosols also affect cloud microphysics by acting as cloud condensation nuclei (CCN) (Cotton and Pielke Sr., 2007) . Increasing the number of CCN creates more droplets of smaller size and increases the cloud albedo (Twomey, 1977) . This can slow the process of coalescence into raindrops, suppressing precipitation and prolonging the cloud lifetime (Albrecht, 1989; Haywood and Boucher, 2000) . Based on the above description, both radiative and microphysical effects can cause reductions in precipitation. Our understanding of aerosol effects on precipitation, however, is still qualitative (IPCC, 2007) . Some recent studies have reported an enhancement in precipitation due to aerosol effects (Bell et al., 2008; Givati and Rosenfeld, 2004; Khain et al., 2004; Lohmann and Hoose, 2009; Rudich et al., 2002) , while others found aerosolinduced suppression (Andreae et al., 2004; Borys et al., 2003; Rosenfeld, 2000; Rosenfeld and Givati, 2006) .
The response of cloud properties and precipitation to aerosols depends on many factors, including cloud types, relative humidity, atmospheric stability and aerosol characteristics such as hygroscopicity and index of refraction (Khain et al., 2005; Lynn et al., 2007; Tao et al., 2007; Williams et al., 2002) . Consequently, a realistic understanding of the effects of aerosols on precipitation requires the use of models in which aerosols, meteorology, radiation and cloud microphysics couple in a fully interactive way. The Weather Research Forecasting with Chemistry (WRF/Chem) model (Grell et al., 2005) provides such an interactive coupling. WRF/Chem has been used successfully to simulate aerosolcloud interactions in a variety of situations (Chuang et al., 2011; Grell et al., 2005; Saide et al., 2012; Yang et al., 2011; Zhang et al., 2010a) . Other previous work also found significant changes in precipitation due to the inclusion of aerosol feedback (Lynn et al., 2007; Zhang et al., 2010a, b) . The accuracy of the model predictions, however, depends on many factors such as horizontal resolution, planetary boundary layer (PBL) turbulence parameterization and the quality of the emission inventory (McKeen et al., 2007) . For this reason, the models must be carefully configured for the regions of application and their accuracy must be verified by comparison with measurements.
In this study, we have used both WRF and WRF/Chem (version 3.2) to explore the effect of chemistry on the amount and distribution of precipitation in north-eastern North America. The overall effects of chemistry can be deduced from a comparison of the results obtained from WRF with those from WRF/Chem, using identical meteorological parameterizations. An understanding of the causes for the observed differences, however, requires a more detailed analysis of the results using statistical and correlative methods.
We created temporally and spatially distributed emission fluxes for this work using the SMOKE emission-processing model with US and Canadian emission inventories. Much of this work involved the creation of surrogate files, which have the advantage of flexibility for scenario studies, which we hope to exploit in future work. In the following, however, we will discuss the influences of chemistry -and in particular aerosols -on precipitation as predicted by WRF/Chem. This will include an assessment of the accuracy with which the model can predict changes in precipitation and an examination of the important mechanisms involved. The latter include microphysical effects on non-convective precipitation and also thermal effects caused by cloud nucleation, which affect convective precipitation.
Model configuration

WRF/Chem model description
WRF/Chem is an online-coupled meteorology-chemistryaerosol model being developed in a collaboration involving several organizations (NCAR, NOAA/NCEP, NOAA/ESRL and PNNL). Version 3.2 of WRF/Chem (Fast et al., 2006; Grell et al., 2005) was used for this study. WRF/Chem v3.2 has several choices for gas-phase chemical mechanisms and aerosol modules. The gas-phase chemistry in this study is based on the Carbon Bond Mechanism version Z (CBM-Z) (Zaveri and Peters, 1999) , which uses 67 prognostic species and 164 reactions in a lumped structure approach. The aerosol module used in this work is the Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) aerosol scheme (Zaveri et al., 2008) . The aerosol size distribution was defined using a sectional approach with four size-bins: 0.039-0.10 µm, 0.10-1.0 µm, 1.0-2.5 µm and 2.5-10 µm. The MOSAIC simulation calculates particle evolution via the major aerosol processes, including binary nucleation, coagulation, condensation and scavenging by cloud droplets, as well as wet and dry deposition. It also includes inorganic aerosol thermodynamic equilibrium and PM formation via aqueous-phase chemistry. Secondary organic aerosols (SOA) are not included in our model configuration. It is not possible at the present time to establish how this omission affects the results, but this point will be addressed in our next study, which will include this important component.
The bulk aqueous-phase chemistry of Fahey and Pandis (2001) is used. This includes 50 aqueous-phase species and 147 aqueous-phase processes (21 dissolution equilibria, 17 dissociation equilibria and 109 reactions) (Zaveri, 2008) . Aerosol activation and re-suspension are based on the approach described by , using the droplet-activation parameterization of Abdul-Razzak and Ghan (2002) , in which the aerosol activation is based on maximum supersaturation as calculated from explicitly resolved updraft velocities and aerosol properties. The interaction between aerosols, cloud microphysics, precipitation and radiation is described in ), Fast et al. (2006 and Gustafson et al. (2007) . Table 1 lists the configuration options used for this study. Two sets of simulations (with and without chemistry) were R. Mashayekhi and J. J. Sloan: Effects of aerosols on precipitation in north-eastern North America 5113 carried out to assess the effects of chemistry and chemistryrelated aerosol processes on precipitation. The meteorological configuration was identical for both, but the chemistry options were all turned off for the meteorology-only (WRF) simulation. This results in the modification of the Lin microphysics scheme as follows. In the WRF simulations, the cloud water mixing ratio is predicted while the cloud droplet number is prescribed (100 cm −3 ). The autoconversion rate is then calculated based on the simple threshold approach (Kessler, 1969) , i.e. the trigger for collision/coalescence of cloud droplets into rain drops is only based on the amount of cloud liquid water and no influence of cloud droplet number is considered. As a result, aerosols have no effect on the formation of precipitation in the WRF simulation. In the interactive (i.e. WRF/Chem) simulations, the prognostic treatment of cloud droplet number uses the double-moment version of the Lin et al. (1983) microphysics parameterization, whereby aerosols can be activated to form cloud droplets. In this case, the autoconversion rate of cloud droplets to rain drops is based upon the droplet number, droplet size spectrum, droplet mass and cloud liquid water content (Liu et al., 2005) . Thus, aerosols affect the formation of clouds and precipitation by activation of CCN as the main source of cloud droplets.
The model domain covers the north-eastern part of North America with a 12 × 12 km 2 horizontal grid; it includes 31 vertical levels extending up to approximately 16 km above mean sea level. We carried out simulations for a five-month period from April to August 2009. Weather archives confirm the absence of unusual meteorology during this period, which is a necessary condition for the purpose of this study. We chose the summer period because it is the best season to study convective vs. non-convective rain, which is an important focus of the work. A corresponding winter study was not carried out because the coupling of prognostic aerosols to ice nuclei is not properly included in the WRF/Chem microphysics scheme used for this work; this would reduce the simulation accuracy in our domain. The initial and lateral boundary conditions for meteorological parameters were obtained from the three-hourly North American Regional Reanalysis (NARR) dataset.
The initial and boundary conditions for trace gases and particulate species were taken from the MOZART-4 global model output at 3 h time intervals (Emmons et al., 2010) . The model simulations were re-initialized every 3.5 days and the first 12 h of each run were discarded, allowing for a 12 h spinup period for the meteorology. Simulations carried out at the beginning of the project showed that negligible changes result from using a 2 day re-initialization period. The chemistry initialization was obtained from the previous run (i.e. the output from the previous simulation was used as input for the next one).
Emission processing
Biogenic and anthropogenic emissions from various sources are considered separately in this study. Anthropogenic emissions for gases and aerosol particles were pre-processed using the Sparse Matrix Operator Kernel Emissions (SMOKE) modelling system, version 2.7, which is developed and maintained by the United States Environmental Protection Agency (US EPA) and the Carolina Environmental Program (CEP) of the University of North Carolina (Houyoux and Vukovich, 1999) . SMOKE is, inter alia, an emission processing system designed to convert raw emission inventory data to gridded, speciated, hourly emission rates suitable for input to Air Quality Models.
We used the total annual, province-based Canadian emission inventory for the year 2006 provided by Environment Canada and the corresponding county-based US inventories for 2008 from the EPA National Emissions Inventory (NEI) (http://www.epa.gov/ttn/chief/net/2008inventory.html). Processing of these inventory data using SMOKE provided chemical speciation and temporal and spatial allocation for area, point and mobile (both on-road and non-road) emission sources separately. Many of the emission rates for this study were developed using surrogate tools with SMOKE and the meteorology used for the calculation. For area and mobile sources, the province-or county-total emissions were allocated to the WRF/Chem model grid cells through the use of gridding surrogates. We created 62 surrogate files for the US and 35 for Canada by processing a set of GIS shape files using the Surrogate Generator Tool, which can be found at http://www.ie.unc.edu/cempd/projects/mims/ spatial/srgtool/SurrogateToolUserGuide.v3.6.htm. The surrogate files contain information on population, construction, agriculture, land use, etc., which can be modified for scenario studies. This approach has two advantages (Yerramilli et al., 2010; Zhang et al., 2010a) : it produces accurate results, as borne out by the biases shown in Table 2 and it provides a convenient way to vary the emissions for scenario studies, which are planned for future publications.
Biogenic emissions were calculated online using the Model of Emissions of Gases and Aerosols from Nature (MEGAN) (Guenther et al., 2006) . MEGAN is designed to give the net emission of gases and aerosols from terrestrial ecosystems into the atmosphere. It has been fully coupled into WRF/Chem to allow the online calculation of biogenic precursor emissions subject to the vegetation cover and existing meteorological conditions (temperature and solar radiation) at the time of the calculation (Grell et al., 2005) . The online calculation of natural dust and sea-salt emissions based on Peckham et al. (2011) and Shaw et al. (2008) , respectively, are also included. Fig. 1a and b respectively. The measured results are shown inside the coloured circles, which also give the locations of the observation stations. Figure 1a shows that the spatial distribution of T 2 is well reproduced by the model, despite a moderate overprediction, especially for the spring months, that is evident in Table 2 . The mean positive bias in T 2 ranges from +1.27 • C (40 %) in April to +0.57 • C (3.5 %) in July. These errors occur mostly in the high mid-latitudes, where the temperatures are most variable in the spring. They could be due to an inadequate description of the details of the large-scale polar circulation, which are not captured in our limited domain, or to a poor representation of the PBL. The model gives a much better description in the warmer months and in the southern part of the domain, where temperature variations are smaller. Figure 1b shows that the simulated total daily precipitation agrees quite well with observations everywhere in the domain except for an over-prediction in parts of the southernmost states of the US. that is evident in Table 2 , which shows that there is a systematic positive bias for daily precipitation, with the best performance in April (mean bias of +13.6 %) and worst in July (mean bias of +30.3 %). The model bias increases as the observed precipitation increases from April to July. Examination of the hourly time series for the individual months shows that most of the precipitation in the areas having the largest errors occurs during localized, intense convective rain events, which are difficult to reproduce at a 12 km grid spacing. Data included in the Supplement show examples of this for the Edgar Evins station, which is in Tennessee, (36.04 • N, 85.73 • W). The comparison also might be affected by poor measurement statistics due to the small number (∼ 10) of measurements in the part of the domain having the largest errors, combined with the relatively short duration of these convective storms. While we are concerned by these biases, we note that they are comparable to or smaller than those reported previously in similar studies with WRF/Chem (Chuang et al., 2011; Zhang et al., 2010b) and also with Community Multiscale Air Quality Model (CMAQ) (Wang et al., 2009; Wu et al., 2008) . Nevertheless, this result might indicate limitations in the Grell 3-D convective scheme, which could be a matter for future examination.
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Hourly time series of the simulated and observed T 2 , wind speed, O 3 and PM 2.5 are given in Fig. 2 is largely due to over-prediction of the minimum nighttime temperatures.
The model reproduces the 10 m wind speed with a range of mean biases from +7.4 % in May to +21.4 % in August. Better overall agreement is found in the spring months of April and May, when the observed wind speeds are slightly higher. Also, the daily mean wind speeds are well simulated, so the performance is reasonable for a regional scale model. Similar or somewhat larger biases in wind speed predictions have been reported previously in comparable WRF/Chem studies (Chuang et al., 2011; Zhang et al., 2010b) .
The monthly mean surface ozone is underestimated in the spring months, with mean biases of −25 and −20 % in April and May, respectively and overestimated during the warmer months by 8.8 % (June), 22.4 % (July) and 14.4 % (August). Springtime underestimation and summertime overestimation of surface ozone also have been reported for similar WRF/Chem studies in both North America and Europe (Auvray and Bey, 2005; Tuccella et al., 2012; Yerramilli et al., 2010; Zhang et al., 2010b) . Various factors are thought to contribute to these uncertainties, including the misrepresentation of background ozone through incorrect lateral boundary values and an inadequate description of photolysis radiation. We explored the effects of boundary conditions in two sets of simulations (not shown here), one of which used static default profiles and the other used time-dependent MOZART simulations. Not surprisingly, better performance (less underestimation) was found when MOZART data were used, so we used these for the results that we report here. It is beyond the scope of the present study to examine the causes for the remaining errors, but their seasonal dependence suggests the possibility of problems with radiative transfer due to the simulated cloud cover, which would affect the photochemistry. Table 2 shows that monthly mean PM 2.5 concentration is over-predicted in April, May and June by 21.4, 28.1 and 31.2 % respectively, while the other two months have underestimations of −7.4 and −21.2 % respectively. As noted earlier, these results do not include SOA.
In order to assess the model performance in aerosol-related simulations, we compared the Aerosol Optical Depth (AOD) and Cloud Optical Thickness (COT) results from the model with the corresponding Moderate Resolution Imaging Spectroradiometer (MODIS; Aqua) level 3 products. The MODIS level 3 values are derived from the level 2 aerosol and cloud products by averaging the level 2 retrievals (10 km spatial resolution) across each 1 • by 1 • grid box of the level 3 product. Figure 3 shows the comparison of the summer (JJA) average COT and AOD at 550 nm derived from MODIS with the corresponding WRF/Chem results.
The comparison shows that the agreement between the simulated and measured AOD is reasonably good in the south-eastern part of the domain, but there is a significant underestimation in the north-western part. The south-eastern part of the domain is both heavily populated and coastal, so the aerosol there is dominated by dust, anthropogenic emissions and sea salt. The north-east, on the other hand, has a very sparse population and almost all emissions are biogenic. The model configuration used for this work did not have a secondary organic aerosol product and an underestimation in heavily forested regions such as this is expected. The large size of the discrepancy shows the importance of SOA in such regions. The model overestimates the marine AOD over the coastal waters somewhat, but the discrepancy in this case is not large. The satellite retrieval algorithms, which are based on light scattering, depend strongly on particle size and the 4-bin version of MOSAIC used in the model involves approximations in this quantity, thereby contributing to the uncertainty in the predicted AOD. Within these constraints, the agreement is reasonable. The model reproduces the general spatial distribution of the observed COT reasonably well, but it underestimates the absolute values obtained from the MODIS measurement. The model also underestimates the cloud liquid water path (not shown here). In this case, the absolute comparison is not expected to be quantitative because both measurement and prediction are subject to significant uncertainties. The measured COT depends on the sensor resolution, cloud inhomogeneity and microphysical assumptions involved in the retrieval, whereas the prediction depends on the microphysics scheme, the model resolution and the radiative transfer assumptions. In view of this, agreement in the spatial distribution is expected, but failure to duplicate the absolute value is not so surprising. The fact of the underestimation, however, combined with the positive bias reported in Table 2 for total daily precipitation during these months, suggests that the predicted particle sizes are too large, resulting in higher precipitation rates and lower COT and cloud liquid water path. Similar results reported by Saide et al. (2012) stem from biases in wet deposition parameterization, but a contribution from microphysics scheme can not be ruled out.
On the basis of these results, we conclude that the WRF/Chem configuration used here provides a good description of the meteorological parameters that are the focus of this study, but further refinements are required to improve the quantitative accuracy. In particular, it is important to include SOA and its interaction with aqueous chemistry if a quantitative prediction of precipitation rates in this domain is to be achieved. Figure 4 shows the spatial distribution of the five-month (April to August 2009) mean daily precipitation simulations. The total daily precipitation (left plot) is the sum of the convective (centre plot) and non-convective (right plot) precipitation. Convective rain is the sub-grid-scale rainfall parameterized by the convective cumulus scheme (the Grell 3-D option for convective cloud formation), which does not include aerosol cloud nucleation. The non-convective part is the grid-scale precipitation, calculated explicitly through the cloud microphysical processes in WRF/Chem.
Results and discussion
For convenience, we distinguish between thermal and microphysical processes in describing the effects of aerosols on convective and non-convective precipitation respectively. In making this distinction, we are aware that convection affects resolved clouds through processes such as vertical transport of water vapour and the presence of resolved clouds affects convection. Also, aerosols have indirect effects on cumulus formation by thermal mechanisms that include direct radiative transfer and their formation of resolved clouds. It is not possible, therefore, to make a clear distinction between aerosol thermal effects and aerosol microphysics on the formation of resolved clouds, but the largest effects of aerosols on convective rain are thermal in origin and of course, their largest effects on resolved clouds are microphysical. Figure 5 quantifies the seasonal contributions of convective and non-convective rain for both WRF and WRF/Chem. It shows the monthly mean precipitation amounts from the different precipitation types integrated over all the monitoring sites indicated previously by circles in Fig. 1 . This shows that WRF/Chem predicts more non-convective rain than WRF in most cases. It is evident that the non-convective precipitation is more significant during April and May, while convective rain dominates in warmer periods due to greater tropospheric instability in the summer. The positive bias in the simulated total rain increases in warmer months as the convective precipitation increases -an observation that has been reported previously (Chen et al., 1998; Zhang et al., 2010b) . The most possible cause of this seasonal dependence in the model bias for convective precipitation is the highly localized, rapidly varying nature of the latter, which makes the comparison of point measurements with predictions that are averaged over 12 km grid cells particularly difficult.
As shown in Figs. 1 and 4 , the total daily precipitation averaged over five months has maxima over the central parts of the United States with the highest amounts of about 9 mm day −1 in Kentucky and Tennessee. (Similarly heavy average rainfall of more than 10 mm day −1 also occurs off the Atlantic coast.) Comparing the convective and non-convective plots in Fig. 4 shows that the heavy rainfall in the southern part of the domain is almost all convective and that the highest non-convective values (about 2-3 mm day −1 ) occur further north, over central and south-eastern Canada.
A simple way to estimate the magnitude of the effects caused by the addition of chemistry to the simulation is to compare the results from WRF/Chem with those with the same WRF configuration, with the chemistry turned off. The lower panels in Fig. 4 show the differences obtained when the WRF (i.e. no chemistry) predictions of the five months mean precipitation are subtracted from those of WRF/Chem and broken down as total, convective and non-convective in the left, centre and right plots, respectively. The (WRF/Chem-WRF) difference plots for convective precipitation show that it is diminished in the southern part of the domain and increased in the northern part when chemistry is included. The effects of chemistry on non-convective rain have a higher degree of spatial variability, but it appears that the inclusion of chemistry causes a small, but widespread increase in nonconvective rain in the southern part of the domain and a pronounced increase near the heavily populated urban areas in the north-eastern US coast.
The results shown in Fig. 4 can be interpreted in terms of models of aerosol-cloud interactions that have been developed over the past few years. As shown in the central panels of Fig. 4 , there is a chemistry-induced decrease (around −1 mm day −1 or approximately −15 %) in convective precipitation over the areas with high convective rain. This can be associated with additional surface cooling when chemistry is included, as is shown in the temperature difference plot in Fig. 6a . This surface cooling occurs predominantly in regions of high column-integrated PM 2.5 (see Fig. 6b ), due to a combination of direct light scattering by the aerosols and by clouds nucleated by the aerosols. Conversely, warming occurs over southern Canada and northern US -an effect that has also been reported by Zhang et al. (2010a) . Our simulations (not shown here) show that light-absorbing aerosols such as black carbon are more prevalent at high altitudes in the northern part of the domain. These cause warming at elevated altitudes, which results in a reduction of the cloud optical thickness and a consequent increase in the WRF/Chem-WRF 2 m temperature difference in that part of the domain. This temperature effect is also consistent with the increase in the (WRF/Chem-WRF) difference in convective rain in the upper part of the domain that is seen in Fig. 4 . The two central panels of Fig. 4 also show that there is very little overall change in the very heavy convective rainfall over the Atlantic with the inclusion of chemistry -an observation that is also consistent with the fact that sea-surface temperature is nearly invariant to inclusion of chemistry in the model (Fig. 6b) .
The effects of chemistry on non-convective rain are also consistent with our understanding of the effects of aerosols on precipitation. Figure 4 shows that there is less nonconvective rain in the southern part of the domain (top panel), but the chemistry-induced increase in non-convective rain (bottom panel) is larger there than in the northern part. Consistent with the above arguments, higher aerosol concentrations (see Fig. 6b ) in the southern part of the domain cause decreased convective precipitation because of cooling due to direct effects and also by nucleating clouds that cause additional surface cooling. Higher aerosol concentrations along the eastern seaboard cause increased non-convective precipitation due to cloud nucleation in a region of elevated humidity.
This pronounced chemistry-induced increase in nonconvective precipitation (around +30 %) is evident in the difference plot of the heavily urbanized parts of the Atlantic coast (lower right panel, Fig. 4 ). To understand its origin, we took advantage of the explicit separation between activated (cloud-borne) aerosols and the remaining (interstitial) particles in the WRF/Chem output and plotted the spatial correlations of the various aerosol types with non-convective precipitation. The high-resolution plots in Fig. 7 show the result of this analysis. Figure 7a shows there is a strong increase in non-convective precipitation downwind of the heavily populated areas. (In this region, the predominant wind direction is toward the east-north-east.) More detailed spatial correlations (not shown) indicated that small nitrate aerosols in the size range 0.1-1.0 µm had the highest spatial correlation with non-convective rain. Figure 7b shows the column integrated cloud-borne nitrate mass concentration. The correlation with increased non-convective rain is clear, a result that has also been reported previously (Ntelekos et al., 2009 ). The bulk aqueous-phase chemistry scheme used here (Fahey and Pandis, 2001 ) includes oxidation of dissolved S(IV) and the uptake of nitric acid, hydrochloric acid, ammonia and other common anthropogenic trace gases. Uptake of soluble species and the resulting change in the water activity can lead to droplet growth in conditions of higher relative humidity, such as those in Fig. 7 , and thus to an increase in precipitation. from this we conclude that anthropogenic emissions from highly populated and industrialized locations have nonnegligible influences on regional cloud formation and precipitation.
In order to elucidate further the possible microphysical influences of aerosols on precipitation, we analysed the spatial correlation coefficients for the relevant variables. While correlations do not prove causality, they give good circumstantial evidence on which to base hypotheses (that will guide future experiments). The spatial correlation coefficients were calculated separately for activated (cloud-borne) particles and non-activated (interstitial) particles. Total aerosol mass concentrations were used for this part of the study; no chemical speciation was attempted. The results are shown in Figs. 8 and 9. The spatial correlation of column-integrated aerosols with cloud droplet number and non-convective precipitation is given in Fig. 8 for the size range 0.039-0.10 µm and in Fig. 9 for the 1.0-2.5 µm size range.
Not surprisingly, there is a strong positive correlation between cloud droplet number and cloud-borne aerosols of both sizes -i.e. the aerosols nucleate new cloud droplets or dissolve in existing cloud droplets or both. A positive, but weaker, correlation also exists between non-convective rain and cloud-borne aerosols of both sizes for similar reasons. There are strong differences, however, in the correlations involving interstitial aerosols of different sizes. Cloud droplet number and non-convective rain both correlate positively with small interstitial aerosols and negatively with larger interstitial particles. The high positive correlation between small interstitial aerosols and cloud droplet number is good evidence that the model reproduces the first indirect aerosol effect -high cloud nucleation rates are caused by the (more numerous) small aerosols. The negative correlation between cloud droplet number and larger interstitial particles suggests that their removal by dissolution into existing cloud droplets is more rapid than their nucleation of new cloud droplets. The correlations involving non-convective rain, strongly positive for small particles and strongly negative for large particles are also consistent with this scenario. The former can be taken as evidence that the cloud droplets nucleated by the small particles eventually grow to produce non-convective precipitation. The latter simply indicates that larger interstitial aerosols are more efficiently removed by precipitation. Short simulations in which wet scavenging was turned off support these statements; the above correlations were weaker for these runs.
These general conclusions are framed in terms of the behaviour on large spatial scales, but the figures show interesting (and significant) deviations at local scales. One of these is the positive correlation between large interstitial aerosols and cloud droplet number that occurs downwind of Lake Superior and Lake Huron and the reduced anti-correlation with non-convective rain that occurs at the same locations. While this is probably a purely physical effect involving the liquid aerosol droplets created by breaking waves at the eastern shores of these very large lakes, it is an interesting demonstration of the ability of WRF/Chem to produce such micrometeorological phenomena.
Conclusions
Based on WRF/Chem v3.2 simulations with and without chemistry, we conclude that anthropogenic emissions and the related chemistry have a significant effect on precipitation in north-eastern North America. The simulations covered the period from April to August 2009 in a domain with a 12 km horizontal grid resolution; we used temporally and spatially distributed emission fluxes from area, point and mobile sources produced using the SMOKE emission-processing model version 2.7. Evaluation of the results against available surface measurements for various meteorological variables and chemical compositions shows that the model reproduces these measurements reasonably well. We also conclude that our configuration of the models for the domain of interest is suitable for scenario studies of the effects on precipitation of changes in total population and population distribution (as related to consequent changes in aerosols), because the biases we obtain are either smaller than or consistent with those obtained in other published studies using the same models.
The study shows that convective precipitation dominates in the summer and in the southern part of the domain due to greater tropospheric instability in warmer periods. Although cloud-resolved (non-convective) rain contributes much less in total precipitation, it is more significant during in the spring than later in the summer. A systematic over-prediction is obvious in simulated monthly mean total daily rain. This positive bias increases in warmer months as the convective precipitation increases. This appears to be a common problem with the prediction of convective precipitation, which is associated with its high spatial variability. This will have only a secondary effect on the planned scenario studies, however, because these will focus on anthropogenic effects on regional-scale precipitation.
WRF/Chem-WRF difference simulations show that the inclusion of chemistry decreases the convective rain in the southern (warmer) parts of domain and increases it in the northern parts. The reduction can be associated with increased stability due to surface cooling and upper-air warming when chemistry is included, but the spatial variations show that the strength of these effects depends on local meteorology. The inclusion of chemistry results in a small increase in non-convective rain in southern parts of domain and a pronounced increase (around +30 %) near the heavily populated urban areas of the US Atlantic coast, which is consistent with the locations of higher PM 2.5 concentrations. A high-resolution view of the Atlantic coast shows a strong increase in non-convective rain downwind of heavily populated areas. Small nitrate aerosols in the size range 0.1-1.0 µm had the highest spatial correlation with non-convective rain in this region.
Spatial correlation coefficients for activated (cloud-borne) particles and non-activated (interstitial) particles in various size ranges elucidate some of the mechanisms causing these results. A strong positive correlation is found between cloud droplet number and cloud-borne aerosols in both small and large sizes indicating that aerosols nucleate new cloud droplets and dissolve in existing droplets. Also, non-convective rain correlates positively with cloud-borne aerosols of all sizes for the same reason. Small and large non-activated (interstitial) aerosols, however, behave differently. Cloud droplet number and non-convective rain both correlate positively with small interstitial aerosols and both correlate negatively with larger interstitial particles. The positive correlation between small interstitial aerosols and cloud droplet number is consistent with the first indirect aerosol effect. The negative correlation between cloud droplet number and larger interstitial aerosols suggests that they are being removed by dissolution into existing cloud droplets more rapidly than they nucleate new cloud droplets. The strong positive (negative) correlations between small (large) interstitial aerosols and non-convective rain are also consistent with this scenario.
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