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Abstract 
A general form of linear second order ordinary differential equations transforming into 
equations with known solutions by a substitution with two arbitrary functions is pointed 
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This work was created at the University of Oslo through the exchange program between 
Norway and the USSR. 
* Byelorussia University (Minsk, USSR) 
1 
I 
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I. Installation of the problem and creation of the basic equations. 
Let us consider the equation 
v" + p(x)v' + q(x)v = 0. 
If we take 
y = ve~ J p(x)dx 
we have 
y" + I(x)y = 0, 
where 
The function I(x) is usually called the "invariant of equation (1.1)". 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
We shall always assume that equation (1.1) has been transformed into equation (1.4). 
I propose to introduce new variables defined by the relations 
y='l/J(x)z, 
u = j ¢>(x)dx 
Equation (1.3) in the new variables will be 
(1.5) 
(1.6) 
(1.7) 
The requiment that the first derivative must vanish gives the following relation between 
the functions ¢>(x) and 1/;(x): 
¢>' 21/J' 
-+-=0 ¢> 1/J (1.8) 
or 
(1.9) 
J dx u(x) = c 'lj; 2 (x)' (1.10) 
where cis arbitrary constant. 
Equation ( 1. 7) may now be written as 
2 
d?z 1 " ) 3 
-;[2 + 2 (,P + I,P 'ljJ z = 0 u c (1.11) 
or 
d2 z "' 
du2 + I(x)z = 0, (1.12) 
where 
I(u) = ]:_(,P" + I,P)1f; 3 c2 (1.13) 
"' 
Using (1.13) and (1.10) we have the following relation between I(x) and I: 
I ( C J dx ) .J,II 
I( ) = 2 ~ - _'fl 
X C 1/J4 1/J (1.14) 
As a result we have that if the function I(x) of the equation (1.3) is given by formula 
(1.14) then equation (1.3) is transformed to the form (1.12) by the substitutions (1.5) and 
(1.10). 
There are many second order differential equations integrable in quadratures and many 
equation with well-known properties of theirs solutions. Taking I( x) as the invariant of 
the equation mentioned above and setting '!f;( x) be arbitrary we shall obtain some families 
of equations which can be translated to known ones. The solutions of these equations will 
also be obtained. 
Equation (1.3) satisfying the given conditions may be written on the form 
J2 I ( C J dx ) .J,II 
_J!_+[2 ~ __ 'fl] =0 
dx2 c 1f;4 '!jJ y ' 
and all solutions of this equation may be represented as 
J dx y = 1/J(x)z(c 1f;2(x)). 
It is obvious that the solution of equation (1.1) may be written as 
II. The simplest case. 
v = e-~ J p(x)dx,P(x)z(cj ~) 1f;2(x) . 
Let us now consider the simplest case when equation (1.3) reduces to 
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(1.15) 
(1.16) 
(1.17) 
' r 
,-
I 
' 
cFz 
dx2 = 0. 
"' Substituting I(x) = 0 into (1.14) we have 
'1/J" 1=--
'1/J 
(2.1) 
(2.2) 
and all equations which may be transformed to the form (2.1) are described by the formula 
cFy '1/J" 
---y=O 
dx2 '1/J 
(2.3) 
The general solution of (2.3) have the form z = c1 u + c2, where c1 and c2 are arbitrary 
constants, and u is a parametrical solution of (2.3). Hence, the general solution of (2.3) 
may be written on the form 
( c1 · c is changed to a new c1 ). 
Examples. 
J dx y='I/J(ci ,P2(x) +c2) 
II.l. Let '1/J(x) = xm. Then (2.2) implies 
I(x) = -m(m- 1)x-2 
and equation ( 1.3) is Euler's equation: 
cF y _ m( m - 1) y = 0 
dx 2 x 2 
According to relation (2.4) we can write 
y(x) = xm(ci j x~: + c2) 
= CIXI-m + C2Xm, if m =/= 1/2 
= y'X(c1lnx + c2), if m = 1/2. 
II.2. Let '1/J(x) = xmekxn, then 
(2.4) 
I(x) = -(m(m- 1) + kn(2m + n- 1)xn + k2n2x2n)x-2 
and the appropriate equation of the form of (2.1) will be the following 
d2y 
x2 dx 2 - (m(m- 1) + kn(2m + n- 1)xn + k2n 2 x 2n)x-2 y = 0 (2.6) 
Its general solution is 
4 
y = x2mekxn (cl J x-2me2kxn dx + c2)· (2.7) 
It should be noted that equation (2.6) is a particular case of Lommel's equation [1] 
The general solution of this equation is expressed by Bessel functions of index 
p = ! .J1 - 4d2 . In our case p = 1/2 and the Bessel functions are expressed as elementary 
functions. 
2 
Let m = 0, n = 2, k = -1/2. We have '1/J = e-T and the equation is of the form 
with general solution 
~y 2 
- + (1- X )y = 0 
dx2 
.,2 2 
y=e-T(clex +c2). 
In the case of m = 0, n = 2, k = 1/2 we have the equation 
and general solution 
where q> ( x) is the well-known error integral. 
It is very interesting to find equations with constant coefficients which are transformed 
to the equation (2.1). To solve this problem let us assume 
'1/J(x) = { sinmx 
cosmx. 
We have in this case I( x) = ±m2 , and the differential equation 
~y 2 
dx2 ±my= 0 
The general solution of this equation is the following 
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(2.10) 
ifwehave+m2 m 
ifwehave-m2 m 
(2.10) 
(2.10) 
III. The case where equation (1.3) is transformed to an equation with constant 
coefficients. 
Let the transformed equation be 
d}z 2 
du2 ±a z = 0, (3.1) 
where a =const. According to (1.14) we have 
2 .!.11 2 a 'f/ I( x) = ±c 1/;4 - --:;f" (3.2) 
and the appropriate equation is 
d} y (32 1/J II 
dx2 + (± 1f;4 - --:;f" )y = 0 (3.3) 
Equation (3.2) is transformed to the equation 
(2.1) 
when B = 0. 
The general solution of (3.3) is 
J dx . J dx y=1f;(x)(c1 cos(B 1/;2(x))+c2sm(B 1/;2(x))) 
if the sign in front of B 2 is plus, and 
in the case of a minus in front of B 2 . Let us consider some cases. 
111.1. 'lj;(x) = xm, m =f 1/2. In this case (3.2) implies 
I= ±B2 • - 1-- m(m -1) · 2__ 
x4m x2 
The equation has the form 
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x2d?y + (±B2x2(I-2m)- m(m -1))y = 0 
dx 2 
(3.4) 
(this equation is also a particular case of Lommel's equation). And the general solution of 
the equation (3.4) has the form 
y = xm(ci cos( 1 !!2m XI-2m)+ C2 sin( 1 !!2m XI-2m), 
if the sign in front of B is plus, and 
if the sign in front of B is minus. 
III. 2. Let 1/;(x) = fo. As in the previous case we have 
and 
where m = i ± B 2 • The equation (3.5) is Euler's equation. 
III.3. ¢( x) = J ax2 + bx + c. We have according to ( 3.2) 
m I(x)=-----( ax2 + bx + c )2 ' 
where m = b2 ~4ac ± B 2 • The appropriate equation is 
d2 y m 
-+ y=O. 
dx2 (ax 2 + bx + c)2 
(3.5) 
(3.6) 
The representation of the general solution depeas on the sign of 1J = b2 - 4ac and the sign 
in front of B.For example if 1J > 0 and +B2 we get 
J m 1 b + 2ax - Jb2 - 4ac 
y = y' ax2 + bx + c ( ci cos b2 4 - -4 ln I I 
- ac b + 2ax + Jb2 - 4ac 
. J m 1 1 I b + 2ax - Jb2 - 4ac I) + c2 sm -- n 
b2 - 4ac 4 b + 2ax + Vb2 - 4ac ' 
and if -B2 we have 
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1-
_ J ~ 1 m b + 2ax - Jb2 - 4ac 
y = y ax2 + bx + c ( c1 ch -4 - b2 4 ln I I 
- ac b + 2ax + Jb2 - 4ac 
h ~ 1 m 1 I b + 2ax - Jb2 - 4ac I) + c2 s -- n . 4 b2 - 4ac b + 2ax + yb2 - 4ac 
It is only necessary to know the representation of the integral 
J dx 
ax 2 + bx + c 
to write the general solutions in the cases V = 0 or V < 0. 
III.4. Let us consider the homogenues Boussinesque's differential equation [1) 
d2y a2 
-+ y=O dx 2 (1+b(x-c)2)2 (3.7) 
Equation (3.7) is a particular case of equation (3.6). We have according to the remark 
above 
~ ~ y = ..j1 + b(x- c)(c1 cos( y b -t- 1arctg(Vb(x- c)))+ c2 sin( y b + 1arctg(Vb(x- c))). 
III.5 Let us consider the homogeniuos Stokes equations of the form 
d2y a 
dx 2 + (bx- x2 ) 2 y = O. 
The general solution may be written on the form 
_/ ~ X ~ X 
y = y bx - x2 ( c1 ch( y 4 - b2 ln I b _ x I) + c2 s h( y 4 - b2 ln I b _ x I)) 
III.5. '1/J( x) = Jsec x implies the following invariant and equation 
2 2 3 2 1 I = ±B cos X - - tg X - -4 2' 
d2y 2 2 3 2 1 
- + (±B cos X- -tg X-- )y = 0. 
dx2 4 2 
We have the solution 
y = JSecX( c1 cos(B sinx) + c2 sin(B sinx )), 
if we have +B2 in the equation (3.8) and 
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(3.8) 
y = ySeC"X(c1ch(Bsinx) + c2sh(Bsinx)) 
if we have -B2 • 
III.6 ?j;( x) = J xe-x implies the equation 
d2y 
4x2 dx2 + (1 + 2x- x 2 ± 4B2e2x)y = 0. 
In the case +4B2 we have 
y = vfxe-x(c1 cos(BEi(x)) + c2 sin(BEi(x))) 
where 
Jx et Ei(x) = tdt. 
-oo 
It is only nessecary to replace the functions sin and cos by the functions sh and ch to 
receive the general solution in the case -4B2 . 
III. 7 .. The choice of ?j;( x) = vfm"; leads to the differential equation 
~y 1 1+2lnx 2 
dx2 + (In x )2 ( 4x2 ± B )y = O. 
The solution of this equation again depends on the sign in front of B 2 . 
where 
_ { ~(c1 cos(Bli(x)) + c2 sin(Bli(x))), 
y- ~(c1ch(Bli(x)) + c2sh(Bli(x))), 
X 
li(x) = J ~tt. 
0 
if sign "+" 
if sign " -" 
IV. The case where equation (1.3) may be transformed to Euler's equation. 
In this case the transformed equation is on the form 
"" 
~z V 
-d2+2z=0, 
u u 
where I(x) = Vju2 , 1) is constant. And we have using (1.14) 
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( 4.1) 
1) ,p" 
I(x) = ,P4((I t/Jlf(x))2)- -;r· 
The equation which may be transformed to the form ( 4.1) has the form 
d2y 1) 
dx2 + ['¢4(I dx )2 
tP2 (X) 
It is known that the solution of equation ( 4.1) is the following 
{ vu( CJ cos( J D - i ln u) + c2 sin( J D - i ln u)) ' if D > i z = Ju( c1 + c2 ln u) , if D = i 
Ju,(c1u~ + c2e-vT=D) ,if D < i· 
The general solution has the form 
(4.2) 
(4.3) 
</>( x) VI -#fu ( ( c1 cos( V D - i ln I t/J~(x) ) + c2 sin( V D - i ln I t/Jf(x) ) ) ,if D > i 
Y = ,P(x)JI -#fu(cl +c2lni t/Jlf(x)) ,if D = i 
'1/J(x)JI t/Jlf(x)(ci(I t/Jf(x))vT=D+c2(I t/Jlf(x))-yT=D ,if D < i 
Examples: 
IV.l. Setting'¢= xm we have according to ( 4.2) 
{ (D(1- 2m)2 - m(m -1))x-2 1 = ( D 1) -2 
'('iii'Xp" + 4 X 
and the associated equations 
~y 1 
x2 dx2 + (1J(1- 2m?- m(m -1))y = 0 ,if m =/= 2 
2 ~y D 1 . 1 
x dx2 + ((lnx)2 + 4)y = 0 ,If m = 2" 
We easily see that the substitutions (1.5) and (1.6) by m =/= ~ transformes equation 
( 4.1) into equation of the same form. 
If m = ~, we have the solution 
{ 
Jx lnx(c1 cos( J D- t lnlnx) + c2 sin( J D- t lnlnx)) 
Y = J x ln x( c1 + c2 ln ln x) 
Jx lnx(c1(lnx)vT=D + c2(ln x)-vT=D 
10 
,ifD>t 
,ifD=i 
,ifD<t 
IV.2. Let us take '1/J = y'SeCX. Then 
2 3 2 1 I(x) = Dctg x- -tg x--
4 2 
and 
{ 
ylfgX ( c1 cos( J D - i ln sin x) + c2 sin( J D - i ln sin x)) , if D > i 
Y = ylfgX ( c1 + c2 ln sin x) , if D = i 
ylfgX (c1(sinx)Jr=D + c2(sinx)Jr=D) , if D < i 
V. The case where equation (1.3) may be transformed to Bessel's equation. 
Bessel's equation is the following 
and has the normal form 
d?z 2 4v2 -1 
dx2 + (n - 4u2 )z = 0. 
In this case we obtain (renaming the arbitrary constants) 
The equations which may be transformed to Bessel's equation has the form 
( 4.4) 
where B and 'D are arbitrary constants. 
The general solution of ( 4.4) is the following 
( 4.5) 
Z is the cylindrial function 
Zp(s) = C1 Ip(s) + C2Yp(s) (4.6) 
where the functions IP ( s) and Yp ( s) are determined in the following way 
11 
00 
Iv(8) = 2::.)-1l(~)"+2k/k!r(v+k+1) V8 E IR 
k=O 
Yv ( 8) = (I 11 ( 8) cos ll'lT - I -v ( 8)) / sin ll'lT , v ¢ l, 
Yv( 8) = ~111 ( 8) ln _:: - .!_ ~ (v- k- 1 )! ( ~ )"-2k-
7r 2 7r ~ k! 8 
k=l 
1 oo (-1)k(1)"+2k r'(v+k+1) r'(k+1) -;~ k!(v+k)! ( (v+k)! + k! ) ,vEl. 
It is known that if p equals one half an of odd number the solution of Bessel's equation 
may be finitely represented by elementary functions. It take place in our case when 
~ V1 - 4D = 2n + 1 
2 2 
that is 
V = -n(n + 1), where n EN+ U 0. 
Because of this property y is on elementary function of S = J dxf'ljJ 2(x). 
IV.l. Let 'ljJ = xm, m =/= t· In this case we have 
I(x) = .!!._ + V(1- 2m)2 - m(m- 1) 
x4m x2 
and the equation is of the form 
d2y ( B V(1-2m)2 -m(m-1)) _ 0 
d 2 + 4m + 2 Y-X X X 
with general solution 
r=z ( -IE xl-2m) Y = yX ..j1 4D(1 2m) 4m(m 1) 1 _ 2m 
2( 1 2m) 
IV.2. If 'ljJ = Jx we have the equation 
2d2y v -
X -d +(-2- +L)y- 0, 
X ln X 
and the solution 
y = JxlnxZ~..;r=r15( J L- ~ lnx), 
where L = V(1- 2m)2 - m(m- 1). 
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(4.7) 
( 4.8) 
(4.9) 
If L = i the equation ( 4.8) may be transformed to Euler's equation. 
IV.3. Let us look at Lommel's equation 
x 2 v" + axv' + (bxk + c)v = 0, k =f 0 
Its invariant 
a2 a 
I(x) = bxk-2 + (c- 4 + 2)x-2 
( 4.10) 
corresponds to the invariant of example IV.l. Substituting approppiate parameters into 
( 4.8) we obtain the solution of Lommel's equation in the normal form 
Using (1.17) we obtain the general solution of the equation ( 4.10) 
V. The case where equation (1.3) may be transformed to the Gauss (hyperge-
ometric) equation. 
This is the Gauss differential equation 
~w dw 
u(u -1)-2 +((a+ jJ + 1)u -~)-d + af)w = 0. du u (5.1) 
Its invariant is 
"' 1->.2 1-ft2 .A2+!-l2_v2-1 
I(u) = + + ( ) , 4u2 4( u - 1 )2 4u u - 1 
where 
.A= 1- 1, 1-l =a+ jJ -1, v =a- f). 
It is easy to obtain 
I( ) = __!_( 1 - >.2 1 1 - fl2 1 
X 1j;4 4 (j 1/J~(x) )2 + 4 (J 1/lf(x) - D)2 
(5.2) 
1 1/Y" 
J 1/J~(x) (J 1/J~(x) -1J) 1/J 
The equation 
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d2y 1 E F G 'lj;" 
dx2 +('lj;4((J dx )2 ++(J dx -D)2 + J dx ·(J dx -V)- -;J")y=O (5.3) 
1/J(x) ~ ~ ~ 
is the image of the equation (5.1) under the transformation (1.5). The solution of the 
equation ( 5.1) is 
w = c1F( a, /3, 1, u) + c2u1 - 1 F( a- 1 + 1, (3- 1 + 1, 2- 1, u) (5.4) 
in the case 1 E N, where F( a, (3, 1, u) is the well-known hypergeometric function wich may 
be represented as the hypergeometric series 
af3u a( a + 1 )(3((3 + 1) 2 F(a,/3,1,u)=1+-u+ ( ) u + ... 1·1 1·2·11+1 
conveges for lxl < 1. I think that the case of 1 f/. N may be left to the reader! 
"' The solution of the Gauss equation in normal form with the invariant I ( u) as above is the 
following 
z = J(u -1)a+.B--y+1u'(c1 F(a,,B,I,u) + c2 u1 - 1 F(a- 1 + 1,,8- 1 + 1,2- 1,u). 
The solution of equation (5.3) may be written 
where 
1 
a= "2(1 +-\11- 4E + J1- 4F- )1- 4(E + F +G), 
(3 = ~[1 + J1- 4E + J1- 4F- .j1- 4(E + F +G), 
2 
1 = 1 + J1 - 4E, 
V, E, F and G are arbitrary parameters of equation (5.3), c 1 and c2 are arbitrary constants 
of integration. 
Let us consider the particular cases as usuall. In the case of 'lj; = xm where m =/= ~ we have 
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or 
a b 1 
I(x) =((1-dxk)2 + 1-dxk +c)x2 
is short. The equation has the form 
and its solution is 
where 
and 
1 
a= 2k (k + vll- 4c + -/k2- 4a + -/1- 4(a + b +c), 
1 (3 = -(k + J1- 4c + -/k2- 4a- -/1- 4( a+ b +c) 2k 
1 
1 = k ( k + J1 - 4c). 
It should be noted that the confluent hypergeometric equation given by 
>. = ±1 and J..t = ±1 
is not integrable using hypergeometrical functions. This case will be under consideration 
in the next paragraph. 
VI. The case where equation (1.3) may be transformed to the Legendre differ-
ential equation. 
The Legendre equation has the form 
2 d2 w dw p 2 (u -1)- + 2u-- n(n + 1)- )w = 0 du2 du 1- u2 (6.1) 
or 
d2 z n( n + 1) p 2 - 1 
du2 - ( u2 - 1 + ( u2 - 1 )2 )z = 0 (6.2) 
after translation to the normal form. The invariant I( x) of this equation is 
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where D is an arbitrary parameter. The equations which can be transformed to the 
Legendre equat may be written as 
cPy 1 n(n + 1) D 2 (p2 - 1) ¢" _ 0 
dx2 - ¢4(x) ((J ~)2 _ D2 + ((J ~)2 _ D2)2 + -:;r )y- (6·3) 
The solutions of ( 6.1) is often written in the following form [2] 
w = K~)(u) 
and the solution of the equation (6.2) is 
z = Vu2 -1K(~t)(u) 
where K}f) is the Legendre functions. 
The solution of (6.3) is 
where D is the parameter of the equation. 
Setting '1/J(x) = xm (m =f 1/2) we have after transformations of the equation (6.3) 
(6.4) 
(6.5) 
(6.6) 
It was noted in the previous paragraph that the hypergeometric equation is not integrable 
in terms of hypergeometric functions in the case of 
,\ = ±1 and J-l = ±1. 
It is not difficult to show that this equation can be transformed to the Legendre equation. 
Indeed, in this case the invariant is 
and the equation will be 
Making the transformation 
"' 1 - v2 I(u)----
- 4u(u -1) 
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(6.7) 
(6.8) 
e = 2u -1 
we obtain the equation 
(6.9) 
which is the Legendre equation of the form (6.2) by J.L = 1. As far as the solution of 
equation (6.9) may be written on the form 
the solution of the confluent hypergeometric equation (6.8) will be 
z = 2y'u(u + 1)1<~1] 1 (2u -1). 
-2-
According to (1.14) and (6.7) we obtain 
and the equation may be written on the form 
d?y 1- v2 - '{_ - 0 
d 2 + (41/;4( ) J dx (j dx D) .1. )y- · 
X X ,p2(x) ,p2(x) - 'f' 
(6.10) 
The solution of this equation is 
where K~1] 1 (S) is an appropriate Legendre function and D is the parameter of equation. 
-2-
Making 1/J = xm(m =J. 1/2) in (6.1) and transforming we obtain 
4x2 (1 + fxk) ~; + (b- f(k 2 - 1)xk)y = 0. (6.11) 
The equations (6.11) and (6.6) are Euler's equations when m = 1/2. 
VII. The case where equation (1.1) may be transformed to Whittaker's equa-
tion. 
This equation has the form 
(7.1) 
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We have 
I-( ) - 1 - 4p2 ,\ 1 u- +---4u2 u 4' 
1 1 - 4p2 1 Ac c2 'lj;" 
I(x) = 'lj;4(x)( 4 . (J t/JgCx))2 + J 1/JgCx)- 4)- 'T' 
and the equations which may be transformed to the Whittaker equation is written in the 
form 
d?y 1 1 - 4p2 1 Ac 
dx2 +('lj;4(x)( 4 · (J dx )2 + J dx ~ ~ 
c2 'lj;" 
- -)- -)y = 0 4 'ljJ 
(7.2) 
The equation (7.2) is transformed to Bessel's equation by ,\ = 0 and to Euler's equation 
by c = 0. 
The solution of equation (7.1) is [1] z = c1 M>..,p(u) + c2 M>..,-p(u) when 2p tf: l, and 
z = c1W>..,p(u) +c2W-.\,p(-u) when 2p E Z. The solution of equation (7.2) is in the 
appropriate cases 
where as usual c1 and c2 are arbitrary constants, cis the parameter of the equation (7.2). 
For information of the function Mk,e(S) and Wk,e(S) see [2]. 
VII.l. Set 'ljJ = xm(m =/:. 1/2). In this case the equation receives the form 
d?y a2 ab c 
--(-+ +-)y=O dx2 x4m x2m+I x2 (7.3) 
after some transformations. Making the substitution 
s =1-2m 
we have 
(7.4) 
The solution of equation (7.3) is 
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m( M ( 2a 1-2m) 
y = X CJ 2(2,! 1) ' Jt+4c 1 - 2m X 
'2"(2m=Tj 
2a 1 2m + c2M b , v'i+4c ( 1 2 x - ) 2 (2m 1) '2"(2"m=T) - m 
and the solution of equation (7.4) is 
In the case where 
or 
21-l = vf1 + 4c 
2m-1 
is an integer the solution must be written using the functions wk,e(u) and wk,e( -u). 
Settings= 1 in equation (7.4) we receive so called radial-wave's equation [1] 
with the solution 
Setting a= /3, b = 2a, c = a 2 -a we have the equation 
whose solution is 
Y = c1M-a,a-~(2j3x) + c2M-a,~-a(2j3x) 
The solution of the last equation may be written in the form (see [1]) . 
Another interesting case we get by letting 
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2n+ 1 3 
a= 2D, b =- 2 , c = - 16 . 
This is the equation 
2 d2y 2 2 3 
x dx2 - (4'D x - 'D(2n + 1)x- 16 )y = 0 (7.5) 
The solution of this equation is 
(7.6) 
and the solution may be expressed in terms of Hermite polynomials or integral of proba-
bility. We shall term to this equation later. 
In the case of 
s = 2, a = 2 and c = 0 
we have the Weber differential equation in normal form 
(7. 7) 
The Scrodinger wave equation is reduced to this equation in the case of harmonic oscillater. 
The solution of equation (7. 7) is the following 
The particular case of the Weber equation we have when 
s = 2 a = 1/2 b = d/2 c = 0 
' ' ' 
IS 
4 ~; - ( x 2 + d)y = 0 (7.8) 
The solution of this equation is 
VII.2. Let 4 = Jx. We have 
1 - 4tJ2 1 1 1 - c2 1 
I(x)=( 4 (lnx)2+Ac1nx+ 4 )·x2 
and the equation will be 
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2 d?y ( 1 - 4p2 1 1 1 - c 2 1 
x dx2 + 4 (lnx)2 +-Xclnx + 4 )x2 y=O 
with the general solution 
1-k n 
VII.3. Let us assume 'ljJ = x-;r ekx . Proposing in (7.2) 
s = -2k 
we receive the equation 
2 d?y 2 2 2 n c2 2 n 2 n2 - 1 
X -- ((p s n - Asne8 x + -e sx )x n + )y = 0 dx 2 4 4 
with the solution 
VIII. The case where equation (1.3) may be transformed to the Mathieu and 
Lame equations. 
VIlLA. The Mathieu equation has the form 
d?z 
du 2 +(a- 2gcos2u)z = 0 
where a and g are constants. In this case 
i( u) = a- 2g cos 2u 
or 
i(u) =a- 2g + 4gsin2u 
and the function I( x) may be written in the form 
1 J dx ¢" I( x) = ¢ 4 ( x) ( C sin2 ( c ¢ 2 ( x)) + b) - --:;J". 
The equation which may be transformed to the Mathieu equation is the following 
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(8.1) 
(8.2) 
(8.3) 
It is known [3], that the solution of the equation ( 8.1) is 
(8.4) 
in the case where v = Ja is not an integer. In this case the solution of equation (8.3) is in 
the fonn 
c, C, b and g are parameters of the equation, c1 and c2 are arbitrary constants. 
The properties of the functions se and ce see [2]. Setting ~1- x 2 = .,P we have according 
to (8.2) 
if c = 1 
b + cx2 2 + x 2 
I(x)= 1-x2 +4(1-x2)2' 
and the equation has the fonn 
d2 y b + cx2 2 + x 2 
dx 2 + ( 1- x2 + 4(1- x2)2 )y = 0· 
The solution of last equation will be 
y = {,fi - x2 ( c1 ce .Jb+1" (arc sin x, ~ )+ 
+ c2se Jb+I (arcsin x, ~)). 
VIII.B. Changing u--+ iu in equation (8.1) we have the equation 
d2 z 
du2 -(a- 2gch2u)z = 0 
where a and g are constants. In this case 
i(u) = 2gch2u- a= 4gsh2u- 2g- a 
and 
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(8.5) 
1 2 J dx t/J" I(x) = t/;4 (x)(Csh (c t/; 2(x))- b)- v;· 
The equation 
d2y 1 J dx t/J" 
dx2 + tj;4(x) (Csh2(c tj;2(x)- b)- -:;J" )y = 0 (8.6) 
may be transformed to the Mathieu equation. The solution of the equation (8.5) may be 
written using the modified Mathieu functions 
z = CtCev(u,g) + c2Sev(u,g), 
and the solution of (8.6) will be 
that J t/J~(x) = J ylld~x 2 = Arshx, 
1 2 -x2 
I(x) = 2 (Csh2(cArshx)- b)- ( 2)2 1+x 41+x 
H c = 1 we receive the equation 
d2 y b- cx2 2- x2 
dx 2 - ( 1 + x2 + 4(1 + x2) )y = 0 
and the solution may be written by analogic the example above. 
VIII.C This is the Lame equation 
d2 z 
- 2 + (gsn 2u + a)z = 0 du 
where g and a are constants, snu is determed as the inverse function of 
and depends on the parameter k. 
It is easy to show that the equation 
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(8.7) 
(8.8) 
d2y 1 J dx 'l/J" 
dx2 + 1jJ4(x) (Csn2(c 1jJ2(x) +b)- --;J" )y = 0 
may be translated to the Lame equation. 
The construction of the solution of this equation is the same as in previous cases. 
~z 1 u2 
du2 + ( n + 2 - 4 )z = 0 (9.1) 
where n E N+. We receive after some calculations 
(9.2), 
where D is an arbitrary constant. Hence the equation 
~y D J dx 'ljJ" 
dx2 + 1jJ4(x) (2n + 1- D( 1jJ2(x)?- --;J" )y = 0 (9.3) 
may be transformed to Weber's equation (9.1). 
The solution of equation (9.1) may be represented using Hermite's polynomials Hn(x) 
Hn(x) = (2xt- n(n1~ 1) (2xt-2 + n(n- 1)(n2~ 2)(n- 3) (2xt-4 + ... 
This solution is the following [2] 
u2 
e-T 
Z = Zn = Hn(u) 
Vn!J2; 
The functions zn( u) are called the functions of parabolic cylinder. They can be calculated 
using tables of derivatives of the probability integral <P n ( x) 
where 
Cn = (-l)"J 2~ n!v 27r 
Hence the solution of the equation (9.3) may be written 
'l/J(x)e-~D(j .Pq(,) 2 Hn(J215 J ,pg(x)) 
Y = Yn = ---------:;===:=:----....;..._;-
Vn!J2; 
(D =f 0) 
24 
or 
1/J(x)cne -!D(j ~ · 2-ncpn+1(0J J -#fu) 
Yn = cp ( 'J5 J dx ) 1 y.u ~
Setting 1/J = x m ( m =/= ~) we receive the following invariant of the form ( 9.2) 
J(x)=D(2n+1) 4m D2 m(m-1) 
x (1 _2m )2x2(4m-1) x2 
Denoting 
s = 2(1- 2m) 
we have the equation 
2 d2y D 2 2s s 1 82 
x dx 2 - (4(-:;-) x - D(2n + 1)x - 4(1- "4 ))y = 0 
with the solution of the form 
or on the form 
2-• CnX_4_ 
Yn = 2D x• 2n e-;T 
cp (2v'Dx~) n+l 8 
Equation (9.4) is a particular case of the equation (7.4) where 
(D =/= 0) 
(9.4) 
(D =/= 0) 
(D =/= 0) 
Hence the solution of the equation (9.4) may be written using Whittaker's functions 
t-• 4D s 4D s 
y = X-2-(cl W 1!!.±1 1 (-2 X ) + C2 W_1!!±1 l ( --2 X )). 
4 >4 s 4 '4 s 
Setting s = 1 we have 
2 ~y 2 2 3 
x - - ( 4D · x - D(2n + 1 )x - - )y = 0 
dx 2 16 (9.5) 
This is a particular case of the radial-wave's equation. The solution in this case may be 
written on the following equivalent form 
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and 
y = c1 W l.!!.±!. 1 ( 4Dx) + c2 W _l.!!.±!. 1 ( -4Dx ). 
4 '4 4 '4 
If n = 0 the equation (9.5) will be of the following form 
2 d?y 2 2 3 
x dx 2 - (4D x - Dx- 16 )y = 0 
with the first form of the solution 
because H o = 1. 
The second form of the solution of equation (9.5) is 
y =Co. e-2Dx ..y'X = e-2Dx fx V2; 
because 
The third form of the solution is 
X. The equations of the form 
v" + p(x)v' + g(x) = 0. (1.1) 
Transforming linear differential equation of the second order (1.1) to the normal form (1.3) 
by the substitution (1.2) we receive the invariant 
1 2 1 I 
I(x) = g(x)- '4P (x)- 2p (x) (1.4) 
Let us go back. We have the given equation 
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y" + I(x)y = 0 (1.3) 
and want to construct the most general linear differential equation of the form (1.1). 
Expressing the functions g(x) in terms of I(x) and p(x) or p(x) in terms of I(x) and g(x), 
we shall obtain an equation with two arbitrary functions: I( x) and p( x) or I( x) and g( x ). 
For example according to (1.4) we have 
g(x) = I(x) + ~p2 (x) + ~p'(x). 
Hence we receive 
v" + p(x)v' + (I(x) + ~p2 (x) + ~p'(x))y = 0 (10.1) 
As far as 
i(c J dx ) ·'·" I( ) = 2 . tf'TX'j - _'fl 
x c 7j;4(x) ¢ 
we have 
(10.2) 
Hence we have obtained some differential equations of general form which may be trans-
formed to equation (1.3) by the substitutions (1.2), (1.5) and (1.10). The appropriate 
special functions in the representation of the solution of this equation depend on the form 
of the invariant 
- J dx I(c ¢2(x)) 
The received equation includes two arbitrary functions (and an arbitrary constant of 
J ¢g(x) ). Choosing these functions we can receive a number of equations. 
The solution of equation (1.1) may be represented in the form 
-1 jp(x)dx 
v = ye 2 
e.g. expressed in the form of the solution of the same equations writting in normal form. 
We can write 
= - J p(x)dx.l,( ) ( J ___:!!__) 
v e 'fl x z c ¢ 2 (x) . 
Let us finally list the equation transformed to the various examples considered above: 
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11 ( ) 1 ( '1/; 11 (X) 1 2 ( ) 1 1 ( )) V + p X V - -- - -p X - -p X V = 0 
'1/;(x) 4 2 
2. To equation with constant coefficients 
11 1 ( B 2 '1/;"(x) 1 2 ( 1 1( )) v + p(x)v + ±----- + -p x) + -p x v = 0 
'1/;4 (X) '1/J( X) 4 2 
3. To Euler's equation 
4. To Bessel's equation 
5. To the Gauss equation 
II I 1 E F 
v +p(x)v +('lj;4(x)((J dx )2 + [f dx )2 
1f2(x) 1jJ2(x)-D 
G ) '1/;"(x) 1 2 ( ) 1 '( )) 0 + J dx (J dx -D) - ~( ) + 4p X + 2p X V = 
1f2(x) 1/12(x) 'f/ X 
7. To Whittaker's equation 
8. To Mathieu equation 
1 J dx '1/; 11 ( x) 1 1 
v1 +p(x)v1 +('1/;4 (x)(Csin2 (c 'l/; 2 (x))+b)- '1/;(x) +'4p2 (x)+'2p'(x))v=0 
9. To Lame's equation 
v"+p(x)v+('l/;4~x)(Csn2 (c J '1/J~~x) +b))-
7/J"(x) 1 1 
- -- + -p2 (x) + -p1(x))v = 0 
'1/;(x) 4 2 
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10. To Hermite's equation or to the equation which is involves the integral of proba-
bility 
V 11 + p( X )v' + ( 7/J~x) (2n + 1 - fl(J 7/J~~X) )2 ) 
7/J"(x) 1 , 1 2 
- 7/J(x) + 2p (x) + '4P (x))v = 0 
I think that constants in these equations are self-explanatory of this stage. 
XI. Riccati equation. 
It is easy to prolong this paper by showing that lliccati equations are integrable in appro-
priate cases. I shall show briefly how to do it. Subsituting 
into the lliccati equation 
1 v' Y(x)= ---
a(x) v 
Y' = a(x)Y2 + b(x)Y + e(x) 
(11.1) 
(11.2) 
we receive a linear homogeneoussecond order ordinary differential equation ( 1.1) where 
a'(x) 
p(x) = -(b(x) + a(x) ),q(x) = a(x)c(x) (11.3) 
Let us go back. Supposing p( x ), q( x) and a( x) to be arbitrary functions we can find b( x) 
and c(x). Using (11.3) we have 
a'(x) q(x) 
b( X) = -(p( X) + a( X) ), c( X) = a( X) 
and we can write equation ( 11.2) on the form of 
According to (1.4) 
dY a'(x) q(x) 
- = a(x)Y2 - (p(x) + -)Y +-dx a(x) a(x) 
q(x) = I(x) + ~p2 (x) + ~p'(x) 
Using (1.14) we finally have the equation 
'( ) 1 c2 i(c J dx ) 
Y '= ( )Y2 -(b() ~)Y -[ ~ 
ax x + a(x) + a(x) 7f;4 (x) 
7/J"(x) 1 1 
- -- + -p2 (x) + -p'(x)]. 7/J(x) 4 2 
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(11.4) 
(11.5) 
(11.6) 
It is easy to obtain the solution of equation (11.6) on the form 
y = _1_(b(x) _ y') 
a(x) 2 y (11. 7) 
where y is the solution of equation (1.3) and on the form 
y = _1_(b(x) _ 1/J' _ z') 
a(x) 2 1/J z (11.8) 
where z is the solution of equation (1.12). 
As an example let us obtain the general form of the Riccati equation which has a solution 
expressed by Bessel's functions. We have in this case 
- J dx _2 I(x) = a+c( 1/J2(x)) 
and according to (11.6) 
1 2 a' ( x) 1 1 J dx _2 
Y =a(x)Y -(b(x)+ a(x))Y+ a(x)(1j14 (x)(B+D( 1/J2 (x)) ) 
1j1" 1 1 
- 1j1(x) + 4p2(x) + 2p'(x)). 
(11.8) 
and its solution 
y __ 1_ b(x) _ 1j1'(x) _ 1 .jB(1- 4D) 
- a(x) ( 2 1j1 21jJ2(x) J ¢g(x) + 21j14(x) J ¢g(x) 
B Z .!.JI-4D-I(v'Bj dx ) 
--- 2 ~) 
1j14(x) Zlv'I-4D(v'Bj dx ) 
2 .p2(:r) 
(see chapt. IV). It would be easy to find conditions of solving equation (11.8) by elementary 
functions and so on. 
It should be noted that the main idea of this paper is influenced by [4]. 
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I would like to pay special thanks to Tone Rasmussen and Tove Lieberg who have typed 
this paper and did such a wonderful job. 
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