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Resumo
Nos últimos anos, dados de sísmica 4D (S4D) têm sido utilizados no processo de assi-
milação de dados para melhorar modelos numéricos que representam reservatórios reais
de petróleo. S4D contém informações espaciais a respeito de mudanças ocorridas no re-
servatório devido a produção de hidrocarbonetos, como a movimentação de fluidos (óleo,
gás, água), por exemplo. Esse dado ajuda os engenheiros a ajustar os modelos de si-
mulação de reservatórios com o intuito de melhorar sua capacidade de fornecer previsões
de produção confiáveis. No entanto, em abordagens probabilísticas recentes, é comum
haver centenas de cenários de modelos de simulação numérica, o que torna inviável o
ajuste manual de cada um desses cenários. Nesse sentido, são necessários métodos auto-
matizados que avaliem modelos numéricos com base nas observações de dados de S4D.
Comparar informações espaciais de dados de simulação e sísmica é uma tarefa difícil, pois
esses dados são gerados de formas distintas. As abordagens típicas para esse problema
são baseadas em erro dos mínimos quadrados, que acaba sendo simplificado a uma com-
paração de valores de pixel. No entanto, essas abordagens não são adequadas para lidar
com diferenças de domínio e diferenças na resolução. Outros métodos procuram contornar
essas dificuldades usando a análise de imagens e medindo diferenças ‘visuais’ observadas
nessas imagens. No entanto, a maioria dessas abordagens usa transformações simples e
se baseia em características de baixo nível, como formas. Neste trabalho, propomos três
abordagens para comparar dados de S4D e modelos de simulação. Os métodos propostos
focam na comparação de imagens e nas diferenças ‘visuais’, permitindo uma compara-
ção direta de mapas no domínio sísmico com mapas no domínio da simulação numérica,
sem conversão. Primeiro, propomos uma melhoria na abordagem tradicional, usando um
método estatístico para converter as imagens a um domínio comum, evitando as con-
versões de domínio normalmente usadas. Também propomos duas abordagens originais,
usando as Redes Neurais Convolucionais (CNNs), que aprendem características espaci-
ais por meio de milhares de exemplos de treinamento. As CNNs são treinadas usando
exemplos compostos de uma imagem de referência (dados sísmicos 4D) e dois modelos de
simulação candidatos. Além disso, construímos um conjunto de dados anotado contendo
as imagens do modelo de simulação que melhor correspondem à sísmica 4D em diferentes
cenários realistas, levando em consideração o conhecimento de especialistas. Usamos esse
conjunto de testes para avaliar se um método é capaz de executar de acordo com o que
os especialistas esperam. Por fim, apresentamos uma comparação extensiva, qualitativa
e quantitativa, das abordagens propostas com outros métodos da literatura. Os resulta-
dos mostram que os métodos propostos são capazes de identificar com maior acurácia os
modelos mais adequados, de acordo com as respostas dos especialistas.
Abstract
In recent years, 4D seismic data (4DS) have been used in the data assimilation process to
improve numerical models that represent oil reservoirs. 4DS contains spatial information
that provides insights into the reservoir changes caused by hydrocarbon production, such
as movement of fluids (oil, gas, water). It helps engineers to calibrate reservoir simulation
models and increase their capability of providing reliable production forecasts. However,
in recent probabilistic approaches, it is common to have hundreds of numerical simulation
model scenarios, which causes manual adjustment of each of those scenarios to be infeasi-
ble. In this vein, there is a need for automated methods that evaluate numerical models
based on observed 4D seismic data. Comparing spatial information of seismic and numer-
ical simulation data is a difficult task as usually, these data are converted to maps with
different properties. Typical approaches are based on least-square error, degenerating in
a pixel-wise comparison. However, these approaches suffer to deal with domain differ-
ences, scale differences, as well as differences in the lattice grid. Other methods seek to
circumvent these difficulties using image analysis to measure ‘visual’ differences observed
in those images. Nevertheless, most of these approaches use simple transformations and
rely upon low-level features, such as shapes. In this work, we propose three approaches
to compare 4D seismic data and simulation models. Our methods focus on the image
comparison and ‘visual’ differences, enabling a direct comparison of maps in the seismic
domain with maps in the numerical simulation domain. We first propose an improvement
to traditional methods using a statistical method to convert images of different physical
properties into a common property, which can be used as an alternative to avoid forward
and/or inversion procedures commonly used to bring 4D seismic and simulation data to
a common magnitude. We also propose two novel approaches using Convolutional Neural
Networks (CNNs) that learn spatial features through thousands of training examples. The
CNNs are trained using examples composed of a reference image (4D seismic data) with
two simulation model candidates. Additionally, we build an annotated dataset containing
the simulation model images that best match the 4D seismic in different realistic scenarios
while taking into account the specialists’ knowledge. We use this test set to evaluate if
a method is able to perform according to what specialists expect. Finally, we present an
extensive comparison, qualitative and quantitative, of our approaches with other meth-
ods in the literature. The results show that our proposed methods are capable of more
accurately identifying the best-matched models, according to the specialists’ answers.
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The oil industry has always been associated with big investments and huge economic
risks. In an effort to minimize these risks, specialists generate reservoir models and many
different setups, which consider diverse uncertainties from multiple sources to character-
ize and understand the oil field [26]. The resulting models may be employed in initial
phases to assess the economic viability of the reservoir exploitation and in later phases to
optimize production, therefore assisting the decision-making process. However, modeling
uncertainties is difficult and, oftentimes, the results of the initial simulation models do not
match observed production rates, revealing that these models do not properly represent
the reservoir.
To obtain more realistic scenarios, the uncertainties are reduced by calibrating the
simulation models using the available measured data, in a process called history matching,
which is more recently denominated as data assimilation [20]. This iterative process ends
when the models reproduce, with an acceptable error, the data measured in the actual
field. Well production data is the most common information used for this purpose.
History matching is an important inverse process to update numerical simulation mod-
els, representing a reservoir, taking into consideration different uncertainties. Production
data is measured at the wells drilled in the field (fluid rates and pressure) and is tradi-
tionally used as observed data to be matched by the simulations models. However, this
strategy is limited to well locations and does not provide enough spatial information. The
sparse measurements at well locations can lead to poor models updating [32].
More recently, 4D seismic information has been introduced in history matching as a
way to provide spatial information needed to adjust the numerical models. Time-lapse
or 4D seismic data result from two or more repetitions of 3D seismic surveys, acquired in
different production moments. They are rich in spatial information, and enable specialists
to observe static properties of rocks, as well as dynamic fluid movement. Thus, it can
be used to complement well production data on the data assimilation process, helping to
improve the quality of simulation models. Models that match 4D seismic data have higher
chances of representing the spatial distribution of geological and physical properties of a
reservoir [30]. However, including the observed 4D seismic data in the data assimilation
is still challenging [42].
The challenge is mainly due to the differences that exist between 4D seismic data and
simulation models. Each has its unique uncertainties and limitations. 4D seismic data is
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affected by uncertainties in acquisition and processing, as well as limitations in acquisition
(low vertical resolution). On the other hand, simulation models are often coarse simplifi-
cations and rely on uncertain rock and fluid properties. Moreover, information provided
by simulation models, which are fluid properties and pressure distribution, differs from
the seismic attributes of rocks obtained by the seismic surveys [24].
Initial approaches to automatically compare 4D seismic data and simulation models
use the least-square error, similarly as used in history matching of production curves [11].
This approach, however, needs to take into account several difficulties, such as magnitude
differences, scale differences, as well as differences in the resolution [29]. Nevertheless,
this least-square approach is often simplified to a pixel-wise comparison, which fails to
capture spatial features that specialists use to evaluate the simulation models.
Currently, the most common approach used to compare 4D seismic and simulation
results requires the conversion of both sets of data to the same domain. Each image is
measuring different physical properties of the reservoir, and they have different scales.
After converting the scales and the physical properties, the values can be compared using
the least-squares error. However, this conversion of domains is uncertain and the least-
squares error does not provide a good measure of spatial similarity between the two maps.
The main issue with the least-squares approach is that it considers each pixel individually
and it ignores their spatial distribution. A number of authors improved this strategy by
performing a comparison of the main regions depicted in the maps, using binarized maps,
clustering and different metric spaces [39, 15, 6, 23, 31, 37, 33]. These modifications have
been found to be insufficient, as information is lost in the process of transforming images.
Other approaches extract the main content from the seismic and simulation model
maps and use this information to compare them. Those methods seek to avoid the do-
main conversion by focusing on the main spatial differences instead of comparing each
individual pixel. Some works focus on finding a low-dimensional representation of the
matrix corresponding to the maps by using PCA (Principal Component Analysis) or a
transfer function [41, 33]. Another approach considers the maps as images and applies
filters to smooth noise and uncertainties, or transformations, to capture the main spatial
features. Jin et al. [15] propose one of those approaches to capture the main shape of
anomalies using binary images. The advantage of using images is the implicit focus on the
visual and spatial differences, which do not rely on particular pixel magnitudes. Other
methods also use clustering (K-means) to avoid comparing magnitudes directly. In clus-
tering methods, pixels with similar magnitudes are assigned the same value, to simplify
the comparison and reduce noise and uncertainties.
Those image-based approaches were presumably inherited from well-known techniques
in areas such as computer vision and pattern recognition. More recently, deep learning
techniques have been proven to outperform these previous techniques in the aforemen-
tioned areas [17, 38, 40] and have also shown state-of-the-art results in many other areas
[35, 45, 18, 21]. For problems related to images, Convolutional Neural Networks (CNNs)
are a special type of neural network widely used for their ability to learn and capture
visual aspects of images. Like other machine learning techniques, deep learning require a
significant number of examples to learn weights that generalize well to new cases [10].
More than simply learning the weights to solve the given task, it was found that
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internal layers of CNNs contain important features and the comparison of these features
resembles the ‘perceptual’ distance observed by humans [9, 47].
Given that, we explore three methods to compare maps from 4D seismic and simula-
tion models. Our approaches are based on image representations and focus on the spatial
information and visual similarity between them. We explore the comparison with images
originated from different domains, without converting domains and without oversimplifi-
cation.
The first method is an extension of traditional methods that avoids costly conversions
of domain. The rationale of this method is to adjust pixel values according to their
statistical distribution and to calculate the error with traditional pixel-wise methods.
The second and third methods are novel approaches that rely upon convolutional neural
networks. These methods learn, from examples evaluated by specialists, ways to compare
maps from the simulation models with the observed maps (reference).
The CNN in the second method consists of a network trained to select the best simu-
lation model from a pair of options given the reference. The third method learns a proper
representation vector to the reference and simulated maps. The representation vector is
an internal layer of a CNN and it contains the main features extracted from seismic and
simulated images. This vector is then used to compute the distance between a simulation
model and a seismic observation, both in different domains.
Furthermore, we also generated the dataset to train and evaluate. To generate training
examples, we employed a semi-supervised step to avoid generating examples that are too
similar to each other and difficult to label. This step was followed by a supervised step
to annotate the examples and obtain the labels. This two-step approach was used to
maximize the number of labeled data and minimize human interaction, thus simplifying
the process of generating enough examples to train our proposed CNN-based solutions.
Finally, we also generated a more reliable set of examples to evaluate and compare
our methodology with other techniques. Traditionally, authors validate the proposed
techniques qualitatively — by showing a small number of examples in which they perform
well — or indirectly by applying the techniques in the history-matching process and
showing the improvement of the final models compared to using another method [8, 39].
The approach we use involves selecting local regions in the reservoir and asking different
specialists compare simulation and seismic results. The answers given by the specialists
are counted and used as a benchmark to measure the performance of different methods.
1.1 Project Background
This project is part of an ongoing project conducted at UNISIM/CEPETRO UNICAMP
called “Development of Integration between Reservoir Simulation and Seismic 4D - Phase
2” registered under number 20372-9 ANP, funded by Shell Oil Brazil Ltda. under the
R&D ANP levy “Investment Commitment to Research and Development.”
The overall objective of the project is to develop methodologies to improve the quan-
titative integration of 4D seismic data into the closed loop reservoir management process
to improve the decision making process based on reservoir simulation models. The part of
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the project focused in this work is regarding the development of alternative ways of han-
dling 4D seismic data into seismic history matching procedures using pattern matching
and machine learning techniques.
1.2 Key Contributions
We summarize the main contributions of our work as follows:
1. A proposed improvement to traditional methods that require only a simple extra
step of fast computation.
2. Two novel approaches using CNNs to compare the images ‘visually’ based on spe-
cialist evaluation.
3. A methodology to generate examples and a web application to annotate data.
4. A labeled dataset based on the UNISIM Benchmark for training the CNN methods.
5. A labeled test set evaluated by multiple specialists that can be used as benchmark
to compare different methods.
1.3 Related Publications
• Paper “Convolutional Neural Network Formulation to Compare 4D Seismic and
Reservoir Simulation Models” - Klaus Rollmann, Aurea Soriano-Vargas, Forlan
Almeida, Alessandra Davolio, Denis J. Schiozer, Anderson Rocha. Submitted to
IEEE Transactions on Systems, Man and Cybernetics: Systems (Impact Factor
JCR 9.309) on 12-Nov-2019 and resubmitted major revision in 04-May-2020.
• Paper “A Three-Way Convolutional Network to Compare 4D Seismic Data and
Reservoir Simulation Models in Different Domains” - Klaus Rollmann, Aurea Soriano-
Vargas, Marcos Cirne, Alessandra Davolio, Denis J. Schiozer, Anderson Rocha. Sub-
mitted manuscript to IEEE Transactions on Neural Networks and Learning Systems
(Impact Factor JCR 8.793) on 26-Jun-2020.
• Paper “A Synthetic Case Study of Measuring the Misfit between 4D Seismic Data
and Numerical Reservoir Simulation Models through the Momenta Tree” - Au-
rea Soriano-Vargas, Klaus Rollmann, Forlan Almeida, Alessandra Davolio, Bernd
Hamann, Denis J. Schiozer, Anderson Rocha. Submitted manuscript to Computers
and Geosciences (Impact Factor JCR 2.991) on 21-Aug-2019.
• Conference Paper “Visual Analysis of Variability of Reservoir Models Using Phyloge-
netic Trees” - Aurea Soriano-Vargas, Klaus Rollmann, Forlan Almeida, Alessandra
Davolio, Bernd Hamann, Denis J. Schiozer, Anderson Rocha. Submitted to SPE
Latin American and Caribbean Petroleum Engineering Conference.
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• Poster “Machine Learning Techniques to Estimate Reservoir Property Changes di-
rectly from 4D Seismic Attributes and Rock Property Maps” - Marcos Cirne, Au-
rea Soriano-Vargas, Masoud Maleki, Shahram Danaei, Klaus Rollmann, Alessandra
Davolio, Denis J. Schiozer, Anderson Rocha. ABGP - I Seminario de Inteligência
Artificial Aplicada ao Petróleo.
1.4 Dissertation Outline
This dissertation is a combination of two of the articles submitted for publication in
scientific journals. Those papers discuss our proposed approaches to the problem. In the
first paper, we propose two methods to compare measurements from 4D seismic data and
results from numerical simulation models. This first paper is called “Convolutional Neural
Network Formulation to Compare 4D Seismic and Reservoir Simulation Models” and the
second “A Three-Way Convolutional Network to Compare 4D Seismic Data and Reservoir
Simulation Models in Different Domains”. The first paper proposes the first two methods
discussed in Chapter 3. The second paper describes the third method. We combined the
two papers to make it easier to follow. The experiments and results are divided in two




This chapter is organized in three sections. The first section describes the challenges of
comparing the images in different domains. Then, we describe traditional approaches to
solve the problem. Finally, we present existing image-based techniques and discuss their
goals and limitations.
2.1 Different Domains
3D grid cells reporting the reservoir dynamic behavior estimated from the numerical
simulation models comprise pressure and saturation estimates. Meanwhile, 4D seismic
data (4DS) can represent several seismic attributes (originally in a 3D grid cell), such
as amplitude or impedance, the latter being the most common for data integration [24].
Additionally, these grids have distinct horizontal and vertical resolution, so a direct cell-
by-cell comparison must take all of that into account.
Instead of comparing the two 3D grids directly, a more common approach is to use
forward modeling or inversion to generate the maps in the same domain. Then the 3D
maps are converted to 2D maps, to avoid vertical resolution differences, followed by a resize
in the maps, to avoid horizontal discrepancies. After those transformations, each cell, or
pixel, in the 2D map can be compared. A metric is used to quantify the dissimilarity (e.g.
least-squares error) of the simulation models results and 4D seismic data.
This way of approaching the problem presents four main limitations, partially de-
scribed by Tillier et al. (2013) [39] and Obidegwu et al. (2015) [23]. First, the traditional
methods do not capture the spatial information of the image. The least-squares approach
is simplified to a pixel-wise difference (mean squared error), which does not capture the
spatial difference in the image. Second, the simulations have low horizontal resolution,
because of the computational costs required for the simulations. This means each grid
block in the simulation is actually an approximation of a large area in the reservoir. Third,
the procedure to convert the maps to the same physical property adds more uncertainty.
Finally, the ranges of values in the simulation and 4DS maps are different.
In Figure 2.1, we show the differences that exist in the two types of data. The refer-
ence image has higher resolution and the two images have different physical properties.
The direct comparison of values expect the maps to have the same resolution and same
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magnitudes.
Figure 2.1: Example of time-lapse images used in our analysis. The figure shows the
reference (left) and simulation model (right) in time instant (T1 - T0). The reference is
in the P-impedance domain and the right image is one of the 500 simulation models maps
used and is in the water saturation domain.
2.2 Traditional Approaches
To obtain two maps in the same resolution, one can reduce the resolution of the 4DS map
to match the one used in the simulation models. After that, each pixel in one image has a
correspondent pixel in the other image, and they can be compared. However, each image
is in a different domain and they have different ranges. Due to that, a direct comparison
of pixels is not possible and the values have to be converted to have the same magnitudes.
The maps are converted to the same range of values using two main approaches: the first
is to re-scale the interval using some sort of normalization in the values and the second
is to perform a conversion of domains, considering the physics of the problem, using a
petro-elastic model (PEM). After conversion, a pixel-wise difference metric, such as Mean







where N is the number of pixels, and A and B are the two images being compared.
2.2.1 Adjusting values by normalization
In the first approach, the ranges are usually normalized using the min-max normalization





in which X is the image and Xmin and Xmax are the smallest and highest values in X,
respectively. In Figure 2.2, we show the reference image and two numerical simulation
models converted to the range of [0, 1]. One problem of this approach is that, while the
delta saturation values are bounded between −1 and 1, the delta impedance is unbounded.
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This makes a good normalization unlikely, as the minimum and maximum values have
great influence in the output. Moreover, rescaling the ranges to [0, 1] solves the magnitude
difference, but it presents other challenges such as incorrect mapping values of regions
without variation (zero value in the original image). In Figure 2.2, the regions with no
impedance variation were mapped to 0.5 in the new [0, 1] scale, but in the simulation
models, the regions with no water saturation variation were mapped to values close to
0.2 and 0.4. As the regions with no variation represent the largest part of the reservoir, a
small change of values considerably increases the pixel-wise error. The MSE values shown
in Figure 2.2 indicate the mean-squared error between each model and the reference. It
is possible to observe that the center image is more similar to the reference, but its error
is larger due to the issues introduced after re-scaling the ranges.
Figure 2.2: ∆IP and ∆Sw values, in the range [0, 1], after min-max normalization.
2.2.2 Adjusting values by conversion of domains
The second approach consists of modeling impedance values of the simulation maps and
comparing the maps in the impedance domain. This seems to be the most reasonable
approach, as at the end both images will be in the same domain and will contain the
same properties. However, the conversion is highly uncertain and is largely dependent on
the petro-elastic model (PEM) used. In Figure 2.3, impedance values were derived from
the same simulation models that provided the water saturation of Figure 2.2. The derived
impedance map still keeps the spatial distribution existing in the original saturation maps
and now both maps are in the same domain (Figure 2.3), but the magnitude of values
is not well calibrated. Due to lack of proper calibration, the impedance values after
the modeling show much higher values in the red area (above 250) when compared to
the reference (below 150), leading to a very high MSE (1949.81) with respect to the first
model (center) (visually more similar), and a low MSE (271.60) with respect to the second
model (right).
As the process relies on the petro-elastic model, that in turn relies on simplifications
and uncertain properties of fluid and rock of the reservoir, the calibration is not a simple
process. A re-scaling step — such as the one described in the first method — may be also
applied after forward modeling to calibrate the magnitudes. However, after such step,
the results would have the same problems as the normalization without forward modeling
(see Figure 2.2).
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Figure 2.3: ∆IP of the reference and derived ∆IP of two simulation models (that were
originally ∆Sw values). The range was adjusted to [−250, 250]. Forward modeling was
applied to derive the impedance in the simulation models.
2.3 Image-based techniques
Another line of reasoning considers the maps as images and applies filters and transfor-
mations to simplify them. Jin et al. [15] propose a simple approach to circumvent the
conversion of domains by treating the maps as images and using binary transformations
to extract the shapes of the anomalies present. In the binary maps, both simulated and
seismic maps have the same magnitude and can be compared. The authors calculated a
simple bit difference to measure the shape difference and use the result to select models
with the best matches. This approach shows two major improvements over the previous
methods: it enables a simple comparison of images initially in different domains, and it
is a metric more suitable to measure spatial differences.
Recent approaches increase the number of bins such as representing the image as a
ternary image, or two binary images. A common variation considers one binary map for
hardening and other for softening signals [22, 46]. Clustering techniques such as K-means
are also employed to group similar intensity values in an arbitrary number of clusters.
However, binary or cluster methods are highly sensitive to noise, and filters are often
applied before the binarization/clustering process to reduce effect of uncertainties and
compensate the lack of robustness that these methods present.
Some works also study the use of other metrics to compare binary images, in an
attempt to obtain metrics that capture spatial differences better than the mean-squared
error. Some of the metrics used include the Hamming Distance, Hausdorff Distance, and
Local Dissimilarity Map [39, 48, 5, 23, 8]. Tillier et al. [39] proposed the use of local
dissimilarity maps (LDM) to calculate the mismatch between two binary images. Other
works [8, 6, 48, 46] also discuss the use of LDM and variations.
Nevertheless, all those methods use simple features and generic distance functions to
capture the differences noticed by specialists. However, there are still three main problems
with the approaches based on binary images or their variations described previously:
(i) these representations oversimplify the information, removing all information about
intensities from the image. (ii) It is difficult to find good binary representations, especially
if the images are highly uncertain and noisy. (iii) The quality of results will vary greatly,
depending on the binary representation used and the threshold selected.
In Figure 2.4, we show that finding a binary representation is not a simple task and
a bad representation would largely influence results, regardless of the metric used. The
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Figure 2.4: The left column shows the reference image and the other two show simulation
models. The bottom row is the binary representation of the images on the top. The MSE
Bin is the mean square error, calculated using the binary representation (bottom row).
binary representation of the reference image (left) is noisy and fails to capture the shape
of the anomaly (the bottom anomaly is partially missing). The mean-squared error of the
binary images show a smaller distance between the reference and the simulation model
on the right. By visual analysis, it is possible to notice that the model on the right misses
most of the anomaly on the bottom of the image. This shows that the binary distances are
highly sensitive to the binary representations obtained. Those problems are also present
in ternary or methods that cluster the regions.
Other metrics, such as Hausdorff distance [14] and Local Dissimilarity Map [3], attempt
to capture the shape of the anomalies by providing a higher weight according to the
distance of one point to another in the reference image. In practice, it still depends on
the binary representation and it has a high sensitivity to isolated points. In Figure 2.5,
we show Local Dissimilarity Maps (Equation 2.3) and their difference (Equation 2.4),
calculated as described in Tillier et al. (2013) [39].







in which DT is the distance transform calculated for the binary images A and B.
The local dissimilarity map shows a value of zero when the two binary images match
and, if these do not match, the value will be proportional to the distance to the closest
pixel in the other image that match. In Figure 2.5, the LDM error fails to capture the
shape of the images because of isolated points, which occur frequently in binary images.
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Figure 2.5: Example of Local Dissimilarity Map that gives a higher error to the model
that is visually more similar because of sparse points.
After pondering about all problems discussed thus far, in this work, we introduce three
methods to compare the 4D seismic and simulation models that do not require them to
be in the same domain and that do not lose information about the intensities of the
maps. The first approach is a pixel-based approach based on statistical normalization
method to convert maps in different domains to a common magnitude, maintaining the
same distribution. The second and third approaches are based on Deep Learning, using
Convolutional Neural Networks (CNNs), to perform these tasks.
Additionally, we discuss how the training and testing datasets can be generated and




In the first part of this chapter, we present an overview of how we tackled the problem,
then we describe the three proposed methods. The second section describes the first
method, which is a statistical method, and the remaining sections focus on the two CNN
methods and all steps involved in generating the dataset and training the models.
3.1 Overview
To properly use the 4D seismic data in the history-matching task, we need to find a
distance function d(.) to measure the mismatch between the reference seismic observation
Sref and a simulation model M . Moreover, this function needs to enable us to compare
two simulation models based on the reference. An appropriate function d(.) should give
a smaller mismatch between a model that characterizes the reference (M1) than a model
that fails to characterize it (M2).
d(Sref ,M1) < d(Sref ,M2) (3.1)
Our goal is to determine this d(.) function to find models that better match the
observed seismic (small distance d(.) to Sref ). However, seismic and simulated reservoir
data have distinct domains. Usually, a function g(.) is applied to convert the maps to
the same domain where the images can be properly compared. Therefore, our goal is to
find distance functions d(.) and transformation functions g(.) that enable us to obtain
smaller distance between observed seismic values and simulation models that are good
characterizations of it than between observed seismic values and models that are not
good characterizations of it. That is, we aim to find d(.) and g(.) such that,
d(g(Sref ), g(M1)) < d(g(Sref ), g(M2)), (3.2)
assuming that M1 is a better representation of Sref than M2 .
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3.2 Method 1 - Normalization by Statistical
Standardization
Traditional pixel-based methods use generic distance functions as d(.), such as the mean-
squared error. These distance functions require both images to have values with similar
magnitudes to enable the pixel by pixel comparison. To obtain the images with similar
magnitudes, some sort of conversion is required. Different than traditional methods that
employ time consuming and uncertain conversions as g(.), we employ a simple and fast
normalization that is called statistical standardization.
This approach is analogous to the one using binary images: the values of maps in dif-
ferent domains (that measure different physical quantities) are transformed to values with
similar magnitude and no physical quantity, that can be compared. In the case of binary
images, the possible values are 1 or 0 according to a threshold while the standardized
images have values that indicate its deviation to all other values in the image.
The advantage of using the standard score instead of a binary threshold is that the
information about the distribution of pixel intensities is not lost. The standard score
transforms each original pixel value by subtracting the mean and dividing it by the stan-
dard deviation [28]. This normalization enables a fair comparison of two seismic images,
though initially in different domains (e.g., impedance and saturation), using a pixel-wise
approach.
The standard score, defined in Equation 3.3, is widely used in statistics to handle
distributions of distinct magnitudes. In Figure 3.1, we show the standard score works
in converting the images to a comparable range of values. The maps that had originally
different magnitudes (first row) have comparable magnitudes after the standardization
(last row). It is important to highlight that, similarly to binary and clustering methods,
this normalization will disregard any magnitude errors that exist in the initial images and
the similarity will be focused on the spatial differences. Moreover, the properties of the
two images being compared need to be related. In our reservoir, there is a strong direct
relationship between the impedance and the water saturation. In other reservoirs, this
might not be true. If the images have an inverse relationship, a prior step is required to
convert them to a direct relationship.




in which X is one of the images, µ is the mean of its values and σ is its standard deviation.
In our method, the value of Z is computed for each image individually, and then we
calculate the dissimilarity of two images by computing the mean square error (MSE),
described in Equation 2.1.
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Figure 3.1: Images in their original domains (first row), images in the same domain after
forward modeling (second row) and output of applying the standard score in the original
domains (third row). The image represents region 1 in time instant T2618 days.
3.3 Method 2 - Convolutional Neural Network (CNN)
for Selecting the Best Simulation Model
To compare 4D seismic images, we train a CNN to solve a simpler problem: given the 4D
seismic reference and two simulation models, find which of the simulation models better
represent the reference. We can apply the same idea for each possible pair and use it to
select the best or worst simulation models at any given point.
Our neural network receives three maps as input: two simulation models and one
observed seismic map used as a reference. Each map used is a 2D image and can be in
any domain. The neural network output is a value indicating if the first or the second
simulation model is better at representing the reservoir depicted in the observed seismic
map. The problem can be viewed as a classification task, in which the three images
concatenated are classified in two classes. The first class is selected if the first simulation
model is better than the second, otherwise, the second class is selected.{
1 if d(Sref ,Mi) < d(Sref ,Mj)
0 otherwise
, where Sref is the observed reference image and Mi and Mj are two candidate simulation
model images.
Using the examples given during the training phase, the network will learn a mapping
from the three images given as input to a single output value that tells which of the two
models is a better reference representation. In practice, our network outputs two values:
the first value is the probability of the first model being better than the second, and the
second value is the probability of the second model being better than the first. Both
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probabilities sum to one, and the model with greater probability is considered to be the
best model.
This approach enables the comparison of images based on the training data and it
does not require domain conversion. In the examples previously shown in Figures 3.6,
2.2 and 3.1 (top), we can identify the best model just by visual comparison, even if the
images have different magnitudes and have uncertainties. Thus, CNNs can use examples
provided by humans to learn a mapping function to capture those differences.
3.3.1 CNN Architecture
Both our proposed CNN solutions apply a similar CNN architecture. The CNN archi-
tecture we design follows some ideas of the VGG network [34] and it was chosen due
to its simple uniform architecture and the use of small filters. The original VGG uses
224× 224× 3-pixel images as input. As our images are much smaller, we chose to design
an architecture, preserving the uniformity of VGG, but with fewer layers and a smaller
input. A schema of the architecture we used is shown in Figure 3.2.
The images used as input in the network are colored images (RGB). We can think of
them as three images (one for each channel red, green and blue) that are concatenated in
the third dimension. In our problem we use 3-tuples (reference map and pair of candidate
simulation model maps) as input. We chose to represent our 3-tuple as a colored image
as a simple adaptation to enable the network — designed for classifying a single colored-
image — to classify a pair of maps given the reference. The size of our input was chosen
such that it could fit the sub-regions of simulation model maps without reducing their
size. In other words, the height and width of all sub-regions is smaller than 32. It is
important to note that the size of the input influences the training time and the number
of weights to be adjusted, so a small input size is preferred.
Figure 3.2: Schema of the CNN architecture we designed. The maps in the 3-tuple are
converted to a single 32 × 32 × 3 image, used as input to the network. In our CNN, all
convolutional filters have size (3,3) and max pooling has size (2,2). The first two Conv2D
layers use 32 filters and the last use 64 filters. All convolutional layers use l2 regularization
and batch normalization is used after each Conv2D + ReLU block.
As for the hyperparameters, we maintained the filter sizes and overall structure of
the VGG, however, we dropped the larger layers used in the original VGG and reduced
the size of others to match our input size. Each block of our network is composed of
two convolutional layers followed by max-pooling. The first two layers in the CNN we
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designed are convolutional layers with 32 filters each. These layers use 3 × 3 filters and
ReLU activations. After these two layers, a max pooling layer of size 2 × 2 was used to
reduce the size of the tensors to half. A dropout layer was also used to avoid overfitting.
Then, there are two other convolutional layers, also with 3 × 3 size filters and ReLU
activations, but now we use 64 filters each. After that we apply once more max pooling
with size 2× 2 and dropout regularization. At the end we add a fully-connected (dense)
layer of size 512 with ReLU activation, followed by another fully-connected layer of size
2 with softmax activation.
The output of our network are two values, p(A), which is the predicted probability of
model A being a better representation of the reference than model B, and p(B), which
is the probability of model B being a better representation than model A. The softmax
activation is used to normalize the values to 0-1, such that they can be interpreted as
probabilities. The last layer ensures that the output values are probabilities and p(A) =
1 − p(B). In order to decide which of the two model maps is better at representing the
reference, we simply select the one with the highest probability.
3.3.2 Converting 3-tuples to a single input
To generate the input to the network, the three maps are re-scaled to [0, 1] and values
outside the reservoir are set to zero. Then we resize each map to size 32 × 32 pixels
and concatenate them into a single 32 × 32 × 3-pixel image. In Figure 3.3 we show this
pre-processing step. It is important to note that resizing and re-scaling steps were used
to convert the maps, with raw impedance or saturation values, to the input format used
by the network, which are images with fixed size and limited range.
Figure 3.3: Pre-processing step to convert a 3-tuple (reference and candidate simulation
models A and B) to the input expected by the convolutional neural network. Each input
image representing a local region of the reservoir is resized to 32 × 32 pixels. Then the
three images are concatenated to form a single colored image (RGB).
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3.4 Method 3 - Three-way Convolutional Neural
Network
This section presents our second approach to compare 4D seismic data and reservoir
simulation models in different domains. In this approach our network learns to find
vector representations for the images that can be compared directly to obtain a distance.
We show how to model the comparison function as a convolutional neural network and
how to make it robust to domain changes through a 3-way network architecture modeling.
We end up by discussing some properties of the loss function used in the optimization
process adopted.
Usually, a function g(.) is applied to convert the maps to the same domain where
the images can be properly compared. We propose a workflow to learn this function g
— rather than using generic transformations — to find representation vectors that can







(g(A)i − g(B)i)2, (3.4)
where A and B are 2D images (or maps), obtained from either the 4D seismic observation
or from the numerical simulation models. Such maps are not necessarily in the same
domain. N stands for the length of the obtained feature vector.
In this approach, g(.) is a convolutional neural network that outputs a vector in RN ,
referred to as an embedding network. The three-way network architecture we use in the
training phase consists of three instances of g(.) and a loss function to evaluate the vectors
obtained based on the label provided.
The three images we use as input to our model during training are similar to the
ones used in the previous method: one reference (Sref ) and two candidate simulation
models (M1 and M2). The label indicates which of the two simulation models (M1 or
M2) best characterizes the reference, according to a human specialist. The loss function
compares the distances between the vector corresponding to the reference g(Sref ) and
the vectors corresponding to the simulation models g(M1) and g(M2). These distances
are dCNN(Sref ,M1) and dCNN(Sref ,M2). The loss function evaluates those distances and
penalizes the one whose distance constraint (Equation 3.2) is not satisfied. By minimizing
the loss value, we force the network to find a better g(.), such that it satisfies the constraint.
3.4.1 Defining the g(.) function as a Convolutional Neural Net-
work
Strictly speaking, a neural network can be defined as a non-linear function g(.) that maps
a set of inputs onto a set of outputs. In this method, we take as inputs the 2D maps,
from the 4D seismic and simulation results, and as outputs the representation of those
maps in the form of n-dimensional vectors. The network is trained to determine a proper
function that, when applied to the maps, returns the values of x ∈ Rn representing the
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main ‘visual’ features needed to convey the similarity between the maps. The vector x
is considered a ‘proper representation’ of the maps if, when we calculate the distance
between two vectors, it gives the ‘visual’ distance of the maps given as input.
Considering I as a 2D map used as input (either the reference Sref or one of the
simulation models M), also referred to as input image, we train a neural network g(.)
and adjust its weights, such that, when it receives I as an input, it outputs a proper
representation x of the input x = g(I). This representation should be such that, if two
maps Ia and Ib are visually similar — according to a specialist — the distance ||xa−xb|| =
||g(Ia)− g(Ib)|| between the representations of those maps should be close to zero.
Furthermore, we train such a network to find a representation regardless of the domain
where the maps/images were captured. Therefore, the same non-linear function g can
be applied to maps of different magnitudes. Consequently, the distance between the
seismic map and the numerical simulation maps can be compared without any inversion
or modeling.
As our inputs are images, one of the best ways to realize the g(.) function previously
described is through a convolutional neural network (CNN), a refinement over traditional
neural networks. The output of this CNN is a vector with the main features of the input
images. The advantage of this representation for the whole image is that it can be com-
pared directly using Euclidean distance (other distance metrics could be considered here
as well). We refer to this network as an embedding network, once it maps 2D inputs onto
1D vectors with a smaller dimension. Many recent works use pre-trained convolutional
networks to extract features to be used in different computer vision tasks [47]. A common
approach is to use the last layers of the VGG network as representation vectors for the
input images and then applying Euclidean distance to the feature vectors to obtain the
‘visual’ distances of images. For this method, we adapted the previous CNN architecture
(described in 3.3.1) to input a single image and to output a vector.
The embedding network we propose takes as an input a 32 × 32 × 1-pixel image
that corresponds to the input map. The output is a 256-dimension vector conveying the
representation vector that we want to learn. In Figure 3.4, we show the architecture of
the embedding network used to generate the representation vector given a map as input.
Figure 3.4: Detailed architecture of the Embedding Network we propose to output the
representation vector of the input image. This network is trained using the triplet archi-
tecture explained before, with shared weights. After the training, this network is used to
generate the representation vector of maps given as input.
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The CNN has two convolutional layers with 32 filters that use 3× 3 filters and ReLU
activations. These two layers are followed by a max-pooling layer of size 2 × 2 and a
dropout layer with a factor of 0.5. This initial block is repeated a second time, but using
64 filters. After these two blocks, we added a fully-connected layer of size 256, followed
by a sigmoid activation to output values in the range [0, 1]. This output vector of size
256 is called the representation vector of the input map.
3.4.2 Refining the g(.) function as a 3-way Convolutional Neural
Network Architecture
Just using one network (see Fig. 3.4) would allow us to obtain a reasonable g(.) function
to compare models. However, we aim at being capable of comparing models even if they
have different magnitudes. To this aim, we design a 3-way network (also referred to as
a triplet network) as an extension to the classical Siamese network to also consider a
reference image as input. This type of adaptation was first described in [43] and [13] for
content-based image retrieval tasks.
Figure 3.5: 3-way Network proposed to learn the representations. The network receives, as
input, labeled 3-tuples (Sref ,M1,M2), in which Sref is the seismic reference andM1 is the
model chosen by the user. The network produces one representation vector for each map
in the tuple (xref , x1, x2). All three networks are feature extractors that share the same
weights. The selected loss function forces the representation vectors of the simulation
model selected as the best (x1) and reference (xref ) to be minimized, and maximizes the
distance between the representation vectors of the simulation model that was not selected
(x2) and reference (xref ).
The 3-way architecture we propose is used to train the final solution to approximate
the g(.) function that we use as a representation of the input images. Figure 3.5 depicts
the network architecture. The triplet network architecture is fed with samples containing
a reference image Sref , and two simulation models M1 and M2. We used the seismic
map as the reference, and the simulation model selected as best in the labeling process
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is considered to be M1, while M2 is the other model. The seismic image is used in the
impedance domain and the simulation models in the water saturation domain.
Each image is the input to one of the branches that are instances of the embedding
network. Each embedding network in the 3-way network modeling is the CNN described
in Sec. 3.4.1. Each branch extracts features from the input images and produces an output
vector x. Then, the euclidean distance is computed between each simulation model vector
(x1 and x2) and the reference vector xref . After that, a loss function is computed to verify
if the euclidean distances of the representation vectors agree with the choice made by the
specialists.
We seek a solution that will find a representation common for both observed maps and
simulated maps, which measure different physical properties. As we mentioned before,
the three sub-networks we adopt are the same network, described in Figure 3.4, and they
share the same weights. The rationale here is that by repeating the same network weights
on different domain inputs, we force the 3-way network to disregard domain differences
— and this is key for our approach’s success. Thus, the final representation found will
contain features that occur in any of the domains. In this way, we also guarantee that we
have a single function g that is the same for the reference and simulation models.
After minimizing the loss function uniting the three networks, the three embedding
networks have the same weights, and we can choose any of them to be our final g(.)
function to generate the representation vectors. In Section 3.4.1, we discuss more details
of the embedding network used, and in Section 3.4.3, we discuss how to combine these
networks using a loss function.
3.4.3 Loss Function
During the training of the neural network, an optimization algorithm is used to minimize
a loss function. The loss indicates the error of the current neural network model and is
used to adjust the weights. In our problem, the loss function value should represent the
quality of the representation vectors obtained.
In Figure 3.6, we illustrate a simple example of how the loss minimization guides the
neural network model to find proper representation vectors for the maps. In the example,
we consider two-dimensional representations and a total of three simulation models and
one reference. The square represents the reference’s vector and the circles, the simulation
models’ vectors. The numbers indicate the quality of each simulation model. The circles
numbered as ‘1’, ‘2’ and ‘3’ indicate the representation vectors of the best, second best and
worst simulation models, respectively. The arrows indicate the distance of the vectors.
In the left example, we have the worst representation vectors and the highest loss, as the
circles numbered ‘2’ and ‘3’ — corresponding to the worst simulation models — are closer
to the reference than circle numbered ‘1’. In the example in the middle, the loss is smaller
than the previous one, as the circle ‘1’ is now closer to the reference, but the circle ‘3’ is
still closer to the reference than the one numbered with ‘2’. In the example on the right,
we have the smallest loss, as the circle ‘1’ is closer to the reference than the circle ‘2’,
which is closer than the ‘3’.
The loss function we used is shown in Equation 3.5, and it relies upon a triplet loss
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Figure 3.6: Illustration of the representation vectors in two-dimensional space in a simple
example. The square is the reference representation xref , and the numbered circles are the
representations of three simulation models. The circle numbered ‘1’ is the representation
of the simulation model chosen as best by the human specialist, the circle ‘2’ is an example
of a map that is worse than ‘1’, but better than ‘3’, which in turn corresponds to the worst
simulation model. During training, the loss is minimized, and the distance between the
representation vector corresponding to circle ‘1’ model and reference is reduced, while the




max(0, α + ||xref − x1|| − ||xref − x2||) (3.5)
The value of α is used to define the margin difference that should exist between the
distance of the selected model and the reference and the distance of the other model and
the reference.
||xref − x2|| − ||xref − x1|| ≥ α (3.6)
With the loss described in Equation 3.5, we force the network to learn a representation
for the models according to the answer given by human annotations, i.e., we force the
model to learn a representation x of the models that, when used to calculate the distances,
outputs a smaller distance between the reference and the simulation model selected by
the user than between the reference and the other model. If the difference between those
two distances is higher than a margin of α, the loss is zero. On the other hand, if the
difference does not surpass the margin, the weights of the network are adjusted in order
to find a better representation that yields a smaller loss.
3.5 Dataset Generation
To train the proposed solutions, we need labels to guide the neural network in the training
phase. However, we were not able to find any labeled dataset suitable for training a neural
network model for our problem, or any related dataset with information regarding the
matching of models with the 4D seismic data. Therefore, we decided to annotate the
examples ourselves. This section describes the process to generate the 3-tuples that were
used to train methods 2 and 3 and also to evaluate and compare different approaches.
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3.5.1 UNISIM-I Dataset
We adopt a benchmark called UNISIM-I1 to test all methods. The benchmark comprises a
high-resolution reference model called UNISIM-I-R and other derivative uncertain models
that mimic real field situations. The benchmark is based on a real field (Namorado Field,
Campos Basin, Brazil) built using publicly available data [2].
We used a set of realistic high-resolution (234× 326) ∆IP maps as the “observed” 4D
seismic data that we use as a reference. These maps were generated for five production
instants. Using the first instant as the base, we calculated four time-lapse difference
maps: T1, T2, T3, and T4 for instants 2618, 3287, 3652, and 4018 days. All these ∆IP
maps were extracted from the results of seismic inversion applied to the synthetic seismic
amplitudes generated from the reference model. A better description of the 4D seismic
data generation is found in [7, 36].
To generate the simulation reservoir models, we used the UNISIM-I-H benchmark case
that is a set of uncertain models built for production history-matching studies. We used
500 numerical simulation models that were simulated until 4018 days of production. We
captured the maps for water saturation in the same five instants of the seismic surveys
and obtained the four time-lapse difference maps using the first instant as the base. The
numerical model maps have 58× 81 cells.
Moreover, each map was divided into sub-regions that highlight a particular anomaly.
In Figure 3.7, we show the seismic map for time instant T2 (3287 days). On the right, we
show one of the simulation models at the same time instant.
Figure 3.7: Example of images obtained from the benchmark. The left image is the
reference in the impedance domain (∆IP [m/s× g/cm3]) while the other image is in the
water saturation domain (∆Sw [dimensionless]).
3.5.2 Local Regions
The 4DS data we used present multiple isolated anomalies (see Fig. 3.7), complicating a
global comparison and evaluation of the results. Different specialists might give different
1https://www.unisim.cepetro.unicamp.br/benchmarks/en/unisim-i/overview
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importance to each anomaly, which makes it challenging to obtain a single overall eval-
uation. For this reason, we further divided the reservoir into sub-regions with only one
or a few anomalies to be annotated at each time. This process eased the annotation task
and helped increase the amount of data for training, as each sub-region is considered a
‘separate’ reservoir.
A suitable method to divide the regions depends on the problem and reservoir being
studied. This can even be done manually, as it would need to be done only once. However,
we used an automatic approach to obtain a single anomaly per region. In our approach,
the main anomalies were identified using the Otsu threshold [25]. This threshold is an
adaptive threshold used to obtain a binary image that separates the foreground (anomaly)
from the background (non-anomalies). After that, adjacent pixels were grouped and used
as a seed to the watershed flooding algorithm [4]. The watershed algorithm is used to
segment the image and separate each anomaly in a different region.
An example of the separation of the reservoir in local regions using the method de-
scribed previously is shown in Figure 3.8.
Figure 3.8: Method used to split the reservoir into regions, applied to the seismic data
(left). First, the main anomalies are identified using the binary image (center) and then
each anomaly identified is used as a seed for the watershed flooding algorithm, to find the
boundaries for each region (right).
In our work, both training and evaluation of methods were performed considering
those local regions. By focusing on a particular region and anomaly, we observed that the
specialists could agree more on their evaluations. This enabled us to generate reliable test
and training sets. Moreover, as secondary effect, the use of local regions also increases
the number of images and reduces their size. Given that we have data from a single
reservoir, considering each local region as a separate reservoir increased the variability in
our data, which helps both to support our evaluation and to add more samples to train
the CNN-based methods.
3.5.3 Generating 3-Tuples for Annotation
The labeling process consisted of showing specialists three images each time (3-tuple): the
reference and a pair of simulation models. The three images represent only a particular
sub-region of the reservoir each time. The specialists had to choose the simulation model
that was a better characterization of the reference or choose ‘Not Sure,’ indicating that
both simulation models have comparable quality.
However, we noticed that most pairs of simulation models shown to specialists were
very similar to each other and very dissimilar to the reference, thus producing many ‘Not
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sure’ answers. In order to avoid labeling difficult cases, we grouped near-duplicate images
and considered them as a single image. The approach we used was based on the weakly
supervision technique described in [27], in which similar images with unknown label are
clustered in small groups and the human is asked to label a group of images instead of a
single image. The main idea is that most images in the same cluster will have the same
label, and the human will be able to label them all in a single step, thus reducing human
interactions. This approach is considered to be weakly supervised, since the cluster is
compared as a whole, instead of each individual image, which could lead to some tuples
with wrong labels.
In our problem, we clustered the simulation model images using the mean squared
error, and obtain at least an initial set of 3-tuples that can be labeled by the specialist. A
low mean-squared error indicates that the maps are similar. We observed that the mean-
squared error, although not adequate to compare maps that have different magnitudes,
was effective in detecting simulation model maps that are near-duplicates.
In Figure 3.9, there is an example of the first step, in which the clusters with near-
duplicate examples have k = 5 images each.
Figure 3.9: Example of clusters obtained in the first step. Each cluster contains five
simulation models that are similar to each other according to MSE. In this step the
specialist selects the cluster with most similar images to the reference. Cluster 2 was
selected because it is preferable over cluster 1.
When one cluster has simulation models that characterize the reference better than
the other (e.g. Figure 3.9), we generate 3-tuples with the reference image, one of the
images from the good cluster and the other from the bad cluster, totaling 52 examples
with a known label that were added to our ‘possible examples’ data set.
At the end, we are left with more than a thousand tuples, for different regions and
times that can be effectively labeled by the human annotator.
3.5.4 Labeling Webapp
A labeling application was developed to help in the annotation process. This application
was used to label the examples generated in the first step. In Figure 3.10, we show a
screenshot of this web application.
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Figure 3.10: Web application used for labeling the training and test sets. Three images
are shown to the user, the reference and two simulation model results. The user can click
on the best simulation model, or click ‘Not Sure’ if he is unsure.
The application shows to the user one of the 3-tuples for labeling. The user can select
the simulation model that best characterizes the reference by clicking on it. If the user
is unsure, he has the option to click ‘Not Sure’ to skip the tuple. A demo version of the
application can be accessed in the url https://webapp-reservoir.herokuapp.com/.
3.5.5 Training Set
To generate the training set, we verified the ‘possible tuples’, one by one, and only those
in which the human annotator is certain are kept for the training data. The annotation
phase becomes a simple step, requiring only a confirmation of the tuples generated in
the previous step. However, it is time consuming and requires looking at hundreds or
thousands of tuples and annotating them. Ideally, this step should be done by one or
more specialists so as to obtain high-quality training data and to avoid bias, however, we
used only a single human annotator to generate the training data.
3.5.6 Test Set (Ground Truth)
To evaluate our methods, we generated a ground truth with the expected (annotated)
answers from specialists. This ground truth is similar to the training data and is composed
of tuples with a label indicating which model is best. The ground truth is unused to train
the network, but it is used to evaluate and compare our proposed strategies with other
methods in the literature. The tuples in the ground truth have higher quality, as they
were labeled by multiple users using the web application, and only the labels, in which




The experiments and results are divided into two separate sections. The first part de-
scribes the experiments and results of methods 1 and 2, while the second part describes
the experiments and results related to the third proposed method. Each section composes
the experiments and results of one of the two papers discussed in this dissertation.
4.1 Experiments Standardization and Classification
CNN
This section describes experiments comparing the first and second proposed methods.
The first method is the normalization by statistical standardization and the second is the
CNN for selecting the best simulation model as a classification problem.
4.1.1 Training Method 2
To train the CNN, a total of 1280 examples were used. These examples were obtained
using the methodology described in Section 3.5.5. The training set was divided using a
80-20 train-test split.
In Figure 4.1 we plot the learning curves during training. We observe an accuracy of
90% after around 20 epochs and it reaches 95% between 30 and 40 epochs. After that,
the accuracy stabilizes. The train and test curves have no large gap between them, and
there is no sign of overfitting. This indicates that the number of samples used in our
training set is sufficient for the network to generalize the results.. We observed important
improvements by using dropout layers and l2 regularization.
Overall, the training step was not time consuming. Because flow-simulation model-
ing is a time-consuming process, the simulation models are up-scaled and the resulting
simulation models used as input to our problem are not large. Moreover, as described in
Section 3.5.2, our reservoir is composed of multiple anomalies and we divided the original
image in smaller local regions. This reduced even more the input. In comparison to most
recent applications in deep learning, our input size and the number training samples can
be considered small. Therefore, no special hardware was required and the training phase
can be performed in a single multi core CPU. We trained the model in a few hours using
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an Intel R© CoreTM m3-7Y30 CPU 2.60GHz processor and 8GB RAM.
Figure 4.1: Learning curves showing the accuracy and loss in the train and test sets during
50 epochs.
4.1.2 Ground-truth evaluation
In the ground truth, we asked three specialists, who have previously worked with the
UNISIM-I benchmark, to evaluate the 200 tuples using the web application. We added
to the ground truth the cases in which at least two out of the three answers selected the
same simulation model. From the 200 initial tuples, we were left with 164 examples in
which there was agreement between the specialists.
The 164 tuples in the ground truth were used to evaluate different methods and the
expected answer was used to verify if the method selected the correct map. In Figure
4.2, we show the percentage of the 164 tuples that the method selected the same model
selected by the specialists. We considered two scenarios: the first considers both the
reference and the simulation models in the same domain, as impedance variations (∆IP ),
derived through modeling. The second uses different domains, which are impedance and
water saturation variations (∆IP and ∆Sw).
When using the proposed CNN Model, the input is the reference and the pair of
simulation models to be evaluated in the same or different domain. The prediction of
the network is compared with the expected answer of the specialists, and the percentage
of correct answers are shown. For the other methods, the error between the reference
and the least similar simulation model and between the reference and the most similar
simulation model are calculated. The examples in which the method has given a smaller
error to the good simulation model are considered as correct answers and the percentage
of such answers is shown.
In Figure 4.2 (left), the results of using the MSE directly in the maps after the model-
ing were misleading. After the adjustment in the range of values, using min-max normal-
ization or standardization, for example, the results improve significantly. In Figure 4.2
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Figure 4.2: Percentage of ground-truth examples selected correctly by different methods.
In the left image, forward modeling was applied to convert both maps to the same physical
property (∆IP maps were used). In the right image, the maps of different physical
properties were compared (∆IP and ∆Sw). “CNN Model” outperforms the best method
in the literature by 9 percentage points in both cases while “MSE Std” does so with 1 to
4 percentage points.
(right), we notice good results by simply adjusting the range of values. In fact, the accu-
racy of the methods that work for a different range of values was close in both scenarios.
This indicates that there were no significant improvements when using forward modeling
to convert domains.
By comparing the accuracy of different methods in Figure 4.2, we can see that the
“Proposed CNN Model” was able to select the best simulation model in more than 90% of
the examples. In addition, the results obtained using “Proposed MSE Std” show greater
accuracy than using MSE Binary, LDM or MSE Min-Max, all of which performed simi-
larly.
4.1.3 Qualitative Analysis: Best × Worst Models
In this section, we show the best and worst models selected using each method. We limit
our analysis to a single region in time instant 2618 days. In general, the best models
selected are more similar to the reference when compared to the worst models selected
(e.g., the 5 models at the top are better than the ones at the bottom of the rank in Figure
4.3). However it is hard to compare if the best or worst models selected using one method
are better or worse than the ones selected using a different method, as each approach
compares the seismic images differently. Most regions have multiple anomalies, and this
makes it even harder to evaluate and compare the output of different methods. Still, this
analysis enables the identification of trends when using each method. The region selected
for the analysis has only a single anomaly to simplify the comparison.
In Figure 4.3, some of the best models selected using traditional methods have very
different shapes than the reference shape, in particular models selected by the binary
methods, such as model 483 (Figs. 4.3b and 4.3c), 34 (Fig. 4.3c) and 209 (Fig. 4.3c).




(c) Local Dissimilarity Map
(d) Proposed MSE Standardized
(e) Proposed CNN Model
Figure 4.3: Top 5 (best) and Bottom 5 (worst) models for time 2618 days, region 6. The
first column shows the reference map and the others show the selected models using each
method for each particular position of the rank. In red are the models that are either too
similar to the reference to be in the worst positions, or far too different to be placed on
the top positions. In green we highlight the top models using our proposed approaches.
worst models of the binary approaches. If we look at Figure 4.3, some of the worst
models selected using the binary and traditional methods are actually comparable to the
best models selected using the same methods. This is particularly true for models selected
using the LDM and also MSE Binary to a lesser degree. Examples of such models are:
435 (Fig. 4.3a), 454, 83 and 250 (Fig. 4.3c), which are visually similar to the top models
selected using the same methods. The models 342, 91 (Fig. 4.3b) are also examples of
models selected as worst, but that have similar characteristics to model 426, which was
selected as best. In the ranking of our proposed methods shown in Figures 4.3d and 4.3e,
we see that the top 5 models selected are all similar to the reference and the bottom 5
models in the rank are all bad characterizations of the reference. Moreover, we see more
consistency in our methods, and the models selected as worst have noticeable difference
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compared to the ones selected as best.
4.1.4 Data Assimilation Example
In this section, we show how the methods to compare the 4D seismic can be used as
a source of valuable information to improve the final models obtained, which are used
for forecasting. To apply our methods in the data assimilation phase, and to perform
a forecast analysis, a second set of models was employed to evaluate the methodology
efficacy to select the scenarios with the lowest deviation. The scenarios of this dataset
are the result of an iterative data assimilation process [1], which assimilated exclusively
the well production historical data to constrain the uncertainties. For this analysis, we
use the final models obtained up to 4018 days and then filter the best models according
to different methods.
Initially, 500 scenarios were generated, combining the main uncertainties evaluated.
Based on the deviations measured in the production data, the uncertainties were updated
and a new group of 500 scenarios was generated. This cyclical process ends when the
deviations measured achieve results inside the acceptance range. More details about the
data assimilation process can be found on [1]. As a comparison criterion, we only employ
the initial and final iteration of this assimilation.
We use the 500 models resulting from the final iteration of the history matching,
matched using well data up to time instant (T4) of 4018 days. Our analysis is limited
to a single region and to the wells within this region. The region and wells selected are
shown in Figure 4.4.
Figure 4.4: Reference observed in time 4018 days. Region 4 is highlighted, which contains
producer well PROD005 and the injector well INJ005.
We selected the 50 best models (top 10%) using different methods and compare their
forecasting ability with the true values. In Figure 4.5, we show the behavior of the best
models selected by each seismic-match method in the oil production forecast for well
PROD005 and water injection for well INJ005, respectively. It is possible to observe that
the models that match the seismic for region 4 also have curves closer to the reference
curve of oil cumulative production for the producer well PROD005, in that region. Also,
the CNN model selected models closer to the reference curve when compared to the other
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methods. With respect to INJ005, the same models do not seem to have better forecasting
ability for water cumulative injection curves.
Nevertheless, if we combine (a) the models with the best match for well data, with
(b) the models that better characterize the seismic, we should expect a better forecasting
ability. In Figure 4.6, we show the models with the best match using well data (Figs.
‘a’, ‘c’ and ‘e’) and compare with those models that present the best match for well and
4D seismic data simultaneously (Figs. ‘b’, ‘d’ and ‘f’). As shown in Figures 4.6b, 4.6f
and 4.6d, the combination of rankings is better or equivalent to using only well data. To
combine the rankings, we generated two rankings of models: the first considers the best
match of well history data and the second considers the best match according to the CNN
method. Then, we averaged positions of models in both ranks to obtain the final position
for that model. The idea is to consider the well-production data assimilation and the
seismic match assimilation as equally important in the combined rank. Other approaches
exist to combine the rankings [19], which yielded similar results.
In general, this type of analysis is insufficient to evaluate the quality of the methods
used to compare the seismic maps. Although it is expected that models that match well
and 4D seismic data should be more consistent, it is hard to guarantee that they will
provide better production forecast, as it is highly dependent on the history-matching
procedure applied as well as on the data used. Therefore, our evaluation methodology
using the ground-truth is still the most suitable way to directly evaluate the quality of a
given method to match the seismic maps. However, an important issue to observe here
is that the choice of the metric used to compare maps can yield different model ranks.
Those can interfere in the model updating procedure as well as in the selection of the best
model(s) to represent the field and take decisions.
4.2 Experiments Method 3
In this section, we discuss the experiments and results related to the three-way network
proposed. We labeled an extra set of 357 examples following the same approach described
in 3.5. In total, 1637 labeled tuples were used for training. We divided the 1637 labeled
tuples into two sets: training, with 1309 (80%) of the cases and validation, with 328 (20%)
of the 3-tuples.
In the test set, we asked another group of non-specialists to select the model that
best characterizes the reference, or ‘Not sure’ if they were unable to answer. The survey
considered only the participants that answered all 200 annotation tasks. With the previous
answers from specialists and non-specialists, we analyzed the inter-rater agreement among
the different groups before building the ground-truth set.
4.2.1 Inter-rater Agreement
To build our test set, we first analyzed the inter-rater agreement among different user
groups for the user annotations. The inter-rater agreement indicates the agreement among
different raters for the same task. We obtained answers from a total of 9 different people
from different backgrounds in a set of 200 3-tuples and compared their agreement.
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(a) MSE Min-Max (b) MSE Binary
(c) Local Dissimilarity Map (d) Proposed MSE Standardized (e) Proposed CNN Model
(f) MSE Min-Max (g) MSE Binary
(h) Local Dissimilarity Map (i) Proposed MSE Standardized (j) Proposed CNN Model
Figure 4.5: Cumulative Oil and Water Injection Curves related to producer PROD005
(first row) and injector INJ005 (second row), respectively. The black curve is the true
result and the gray curves are the forecast given by the 500 numerical models. The green
curves highlight the 50 best models according to each method, selected by calculating the
similarity to the last seismic map observed (4018 days) for the region where the wells are
located (region 4). The red dashed line shows the end of history and the start of forecast.
The blue line shows the forecast uncertainty range of the selected models in time 8000
days.
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(a) Match using well data (b) Match combining rankings of well
and CNN method
(c) Match using well data (d) Match combining rankings of well
and CNN method
(e) Match using well data (f) Match combining rankings of well
and CNN method
Figure 4.6: Comparison of results using only match of well data up to time instant 4018
days (left column) versus using a combination of matching well data together with 4D
seismic data (right column). The seismic match considered region 4 and used the Proposed
CNN Model. The 50 best models selected by each approach are in green. The red dashed
line shows the end of history and the start of forecasting. The blue line shows the forecast
uncertainty range of the selected models in time 8000 days.
We used the Krippendorff’s alpha [12, 16] to measure the agreement among multiple
users. We adopted the Krippendorff’s alpha measure because of its ability to handle
missing data (‘Not sure’ answers) and more than two raters. The alpha coefficient ranges
from [−1, 1], in which 1 indicates perfect agreement, 0 indicates random agreement, and
-1 indicates complete disagreement.
Figure 4.7 shows the results of the agreement among all nine participants and their
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breakdown into three different groups, with three users each, according to their prior
understanding of the problem in hand. The first group included the three users most
familiar with the problem, participated actively in previous surveys, and contributed
to feedback during the web application development. The second group included users
aware of the problem but only participated in the final version of the app. The third group
included users that have never heard of the problem and have little to no knowledge in
geophysics or petroleum engineering.
The three groups used the same web application and received the same instructions to
answer the questions. The main difference was that the users in the first group participated
in previous surveys and provided feedback, the ones in the second group listened to
presentations about the topic and were aware of the problem, and the third group had no
prior knowledge of the problem.
Figure 4.7: Inter-rater agreement calculated using the Krippendorff’s alpha [16] consid-
ering the answers of users in different groups. The first bar shows the agreement of
all participants; “Group 1” considers the three participants most familiar with the task;
“Group 2” considers three participants with some prior knowledge of the task; and “Group
3” contains the remaining users with no previous knowledge of the task.
In Figure 4.7, it is possible to observe that, as the user understanding of the problem
increases, the inter-rater agreement for the group also increases. Participants in the third
group, who were asked to compare the images without any previous introduction of the
problem, were very uncertain and had a poor inter-rater agreement. With at least an
understanding of the problem in hand, the second group had an average agreement. The
highest agreement was among users in the first group, who participated in previous surveys
and have given suggestions to improve the web application. This finding indicates that
training users to label the images reduces the amount of noise in the labeled data, which
increases the reliability of the labels.
48
4.2.2 Evaluation
For evaluating our method, we aimed at adopting a much more complete and confident set.
Therefore, we decided to adopt as test data only the answers from “Group 1” (Sec. 3.5) —
group with the highest inter-rater agreement — to have the least noise in the evaluation as
possible. Moreover, we considered as correct answers the ones in which at least two out of
the three users in the group selected the same model as the best one. Using this approach,
we discarded 17 tuples with ambiguous answers, for which the users were not sure of their
answers or disagreed. Hence, our “test data” used in all further analysis considers the 183
answers in which at least two out of the three users in “Group 1” agreed. Therefore, the
test set we adopt comprises 183 examples of 3-tuples.
We evaluate our method and compare it with three typical approaches in the prior
art. Using our test set of 183 examples of 3-tuples discussed previously, we calculated
the distances between the two simulation models and reference maps in each sample and
then counted the number of examples in which the method agrees with the label given by
the users. A correct answer is considered if the method being evaluated has the smallest
distance for the model labeled as the best one compared to the other model.
The first method to which we compared our results is the least-squares error applied
to binary maps, described in [15, 23]. The second method is a variation that combines
two binary maps, one for positive signals and another for negative signals, in a ternary
image [−1, 0, 1], similar to what was proposed in [22]. In the third method, binary images
are used, but the distance is calculated with local dissimilarity maps, described in [39, 6].
For our method, we used Equation 3.2, in which g is the embedding network described
in Section 3.4.1. We trained the triplet network described in Section 3.4.2 and then
extracted the weights of the embedding network.
The results show that the use of learned representation vectors achieved a much higher
agreement than using generic distance metrics. In Figure 4.8, we observed that our method
outperformed other traditional approaches by a considerable rate.
We noticed examples in which the methods behave differently than what is expected
by the specialists. Moreover, we noticed that most of the errors of our methods were due
to noisy labels in the training dataset.
We observed that applying binary images for positive and negative signals may not
be the best approach for the ternary method. We noticed that many sub-regions in our
data show almost no negative signal, that was accentuated in the negative binary image.
Furthermore, traditional methods were affected more by the binary representation than
by the distance function used.
In Figure 4.9, we show five difficult examples in the test data. The examples show the
reference in the left column and the best and worst models (according to the specialists)
in the center and right columns. Similar to Figure 3.7, the reference is in the ∆IP domain
and the models in the ∆Sw domain. The examples are considered difficult if most of the
methods tested fail to give the correct answer. We observed that our method was able to
capture the shape similarities even when all other methods failed.
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Figure 4.8: Accuracy in test data (“ground-truth”) for different approaches. The accuracy
indicates the percentage of examples in which the method has chosen as the best simula-
tion model the same model selected by the specialists. The value 1.0 indicates a perfect
match, in which the best simulation model selected by the method is the same as the one
selected by the specialists in all 183 examples.
4.2.3 Influence of Training Data Size
To find the optimal number of training examples needed to obtain an accurate neural net-
work model, we analyzed the influence of the number of labeled examples in the accuracy
of the model. The model was trained from scratch multiple times, increasing the number
of training samples used to train. For each size of the training set, we trained the model
5 times and reported the mean and standard deviation. The same validation set was
used in all runs, and the model was trained for 40 epochs. The model with the highest
accuracy in the validation set was considered for each case. Ultimately, each model was
tested using the final test set of 183 answers from “Group 1” discussed previously, and we
report the mean and standard deviation in Figure 4.10.
It is possible to observe in Figure 4.10 that with more than 300 examples, the accuracy
of our method surpasses the traditional metrics that use binary images and its variations.
Moreover, the trend shows that above 1000 examples, the accuracy starts to converge at
around 90%.
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Figure 4.9: Five difficult examples in our test data. Each row is one tuple in the test
data, in which the image in the left is the reference, the middle image is the best model
according to specialists, and the right image is the worst model. For each of the examples,
we show the method that has given the correct answer.
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Conclusions and Future Work
We presented three approaches to compare 4D seismic and reservoir simulation data, as
images. We first discussed the use of standardization to normalize the maps to have similar
magnitudes using the statistical distribution of values. This method outperformed other
normalization-based methods, as well as binary, methods. We also discuss the effects
of converting domains using forward modeling and demonstrate that the quality of the
comparison is not diminished if maps in different physical properties are used.
Moreover, we presented two novel approaches to compare 4D seismic and simulated
maps as images, that are underpinned by deep learning. Using our two-step methodology
to generate training data, we were able to train the convolutional neural networks to com-
pare observed and simulated maps. With the first approach, using a classification network
to select the best model, we obtained more than 90% accuracy and with no indication
of overfitting. Our second CNN approach, that learns to find a proper representation
to match numerical reservoir models and 4D seismic data, also reached similar accuracy.
Using a three-way network and a triplet loss variant, we were able to obtain useful vector
representations for the input images that enabled us to achieve this high accuracy. The
vectors obtained enabled us to calculate the visual distance between numerical models
and 4DS observations in different domains by computing the mean-squared error of their
corresponding representation vectors.
Unlike traditional approaches that use a general-purpose metric, we show that it is
essential to design a specialized method capable of leveraging specialists’ knowledge as
input. In doing so, it is also possible to input such knowledge in such a way we force the
network to learn common representations across different domains. By using the images
in different domains in our training dataset, we trained networks that are capable of
comparing the images in those different domains.
We described the steps required for generating a labeled dataset that can be applied
to other reservoir fields. We point out obstacles when labeling the examples, which
might require iterations with users to reach an agreement, and provide some solutions.
We suggest an initial step to divide the problem into more straightforward problems (a
divide-to-conquer approach), which can be more easily annotated, either by focusing on a
single part of the problem. After we divided the reservoir into smaller regions and reduced
the possible labels to a simple binary choice, the users were able to label the examples
appropriately. By measuring the inter-rater agreement among different users, we were
53
able to quantify the confidence and quality of the specialists‘ answers. While we only
applied this analysis to the test-set examples, it could also be applied to the training set.
In addition, we showed that our proposed evaluation methodology using a ground-
truth of 3-tuples is capable of assessing the overall quality of each method used to com-
pare 4D seismic and simulation model maps. By examining the inter-rater agreement
among groups of specialists in a number of realistic scenarios, we were able to build re-
alistic scenarios with correct answer (ground-truth). This was used to compare different
methods directly. Using multiple realistic examples, we performed a quantitative analysis
and verified the best results using deep learning. Our CNN-based methods have agreed
with the specialists answers in around 90% of examples in our test. This show a great
improvement over other methods, that agree less than 80% of the cases. This result indi-
cates that CNN methods provide a higher agreement with the visual distance than other
methods, as observed by specialists.
The three proposed approaches have their advantages and disadvantages. The first
method that uses statistical standard normalization followed by a mean-squared error has
the advantage of being simple and easy to compute. Moreover, it can be easily adapted
from traditional approaches, as it simply require an extra step. It could also be applied
to 3D images without any extra step. The main disadvantage is that it uses the mean-
squared error that considers each individual pixel without its neighbors. This approach
is weaker to detect spatial differences and less robust to noise. The other two methods
we propose are better to compare spatial differences, and show better results in our
experiments. However, they require training data that consists of hundreds or thousands
of labeled examples to work well. Moreover, the labeling task becomes a limiting factor if
the input images start to have multiple anomalies or more than two dimensions. The two
CNN-based methods proposed use the same dataset consisting of 3-tuples (reference and
pair of simulation results). The main difference among the two methods is that the first
of them is a classification network that finds the best out of two methods while the other
learns to find a vector representation that can be compared and in which a distance can
actually be computed.
Finally, we also presented an example of how our methods can be integrated in the data
assimilation phase, in which we selected models with the highest 4DS match of a particular
region. We showed that the production forecast of visually similar models, for wells within
the region considered, were close to the actual production. Those examples attest the
importance of using seismic data to improve the forecasting ability of models. We also
presented a simple approach to combine seismic and well data during data assimilation,
by merging ranks, and showed that the forecasting was better using the combination of
values than using only well curves.
While our investigation is limited to a synthetic case, we believe our work could be
applied to other reservoirs in real cases. We provide an extensive discussion of the dataset
generation, annotation, training and evaluation, that can be extended to other domains,
as well as different fields. We performed our analysis locally, by dividing the reservoir in
sub-regions. In future work, the output of all wells and 4D seismic data of all sub-regions
could be combined in the data-assimilation process. A full integration of our methods in
the data assimilation phase could also be explored. Moreover, future work could explore
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the use of other properties (such as amplitude or gas saturation), or even combine multiple
properties and use them as input to the network. Another line of work could explore the
quality of the training data. The same rigorous analysis that we applied for the test data
could be applied to all training tuples. This would increase the quality of training data
and could potentially improve the accuracy of the methods.
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