This work covers methodology of solving QCD evolution equation of the parton distribution using Markovian Monte Carlo (MMC) algorithms in a class of models ranging from DGLAP to CCFM. One of the purposes of the above MMCs is to test the other more sophisticated Monte Carlo programs, the so-called Constrained Monte Carlo (CMC) programs, which will be used as a building block in the parton shower MC. This is why the mapping of the evolution variables (eikonal variable and evolution time) into four-momenta is also defined and tested. The evolution time is identified with the rapidity variable of the emitted parton. The presented MMCs are tested independently, with ∼ 0.1% precision, against the non-MC program APCheb especially devised for this purpose.
Introduction
The problem of solving numerically the so-called evolution equations of the parton distribution functions (PDFs) in quantum Chromodynamics (QCD) is revisited again and again in all effort of providing more precise perturbative QCD predictions for the experiments in the Large Hadron Collider (LHC) and other hadron colliders (e.g. Tevatron). In this work we intend to present a methodology of solving QCD evolution equations using Monte Carlo techniques for several types of the evolutions, the resulting numerical results, including the comparisons with other non-MC numerical methods.
Two decades ago, when first attempts of solving numerically and precisely the evolution time dependence of the parton distribution functions (PDFs) according to the DGLAP [1] equations were made, it was unthinkable that the Monte Carlo techniques could be used for this purpose. It was simply because the computers were too slow by several orders of the magnitude. Instead, various faster techniques were developed, based mainly on dividing the evolution time into short periods and using discrete grid in xspace -they are presently still widely used. Nowdays, with much faster computers, it is perfectly feasible to solving numerically the QCD evolution equations with 3-4 digit precision for DGLAP and other types of evolutions, albeit it is still much slower than with other techniques.
One may therefore ask the following question: does the MC technique of solving QCD evolution equations have some advantages over other techniques which makes it worth to pursue in spite of its slowness? In our opinion the MC technique offers certain unique advantages. Let us mention the most important ones: Although numerical statistical error is usually bigger than for other methods, this error is very stable and robust, not prone to any effects related to finite grid or time slicing. Another advantage of the MC method is that for many types of partons one may solve the evolution equations for all parton types simultaneously, without the need of diagonalizing kernels, that is using PDFs in the basis of gluon, singlet quark and several types of the non-singlet quark components, and then recombining that back. Finally, the biggest potential advantage is that in the MC method one can devise mapping of the evolution time and other variables into fourmomenta, hence to set-up the starting point for constructing a more realistic treatment of the multiparton emission shower, thet is the so-called parton shower MC. Also, the extensions from orthodox DGLAP towards more complicated kernels/evolutions featuring small x resummations, such as CCFM [2] , can be treated with the MC techniques more easily than with other methods.
It should be stressed that this work is closely related with another work of ref. [3] . In fact the MC programs of this work are exploited in ref. [3] to test more complicated MC techniques of solving evolution equations. The main difference between this work and ref. [3] is that here we concentrate on the Markovian class of MC solutions, while ref. [3] elaborates on the class of non-Markovian techniques, in which the parton energy fraction x and its type f are constrained (predefined). The Markovian MC is better suited for the final-state parton cascade while the constrained MC of ref. [3] is better for the initial state cascade, for instance in hadron colliders (W /Z boson production).
Our paper is organized as follows: In Section 2 we present general form of evolution equations and their iterative solutions. In Section 3 we describe in detail three Markovian algorithms for solving these equations. Section 4 contains details on evolution kernels and form-factors. In Section 5 we give some remarks on Monte Carlo implementations of the above algorithms. Section 6 is devoted to the Chebyshev polynomials method of solving the evolution equations. In Section 7 we present our numerical results. Finally, Section 8 summerizes the paper.
General evolution equations
In this work we shall cover several types of the QCD evolution equations ranging from DGLAP [1] to CCFM [2] and their extensions. The generic evolution equation covering all types of QCD evolution of our interest reads
The parton distribution function (PDF) is D j (t, u), with x being the fraction of the hadron momentum 1 carried by the parton and j being the type (flavour) of the parton. The so called evolution time t = ln Q represents in QCD logarithm of the energy scale Q = µ determined by hard scattering process probing PDF. The case of the LL DGLAP case [1] is recovered with the following identification
where
is the lowest order DGLAP kernel. In the compact operator (matrix) notation eq. (1) reads
Given a known D(t 0 ) at the initial time t 0 , the formal solution at any later time t ≥ t 0 is provided by the time ordered exponential
The time-ordered exponential evolution operator reads
1 Or, equivalently, the fraction of the eikonal "plus" variable. 2 Here and in the following we adopt the following conventions
The inverse ordering will be similarly denoted with
where (I) f 2 ,f 1 (x 2 , x 1 ) ≡ δ f 2 f 1 δ x 2 =x 1 and the multiplication of the operators is defined as follows
From now on we adopt the following notation 3 :
δ x=y = δ(x − y), θ y<x = 1 for y < x and θ y<x = 0 for y ≥ x.
In the case of the kernel split into two components, K(t) = K A (t)+K B (t), the solution of eq. (4) can be reorganized as follows
where G K B is the evolution operator of eq. (5) of the evolution with the kernel K B . Formal proof of identities in eq. (7) can be found in ref. [4] .
Resuming virtual corrections
Monte Carlo method cannot efficiently deal with the non-positive distributions, hence resummation of negative virtual part in the evolution kernel is a necessary preparatory step. It will be done with help of identity of eq. (7). We are going resum (negative) diagonal virtual part
At this point we do not need to be very specific about K R f f ′ (t, x, u) -we only remark that due to infrared (IR) singularity at x = u and f = f ′ it includes IR cut-off, typically u − x > ∆(x, u, t), causing K v to be also ∆-dependent. Thanks to diagonality of the kernel K V , the corresponding time-ordered exponential is easily calculable
Inserting the above in eq. (7) we obtain
More compact notation is obtained with the prescription
3 Similarly, we define θ z<y<x = θ z<y θ y<x .
Momentum sum rule
Evolution equations and their time ordered solutions do not require any assumptions about the normalization of PDFs and kernels. However, Markovian Monte Carlo methods are inherently based on the unitary normalization of the probability distributions (for the forward step). Hence, we concentrate on the evolution equations which are supplemented with some conservation rule, providing time-independent normalization condition. For DGLAP it is the momentum sum rule which is obeyed exactly and is exploited to this end (it can also be used for the CCFM class models). It will be also formulated in terms of the compact operator formalism. Let us define operator (vector)Ē acting from the left sideĒ
The momentum sum rule can be stated as the following time conservation law:
Inserting evolution equation one obtains immediately
The sufficient condition for the above to be true is the following property of the kernel
for any u and f . In particular we haveĒK V +ĒK R =0, from which we can derive immediately the virtual part of the kernel
FromĒK =0 also follows the following usefull identitȳ
which provides immediatelyĒD(t) =ĒD(t 0 ).
Markovianization
The aim is now to transform eq. (10) into a form better suited for the Monte Carlo evaluation, using Markovian algorithm. The basic problem is to show how to change the integration order from It is convenient not only to change the order of the t-integration but also to transpose simultaneously (temporarily) both sides of eq. (10)
In the next step we isolate the integration over t 1 , the outermost one,
Closer look into second line in the above equation reveals 5 that it represents again the time ordered evolution operatorḠ K (t, t 1 ) (with t 0 → t 1 ). We obtain thereforē
Transposition can be now removed and the integral over t 1 is pulled out
The above result can be also presented as an integral equation for the evolution operator
This can be inserted back into eq. (19) many times. The following example shows three levels of the nesting
It should be stressed that integration over t 1 is now the external one and in the MC it will be generated as a first one.
If the above nesting is continued to the level N + 1, then one may argue that the contribution from the term with G K (t, t N +1 ) for large N decreases like 1/N!, hence in the Markovian MC we may use the following formula "truncated" at large fixed N playing a role of a dummy technical parameter:
. . .
where the integration over t N +1 was consumed by δ t N+1 =t . The above identity will be instrumental in constructing MMC algorithm in the following section.
Markovian MC algorithms
For the Monte Carlo method one needs a (sum of) scalar multi-dimensional integral. For the straightforward Markovian algorithm we shall take the following multi-integral
The aim is to generate with the MC method all internal integration variables in the above equation. Then, the histogram of the variable x = x n and flavour type f = f n is evaluated in the high statistic MC run. Such a histogram is defined by means of inserting Dirac delta functions in the above multi-integral:
where n is the dimensionality of the integral in G K .
Basic formalism
As a warm-up exercise let us insert D(t) of eq. (20) intoĒD(t) and check how the identitȳ ED(t) =ĒD(t 0 ) is recovered through explicit integration over t 1
In the above the most essential was the use ofĒG K (t, t 1 ) =Ē in the first step, because it has allowed to decouple t 1 -integration from the integrations inside
was employed, then the evolution equation for G K V and finally G K V (t 0 , t 0 ) = I was also used. The decoupled inner integrations are explicitly present in the following iterative formulā
Again, we would like to stress that the order of the integration starting from t 1 and ending with t N is exactly the one which will be realized in the Markovian Monte Carlo algorithm.
Straightforward Markovian algorithm
In the Markovian MC we are going to generate t i , one after another, starting from t 1 until for certain n, 0 ≤ n ≤ N, t = t n+1 is reached 6 . For this to be feasible in the Markovian MC, we have to show with the same algebra as in eq. (27), that all integrals over t i are properly normalized to momentum fraction that the integration over t 1 decouples completely from all inner integrations over t 2 , ..., t N and, therefore, can be generated independently as a first variable in the MC algorithm.
In the MC generation, whenever δ t n+1 =t term is encountered for the first time, the real parton emission chain is terminated. More precisely, for all k > n one may formally define t k = t, but they are dummy (not used).
In ref. [5] it was stated, that every standard (classic) MC algorithm can be reduced to a superposition of only three elementary methods: mapping of variables, weightingrejecting and branching. As seen in Fig. 1 , where the above basic MMC algorithm is depicted using graphical notation of ref. [5] , it is indeed a superposition of branching and mapping -every box f i , x i typically includes more elementary methods (typically mappings and branchings).
What still remains is to define in a more detail the distribution of all three variables of t i , f i , x i of the single Markovian step after generating t i−1 , f i−1 , x i−1 in the preceding step:
Let us also show the above distribution in a form immediately suitable for the MC gen-
where virtual form-factor is evaluated using real emission kernels and split into contributions from various transition channels according to
Given an uniform random number r ∈ (0, 1), generation of t i is done by means of solving the equation
] is mapped into a single point t i = t, that is the point where the distribution proportional to δ t=t i resides. Flavour index f i is generated according to normalized discrete probability distribution
Finally, variable x i is generated according to the normalized integrand of dx i in eq. (29).
The above Markovian MC algorithm of Fig. 1 is completely standard and very well known. Practical problem is that the generation of t i , for more complicated kernels than in DGLAP case requires numerical evaluation and inversion of the form-factor Φ f i f i−1 (t i , t i−1 ). Generation of f i is always rather trivial. On the other hand, generation of x i can be also nontrivial. The above problems can be solved, at least partly, by more sophisticated versions of the Markovian MC, generally using MC weights, see next section. 
Weighted Markovian MC algorithms
In the simplest Markovian MC method with weighted events, which will be referred to as an internal loop MMC, the real emission kernel in the distribution used in the generation of x i is replaced by the simplified one K
Variables x i are generated according to normalized distribution
is also simpler than Φ. The above simplification is corrected by the MC weight
which is used in the local rejection loop, for every forward step separately, using uniform random number r: if r > w z i then generation of x i is repeated. In this method generation of t i is still done using the exact Sudakov form-factor Φ f i−1 (t i , t i−1 |x i−1 ). This type of MMC algorithm is shown schematically in Fig. 2 and it is essentially a particular realization of the basic algorithm of Fig. 1 . In the second method, which will be referred to as a global loop MMC the approximate form-factorΦ
is used for generation of both t i , f i and x i . Global correcting weight w is applied at the very end of the Markovian chain. However, the weight is not just w z i , but it can be deduced as follows. According to eq. (29) the normalized probability of the forward step (i − 1) → i reads
The desired distribution of all variables in MMC event with n emission is
However, in the actual global loop MMC method the distribution of these variables (before applying correcting MC weight) is the followinḡ
where barring means substitution of exact kernels and form-factors with the approximate ones: K →K, Φ →Φ. Global correcting MC weight is, therefore, just the usual ratio of the exact and approximate distributions The above weight is tested against the random number after the entire MC event generation is completed, see the external return loop in Fig. 3 . Note that, although approximate form-factorΦ f i−1 (t i , t i−1 ) and its inverse is used here for generation of t i , the exact form-factor is still needed to calculate the global weight 8 . Finally, we are going to derive the third method which will be referred to as MMC with pseudo-emissions. This method is also known in the literature under the name of the Markovian MC algorithm with veto or shortly veto algorithm. In this case we do the following modification of the evolution kernel
where K S f f (t, x) is positive and its magnitude is judiciously chosen as the integral difference of the exact kernel K R and the approximate kernelK R ≥ K R (typically the same as in the previous methods)
In this way we are artificially adding to the real emission kernel finite positive contributions, which represents real emission of a gluon with exactly zero momentum! This extra real emission is compensated immediately and exactly by enlarging negative virtual correction. Since the total evolution kernel remains unchanged,
the same time-ordered exponential solution remains valid, D(t) = G K (t, t 0 )D(t 0 ). However, the difference will occur when resumming virtual negative corrections, because we are now resumming the enlargedK V . The basic solution used as a starting point for MMC now reads
8 Note that in our older papers describing this method we were denoting T f =Φ f and
The momentum sum rule still holds and can be used to evaluate modified form-factor
Obviously, K S was adjusted such thatΦ f =Φ f holds. The immediate important gain is that simplified form-factorΦ f is used to generate t i , instead of more complicated Φ f . However, there is one more possible gain fromΦ f =Φ f in the algorithm of generating f i and x i . Due to K →K, the probability of choosing f i should bẽ
The next x i should be generated according toK
, including singular part proportional to δ x i =x i−1 δ f f ′ . However, generating x i and f i according to this distribution can be inconvenient and the following clever trick may be helpful. Let us consider for a moment the internal loop MMC algorithm withP f i = ∂ t iΦ f i f i−1 /∂ t iΦ f i−1 for which x i is generated according toK(x i , . . . ). Give uniform random number r, the fraction of MC events obeying r > w z i will be (∂ t iΦ f i−1 − ∂ t i Φ f i−1 )/∂ t iΦ f i−1 . Now, due to ∂ t iΦ f = ∂ t iΦ f this fraction happens to be exactly the same as the fraction of events (
One can therefore proceed almost exactly as in the internal loop MMC algorithm, that is generate f i according toP i and x i according to kernelK, and next, for events with r > w z i , instead of repeating generation of f i and x i for the same t i , one sets f i = f i−1 and x i = x i−1 (zero momentum real gluon!) and proceeds to generation of the next t i+1 . This completes description and derivation of the algorithm of MMC with pseudo-emissions. The advantage of this algorithm is that the numerical evaluation and inversion of the possibly complicated exact form-factor Φ f f ′ (t, t ′ |u) is not required -only the simplified versionΦ f f ′ (t, t ′ |u) is used. This type of MMC algorithm with pseudo-emissions is shown schematically in Fig. 4 .
Comparing to other derivations of the veto MMC, in our derivation we reduce veto MMC to the standard MMC without the need of repetition of the the explicit resummation of the contributions formḠs (which is typically done in the derivations of veto MMC in the literature). We believe that the proof presented here is both simpler and more rigorous.
Finally let us comment on one purely technical point. One may get false impression that the above algorithm with pseudo-emissions visualized in Fig. 4 cannot be reduced to a superposition of the three elementary methods of ref. [5] . In fact it can be done rather easily -the above algorithm is just a variant of the basic algorithm of Fig. 1 , in which the branch with W z < r representing emission of another type of real gluonḠ with exactly zero momentum is present.
Kernels and form-factors
Our main interest is in the CCFM-like evolution with the evolution time being rapidity and running coupling constant α S dependent on the transverse momentum of the emitted gluon. The LL DGLAP will be shown as a reference case, while another with rapidity ordering and z-dependent α S will be also discussed. as a useful intermediate case between CCFM and DGLAP. Running coupling constant
is taken in the LL approximation. All three types of evolution in this work are essentially the same as in ref. [3] , so we shall reduce to a minimum presentation of the corresponding three kernels and form-factors.
Kinematics
As already stressed we define explicit mapping of the evolution variables to four-momenta, because of possible applications in the parton shower MCs. It will be the same as in ref. [3] and is basically that of CCFM model [2] . We define k µ i to be the momenta of emitted partons, whereas q µ i denote the virtual partons along the emission tree. The initial hadron carries q + h = 2E h . For each emitted parton we define
Consequently, the transverse momentum of emitted massless parton reads
This suggests the convenient definition of the rapidity-based evolution time as
Now, the transverse momentum of the emitted parton (in units of 1 GeV) becomes:
Three types of kernels
In the following we are going to define matrix elements of the kernels
starting with the real emission part
, u) will be determined unambiguously by imposing momentum sum rule. It includes implicitly δ f f ′ δ x=u . We will use as a basic building block the real emission part of the LL DGLAP kernel. In order to facilitate numerical calculation it is decomposed as follows
(z = x/u), with the coefficients A f f and functions F f ′ f (z) defined in ref. [6] . Let us start with pure bremsstrahlung case, real emission part. Case (A): DGLAP LL is introduced here as a reference case:
where ǫ is infinitesimally small and z = x/u. Case (B): The argument in α S is (1 − z)q = (1 − z)e t = k T /u; as advocated in ref. [7] . For the IR cut-off we use ∆(t, u) = λue −t :
Case (C): The coupling constant α S depends on the transverse momentum k T = (u − x)e t , while for an IR cut-off we choose ∆(t, u) = ∆(t) = λe −t . The kernel reads:
The generalized kernels beyond the case of the pure bremsstrahlung, for the quarkgluon transitions, valid for all three cases X = A, B, C, we define as follows
where α S in the flavour changing elements have no z-or k(B):
is defined in Appendix of ref. [3] in terms of log functions. Two other components Φ b f and Φ c f are evaluated numerically for every MC event. This is feasible, provided one integration is performed analytically (typically that over v = ln(1 − z)) and second integration is done numerically, see ref. [3] for the details.
Discussion
In all three cased (A-C) the distributions of the single forward step (parton emission) are relatively simple -they are build out of LL DGLAP kernels and α S depending on t i z i or k T . The same distributions enter into form-factor of eq. (56). Practical problems in the MC implementations are not so much in the distribution shapes as in the kinematic limits. We shall therefore concentrate in the following on this subject. For this purpose we will draw the limits of the available phase space in the emission of several gluons in the two-dimensional Sudakov logarithmic plane parametrized with variables (k + , k − ) and (η, ln k T ) simultaneously. The same integration limits are used in the calculation of the form-factors. The translation from evolution times and lightcone variables, t i , x i , to rapidities and transverse momenta, (η i , ln k T i ), will be done using mapping of Section. (4.1) in all three cases (A-C) 10 . In in Fig. 5 we start with case (C). The total emission phase space has triangular shape and is limited by maximum rapidity (from right) minimum k T (from below) and conservation of lightcone plus variable, k It is now interesting to compare the phase-space limits in the Sudakov plane between the case (C) and the two other cases (A) and (B). The corresponding plots are shown in Fig. 6 . The main difference is in the shape of the lower infrared (IR) boundary of the emission phase space. In the case (A) of DGLAP it is at the same distance ln(1/ε) from the upper limit, hence rhomboid shapes with the variable widths and constant heights. In case (B) the IR limit in k T is lowered by the factor x i−1 which grows after every emission, hence we see the trapezoids with the lower boundary descending deeper and deeper into smaller k T . The above illustrates also why the construction of the MMC programs evolution type (B) served the role of an intermediate step on the way from DGLAP to CCFM.
Last not least, let us show kinematic limits in the extreme case of one z i → 0. This limit is treated in CCFM evolution better than in DGLAP, because CCFM in this limit coincides with the BFKL evolution [8] . Such a case is illustrated in Fig. 7 , where the second emitted gluon is very hard, that is with high k T , In fact larger than the scale of the hard process. (In this part of the phase space the non-Sudakov form-factor plays significant role.) The above kinematic region is properly included in the MMC case (C) and also in the CMC of ref. [3] . 
Monte Carlo implementations
Studies of the DGLAP evolution, case (A), using the Markovian MCs were already covered in refs. [9] [10] [11] in particular NLO case was extensively studied in ref. [6] . The main aim of these papers was to show that MC method, although slower, is equally precise and more versatile as compared to older non-MC techniques, for example grid method based QCDnum16 [12] . These MMCs were also used to test first examples of the constrained MCs [13, 14] for DGLAP-type evolution. The main advantage of MC method turns out to be very good and stable estimator of the error. The slowness of MMCs is mainly the problem in any attempt of fitting deep-inelastic ep data. Here, special pretabulation procedures are necessary, see refs. [15] . The above studies of the evolution type (A) using MMCs were fairly complete, hence there is no need to repeat them here.
As already said, we do not show/repeat in this work tests of MMC type (A) and we will limit numerical results to comparisons of MMC versus non-MC program APCheb [16] for evolutions class (B) and (C). It should be stressed that APCheb was originally working only for DGLAP and was upgraded to evolutions type (B) and (C) for the purpose of the tests with MMCs. Comparisons of MMC and CMC programs for evolutions type (B) and (C) were also done and have been presented in ref. [3] . In this way we have in our disposal three completely different programs (sometimes even four) which solve 6 Solving evolution equations with Chebyshev polynomials
In the previous section the Monte Carlo method for solving the evolution equations was presented. For the sake of the comparison, we are going to present an alternative method based on the expansion in the Chebyshev polynomials. We start from the general form (1) of the evolution equations
with the kernel (8) . The momentum sum rule (11) imposed on the parton distributions allows to determine the virtual part of the kernel (8) from the condition (14) . As a result, we arrive at the most general form of the evolution equations
with the upper integration limit given by
where j, k = 0, 1, . . . , (N − 1). The coefficients C 0 = N and C j≥1 = N/2. A function f (x) with x ∈ [a, b] can be approximated with the help of the specified set of Chebyshev polynomials in following way
where v 1 = 1/2, v n≥1 = 1 and y = y(x) is an arbitrary, invertible function which trans-
The coefficients c n of the expansion can be calculated from the orthogonality relation (75),
where . This observation is a starting point of the method of the solution of the evolution equations (72). We simply solve them at the Chebyshev nodes x = x k .
Therefore, writing eqs. (72) in a prototype form,
we consider the finite set of the first order differential equations for k = 1, 2, . . . , N. The integration on the r.h.s. needs the values of D at any point, thus we use the Chebyshev approximation
Substituting into (78), we find the following set of equations
which can easily be solved numerically [16] . The matrix A ki (t) in these equations,
is computed numerically in the process of finding the solution of eqs. (80).
The differential equations which we consider need initial conditions at some initial scale D(t = t 0 , x). They are usually specified analytically such that the initial values D(t 0 , x k ) at the Chebyshev nodes are easily calculated.
The results of the comparison of the solutions of the evolution equations obtained using the Monte Carlo and Chebyshev methods are discussed in the next sextion. In general, a very good agreement between the results of these two methods is found. 
Numerical results
Although our MMC program was systematically tested against non-MC programs APCheb and QCDnum16 for all evolution types (A-C), we shall show examples of the numerical results for the more sophisticated and difficult evolution types (B) and (C). Fig. 8 demonstrates distributions xD f (t, x) from MMC and APCheb [16] programs and the corresponding ratios MMC/APCheb for the evolution type (B), that is with α ((1 − z)Q) . The four curves represent xD f (t, x) for Q = e t = 1, 10, 10 2 , 10 3 GeV. The upper plots are for f = G, gluon while lower plots are for f = q +q, quarks and antiquarks taken together. The starting quark and gluon distribution at Q = e t = 1GeV are defined exactly the same as in previous works of refs. [9] [10] [11] . Results for all Q = 1, 10, 10 2 , 10 3 GeV were obtained in the single MC run of ∼ 10 10 MC events. As we see the distributions from two programs agree within the statistical MC error of about ∼ 0.2%.
In fig. 9 we show the same type of comparison of MMC and APCheb, but for evolution type (C). Again precision agreement within the statistical MC error is reached.
For the LL DGLAP, case (A), we have reproduced results of ref. [9] with smaller statistical errors and removing certain numerical biases which were seen in this paper in the gluon case, f = G. We do not show explicitly the corresponding numerical results.
Summary
We have developed and tested Markovian MC programs for two additional types of the QCD evolution equations, in addition to DGLAP. One of them is identical with the so-called all-loop CCFM (modulo non-Sudakov form-factor). The corresponding MC programs were tested to a high-precision level by means of comparison with the other non-MC program APCheb. MMC of this work is also used to test another class of the constrained MCs in other independent works, for the same class to QCD evolutions. The aim of these exercises is to build basis for the new parton shower implementations. The mapping of the evolution variables into four-momenta was also introduced and tested.
