Effective fault detection and isolation can improve the safety, reliability and efficiency of the district heating system. In order to detect and locate the sensor, actuator and component faults in the district heating system with faster response speed and higher accuracy, a two-level fault detection and isolation scheme, consisting of upper-level classifier for system faults and lower-level classifier for subfaults, is developed based on convolutional neural networks. In consideration of the difficulty of obtaining the operation data of a real district heating system under various faulty states, a test benchmark model of an integrated energy based district heating system is built from the system level, which contains the renewable energy based water boilers, transmission networks, and heat load substations to examine the effectiveness of the proposed scheme. To improve the model reality, the dynamics of sensors and actuators, models of heat exchangers, and thermal inertia are considered in the district heating system, and Gaussian noises are added in the raw data signals. Nine kinds of system faults including sensor, actuator, component faults, along with three sub-fault types of bias, drift, complete failure, are investigated in the benchmark system. The performance of the proposed two-level fault detection and isolation scheme is evaluated under different data windows and Gaussian noises in the district heating system, and is compared with other data-driven methods including k-nearest neighbor, random forest and back propagation neural networks. Experimental results show that the two-level fault detection and isolation scheme can detect the faults in the district heating system accurately and robustly, and the proposed scheme has the potential to become an effective solution to real-time monitoring of faults in the district heating system. INDEX TERMS District heating system, fault detection and isolation, thermal inertia, data-driven, convolutional neural networks.
I. INTRODUCTION
The district heating (DH) is an effective way to supply heat to the residential or commercial users all over the world. As an important role of the future sustainable energy system, DH systems are developing into 4 th generation, which are required to fulfill the targets like supplying lower temperature DH, distributing heat with low grid losses, integrating renewable energy heat sources, ensuring suitable operation and so on [1] - [3] . Typical structure of a DH system can The associate editor coordinating the review of this manuscript and approving it for publication was Heng Wang . be divided into energy sources, distribution network and consumers.
For the sake of higher energy efficiency and environmental protection, attentions are put on every part of a DH system. As to energy sources, combined heat and power (CHP) plants and reutilization of waste heat energy are adopted to minimize fossil fuels [4] . In addition, the utilization of renewable sources such as solar energy, wind energy and geothermal energy makes the DH promising and competitive [5] , [6] . As for the transmission network, variable speed pump is widely applied due to its ability of regulating flow flexibly, but the corresponding energy consumptions cannot VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ be ignored. Consequently, research [7] proposes a holistic design method for optimal hydraulic design of the variable speed pumps and research [8] presents a new hydraulic scheme to improve the transmission efficiency. In terms of the heat demand side of the DH system, the properties of thermal load will significantly influence the operation optimization of the whole system. To analyze the thermal load precisely, researches mainly concentrate on the analysis of the users behavior [9] , thermal or load patterns [10] , [11] , and load prediction [12] . Furtherly, building an accurate dynamic model of a DH system has a great significance to study the overall operation optimization [13] , [14] . Effective fault detection and isolation (FDI) of the faulty components in DH system is significantly important in the improvement of the efficiency and reliability of the DH system. Research [15] points out that quantities of components in the DH systems may malfunction and lead to errors in the measurement data, including incorrect usage information, unrealistic values of measured quantities, excess noise or fluctuation in measurement, etc. Paper [16] states that eliminating faults in substations and customer heating systems can reduce temperature levels considerably. Paper [17] insists that the appearance of faults in the substations may cause poor heating performance which leads to a need to increase either the flow or the supply temperature to compensate the heat demands, so the efficiency of the whole DH system decreases certainly. The appearance of faults means the waste of energy and it impairs user experiences, which will weaken the competitiveness and assessment of DH system, so it's quite significant to deal with the faults existing in the DH system.
In order to deal with the impacts of malfunction, a number of research works have been conducted about the FDI methods of DH systems, and these research works can be classified into two following categories: (1) A variety of researches are devoted to dealing with single kind of fault such as leakage [18] , [19] , blockage [20] , etc. Single faults with frequently occurrence may be difficult to be detected or located when they are slightly serious, but they have a wide influence on various operation parameters and will reduce the energy efficiency in the long run. So, it is necessary to discover these single faults as quick as possible. (2) A number of researches including paper [16] , [17] , [21] , [22] analyze the historical operation data to detect and diagnose the faults in the heating systems by machine learning or other data-driven methods. Research [16] presents a proactive method in place of current reactive method of the fault detection in the DH substations and secondary customer system by using the automated meter reading system with hourly resolution. Based on gradient boosting regression, research [17] builds a machine learning model with the ability of predicting the state of DH substations and distinguishing the normal working dataset from the broken-down working dataset. In research [21] , two data mining techniques, cluster analysis and association analysis are integrated to extract useful knowledge to guide the fault diagnosis in DH systems. Data mining and knowledge discovery are implemented in article [22] to analyze the large data from the DH billing system. This method is capable of identifying whether faults occur or not via evaluating present state and detecting unexpected changes in energy efficiency of buildings.
Although all the above current existing researches about the FDI of DH system can achieve the goal of FDI to some degree, they have certain limitations. These methods of the first kind can only detect one special type of faults while there are a number of faults in a heating system. As for these methods of the second kind, the majority of them such as researches [17] , [21] , [22] utilize the historical operation data to acquire the useful knowledge, which makes it difficult to realize the probability of historical operation data with undiscovered existing faults and to detect faults in real time. The proposed method of research [16] is possible to detect faults in real time by the hourly automated meter reading systems. However, research [15] insists that hourly resolution is a severe under-sampling for fault detection with the tendency that DH systems are developing into 4 th generation and become a part of smart energy system. In general, hourly resolution, which seems too time-consuming, is not eligible for the fault detection in the future DH system. Objectively speaking, these methods of the second kind have ineligible resolution for the future and cannot detect faults in real time.
In general, it is difficult for the aforementioned methods to detect and isolate faults in the DH system comprehensively and promptly. In order to detect the faults in the DH system more accurately and quickly, this paper proposes a convolutional neural network (CNN) based two-level fault detection and isolation (TL-FDI) scheme. CNN gains a great development for object recognition owing to its special feature, including local receptive field, weights sharing and pooling [23] , [24] . CNN has strong feature extraction capability and it has been successfully used for fault detection and classification in many research fields, including power system [25] , industrial manufacturing [26] , etc. Therefore, a CNN-based scheme is proposed to detect the faults in the DH system.
The research about fault detection and isolation of district heating system, which is a complicated large time-delay nonlinear system consisting of quantities of components, has two main difficulties, which are: (1) the simulation of the dynamics and the multiple fault types of a district heating system; (2) the accurate, rapid and robust detection and isolation of the faults in the district heating system against the disturbance. Main contributions of this paper can be summarized as follows: (1) A test benchmark model of an integrated energy based district heating (IEDH) system is built with details based on our previous work [14] . In the improved model, the characteristic of thermal inertia of transmission network and the models of heating exchangers in load substation, are taken into account; (2) A two-level fault detection and isolation scheme is proposed for the district heating system, which can detect system faults including sensor, actuator, component faults with higher precision and faster speed, which is suitable to apply in real time; (3) The proposed scheme is evaluated in the benchmark system by setting nine system faults and twenty-one sub-faults. A comparison with other data-driven methods, including k-nearest neighbor (KNN), random forest (RF) and back propagation neural networks (BPNN), is implemented under various data windows and Gaussian noises.
The further detailed structure of the paper is summarized into remaining sections. Section II introduces a model of the IEDH system. Section III shows faults scenarios of the IEDH system. Section IV presents the TL-FDI scheme for the IEDH system. Section V conducts simulation studies to validate the effectiveness and reliability of the proposed TL-FDI scheme. At last, conclusions and future work are elaborated in Section VI. The symbols used in this paper are detailed in Table 1 .
II. MODELLING THE IEDH SYSTEM
In our previous work [14] , a direct IEDH system, which makes joint use of various energies including wind energy, solar energy, natural gas and electric energy, is presented for the optimization issue. On the basis of model in [14] , a benchmark model of IEDH system is built to evaluate the performance of TL-FDI scheme, as shown in Figure 1 , and it consists of three main sides: heating station (i.e. heat producers, boilers), heat transmission networks (i.e. pipelines and pumps) and substations (i.e. heat exchangers, consumers).
To analyze the typical faults in the IEDH system precisely and completely, this paper advance the previously-built model into an indirect IEDH system model which exchanges energy by heat exchangers in the transmission networks with more heat load. Due to the fact that heat exchangers frequently malfunction [15] and the transmission delay largely affect the dynamic features [27] , the models of heating exchangers and characteristics of thermal inertial are considered in the modeling process. Moreover, the dynamics of sensors and actuators of water boiler are considered in order to investigate the faults in sensors and actuators. Furthermore, the closed-loop control of flow rate is added to simulate the responses and dynamics of pumps. For the simplicity of modeling, in addition to those assumptions given by the [14] , following assumptions are made which will not affect the analysis of faults in the IEDH system:
(1) The mass of the water flowing in the heating exchangers is regard as the part of that in the pipelines; (2) The time delay caused in the pipelines in primary networks is considered and those in the boilers or the buildings are ignored; (3) For the hydraulic characters, mass flow rate is considered while pressure characteristics are ignored. The benchmark system model is elaborated in the following three parts.
A. HEATING STATION
Heating station is the place where the heat is produced, including three heat producers: electric water boiler, gas-fired water boiler and solar water heater. Due to the uncertainty and intermittent of solar energy, the solar heater is used to preheat the water flowing into the heat station. The water is furtherly heated by gas-fired and electric water boilers according to the set-point temperatures.
1) ELECTRIC WATER BOILER
The electric power supplied to this boiler includes the energy from wind turbine generators and power grid. When heating the water in the tank, the thermal change process can be calculated as
where T * out1 is the reference value of T out1 , T out1 is the measured value of T out1 , G c1 is a proportional-integral (PI) controller, G in1 is the expression containing parameters of the electric water boiler, G h1 is a heater and G s1 is a temperature sensor which are modelled by first-order inertial element. In order to adjust the temperature of output water, the PI controller G c1 is used to achieve the value of the set temperature T * out1 by consuming electric power. The control scheme of electric water boiler is illustrated in Figure 2 . This dynamic process aims at compensating the heat demand which other renewable energies cannot satisfy.
2) GAS-FIRED WATER BOILER
A gas-fired water boiler consists of two main parts: a water compartment and a combustion chamber. The heat produced in the combustion chamber passes through iron cast into the water reserved in the compartment. Its heat transfer process can be expressed as
where T * out2 is the reference value of T out2 , T out2 is the measured value of T out2 , G c2 is a PI controller, G g , G h2 and G s2 are first order inertial elements and they represent the iron cast, a heater and a temperature sensor respectively, G o and G in2 are the expressions including some parameters of the gas-fired water boiler. Flow of natural gas to be burnt is determined by the PI controller G c2 which adjusts the temperature of the outlet water. Thus, the amount of the natural gas to be consumed will be ascertained when the temperature of outlet water is adjusted to the set-point temperature T * out2 . The control scheme of gas-fired water boiler is shown in Figure 3 .
3) SOLAR WATER HEATER
A solar water heater is composed of a solar collector, a pipe and a solar coil heat exchanger. The water flowing in the pipe is heated when flowing through the collector, and the heat will be finally transmitted to the water in the tank through the solar coil heat exchanger. Unlike heaters in electric water and gas-fired water boilers, the solar water heater is a second-order process model. Its heat transfer process can be described as where G b3 , G in3 and G a3 are the expressions containing the parameters of the solar water heater, K co is the gain. The energy obtained from the solar collector will be utilized completely. Hence, the temperature controller is not needed.
B. TRANSMISSION NETWORKS 1) PUMPS
The variable speed circulating pumps are used to provide dynamics for the flow of fluid in the pipe system. The mass flow rate of the primary network is equal to the total mass flow rate of the secondary network, and it can be expressed asṁ
The power consumed by the pumps to overcome the friction and ensure the hydraulic balance of a heating system is proportional to the cube of the mass flow rate. PI controller is applied to regulate the mass flow rate to reduce the energy consuming. The control scheme of pumps is displayed in Figure 4 . G p and G s3 denote pump and flow sensor, respectively, and both of them are represented by first-order inertia element. G c3 is a PI controller which helps the output of pump reach the mass flow set-pointṁ * .
2) PIPELINES
The temperature of water flowing in pipelines drops exponentially, so the outlet temperature of a pipeline is modeled as
Equation (5) can be approximately written as
where γ = λL c wṁ .
C. SUBSTATIONS 1) HEATING EXCHANGERS
The heating exchanger is the junction where the heat from primary networks is passed into the secondary networks. The heat transfer coefficient of the heating exchanger is assumed to be constant, and the exchanged the exchanged thermal energy can be calculated as [28] 
The heat demands of the consumers are related to the differential value of the indoor temperature and the outdoor temperature. The heating load of a building is expressed based on the volumetric index methods as
The heat supplied from heating radiator to the buildings is calculated as
Under the steady condition, the heat transferred by a radiator is equal to the heat absorbed by the air in the buildings. Thus, the heat transferred by a radiator can be described as
D. THERMAL INERTIA
The IEDH system has a characteristic of thermal inertia. From the aspect of FDI, the time delay caused by thermal inertia deserves more attention. The thermal delay in the IEDH system mainly exists in the boilers, transmission networks and buildings. The dynamic heating of the boiler, the transmission delay in the IEDH networks and the heat storage capacity of buildings are three main manifestations of an IEDH system. The time scale of thermal delay in boilers and buildings is much less than that of the transmission delay which is usually about tens of minutes [29] . Lag time in the boiler and buildings is not considered for simplicity in this paper. What's more, the lag time is distributed in reality but it is often considered to be situated in one spot [27] , and this paper sets time delay at the end of the pipeline in the primary networks. The transmission distance of the primary network is much longer than that of the secondary network. Thus, the transmission delay is mainly equal to the delay in the primary network. The velocity of flowing water is calculated as
The transmission delay is related to the total transmission length and the velocity of the water, and it means the delay time caused by the transmission process in every dispatch period. The delay time can be roughly calculated by
where v is the mean velocity of the water and v ≈ v . The outlet temperature of a pipe at time t + τ is expressed as
Remarkably, some expressions in the Section II are listed in Table 8 in the Appendix. VOLUME 8, 2020 . On condition that sensor fault, actuator fault or component fault occurs, the value of system parameters may change correspondingly. The change format of the value can be divided into three sub-fault types, which are bias, drift and complete failure. For sensor fault, these three sub-fault types may frequently occur. Bias and drift may exist in the actuator fault and component fault. The normal data will be changed as [32] x t = x n + f i (14) where x t is the data under faulty state, x n is the data under normal state, and f i (i = 1, 2, 3) is the system error caused by faults. f 1 , f 2 and f 3 denote bias, drift and complete failure, respectively. For different sub-faults, the corresponding system error is illustrated in Table 3 where a, b and c are constant, and f t may be the linear function or nonlinear function such as the sine linear function, second-order power function,etc. Besides, f t may be several times as large as the x n . Because the number of faults in the IEDH system is large, some parts of typical faults are considered for the sake of their high failure rate and significant impact. Therefore, according to the occurrence place of the faults, nine kinds of system faults in the benchmark system of IEDH are considered and listed in Table 2 . The variables of the IEDH system influenced by the system faults including T in1 , T in2 ,ṁ, T h1 , T h2 , V o , C co , η ex and T out . The details of the system faults, including fault type, the faulty component, sub-fault type and the variables influenced by the faults, are shown in Table 2 . In Table 2 , f i,j (i = 1, 2, . . . , 9, j = 1, 2, 3) means the sub-fault type of f j in Fault i. The positions of the Fault 1-6 are shown in Figure 2 , 3 and 4. The positions of the Fault 7-9 correspond to the places of solar water heater, heat exchanger and pipeline in the primary networks.
IV. DESIGN OF METHODOLOGY FOR TL-FDI A. THE BASIC PRINCIPLES OF THE TL-FDI SCHEME
The proposed TL-FDI scheme consists of two parts including fault detection and fault isolation, as shown in Figure 5 . The fault detection part aims at confirming the existence of the faulty state correctly without incorrect alarming. The fault isolation part is able to find the faulty components of the district heating system and ascertain the type of the sub-fault in the faulty components.In the actual operation of an IEDH system, many factors such as disturbances, noises and parameter change of system components may cause fluctuations of the operation parameters. To avoid unnecessary fault alarm, thresholds or limit values are needed to be set for the fault detectors. There will exist residuals of the observed variables when working in fault state compared to normal case. As a consequence, the fault detector only responses when the residuals are larger than thresholds. The residual is defined as e(Y ) = |Ŷ (t) − Y (t)|, whereŶ (t) and Y (t) denote the observed value in the healthy and faulty state, respectively. The structure of the proposed TL-FDI scheme is illustrated in Figure 5 , where X (t) is the input data of model, Y (t) is the sampling data, ε is the threshold, t 1 and t 2 are both data windows. TL-FDI scheme has two level classifiers including the upper-level classifier and the lower-level classifier.
The functions of two classifiers and their differences can be summarized in the Table 4 .
The differences of these two classifiers are mainly in two aspects: (1) The upper-level classifier and the lower-level classifier identify system faults and classify sub-faults, respectively; (2) The data window t 2 of samples for the lower-level classifier is larger than t 1 for the upper-level classifier. In fact, the sub-faults are more difficult to be identified than system faults for two reasons. Firstly, the number of sub-faults is larger than that of system faults. Secondly, sub-faults in the same component are difficult to identify owing to the similarity. Hence, the length of the samples sent to lower-level classifier is longer than that of the samples sent to upper-level classifier.
Except for the difference, high precision is a common requirement for both upper-level classifier and lower-level classifier, and they are both developed based on CNN. CNN is good at extracting abstract features deeply hidden in the signal samples rapidly. Moreover, it is robust to the noise because convolution operation and pool operation can decrease the influence of noise. Therefore, CNN is applied in this paper to fault detection of the district heating system, which is a complex multi-label classification task and in which a large number of long time series samples needs to be classified. 
B. CONVOLUTIONAL NEURAL NETWORK
In this section, the application of CNN for long time series classification is introduced.
1) CNN ARCHITECTURE FOR THE LONG TIME SIGNAL SERIES
The architecture of the CNN is composed of input layer, hidden layer and output layer. In the hidden layers, there are several pairs of convolutional layer and pooling layer, where convolution and pooling operations are respectively performed to obtain a number of feature maps from the raw data. More deep features can be extracted as more convolution and pooling operations are applied. Besides, a batch normalization layer and an activation layer are designed between a convolutional layer and a pooling layer in many applications. At last, one or more fully-connected hidden layers are added on the final layer before sending feature maps into the output layer. The structure of CNN used in the TL-FDI scheme is shown in Figure 6 .
Each sample is a multivariable time series which can be expressed in a matrix form as
where M 0 is variable number, N 0 is the length of each single variable series. k means the k th time series in every batch. A feature map consists of M 0 × N 0 neurons is generated in the input layer, and the number of neurons of output layer is equal to the number of class of the time series.
Exact details of convolutional layer, pooling layer and fully-connected layer can be summarized as follows. The roles of the batch normalization layer and the activation layer are discussed with pooling layer.
(1) Convolutional layer. For every feature map in the input layer, a convolution operation will be conducted by a filter to generate a corresponding new feature map in the convolution layer which contains deeper features, and the number of newly-generated maps corresponds to the number of filters. The filter is expressed as a matrix F 
where m = (p − 1)l + i, n = (p − 1)l + j, p = 1, 2, . . . , M 2 and q = 1, 2, . . . , N 2 .
(2) Pooling layer. Pooling operation is applied in each feature map of convolution layer to generate new feature maps of the same number, but newly-generated feature maps become smaller. In the pooling operation, each feature map in the convolution layer will be divided into sub-regions and all of them have the same size and shape so the number of neurons is same. Pooling layer down-samples these sub-regions by max-pooling or average-pooling so that each sub-region will produce a single output.
Suppose the sub-region is a rectangle of which there are L 1 × L 2 neurons and the sub-region can be shaped as D
l 1 ,l 2 , when the pooling operation is max-pooling, the output of the sub-region is
When the pooling operation is average-pooling, the output of the sub-region is
Besides, to reduce the complexity of tuning of weight initialization and learning parameters, the batch normalization is applied before sending the output of convolutional layer into the activation function. The batch normalizing transform in this paper is described as follows. Input: Q (k,z) l 1 ,l 2 ; ε is a constant; parameters to be learned: α, β.
where BN α,β (·) is the batch normalization operation, M denotes the mini-batch size and M times series are used for every training. The batch normalization operation will be performed after every convolution. For every time a pair of α and β is learned. As a result, the value of the neuron in the pooling layer can be calculated as
where ω (k,z) l 1 ,l 2 is the weight and b (k,z) l 1 ,l 2 is the bias, g(·) is the activation function such as sigmoid function, Rectified Linear function, etc. Certainly, the activation function can be regarded as a single layer in CNN.
(3) Fully-connected layer. After several pairs of convolution layers and pooling layers, a number of fully connected layers follow with an aim to deal with the vanishing of gradient in the training. The neurons in this layer are fully connected with the neurons of both the previous layer and next layer. Usually, the last one is fully connected with a softmax output layer for final classification.
C. THE TRAINING OF CNN 1) DATA PREPROCESS
Before sending raw data into the networks, the data is normalized by min-max normalization. If the total number of the raw data is N r , the o th sample can be normalized aŝ
where k = 1, 2, . . . , N r ,i = 1, 2, . . . , M 0 , and j = 1, 2, . . . , N 0 .
2) TRAINING PROCESS
In this paper, the cross entropy function is used as the loss function. Because the output layer is a softmax layer, the cross entropy function can be written as
where N c is the number of category, y i is equal to 1 if the observed sample belongs to class i. Otherwise, y i is equal to 0. P i is the probability that the observed sample belongs to class i. For the updating of the weight and the bias in the training, the gradient descent method is chosen as
where ζ is the weight or bias and η denotes the learning rate. Apart from the gradient descent method, there are some other optimization methods to choose, for example, stochastic gradient descent, adaptive moment estimation, etc. The training process of CNN is similar to traditional neural networks such as back propagation neural network, and CNN has two stages including forward propagation and backward propagation which are elaborated in paper [33] . These two stages will repeat until the iteration is up to upper limit.
D. EVALUATION OF THE CLASSIFICATION METHOD
In terms of evaluating the performance of a multiclassification method, three familiar indexes called precision (Prec), recall (Reca) and F1-Measure (F 1 ) are adopted, which can be obtained by the true positive (TP), false positive (FP), true negative (TN) and false negative (FN) [34] . These four indexes are respectively equal to the proportion of actual cases which are regarded as the prediction. Just taking TP for example, TP denotes that the proportion of the actual fault conditions are predicted as the fault cases. The exact meanings of these four indexes are listed in Table 5 .
The definition of Prec, Reca and F 1 can be written as
Prec + Reca (25) where Prec stands for true rate of faulty detection and Reca means effectiveness of identifying positive labels. For a classifier, both the Prec and Reca are expected to be as closer to the ideal value of 1 as possible. However, Prec and Reca sometimes won't be high at the same time. As a consequence, the index F 1 is utilized to ensure evaluating a classifier more accurately and objectively. F 1 is expected to be as high as possible. In this paper, Prec, Reca and F 1 will be adopted to evaluate the performance of different fault detection methods.
V. SIMULATION STUDIES A. SIMULATION SETTING
The benchmark model of IEDH system is built in the MATLAB/Simulink, and it has 5 substations where there are totally 25 buildings with the same type of load. The energy sources of the IEDH system are wind energy, solar energy, natural gas and electric power. The parameters settings are given in Table 6 . The outputs of the wind energy and solar energy are the predicted values given per hour. According to the real-time price of the electricity and the natural gas, the optimal output of the natural gas and electric energy are acquired by the Group Search Optimizer to improve the economical efficiency of the overall system. What's more, the hourly optimal set values of PI controllers in the gas-fired water boiler, electric water boiler and the pump in the primary network are also ascertained. The water in the pipeline, whose initial temperature is equal to the ambient temperature, will be preheated via the solar water heater, and be furtherly heated by the gas-fired water boiler and electric water boiler until T out1 and T out2 are up to the optimal set values T * out1 and T * out2 . After the heat process, the IEDH system reaches the steady state in which the faults occur. Nine system faults including twenty-one sub-faults are simulated, and the simulation is performed for one hour. For different sub-faults, the detailed fault scenario is described as follows. In total, 42,000 samples are acquired and they are randomly divided into training data and test data by the proportion of three to one. In each sample, seven variables are observed and they are: T in3 , T out3 , T out2 , T out1 , P grid , P gas and T n . These seven variables are selected as observed objects because they are not only easy to measure but also able to reflect the state of the IEDH system. In regard to a real and more complexed IEDH system, it is suggested to choose available critical parameters as observed variables as many as possible to obtain exhaustive information. Remarkably, T n is the indoor temperature of users. It is assumed that the load type and the building are same for simplicity, so the indoor temperatures of all the users are same. In a real DH system, the main effects of uncertainty and disturbance are inevitable. Especially, the noise deteriorates the performance of the system and causes instability and insecurity [35] . Therefore, Gaussian noise should be added to examine the performance of the fault detection and isolation scheme [36] . In this research, Gaussian noise, of which the signal to noise (SNR) changes from 20 dB to 65 dB with a step of 15 dB, is added in test data to simulate the effects of uncertainty and disturbance when evaluating the effectiveness of the proposed fault detection and isolation scheme.
B. SIMULATION RESULTS AND ANALYSIS
The proposed CNN-based scheme can detect most system faults and sub-faults with a higher precision (reflected by the index F1) and faster response speed (reflected by the data window) in comparison to other detection methods. The detection results of the nine system faults and twenty-one subfaults are respectively shown in the following two parts:
1) DYNAMIC PERFORMANCE OF THE IEDH SYSTEM UNDER FAULTY STATE
In this section, the dynamic performance of the IEDH benchmark system under different faults is investigated. The sensor Figure 7 .
Firstly, the sensor faults f 1,1 , f 1,2 and f 1,3 directly deteriorate the performance of temperature controller of electric water boiler, and the grid power P grid immediately increases after the sensor faults occur at 100 s. Subsequently, the output temperature T out1 of electric water boiler gradually increases which further affects the operation of gas-fired boiler, solar boiler, heater exchanger, as can be seen from the continuous fluctuations of T in3 , T out3 , T out2 , P gas , T n shown in Figure 7 . Comparing the responses of IEDH system with sensor faults f 1,1 , f 1,2 and f 1,3 , although the outputs of IEDH system with three sub-faults of bias, drift, complete failure present similar trend, the velocity, slope, amplitude, time interval of output variations are different, and these features can be extracted for the classification of types of sub-faults.
Moreover, the actuator faults f 4,1 , f 4,2 damage the normal operation performance of electric water boiler, and both P grid and T out1 deceases, which is different from the responses of sensor faults f 1,1 , f 1,2 , f 1, 3 . Meanwhile, all the responses of T in3 , T out3 , T out2 , P gas of IEDH system are influenced by actuator faults f 4,1 and f 4,2 . The same sub-fault in sensor and actuator fault causes the contrary trend, different velocity and offset of responses, which makes it clear to distinguish the actuator faults from sensor faults. Furtherly, the component fault f 8,1 reduces the transfer efficiency of heat exchanger, and the indoor temperature T n of building immediately drops after the component fault happen at 100s. The outputs of T in3 , T out3 , T out2 , P gas present quick responses to the drop of T n . From Figure 7 , it is obviously found that the faulty signals of component fault f 8, 1 show faster response speed with earlier time than that of sensor faults f 1,1 , f 1,2 , f 1,3 and actuator faults f 4,1 , f 4,2 .
Among f 1,1 , f 4,1 , f 7,1 and f 8,1 , the offsets of the response to f 8,1 and f 7,1 are the biggest and smallest, respectively. Consequently, it cannot conclude that the component fault is more serious than sensor fault or actuator fault. In fact, the severity of a system fault in IEDH system is not determined by the type of itself but by the influence of the component where the fault happen on the system. For a component which has a little influence on the IEDH system, it is difficult to classify sub-faults in the component. Taking the solar water heater for example, its output of power just accounts for a small amount of the total power. When f 7,1 or f 7,2 occurs in the solar water heater, the amplitude of all the observed variables change in such a very small range that the features of the curves seems inapparent. Hence, it can infer that when sub-faults happen in the solar water heater, it is difficult to identify them.
To simulate the natural inertia characteristic of the IEDH system, the time delay caused by transmission networks is mainly considered. Figure 8 shows the influence of time delay on the dynamic curves when bias f 1 which is equal to 0.1 happens in Fault 3 and Fault 9. By comparing the curves of f 3,1 or f 9,1 with and without delay, it can be obviously seen that the time delay influences the shape of the response curves. When the time delay in the pipeline is considered, the fault occurrence times of T in3 , T out2 , T out3 and P gas lag behind that in the situation in which time delay is ignored. Some other variables such as P grid and T out1 are influenced slightly by time delay due to the PI controller of the electric water boiler receives the feedback from sensors which monitor the system parameter of pipeline directly. Besides, other features, including the offset and slope of the responses in the IEDH with delay are different from those in the IEDH system without delay. Therefore, the time delay caused by the transport process will influence the features of the responses of observed variables, and it should be considered when performing FDI of the IEDH system.
Above all, the system faults and sub-faults are identified by extracting the characteristics of the responses, such as emergence time, trend, offset, amplitude, slope, etc. The difference of these characteristics makes the faults distinguishable. 
2) EVALUATING THE PERFORMANCE OF TL-FDI TO CLASSIFY SYSTEM FAULTS
The upper-level classifier is expected to identify the place of the system fault as soon as possible, such that samples of different data windows are used as training data and test data to find out the time consumed in the detection process. Four kinds of data window are adopted including 5 s, 10 s, 15 s and 20 s. Longer the data window is, more sample points each sample has. Actually, the samples contain measurement noises which may cause extreme difficulty for detection. To test the robustness of CNN for IEDH system fault detection, Gaussian noise, of which the signal to noise (SNR) changes from 20 dB to 65 dB with a step of 15 dB, is added in the test data. The average F1-Meassure of nine system faults is chosen to evaluate the performance of the detection methods.
Firstly, to prove that CNN is suitable as the upper-level classifier, a comparison is made with other three data-driven methods under the same working condition and they are KNN, RF and BPNN. The average F1-Measures of nine system faults, when using CNN, KNN, RF and BPNN to classify the samples with different data windows and SNRs, are shown in Figure 9 . The average F1-Meassures of CNN are all over 90% and generally higher than KNN, RF and BPNN. As seen in the Figure 9 , the average F1-Meassures of KNN are high and change stably. KNN seems to be less sensitive to noise and is influenced more slightly by the data window, and it has a stable performance. The average F1-Meassures of RF and BPNN are lower than the average F1-Meassures of CNN and KNN. Besides, Gaussian noise significantly deteriorates the performance of RF. When the SNR is up to 20 dB, the F1-Measures of RF decrease sharply. As for BPNN, the performance of it is seriously influenced by the length of the data window. When data window is 5 s, the average F1-Meassures of BPNN are lower than 70%, which damages its competitiveness. On the whole, it can conclude that CNN detects system faults more accurately and robustly than KNN, RF and BPNN. Secondly, the average F1-Measure of nine system faults, when using CNN to classify samples with different data windows and SNRs, is shown in Figure 10 , from which it can be seen that the average F1-Measures are more than 95% for all of four different data windows and intensities of noise. The F1-Measure of CNN keeps high even if the SNR is 20 dB. Obviously, CNN has a high accuracy and good robustness of detecting system faults. With the data window becoming longer or sample points becoming more, samples contain more useful information. When the SNR is 20 dB, the F1-Measure of CNN becomes larger as the data windows becomes longer. Hence, increasing the data window helps CNN resist the intense Gaussian noise. To acquire results of the detection quickly, it is a considerable choice to adopt a short data window in that CNN can has a good effect of identification even though the data window is 5 s. For a shorter data window, it should carry out more experiments in the future. In short, CNN can detect system faults accurately and robustly.
The detailed F1-Measure of each system fault is illustrated in Figure 11 , from which it can be found that CNN is less sensitive to noise if the system faults are actuator faults in comparison to sensor faults and component faults. On the contrary, the F1-Measures of sensor faults are influenced most by the noise. Especially when data window is 5 s, the F1-Measures of Fault 1 and Fault 2 are lower than 95% when SNR is 20 dB. However, when data window is up to 20 s, the F1-Measures of all system faults are higher than 95% even if SNR is 20 dB and are close to 99% when SNR is higher than 35 dB. By comparing two sub-figures in Figure 11 , a conclusion can be drawn that increasing the data window or sample points contributes to decreasing the sensitivity of CNN against Gaussian noise. As a consequence, the performance of CNN to identify system faults is accurate and robust when a proper data window is adopted, and it is qualified for the upper-level classifier.
3) EVALUATING THE PERFORMANCE OF TL-FDI TO CLASSIFY SUB-FAULTS
In this section, the performance of CNN to classify sub-faults when samples with different data windows and SNRs is studied, and CNN is compared with KNN, RF and BPNN. As listed in Table 2 , twenty-one sub-faults are simulated in this model. Remarkably, bias f 1 and drift f 2 have little difference and samples have significant similarities if the fault time is short. It is difficult to distinguish them so that they will examine the performance of the data-driven methods. Four kinds of data window are adopted and they are 150 s, 300 s, 450 s and 600 s.
Firstly, a comparison is made among CNN, KNN, RF and BPNN to identify twenty-one sub-faults when the SNR is 65 dB and data window is different. As displayed in Figure 12 , the average F1-Measures of twenty-one sub-faults of these four data-driven methods are given. From Figure 12 , it can be seen that the average F1-Measures of CNN, KNN and RF are close to 90% while the average F1-Measure of BPNN is lower than 80%. The F1-Measure of RF is always lower than CNN and KNN and it seems that the increase of the sample points contributes to improving its robustness. KNN performs more stable than other three methods and its F1-Measure is the largest when the data window is 150 s. The F1-Measure of CNN becomes larger with the increasing of the data window. Especially, the F1-Measure of CNN is the biggest when the data window is larger than 300 s. Figure 13 displays the performance of CNN, KNN, RF and BPNN to classify twenty-one sub-faults if data window is 600 s and SNR changes. The Average F1-Measures of CNN and KNN have a small fluctuation with the increasing of strength of the Gaussian noise, while the average F1-Measures of RF and BPNN decrease sharply. Moreover, the F1-Measure of CNN is the biggest among these four methods. On the whole, CNN performs better than KNN, RF and BPNN when detecting and isolating sub-faults. Figure 14 reflects the performance of CNN to classify sub-faults when data window and SNR are different. In order to evaluate the robustness of CNN to classify sub-faults, four kinds of Gaussian noises whose SNR changes from 20 dB to 65 dB with a step of 15 dB are added into the test data respectively. From Figure 14 , it can discover that the average F1-Measures of CNN are close to 90% when SNR exceeds 35 dB, and are still greater than 80% even if SNR is 20 dB. Obviously, CNN has high accuracy rates under different noise conditions. What's more, the average F1-Measures of CNN increase with the data window becoming longer. The average F1-Measures increases rapidly when the data window increases from 150 s to 300 s. After data window is larger than 300 s, the amplitudes of the average F1-Measures increase slowly and the function of increasing the data window becomes lower. Furtherly, the average F1-Measures stay more stably when data window is 300 s in comparison to other data windows. It reveals that increasing the data window contributes to improving the ability of CNN to resist the disturbance brought by Gaussian noise. Above all, it can conclude that CNN performs accurately and robustly when detecting and isolating sub-faults. Increasing data window will improve the accuracy and robustness of CNN to classify sub-faults.
As shown in Table 7 , the detailed Prec, Reca and F1-Measure of all the sub-faults are listed when data window is 600 s and SNR is 65 dB. In Table 5 , the Prec of most sub-faults exceeds 95% except sub-faults f 1,1 , f 4,1 , f 8,1 and f 4,2 . On the whole, majorities of the sub-faults can be detected accurately. Judging from sub-faults f 2,1 , f 3,1 and f 7,1 , the high Prec doesn't mean high Reca so that F 1 may evaluate CNN more objectively. By comparing the F1-Measures of all the sub-faults, it can be seen that the bias f 1 is the most difficult sub-fault to be detected and isolated. In particular, when f 1 happens in the sensor fault, all the F1-Measures of sub-fault f 1,1 , f 2,1 and f 3,1 are lower than 90%. On the contrary, the complete failure f 3 is the easiest to detect since that the F1-Measures of sub-fault f 1,3 , f 2,3 and f 3,3 reach 100%.
In short, CNN can detect and isolate most of sub-faults accurately and robustly when the data window is enough. The overall performance of CNN is better than KNN, RF and BPNN, and it is qualified for the lower-level classifier.
C. A SUMMARY OF THE PERFORMANCE OF THE CNN-BASED TL-FDI SCHEME
In Section V.B Part 2), it can be found that the average F1-meassure of CNN to classify system faults is up to 95% even if SNR is 20 dB, when data window is up to 20 s. In Section V.B Part 3), the average F1-meassure of CNN to classify sub-faults can be up to 90% even if SNR is 20 dB, when data window is up to 300 s. High F1-meassure under strict noise condition shows that CNN is qualified to be the classifiers in both the first level and second level of the proposed TL-FDI scheme.
The data window of the sample refers to the sample time of every sampling signal. The shorter the data window is, the less time the CNN-based method spends to sample a signal. Moreover, CNN can finish classification task in a very short computing time, which is several seconds, once sample signals are sent into the trained neural networks. Response time of CNN to faults is equal to the sum of the sample time and computing time. Therefore, from aforementioned analysis, the response time of CNN to system faults and sub-faults is about half a minute and ten minutes, respectively. In comparison to the existing methods which cost one hour or more, the CNN-based method spends less time to detect and isolate multiple fault types accurately.
In sum, the CNN-based TL-FDI scheme is able to detect and isolate the system faults and sub-faults accurately, robustly and quickly. It can be a valuable solution to real-time fault detection and isolation of district heating systems.
VI. CONCLUSION AND FUTURE WORK
This paper has proposed a CNN-based TL-FDI scheme to detect the faults in IEDH system, and it is evaluated in a model of the IEDH system which considers the influence of the transmission delay and Gaussian noise. Based on the simulation studies, conclusions can be drawn as follows.
(1) The difference of the characteristics, such as fault occurrence time, trend, amplitude, offset, slope, etc, of the responses makes the system faults and sub-faults distinguishable. The severity of system faults is not determined by themselves but by the component where the system faults occur. (2) The proposed CNN-based TL-FDI scheme is able to detect and isolate the system faults and sub-faults in the IEDH system robustly with high precision and fast speed. The CNN to detect nine system faults and most of sub-faults has high Prec, Reca and F 1 . The performance of CNN is robust to different noise conditions. (3) Choosing proper data window can improve the accuracy and the robustness of CNN to detect faults. What's more, increasing the data window or sample points contributes to decreasing the sensitivity of CNN against noise. The networks of the CNN can be updated constantly and automatically when more samples are inputted.
The proposed TL-FDI scheme has the potential to detect and isolate the faults of IEDH system in real-time, and it can be promoted into other similar energy systems including cooling system, combined heating and cooling system in the future work. In addition, the convolutional neural network of the scheme should be trained by the operation data of the real district heating system before application. 
APPENDIX
The following Table 8 includes some more detailed expressions which appear in the Section II.
