system hardware and is expensive.
Introduction
Today, a mobile phone can be integrated with a camera, a GPRS, a radio, a MP3 player, a web browser and even a TV. It is foreseeable that future mobile devices will just be more powerful and function like hand held computers.
With this trend of convergence, potential security problems have become more threatening and harmful. This Figure 1 . J2ME Emulator GUI. urges stronger protections against data leaking and illegitimate use of the device. Biometric authentication can ensure Our application is developed using Java 2 Micro Edition genuine user presence, thus enhancing the privacy protec-(J2ME) [2] . J2ME is a green version of Java. It inherits tion.
Java's main benefit of being platform independent as well as Only recently, a few products of biometric-enabled moobject oriented. Moreover, J2ME was especially designed bile devices have been announced available to consumers.
to fit resource-constrained embedded systems. Its applicaHowever, different manufacturers tend to have their own tions can be emulated on a PC during the development stage standards and proprietary technology. In most current comand then easily uploaded to PDAs or mobile phones, withmercial solutions, the biometric function is embedded in the out the need of expensive system-specific kits and hardware. Figure 1 shows a J2ME emulator GUI of a commercial mooutput at the origin is constrained to a prespecified value ui, bile terminal. which can be represented as J2ME applications should be designed to consume as little resource as possible. To meet this special requirement, c(O) = x+h = hx+ = ui, (1) we develop a new hierarchical correlation algorithm for fingerprint authentication on mobile devices. The proposed where the superscript '+' denotes a conjugate transpose. scheme consumes less memory resource than a full-sized Note that c(O) is also referred to the correlation peak value. image correlation. To investigate the authentication perOn the other hand, based on Parseval's theorem, the averformance, a worst case scenario for the correlation-based age of the correlation plane energies, Eave, can be obtained algorithms was considered where fingerprints with plastic directly from the frequency domain by distortions are used for testing in our experiments. d d The rest of the paper is organized as follows. Section 2 ECCj(p) 2 S h(k) 2 xi(k) 2 h+xix*h presents the proposed hierarchical correlation-based finger-E =1 = print authentication. Section 3 discusses related issues of N N the J2ME implementation. [7, 8] tication and ridge thinning [1] , which will increase the complexity of the J2ME application on mobile devices.
The correlation-based fingerprint matching uses overall 
The 2D MACE filter obtained in the frequency domain Let us now determine the mean of the correlation output is also ordered in a column vector h. The i'th correlation at the origin, especially for the case r[k] =t[k] when both (4) and (5) 
The above evaluation can be easily extended for 2D cases. It clearly shows that for autocorrelation, the out- The key modules in Figure 2 are described as follows.
R3
In the enrollment stage, a template is constructed (possibly offline) from a set of training images based on the MACE filter design as described previously in section 2.1. The tem- Figure 3 . Using concentric circles Cl, C2, C3 plate is represented in the space domain and will be stored to extract parts Rl, R2, R3 in a test fingerin the mobile device.
print.
In the authentication stage, three donut rings will be first extracted from the test fingerprint's core center by defining three concentric circles. For example as shown in Figure   Ideally, 
The difference can also be normalized to = where wi, is the weighing factor for di in order to control
the impact of distorted areas to the authentication decision. do not really belong in one specific configuration or profile. R <-extract_ring(l, a, b),
The CDC platform adopted is Sony Ericsson P990 which where a defines the inner circle and b defines the supports CDC 1.0 with foundation profile 1.0, personal proouter circle. file 1.0 and PDA optional packages. Our application is de-(2) Extract the corresponding part T from H: veloped using NetBeans IDE 5.0 which maintains an emu-T <-extract_ring (H, a, b) .
lator of the CDC platform. (3) Calculate the correlation peak p output by R and H.
The CDC 1.0 provides support for floating numbers but (4) Let p1 = p; not for complex numbers. Therefore, we write a class by (5) Let a <-C2, b <-C3. Repeat (1)-(3).
ourselves to handle complex numbers generated from the Let p2 = p.
FFT used in correlators. In fact, the Fast Fourier Trans-(6) Let a <-Cl, b <-C3. Repeat (1)-(3).
form (FFT) algorithm was also implemented from scratch Let p3 = p.
as well. The FFT algorithm provides a computational ad-(7) Calculate the normalized difference vantage by a factor of N2/Nlog2N = N/log2N for Nd(i) = 1 -(p1 + p2) / p3. point DFT [3] . As N increases, this FFT efficiency ratio (8) Update the diameters of Cl, C2, C3.
increases greatly and so does the resource usage. End For.
The proposed hierarchical method has a computational 4. Calculate the weighted average sum:
advantage over the conventional full correlation method in
terms of memory saving. In our hierarchical scheme, the 5. Make a decision:
FFT is performed only on one fractional part extracted from if D < D_threshold, is genuine; a fingerprint image or template at one time. Therefore, otherwise, is imposer.
the N used in the hierarchical scheme for each correlation is much smaller than that required by the full correlation. The test fingerprint will be authenticated if D is below environment as the required memory will exceed the current a predefined threshold and be rejected otherwise. Figure  limit , which will be shown in section 4.
Experimental Results 3. J2ME Implementation Issues
We consider the worst case for correlation-based fingerprint matching where plastic distortion presents in the test The heart of Java 2 Micro Edition (J2ME) is a compact fingerprints. The data set we adopted is from the NIST Spevirtual machine (VM) whose basic functionalities are sumcial Database 24 [9] of live-scanned fingerprint samples. In marized in configurations. Currently, there are two configour preliminary experiments, a subset of 10 finger subjects urations available, each was defined for devices with simiwas chosen from the distortion set each has 300 different lar computing power and equipment characteristics, namely impressions. This results in 3,000 individual fingerprints in connected limited device configuration (CLDC) and conour experiments. nected device configuration (CDC) [2] . Our application is Our performance evaluation is of two stages. Firstly, the correlation algorithms were implemented and tested on a general purpose PC. The main advantage of doing this is 1 to exclude the restrictions of memory as well as computing 0.9 power placed on mobile devices. This has allowed us to 0.8 detect flaws and bottlenecks of our implementations. We 0.7 then implemented the same algorithms on the J2ME CDC cision value of D. The rest 270 impressions are then used as genuine test images. Fingerprints from all other subjects will be regarded as imposter test images. Therefore, a total 10 x 270 = 2700 genuine tests and 10 x 9 x 300 =27, 000 imposter tests proposed hierarchical method are lower than those obtained were performed.
by conventional correlations. In particular, the FRR at zero For the hierarchical scheme, we choose the number of FAR has gained large improvement from the proposed hierrepetitions, N, to be 3. The initial diameters of Cl, C2 and archical method. C3 are set to 0, 30 and 60 pixels respectively. The increWe have noticed that the error rates for all correlationmental size of the concentric circles is 10 in each repetition. based methods are relatively high for this preliminary exThe system's authentication performance can be asperiment. The small distortion data set that we chose for sessed by several metrics. Two commonly used ones are the test may be one of the reasons, as plastic deformation is false acceptance rate (FAR) and false rejection rate (FRR).
of disadvantage for correlation-based fingerprint matching.
The FAR is defined as the error rate of an imposter being We also need to improve our filter implementation to reduce falsely accepted by the system, while the FRR is the error error rates, for example, using distortion tolerant filters, in rate of a genuine user being falsely rejected. When the two our future work. However, we consider the comparison is error rates are equal, the common value is referred to as the still fair as all the comparing correlation-based algorithms equal error rate (EER).
are implemented on the same platform and with the same Figure 5 plots the FAR and FRR produced by the prodata source as well as templates. posed hierarchical correlation method with different deciOn the other hand, we have also examined the resource sion value of D defined in (10). As the decision value inconsumption of the above correlation-based algorithms. creases, the FAR increases while the FRR decreases. The
The memory available on the J2ME emulator is 100 MB. EER is the value at the intersection of the two error curves.
The full correlation method with original image size of There is a strict tradeoff between FAR and FRR in every 256 x 256 requires excessive memory than this limit of the biometric system [5] . For a verification application on a device, thus its computation was crashed on the emulator. mobile device, a low FAR is more important as the primary Table 1 summarizes the memory usage of the comparing objective is not to let in any imposter. However, a high FRR algorithms. may irritate the customers by requiring a retry for several times. Therefore, we consider the EER and FRR at zero 64 x 64 128 x 128 256 x 256 Hierarchical FAR as our comparison indices. 0.94MB 2.43MB 210MB |1.32MB Figure 6 shows the average EER and average FRR at zero FAR for the proposed hierarchical correlation-based Table 1 . Average memory requirement by the method and conventional correlations with different image comparing correlation-based methods. The cropping size. The cropping is conducted around the image memory available on the J2ME CDC 1.0 emucenter.
Iator is about 100MB.
As shown in the figure, the error rates obtained by the l1-4244-1l300-1l/07/$25.00 2007 IEEE of memory consumption over the full correlation method. 
Conclusions
In this paper, we have investigated the development of correlation-based algorithms for biometric authentications on mobile devices. As mobile applications are strictly subject to resource constraints, we propose a memory-saving hierarchical correlation scheme for fingerprint matching. The proposed algorithm together with the conventional full correlation method were implemented and compared on a J2ME CDC 1.0 platform.
Our preliminary experimental results show that the proposed hierarchical scheme has clear advantage in terms 1-4244-1300-1/07/$25.00 2007 IEEE
