It is well known that superposition coding, namely separately encoding the independent sources, is optimal for symmetric multilevel diversity coding (SMDC) (Yeung-Zhang 1999) . However, the characterization of the coding rate region therein involves uncountably many linear inequalities and the constant term (i.e., the lower bound) in each inequality is given in terms of the solution of a linear optimization problem. Thus this implicit characterization of the coding rate region does not enable the determination of the achievability of a given rate tuple. In this paper, we first obtain closed-form expressions of these uncountably many inequalities. Then we identify a finite subset of inequalities that is sufficient for characterizing the coding rate region. This gives an explicit characterization of the coding rate region. We further show by the symmetry of the problem that only a much smaller subset of this finite set of inequalities needs to be verified in determining the achievability of a given rate tuple. Yet, the cardinality of this smaller set grows at least exponentially fast with L.
I. INTRODUCTION
Symmetric multilevel diversity coding (SMDC) was introduced by Roche et al. [1] and Albanese et al. [2] for applications in distributed data storage and robust network communication. In this problem, there are L (L ≥ 2) independent discrete memoryless sources {X l (t) : t = 1, 2, · · · }, l = 1, 2, · · · , L, where for each l, X l (t) are independent and identically distributed copies of a generic random variable X l . The importance of the sources is in the order X 1 (t) > X 2 (t) > · · · > X L (t). The sources are encoded by L encoders. There are totally 2 L − 1 decoders, each of which has access to a distinct subset of the encoders. A decoder which can access any α encoders, called a Level α decoder, is required to reconstruct the first α sources. Such a system is called a symmetric L-level diversity coding system. The system is symmetric in the sense that the problem is unchanged by permuting the L encoders, which is evident from the reconstruction requirements of the decoders.
In [1] , separately encoding the independent sources, referred to as superposition coding, was proved to be optimal for L = 3. The corresponding coding rate region was explicitly characterized by 10 linear inequalities. However, the optimality proof for L = 3 in [1] is not readily generalizable to a general L because it involves the determination of the extreme points of the coding rate region, which grows with L.
For a general L ≥ 3, a lower bound on the rate sum was obtained in [1] , [2] . As this lower bound is achieved by superposition coding, it implies the optimality of superposition coding for the special case that all the coding rates are equal. However, in a real system, the encoders may represent devices with different communication and/or storage capabilities. As such, it is of interest to study the general problem beyond this special case.
In [3] , the optimality of superposition coding was established for a general L by means of a highly sophisticated method where the coding rate region was characterized by uncountably many inequalities. The constant term (i.e., the lower bound) of each inequality is given implicitly in terms of the solution of a linear optimization problem. However, their result does not yield an explicit characterization of the coding rate region. In particular, it does not enable the determination of the achievability of a given rate tuple, even for a fixed L, for the following two reasons. First, the characterization of the coding rate region in [3] involves an uncountable number of inequalities. Second, each inequality in the characterization is implicit, and can be made explicit only by solving a linear optimization problem.
In the present paper, we develop fundamental results pertaining to SMDC. Our main contributions are summarized as follows:
1) We obtain an explicit characterization of the coding rate region for a general L. This is done by first solving in closed form the linear optimization problem in [3] that gives an implicit characterization of the coding rate region. Then among all the uncountably many inequalities involved in characterizing the coding rate region, we identify a finite subset that is sufficient for characterizing the coding rate region. It is further proved that there is no redundancy in this finite set of inequalities. Thus for a fixed L, the achievability of any given rate tuple can be determined. 2) By taking advantage of the symmetry of the problem, we show that in determining the achievability of a given rate tuple, it suffices to verify a very small subset of the set of inequalities identified in 1). Yet, the cardinality of this smaller set of inequalities grows at least exponentially fast with L. The rest of the paper is organized as follows. We first formulate the problem and state some existing results in Section II. In Section III, we present a closed-form solution of the linear optimization problem in [3] for charactering the superposition coding rate region. In Section IV, we identify a finite set of inequalities that characterizes the superposition coding rate region. In Section V, we further identify a subset of inequalities we need to verify in determining the achievability of a given rate tuple. We also provide a lower and an upper bound on the cardinality of this set. We conclude the paper in Section VI. Some essential proofs can be found in [4] .
II. PROBLEM FORMULATION AND EXISTING RESULTS

A. Problem Formulation
Let L = {1, 2, · · · , L}, where L ≥ 2. Let t be the time index and X 1 (t), X 2 (t), · · · , X L (t) : t = 1, 2, · · · be a collection of L independent discrete memoryless information sources with an L-tuple of generic random variables (X 1 , X 2 , · · · , X L ) taking values in X 1 × X 2 × · · · × X L , where X i , i ∈ L are finite alphabets. In the sequel, we use boldfaced letters to denote vectors of length n, for example X 1 = (X 1 (1), X 1 (2), · · · , X 1 (n)). There are L encoders, indexed by L, each of which can access all the L information sources. There are also 2 L − 1 decoders. For each U ⊆ L such that U = ∅, Decoder-U can access the subset of encoders indexed by U. For 1 ≤ α ≤ L and U such that |U| = α, Decoder-U can reconstruct the first α sources X 1 , X 2 , · · · , X α perfectly in the usual Shannon sense.
An (n, M 1 , M 2 , · · · , M L ) code is defined by the encoding functions
and decoding functions
(2) Let W l = E l (X 1 , X 2 , · · · , X L ) be the output of Encoder-l and W U = (W i : i ∈ U) for U ⊆ L. A nonnegative rate tuple (R 1 , R 2 , · · · , R L ) is achievable if for any > 0, there exists for sufficiently large n an (n,
and
for all α = 1, 2, · · · , L and U ⊆ L such that |U| = α. The achievable rate region R is defined as the collection of all achievable rate tuples.
B. Existing Results
We adopt the terminologies and notations in [3] . Let R sup be the rate region induced by superposition coding. Then R sup is the set of nonnegative rate tuples (R 1 , R 2 , · · · , R L ) such that
Let λ = (λ 1 , λ 2 , · · · , λ L ) and
Let
For any λ ∈ R L + and α ∈ L, let f α (λ) be the optimal solution to the following optimization problem:
Note that the functions f α (·) and c α (·) above depend on L, but for simplicity we omit this dependency in the notations. Thus, if the length of λ is given, then f α (λ) can be defined (9) and (10) are satisfied and it will be abbreviated as
Let R h be the collection of nonnegative rate tuples
It was proved in [3] that the superposition region R sup can be alternatively characterized by R h . This means that in addition to being the optimal value of the optimization problem in (8), for every fixed λ ∈ R L + , f α (λ) also gives a tight linear outer bound on R sup via (11). It was further proved in [3] that R h is an outer bound on R. Then
i.e., superposition coding is optimal.
The following lemma is a direct consequence of Lemma 4 and 7 in [3] . It will be used in the proof of our main result in the next section.
III. OPTIMAL α-RESOLUTION
For any λ ∈ R L + and any permutation ω on {1, 2, · · · , L}, with an abuse of notation, we denote λ ω(1) , λ ω(2) , · · · , λ ω(L) by ω(λ). For any α ∈ L, due to the symmetry of the system, it is intuitive that the values of f α (ω(λ)) are the same for all ω. This important property of f α (λ) is formally proved in the following lemma.
If a vector λ satisfies
we call λ an ordered vector. Throughout this section except for Lemma 6, we assume without loss of generality that λ is an ordered vector. For any α ∈ L, it is easy to see that
for all µ ∈ R such that µ > 0. Thus, we will consider only λ's whose minimum nonzero element is equal to 1. Then there exists a ζ ∈ L such that
and λ i = 0 for all i = ζ + 1, ζ + 2, · · · , L.
Fix λ, it is easy to see that
For other cases, determining the value of f α (λ) is highly nontrivial.
For α ∈ L and β = 0, 1, · · · , α − 1, let
Let β * α be a value of β (not necessarily unique) that achieves the minimum min β∈{0,1,··· ,α−1} g α,λ (β), i.e., 
The following theorem, a main result of the current paper, gives a closed-form solution for f α (λ).
Theorem 1. For any α ∈ L, f α (λ) = g α,λ (β * α ).
Proof: Fix an α ∈ L, and denote β * α by β * for simplicity. We prove the theorem by proving i) f α (λ) ≤ g α,λ (β * ); ii) there exists a solution for the optimization problem (8) that achieves g α,λ (β * ), so that f α (λ) ≥ g α,λ (β * ). i) For 0 ≤ β ≤ α − 1, let e β be an L-vector with the first β components being 0 and the last L − β components being
Then for any solutions {c α (v)} to the optimization problem in (8), we have
This implies that for all 0 ≤ β ≤ α − 1,
Thus, we have
ii) We now show that there exists a solution that achieves g α,λ (β * ). For any α ∈ L and β * ∈ {0, 1, · · · , α − 2}, by (20), we have
which is equivalent to
Denote the (L − β * )-vector (λ β * +1 , λ β * +2 , · · · , λ L ) by λ . In view of (30), by Lemma 1, (19) , and (20), we have
In view of (17) and (19) with β = β * , it is easy to check that (31) is also satisfied for β * = α − 1. Without loss of generality, let c α−β * (u) : u ∈ Ω α−β * L−β * be an optimal (α − β * )-resolution for λ . Then it follows from (31) that
Again, by (20), we have
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Then
where the equality above follows from (19). Thus,
where the second equality follows from (34). For i = β * + 1, β * + 2, · · · , L,
is an optimal (α − β * )resolution for λ . From (34), (38), and (39), we can see (33) is an α-resolution for λ that achieves g α,λ (β * ). Thus, we have
This proves the theorem.
The following lemma provides an important insight into the minimum in (20).
Lemma 3. For any α ∈ {2, 3, · · · , L} and 0 ≤ β ≤ α − 2, (i) if g α,λ (β) ≥ g α,λ (β + 1), then g α,λ (0) ≥ g α,λ (1) ≥ · · · ≥ g α,λ (β + 1); (41) (ii) if g α,λ (β) ≤ g α,λ (β + 1), then g α,λ (β) ≤ g α,λ (β + 1) ≤ · · · ≤ g α,λ (α − 1). (42) Remark 1. In Lemma 3, if all the non-strict inequalities are replaced by strict inequalities, the lemma remains valid. This alternative version of Lemma 3 can be proved by modifying the proof below accordingly. For any α ∈ {2, 3, · · · , L} and any β ∈ {0, 1, · · · , α − 1}, we can readily see from Lemma 3 that β * α = β if and only if g α,λ (0) ≥ g α,λ (1) ≥ · · · ≥ g α,λ (β)
and g α,λ (β) ≤ g α,λ (β + 1) ≤ · · · ≤ g α,λ (α − 1).
This provides a method to find the optimal value β * α quickly. We only need to compare g α,λ (β) and g α,λ (β + 1) for β = 0, 1, · · · , α − 2 successively and stop at the first β such that g α,λ (β) ≤ g α,λ (β + 1). Then this β gives a value of β * α that achieves the minimum in (20). Lemma 4. 0 = β * 1 ≤ β * 2 ≤ · · · ≤ β * L . Lemma 5. For any η ∈ {1, 2, · · · , L − 1},
The following lemma implies that f α (λ) is a concave function of λ ∈ R L + for all α ∈ L. Note that the vectors in this lemma are not necessarily ordered.
Lemma 6. For any α ∈ L,
for any λ 1 , λ 2 ∈ R L + and µ 1 , µ 2 ≥ 0.
IV. THE MINIMUM SUFFICIENT SET OF INEQUALITIES
Even though the superposition region R sup can be explicitly characterized by Theorem 1, an uncountable number of inequalities are involved. For a fixed L, among all these inequalities, only a finite number of them are needed because R sup is a polytope. In this section, we provide a method to determine this minimum sufficient set of inequalities.
For any λ ∈ R L + , let π(·) be a permutation of {1, 2, · · · , L} such that λ π(1) ≥ λ π(2) ≥ · · · ≥ λ π(L) .
Recall that we consider only λ's whose minimum nonzero element is equal to 1. Let ζ ∈ L be such that λ π(ζ) = 1 (49) and for j = ζ + 1, ζ + 2, · · · , L, λ π(j) = 0.
Toward listing all the inequalities defining R sup , we consider a certain finite subset of R L + defined as follows. Let G L be the collection of all λ ∈ R L + such that for j = ζ − 1, ζ − 2, · · · , 1,
where θ ζ = 0 and for j = ζ − 2, · · · , 1, θ j+1 is the integer such that
Here, (49), (51), and (52) not only defines G L but in fact provides a method to exhaust all λ ∈ G L . For ζ = 1, the only possible λ are λ [1] = (1, 0, 0, · · · ) and its permutations. For ζ ≥ 2, starting with λ π(ζ) = 1, the values of λ π(ζ−1) , λ π(ζ−2) , · · · , λ π(1) can be chosen recursively according to (51). It is easy to check for 1 ≤ j ≤ ζ − 1 that
Furthermore, for the last element of the set in (51) which is the smallest in the set, we can check that
λ π(i) = λ π(j+1) , (55) so that λ π(j) ≥ λ π(j+1) as required by (48). Also, we see from (51) that 1) for ζ ≥ 2, λ π(ζ−1) = λ π(ζ) = 1;
2) for ζ ≥ 3, λ π(j+1) is always a possible choice for λ π(j) for 1 ≤ j ≤ ζ − 2. Denote the cardinality of G L by S L . Let G 0 L = {λ ∈ G L : λ is ordered }, and denote its cardinality by |G 0 L | = S 0 L . For the ease of notation, we let
with λ (1) = λ [1] and
In other words, the set G L is the collection of all possible permutations of the vectors in G 0 L . Let R * be the collection of nonnegative rate tuples
The next theorem shows that R * provides an equivalent characterization of R sup . Note that R * is the intersection of only a finite set of halfspaces. Thus, R * is more explicit than R h .
Theorem 2 gives a rate region R * that simplifies the characterization of the superposition region. The following theorem shows that there is no redundancy in the specification of R * . Theorem 3. For the inequalities specifying R * in (58), none of them is implied by the others.
V. CHECKING THE ACHIEVABILITY OF A RATE TUPLE
The implicit characterization of R sup obtained in [3] does not provide a method to check the achievability of a given rate tuple because it involves an uncountable number of inequalities. In the last section, we provided an explicit characterization of R sup that contains only a finite number of inequalities. This makes it possible to check the achievability of any given rate tuple.
In this section, we determine the number of inequalities that we need to check. Even though there is no redundancy in the set of inequalities in (58) that specifies R * , by taking advantage of the symmetry of the problem, we in fact do not need to check all these inequalities. The next lemma gives the set of the inequalities we need to check. As we will see, the number of such inequalities is significantly smaller than the total number of inequalities specifying R * .
For any R = (R 1 , R 2 , · · · , R L ) ∈ R L + and any permutation ω on {1, 2, · · · , L}, recall from the beginning of Section III that ω(R) = R ω(1) , R ω(2) , · · · , R ω(L) .
Due to the symmetry of the problem, for any λ ∈ G L , the inequality
and vice versa. Thus, R is achievable if and only if ω(R) is achievable for all ω. As such, we only need to consider rate tuples R ∈ R L + such that
Lemma 7. For any nonnegative rate tuple R such that (62) is satisfied and any λ ∈ R L + , we have
From Lemma 2, we can see that RHS of the inequality in (58) does not change with λ replaced by π(λ). Thus, in order to check the achievability of a given rate tuple (assume satisfying (62)), by Lemma 7, we only need to check those inequalities for which the coefficients are in descending order, i.e. λ 1 ≥ λ 2 ≥ · · · ≥ λ L .
All the other inequalities are redundant for this rate tuple. Then, the number of inequalities we need to check is only S 0 L , which is bounded in the following theorem. Theorem 4. 2 L−1 ≤ S 0 L ≤ L!. VI. CONCLUSION In this paper, we studied the problem of SMDC for which superposition coding was proved to be optimal in [1] , [3] . We enhanced their results by obtaining in closed form the minimum set of inequalities that is needed for characterizing R sup , the superposition coding rate region. We further show by the symmetry of the problem that only a much smaller subset of these inequalities needs to be verified in determining the achievability of a given rate tuple. Yet, the cardinality of this smaller set grows at least exponentially fast with L, thus revealing the inherent complexity of the problem.
