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ABSTRACT
The Monge–Kantorovich problem is equivalent to the problem of ﬁnding 1-currents with ﬁxed boundary
and minimal mass. We address the question of the stability for the mass minimizing currents. In
particular, we state a -convergence result. We provide proofs relying just on basic properties of currents
and on the notion of ﬂat norm.
1. INTRODUCTION
1.1. The Monge–Kantorovich problem
Optimal mass transportation problems, also known as Monge–Kantorovich prob-
lems, have been very intensively studied in the last years and, due to the numerous
and important applications to PDE, shape optimization and Calculus of Variations,
we witnessed a spectacular development of the ﬁeld. Our description will be
restricted to the setting of a compact Riemannian manifold M , however many of
the concepts of this paper could be formulated in general metric spaces or even
in a topological setting. For a detailed presentation the interested reader may look
at the book and lecture notes [1,10,14,25,26], the paper [17] and for some of the
applications [7,10,11,20]. Let c :M ×M →R+ be a positive lower semicontinuous
function. The Monge problem is formulated as follows: given two probability
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measures f+, f− on M , ﬁnd a map t :M → M such that tf+ = f− ( denotes
the push-forward of measures) and such that t minimizes∫
M
c
(
x, t (x)
)
df+
among the maps with the same property. It may happens that the set of admissible
maps is empty (e.g. f+ = δx and f− = 12 (δy + δz)). Moreover, because of the strong
non-linearity, existence of minimizers is a difﬁcult matter. In order to avoid this
difﬁculties the problem can be reformulated in its Kantorovich’s relaxation. Given
two probability measures f+, f− on M , the Monge–Kantorovich problem amounts
to
min
{ ∫
M×M
c(x, y) dγ (x, y): γ ∈ P(M ×M),π1 γ = f+,π2 γ = f−
}
,(1)
where P stands for probability measures, π1,2 are the projections on factors of
M × M and  denotes the push-forward of measures. The admissible measures γ
for problem (1) are called transport plans, while we refer to π1 γ and π
2
 γ as ﬁrst and
second marginals of γ . Observe that if t is admissible for the Monge problem, then
the measure γ = (id × t)f+ is a transport plan for (1). Furthermore, the class of
transport plans is never empty as it contains f+ ⊗ f−. The Monge–Kantorovich
problem (1) is linear and semicontinuity of c is enough to prove existence of
minimizers. If d is the geodesic distance on the manifold M , then for p  1 the
cost of transportation
Wp
(
f+, f−
)
:=
(
min
{ ∫
M×M
dp(x, y) dγ (x, y): π1 γ = f+,π2 γ = f−
})1/p
deﬁnes a distance on P(M) called Wasserstein distance, or p-Wasserstein distance.
Moreover, (P(M),Wp) is complete and Wp metrizes the weak* convergence of
measures. In this paper we are especially interested in the case p = 1.
1.2. Description of the results
In recent years, geometric measure theory tools reveal very useful in the study of
mass transportation, especially in connection with other problems such as Mather
minimal measures [3,5,13,19] and irrigation problems [6,22,23,27]. Actually, an
approach based on normal currents is crucial to relate the Monge–Kantorovich
problem to the theory of Mather’s minimizing measures as treated in [5,13]. With
respect to the Monge–Kantorovich problem, see for instance [19], we have the
following link with geometric measure theory (see the next section for details on
deﬁnitions and basic results)
W1
(
f+, f−
)= min{M(T ): T ∈ N1(M), ∂T = f+ − f−}.
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We will call mass minimizing current any T realizing the minimum value in
the right-hand side of the above equality. Generalizations of the right-hand side
of the above equality to k-dimensional currents are strictly related to isoperi-
metric inequalities and the Plateau problem (see for instance [18,21]). It would
be interesting to ﬁnd, if any, suitable formulations of such higher dimensional
generalizations in the setting of the Monge–Kantorovich problem. We also point
out that the above equality is a special feature of the power p = 1. Indeed, in the
case p > 1 a similar equality in general does not hold, as shown in [19]. To get
an analogous correspondence of the Monge–Kantorovich problem with geometric
measure theory, a more careful formulation is needed. We also refer the reader to
[19] for a general discussion on this question. Since the Wasserstein distance W1
metrizes the weak* convergence of measures in P(M), the Monge–Kantorovich
problem is stable under weak convergence of the marginals. Precisely, if f+n
∗
⇀f+,
f−n
∗
⇀f−, and γn are optimal transportation plans between f+n and f−n , by passing
to a subsequence, we ﬁnd γ ∈ P(M × M) such that γn ∗⇀ γ . It turns out, see
Section 3.1, that γ is also an optimal transportation plan between f+ and f−.
Moreover, by considering the 1-currents Tγ deﬁned by
Tγ (ω) =
1∫
0
( ∫
M×M
〈
ω
(
σx,y(t)
)
, σ˙x,y(t)
〉
dγ (x, y)
)
dt,
where σx,y is a geodesic connecting the points x and y, it is possible to check,
see Section 3.1, that Tγn, Tγ are mass minimizing currents and Tγn ⇀ Tγ . It is
then natural to ask whether this stability holds also for general mass minimizing
currents. In other words, if Tn ⇀ T and Tn are mass minimizing currents for
W1(f
+
n , f
−
n ), is it true that T is mass minimizing for W1(f
+, f−)? Since the
Wasserstein distances metrizes the weak* convergence of measures, this question
admits a positive answer. In this paper we address this question, see Theorem 6,
without using the metric properties of Wasserstein distances. In particular we show
that the stability of minimizing currents can be easily obtained by using only basic
properties of currents. In Theorem 7 we state a more general -convergence result
for the mass minimizing problem. The key tool of the proofs relies just on basic
properties of the ﬂat norm of currents.
2. BACKGROUND
2.1. Currents
This section collects some deﬁnitions and results about currents which will be used
explicitly in the paper or which are useful to give sense to some deﬁnitions. The
exposition is adapted to the fact that the manifold M is compact and then different
from what would be on an open subset  of RN . As reference for the results
of this section we refer for instance to [18,21]. By Dk(M) we denote the space
of C∞, k-dimensional forms on M . Dk(M) is equipped with the usual topology
which is characterized by the assertion that wn → w ⇔ ‖Dβwn −Dβw‖∞ → 0 for
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every multy-index β . A k-dimensional currents is a linear continuous functional
on Dk(M). We denote by Dk(M) the space of k-currents. Observe that 0-currents
are just distributions. We say that a sequence {Tn} ⊂ Dk(M) weakly converges to
T ∈ Dk(M), and we denote by Tn ⇀ T , if Tn pointwise converge to T , namely
limn→+∞ Tn(ω) = T (ω) for any ω ∈ Dk(M). The mass norm of a current (in short:
“mass”) is deﬁned as:
M(T ) = sup{T (ω): ‖ω‖∞  1}.
The boundary operator ∂ :Dk(M) → Dk−1(M) for currents is deﬁned by duality
with the differential through the formula ∂T (ω) = T (dω) for all ω ∈ Dk−1(M).
Proposition 1 (Lower semicontinuity of the mass). Let Tn,T ∈ Dk(M) be such
that Tn ⇀ T . Then M(T ) lim infn→+∞ M(Tn).
We denote by Mk(M) = {T ∈ Dk(M): M(T ) < +∞}. The space of normal
k-currents is Nk(M) = {T ∈ Mk(M): ∂T ∈ Mk−1(M)}. Currents with ﬁnite mass
are representable by integration. Precisely, any T ∈ D1(M) can be represented
by integration using a probability measure σ on M and a vector ﬁeld X deﬁned
σ -a.e. as T (ω) = ∫
M
〈ω(x),X〉dσ . In this case we brieﬂy write T = σ ∧ X. By
approximation, every 1-current T = σ ∧X of ﬁnite mass can be extended to 1-forms
with Borel bounded coefﬁcients, again satisfying T (ω) = ∫
M
〈ω,X〉dσ .
Proposition 2 (Compactness). Let Tn ∈ Dk(M) be such that M(Tn)  C. Then,
there exists T ∈ Dk(M) such that, up to subsequences, Tn ⇀ T .
An important notion is that of ﬂat norm for a k-current T deﬁned by
F(T ) := sup{T (ω): ‖ω‖∞  1,‖dω‖∞  1}.
Of course, we always have F(T ) M(T ). The space of k-ﬂat chains, which we
denote by Fk(M), is the closure of Nk(M) with respect to the ﬂat norm. Therefore,
a k-currents T belongs to Fk(M) iff there exists a sequence on normal k-currents
Tn such that F(Tn −T ) → 0. The following result relates weak convergence and ﬂat
norm.
Theorem 3. Let Tn,T ∈ Nk(M) be such that M(Tn) + M(∂Tn) C. Then, Tn ⇀
T ⇔ F(Tn − T ) → 0.
Under the assumptions of Theorem 3, by using the inequality |F(Tn) − F(T )|
F(Tn − T ), we see that the ﬂat norm is continuous with respect to the weak
convergence of currents. We also have the following (see for instance Propositions 2
and 4 in Chapter 5 of [18]) theorem.
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Theorem 4. For any T ∈ F1(M), there exists S ∈ F2(M) such that F(T ) = M(T −
∂S)+M(S). Moreover, it results
F(T ) = min{M(R) +M(S): T = R + ∂S,R ∈ M1(M),S ∈ M2(M)}.
2.2. Duality for the Monge–Kantorovich problem
A useful tool in mass transportation theory is the Kantorovich duality which states
that for c(x, y) = d(x, y), then the minimum value of problem (1) is equal to
sup
{∫
M
ud
(
f+ − f−): u ∈ Lip1(M,d)
}
,
where Lip1(M,d) is the set of Lipschitz functions with Lipschitz constant not
greater than 1. Actually, the supremum in the above formula is always attained and
the optimals u are called Kantorovich potentials.
3. MASS TRANSPORTATION AND 1-CURRENTS
In recent years geometric measure theory tools reveal very useful in the study of
mass transportation, especially in connection with other problems such as Mather
minimal measures [3,5,13,19] and irrigation problems [6,22,23,27]. Actually, an
approach based on normal currents is crucial to relate the Monge–Kantorovich
problem to the theory of Mather’s minimizing measures as treated in [5,13]. With
respect to the Monge–Kantorovich problem, in [19] it is proved the following link
with the geometric measure theory
W1
(
f+, f−
)= min{M(T ): T ∈ N1(M), ∂T = f+ − f−}.(2)
Observe that the minimum on the right-hand side of (2) is among 1-currents whose
boundary (which is a distribution) coincides with the measure f+ − f−, and it
is attained by Proposition 1 and Proposition 2. Actually, the equivalence stated in
(2) is already present in the literature since, in this case, the problem of ﬁnding
minimizing currents for W1(f+, f−) in (2) can be seen as a shape optimization
problem (see [7,8]). Indeed, in terms of vectorial measures, the value of the right-
hand side of (2) amounts also to
min
{∫
M
d|ν|: ν ∈ Mn(M),−div(ν) = f+ − f−
}
,
where Mn(M) denotes the space of vectorial measures on the n-dimensional
manifold M . For this different setting, and of course with a different proof, we
refer to [24], where this question is formulated in terms of Finslerian metric and a
careful comparison with the mass transportation problem on Riemannian manifolds
is studied.
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Although the ﬂat norm is not equivalent to the mass, it is possible to substitute
the mass with the ﬂat norm in the right-hand side of (2):
W1
(
f+, f−
)= min{F(T ): T ∈ N1(M), ∂T = f+ − f−}.(3)
Indeed, since F(T )M(T ), by (2) we have:
min
{
F(T ): T ∈ N1(M), ∂T = f+ − f−
}
W1
(
f+, f−
)
.
To check the opposite inequality, consider a Kantorovich potential u ∈ Lip1(M,d)
and a current T ∈ N1(M) such that ∂T = f+ − f−. We obtain:
W1
(
f+, f−
)= ∫
M
ud
(
f+ − f−)= ∂T (u) = T (du) F(T ).
Taking the minimum with respect to T the equality (3) follows.
We call minimizing current for W1(f+, f−) any current T which realizes the
minimum in (2) or in (3). As a consequence we have the following proposition.
Proposition 5. Every minimizing current in (2) is also a minimizing current for (3).
Proof. Let T be a minimizing current in (2). Then by (2) and (3) we have
F(T )M(T ) = min{M(S): ∂S = f+ − f−}
= W1
(
f+, f−
)= min{F(S): ∂S = f+ − f−} F(T ). 
In particular, this means that for minimizing currents in (2) the equality M(T ) =
F(T ) holds. We have used Kantorovich duality in proving the equality between
the right-hand side of (2) and (3). However, this equality involve just the notion of
currents and it does not depend on the fact that W1 is a distance which metrizes the
weak* convergence of measures. Actually, this last property is strongly based on
Kantorovich duality.
3.1. Minimizing currents and optimal transportation plans
Let γ be a transport plan for the Kantorovich problem (1). Consider the 1-current
Tγ deﬁned as follows:
Tγ (ω) =
1∫
0
( ∫
M×M
〈
ω
(
σx,y(t)
)
, σ˙x,y(t)
〉
dγ (x, y)
)
dt,(4)
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where σx,y is a geodesic connecting the points x and y. Observe that
|Tγ (ω)| ‖ω‖∞
∫
M×M
( 1∫
0
|σ˙x,y(t)|dt
)
dγ (x, y)
= ‖ω‖∞
∫
M×M
d(x, y) dγ.
Therefore, we infer
M(Tγ )
∫
M×M
d(x, y) dγ.(5)
Moreover, for every f ∈ C1(M) it results
∂Tγ (f ) = Tγ (df ) =
1∫
0
( ∫
M×M
〈
df
(
σx,y(t)
)
, σ˙x,y(t)
〉
dγ (x, y)
)
dt
=
1∫
0
( ∫
M×M
d
dt
f
(
σx,y(t)
)
dγ (x, y)
)
dt
=
1∫
0
d
dt
( ∫
M×M
f
(
σx,y(t)
)
dγ (x, y)
)
dt
=
∫
M×M
f (x)dγ (x, y)−
∫
M×M
f (y)dγ (x, y)
=
∫
M
f df+ −
∫
M
f df−,
since γ has f+ and f− as ﬁrst and second marginal. Therefore, by using (2), if γ is
an optimal transport plan, by (5) it results that Tγ is a mass minimizing current too.
Since the Wasserstein distance W1 metrizes the weak* convergence of measures
in P(M), the Monge–Kantorovich problem is stable under weak convergence of
the marginals. Precisely, consider f+n , f−n ∈ P(M) such that f+n
∗
⇀ f+ and f−n
∗
⇀
f−. If γn are optimal transportation plans between f+n and f−n , by passing to a
subsequence, we ﬁnd γ ∈ P(M ×M) such that γn ∗⇀γ . It turns out that π1 γ = f+
and π2 γ = f−. Moreover, it also results that Tγn ⇀ Tγ . Finally, we evaluate
M(Tγ )
∫
M×M
d(x, y) dγ (x, y) = lim
n→+∞
∫
M×M
d(x, y) dγn(x, y)
= lim
n→+∞W1
(
f+n , f−n
)= W1(f+, f−).
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Therefore, γ is an optimal transport plan while Tγ is a mass minimizing current. It
is then natural to ask whether the above stability of optimal transport plans and the
induced 1-currents also holds for more general mass minimizing currents. Namely,
if Tn ⇀ T and Tn are mass minimizing currents for W1(f+n , f−n ), is it true that T is
mass minimizing for W1(f+, f−)? By using the metric properties of Wasserstein
distances, this question admits a positive answer. Indeed, for every S ∈ N1(M) such
that ∂S = f+ − f− we have
M(T ) lim inf
n→+∞M(Tn) = lim infn→+∞W1
(
f+n , f−n
)= W1(f+, f−)M(S).
Therefore T is a mass minimizing currents. A crucial step in the above computa-
tions is the fact that the Wasserstein distance metrizes the weak* convergence of
measures and the equality stated in (2). Actually, all these steps are strongly based
on Kantorovich duality. We aim to provide a proof of this stability property which
rely just on basic properties of currents, without involving the metric properties of
Wasserstein distances. This last fact is important in order to handle minimization
problems on currents, for instance by minimizing closed currents, on which the
metric properties of Wasserstein distances cannot be used. In the next section we
will address the question of the stability just by using basic properties of the ﬂat
norm.
3.2. Stability of mass minimizing currents
In this section we discuss the stability of minimizing currents for W1(f+, f−) by
using the properties of currents. The key tool is the ﬂat norm which play a role
analogous to that of Wasserstein distance in the previous section. A ﬁrst result in
this direction is the following theorem.
Theorem 6. Let f+n , f−n ∈ P(M) be such that f+n
∗
⇀ f+ and f−n
∗
⇀ f−. If Tn ∈
N1(M) are minimizing currents for W1(f+n , f−n ), then there exist T ∈ N1(M) such
that (up to subsequences) Tn ⇀ T and T is a minimizing current.
Proof. Since M is compact, we have: M(Tn) M(Tγn) 
∫
M×M d(x, y) dγn D,
where γn denotes any transport plan between f+n and f−n , while D is the diameter
of M . By Proposition 2, there exists T ∈ M1(M) such that, by passing to a
subsequence, Tn ⇀ T . This implies that ∂T = f+ − f−. For any S ∈ N1(M) such
that ∂S = f+ − f−, we set N = S − T . Observe that ∂N = 0. By Proposition 1,
Theorem 3, Proposition 5 and (3), we evaluate
M(T ) lim inf
n→+∞M(Tn) = lim infn→+∞F(Tn)
 lim
n→+∞F(Tn +N) = F(T +N) = F(S)M(S).
Taking the minimum with respect to S the statement follows. 
A more general result could be formulated in terms of -convergence.
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Theorem 7. Let f+n , f−n ∈ P(M) be such that f+n
∗
⇀f+ and f−n
∗
⇀f−. Consider
the following functionals on N1(M)
Jn(T ) = M(T )+ IKn(T ), J (T ) = M(T )+ IK(T ),
where Kn := {T ∈ N1(M): ∂T = f+n − f−n },K := {T ∈ N1(M): ∂T = f+ − f−},
while IE denotes the indicator function of the set E. Then Jn

⇀ J with respect to
the weak convergence of currents.
Proof. As a ﬁrst step, we have to prove that whenever Tn ⇀ T it results J (T ) 
lim infn→+∞ Jn(Tn). To this aim we may assume that ∂Tn = f+n −f−n , and then also
∂T = f+ − f−. Hence, by Proposition 1 we conclude. As second and ﬁnal step,
we have to prove that for every T ∈ N1(M) there exists a sequence Tn ∈ N1(M)
such that Tn ⇀ T and lim supn→+∞ Jn(Tn)  J (T ). We may assume that ∂T =
f+ − f−. Consider a sequence Sn of 1-currents such that ∂Sn = f+n − f−n and
M(Sn) C, for some constant C ∈R. This can be done for instance by considering
minimizing currents for W1(f+n , f−n ). As done in the proof of Theorem 6, we ﬁnd
S ∈ N1(M) such that, by passing to a subsequence, Sn ⇀ S and ∂S = f+ − f−.
Since S ∈ F1(M), by Theorem 4 there exist Nn ∈ F2(M) such that F(Sn − S) =
M(Sn − S − ∂Nn) + M(Nn). We set S˜n = Sn − ∂Nn. It results S˜n ∈ N1(M) and
∂S˜n = f+n − f−n . Using Theorem 3 we obtain:
M(S˜n − S) = M(Sn − ∂Nn − S) = F(Sn − S)−M(Nn)
 F(Sn − S) → 0.
Therefore, for any w ∈ D1(M) it results: |S˜n(ω) − S(ω)| M(S − S˜n)‖ω‖∞ → 0.
Hence, we have S˜n ⇀ S. Setting Tn = S˜n − S + T , we have ∂Tn = f+n − f−n and
Tn ⇀ T . We ﬁnally evaluate
Jn(Tn) = M(Tn) = M(S˜n − S + T )M(S˜n − S)+M(T ).
Hence, we get
lim sup
n→+∞
Jn(Tn)M(T ) = J (T ). 
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