Distributed controllers are oftentimes used in largescale SDN deployments where they simultaneously run a myriad of network applications each possibly having different consistency and availability preferences. Those controllers need to communicate in order to synchronize their state information. The consistency and the availability of the distributed state information are governed by an underlying consistency model. In earlier work, we suggested the use of adaptively-consistent controllers that can autonomously tune their consistency parameters in order to meet the performance requirements of a certain application. In this paper, we examine the feasibility of employing adaptive controllers that are built on-top of tunable consistency models similar to that of Apache Cassandra. We present an adaptation strategy that uses online clustering techniques (sequential and incremental k-means) in order to map a given application performance indicator (χ) into a feasible consistency level (Φ) that can be used with the underlying tunable consistency model. In the cases that we modeled and tested, our results showed that a plausible mapping (low RMSE) could be estimated between the application performance (χ) and the consistency level (Φ) indicators using the clustering techniques.
I. INTRODUCTION
Recent research [1] , [2] , [3] , [4] , [5] in Software-Defined Networking (SDN) employs multiple distributed controllers for scalability and reliability reasons. Distributed SDN controllers need to communicate (via east/west interfaces) in order to synchronize their state information (we call this process controller state distribution) (see Section II). Hence, they are subjected to issues similar to those affecting distributed datastores [6] . A major issue is the trade-off between consistency and availability in the case of network partitioning, which was identified by Eric Brewer in the CAP (Consistency, Availability and Partitioning) conjecture [7] , [8] . The CAP conjecture states that in the case of network partitioning, a distributed system will have to choose between the consistency of the data or the availability of the system. Systems that prefer consistency over availability are labeled as stronglyconsistent systems. While, systems that have the ability to change their behavior (degree of consistency) are known as tunably-consistent systems [9], [10] .
In SDN, the consistency level of state information exchanged among the distributed controllers can negatively affect the network application performance [2] , [11] , [12] , depending on the performance indicators being considered. There exist a multitude of SDN applications, having different performance indicators. As such, some can tolerate the state information inconsistency for the sake of higher availability. Therefore, applications could be built on-top of tunably-consistent distributed controllers which could be tuned differently for each application.
Earlier [13] , we proposed the use of adaptive controllers running on-top of tunably-consistent controllers in order to autonomously handle setting the parameters of the tunablyconsistent distributed controllers based on application specific performance indicators. Particularly, in our prior work, we presented an architecture for implementing such controllers and we showed a proof-of-concept application (i.e., a load-balancer running on-top of two distributed controllers). However, a simple tunable consistency model (i.e., delta-model) and an unrealistic adaptation strategy were employed, which can not support the requirements (i.e., performance indicators) of two or more different applications. Moreover, the proof-of-concept was designed to work with only a single application-specific performance indicator, only in the case of load-balancers, and with only two distributed controllers.
In this paper, we investigate the feasibility of using adaptive controllers running on-top of tunable consistency models similar to that of Apache Cassandra [14] . We present a controller adaptation strategy that -given an application-specific indicator (χ) -autonomously tunes the consistency level (Φ) of the distributed controllers in order to maintain a certain value for such application-specific indicator. In presenting such strategy, we make the following contributions: 1) we show how to quantize the level of consistency (subsection V-B) and how to use it in selecting appropriate values for the tunable consistency model parameters, and 2) we show how online clustering techniques can be employed (subsection V-C) to map the application-specific performance indicators (χ) into various consistency levels (Φ).
The rest of this paper is organized as follows: we discuss two key factors affecting the consistency of the controllers' global network view in Section II. In Section III, we discuss the need for adaptive controllers in distributed SDN deploy-978-1-5386-4633-5/18/$31.00 c 2018 IEEE ments. We provide an overview on the topics of eventual and tunable consistency models in Section IV. Section V is the proposed realization of adaptive SDN controllers. The numerical evaluation for the clustering-based adaptation strategy is presented in Section VI. In Section VII, we present two experimental evaluation scenarios for a distributed loadbalancer running on an implementation of the proposed adaptive controllers. Finally Section VIII will be our conclusion and an outline for future work.
II. GLOBAL NETWORK VIEW
Depending on the running network applications, the global network view can include topological information, traffic load information, or any other application-specific information. Hence, SDN controllers need to collect network state information such as flow and port statistics or network topology information, from the data planes and provide such information to network applications instantaneously when required. The outdatedness of network state information provided to the applications, could have a negative impact on the performance of the application, the network operation or security. For example, a load-balancing application that load-balances incoming client requests to a set of servers, would require access to information about the current load on the servers. If such information was outdated (which we refer to as inconsistent), the application might make wrong load-balancing decisions, impacting the network performance. Also, an outdated view of the network could lead to wrong forwarding rules being installed on the switches, which in turn might cause routingloops or blackholes. In the case of physically distributed SDN controllers, those controllers also need to exchange their views of the network in order to build a global network view and to take appropriate actions. Two key factors affect the consistency of the controllers' global network view: (1) Network State Collection; and (2) Controllers' State Distribution. In this paper, we focus on the latter factor.
A. Network State Collection
In order for the controllers to construct a global view of the network, they need to collect network state information from the network devices which they control (i.e., switches). In this paper, we refer to the process of collecting state information from the switches by the controllers as: network state collection.
B. Controllers' State Distribution
In the case of distributed controllers, controllers are ought to synchronize their local network views in order to construct a global network view, in a process which we call, in this paper: controllers' state distribution. The design of a distributed controllers platform is a non-trivial task due to the complexity of handling controllers' state distribution which can affect the consistency of the controllers' global view and in-turn impacts the networks applications' performance, or security.
III. THE CASE FOR SDN ADAPTIVE CONTROLLERS
Using distributed controllers in large-scale SDN deployments is crucial. First, it can reduce the control delays as the control load is now handled by multiple controllers as opposed to a single one. Second, it extricates the network from having a single point of failure embodied by the controller, hence increases the reliability and fault-tolerance of the network. Finally, employing distributed controllers allows the network to scale-out (horizontally) by adding more controllers. Dixit et al. [1] , suggested dynamically growing and shrinking the pool of controllers based on the traffic conditions. Managing distributed controllers in large-scale SDN environments can be a daunting task. First, those controllers are subjected to issues that affect distributed datastores [6] including the trade-off between consistency and availability of data during network partitioning. Next, there is a great number of SDN applications different in their requirements and employ different performance indicators. As such, some SDN applications may prefer different consistency and availability configurations [3] . Finally, two or more applications with different requirements (could be conflicting) might be running on the controllers at the same time.
An example for an application that might prefer to lower its consistency for higher availability -as long as it maintains a certain level of performance -would be a load-balancer. Load-balancers maintain information about the current load distribution in the network. However, as long as it is not creating routing loops (more in [11] ), it can tolerate some inconsistency to achieve a higher degree of availability. On the other hand, a firewall might represent an application that would not tolerate inconsistency and would prefer to be strongly consistent at the expense of being available.
We believe that distributed controllers that employ a tunable consistency model (similar to that of Apache Cassandra; see subsection IV-B) are more suitable for large-scale SDN deployments that simultaneously run myriad of heterogeneous network applications. Onix [3] lets the applications make their own trade-off between consistency and availability by providing them with two data-stores: (1) a strongly consistent transactional data-store, and (2) an eventually consistent (more in the next section) distribute hash table (DHT).
Furthermore, we believe that an effective strategy to handle the case of heterogeneous applications, is by extending tunable consistency with an adaptive mode. In such mode, the controllers given a per-application performance indicator will monitor the network behavior and adapt to the current conditions by autonomously tuning their consistency levels [13] . Adaptive distributed controllers can reduce the SDN applications development and maintenance cost by shifting the complexity of handling distribution issues out of the applications, reducing the application complexity. In addition, they can reduce the overhead of state distribution among the controllers.
IV. BACKGROUND ON CONSISTENCY
In this section, we explain the consistency model used by a number of modern data-stores such as Apache Cassandra [14] .
A. Notations
In distributed controllers, data are copied and stored at different controllers, such copies are known as replicas. In this paper, we also use the term replicas when referring to the machines storing those data copies. Table I shows the notations used throughout this paper. 
B. The Tunable Consistency Model
The consistency model employed by Apache Cassandra is both an eventual and a tunable consistency model. Eventual consistency [15] is a consistency model where all replicas eventually receive the most up-to-date values after sometime if no further updated occurred. With tunable consistency, we refer to a property of a consistency model where the level of consistency can manually be tuned. Cassandra allows applications to select between a number of predefined consistency levels, the most relevant ones are: (1) ONE, (2) QUORUM, and (3) ALL [9]. 'ONE' provides the highest possible availability guarantees but the lowest consistency ones, 'ALL' is the versa. 'QUORUM' ensures strong consistency with reasonable availability (more in [9]).
For example ( Fig. 1 ), for a write (or update) operation to be successful it must be written successfully on W different nodes, and for a following read operation to succeed R nodes must respond and return some value. In the first case ( Fig.  1a) , N = 5, W = 3, and R = 3. At t 1 , a write operation was requested and confirmed by three nodes (at random): c 1 , c 2 , and c 3 , while the operation might have failed at c 4 and c 5 , the overall operation is marked a success (recall W = 3). At t 2 , a read operation was initiated and only three nodes (at random): c 3 , c 4 , and c 5 returned an answer. And since R+W > N then for sure one node from those that answered the read operation will hold the most up-to-date value, in this example it is node c 3 . On the other hand, in the second case ( Fig. 1b) , N = 5, W = 3, and R = 2. At t 2 , only two nodes (at random): c 4 , and c 5 returned an answer to the read operation, yet the overall read operation is marked a success (recall R = 2). Those nodes may not have the most up-to-date value. Thus, there is no guarantee if R + W ≤ N that a read operation will
return the most up-to-date value. However, after sometime, if no further updates occurred, all nodes will eventually receive the most up-to-date values. The number of replicas (N ) could also be applicationspecific, e.g., an application dealing with more important information would choose a higher number of replicas whereas an application dealing with less important information would choose a less value for N .
V. PROPOSED ADAPTATION STRATEGY
The adaptation strategy requires the collaboration of different modules of an adaptive controller (proposed in [13] ). In this section, we describe our realization for some of those modules, namely: (1) the stored procedure compiler module, (2) the tunable consistency module, and (3) the adaptation module.
A. Stored Procedure Compiler Module
This module allows applications to instruct the controllers on how to calculate their performance indicators (e.g., standard deviation between the loads in case of a load-balancing application). Moreover, in case that the applications are to run on physically separate machines from the controllers, the task of calculating the performance indicators is shifted to the controllers to reduce delays caused by the applicationscontrollers communication. An application installs a stored procedure similar to that used in Database systems [16] at the controller which can be executed by the stored procedure compiler module in order to calculate the value of the applicationspecific performance indicator (χ), when needed. We assume that security measures are taken to prevent exploiting the use of the stored procedure compiler module and to ensure safe execution of the stored procedures at the controllers. The security aspects are outside the scope of this paper.
B. Tunable Consistency Module
This module provides the adaptation module with a configurable consistency level parameter (Φ) that can be tuned in order to change the level of consistency. Consistency Level Parameter. We adopt the tunable consistency model discussed in section IV-B as a base for our module. Such model provides R, W , and N as configurable parameters. However, mapping those parameters to a performance indicator (χ) could be complex for the adaptation module. R, W , and N are specific parameters to this particular consistency model (Cassandra-like). Therefore, exposing them to the adaptation module would lower the modularity of the system i.e., replacing the tunable consistency module with another one without having to modify the adaptation module will be harder. Hence, the tunable consistency module provides the adaptation module with a single tunable parameter (Φ) that directly relates to the consistency level, and the tunable consistency module is responsible for mapping that parameter (Φ) into its internal specific parameters (e.g., R, W , and N ). Measuring the Consistency Level. We chose the probability that a read returns the most recent version as the consistency level indicator (Φ) (shown in (2)). In case of strong consistency (1)) is the probability that the read quorum does not include the last up-to-date version [15] . Figure 2 , shows Φ versus R and W in case of N = 20. R, W and N are positive integers (∈ Z + ), hence Φ(R, W, N ) is a discrete function. Controlling the Consistency Level. Once the adaptation module chooses a certain value (φ) for (Φ) that supposedly satisfies the application-specific performance indicator (χ), the tunable consistency module needs to find values for R, W and N that gives (φ = Φ(R, W, N )), where (φ ) is as close as possible to the given φ (recall that {R, W , N } ∈ Z + , and Φ(R, W, N ) is a discrete function). We assume N is constant per-application and is set as a system-wide policy by the network administrator. In (3), we prove that swapping the values of R and W yields the same value for Φ. This property helps in reducing the search space.
The values for R and W that gives the nearest value to a certain value φ for Φ(R, W, N ) could be found using (4). A simple algorithm is shown in Algorithm 1 for finding the values of R and W .
Algorithm 1: Given a certain value (φ) for (Φ) find appropriate values for R and W in O (2) .
C. Adaptation Module
The adaptation module is responsible for selecting an appropriate configuration (i.e., consistency level (Φ)) for the tunable consistency module given a certain performance level (χ) which is calculated with the help of the stored procedure compiler module. In this section, we show how clustering can be used by the adaptation module in order to map a certain performance level (χ) into a corresponding consistency level (Φ).
Monitoring. In order for the adaptation module to function properly, it needs to continuously collect data about the application performance and configuration of the tunable consistency module. In particular, it collects different values for the consistency level indicator (Φ) and notes the corresponding performance level (χ), then feeds these values to the clustering technique. Clustering. We use clustering in order to find a mapping between the application performance indicator (χ) and the consistency level (Φ). First, the collected data is clustered by the application performance indicator (χ) and each center will be a consistency level (Φ). Next, when a specific level of application performance is needed, the nearest cluster to the required performance level is located and the value of the associated consistency level (Φ) will be used to select appropriate values for R and W . We opt for online incremental clustering techniques [17] . Although such techniques can yield less accurate results compared to those offline techniques but they scale better in terms of storage and they do not require reclustering with every new measurement. We tested two online techniques: (1) Sequential K-means, and (2) Incremental Kmeans. Sequential K-means Clustering. The first technique that we tested was the sequential K-means clustering (shown in Algorithm 2). Algorithm 2 is our adoption of the "sequential K-means" algorithm presented in [18] . This technique requires the number of clusters to be initially specified. The first nmeasurements will be assigned to the n-clusters, and then every new measurement will be assigned to the nearest cluster, and finally the cluster's mean will be updated. 
Incremental K-means Clustering.
The second technique that we tested was the incremental K-means clustering (shown in Algorithm 3). We adopt the "incremental clustering" algorithm presented in [19] as a base for Algorithm 3. This technique does not require the number of clusters to be specified as it uses a dynamic number of clusters. Every new measurement will be assigned to the nearest cluster if it is close enough (based on a threshold). If none was found, then a new cluster will be added that includes this measurement. The threshold depends on the performance indicator χ, thus we use the relative error as the distance measure to allow the use of a single threshold value for different performance indicators. 
Latency. In some cases, a given performance level can be satisfied by a set of different R and W pairs. Even though selecting any of them has no impact on the performance, it can have an impact on the latency. The tunable consistency module will monitor the frequency of reads and writes for each application and given the property (Φ(W, R, N ) = Φ(R, W, N )) proved in (3). If the application tends to do more reads then the tunable consistency module will set R to be the smallest value in order to reduce the read latency, while if the application tends to do more writes then the tunable consistency module will set W to be the smallest value in order to reduce the write latency. Fig. 3 : The Sequence Diagram Figure 3 shows a sequence diagram for the proposed adaptation strategy. It shows the interaction between the application (App) and the various controller modules: stored-procedure compiler module (SPCM), adaptation module (AM), and the tunable consistency module (TCM). Initially, the application creates a stored procedure (proc χ ) that is responsible for calculating the application-specific performance indicator (χ), and then sends that procedure to the controller where it gets executed by the stored-procedure compiler module when needed. Next, the controller monitors and gathers samples (x and φ) for the application-specific performance indicator (χ) and the corresponding consistency level (Φ), respectively. Then for each sample, the adaptation module invokes the clustering algorithm (learn(x, φ) ). Finally, when the application notifies (request(χ)) the controller with a desired value (χ) for the performance indicator (χ), the adaptation module uses the clustering algorithm to find an estimate (lookup(χ)) for a corresponding value (φ) for the consistency level indicator (Φ). Then, the adaptation module notifies (tune(φ)) the tunable consistency module with this value, which in-turn calculates (calc(φ)) the module internal parameters (R and W ) and applies such configuration.
D. Application-Controller Interaction

VI. NUMERICAL EVALUATION
In order to evaluate the validity of the proposed adaptation strategy, we evaluated the effectiveness of the clustering techniques (sequential and incremental) in mapping performance indicators (χ) to consistency levels (Φ). In our evaluation, we assumed that the relationship between the applicationspecific performance indicator (χ) and the consistency level indicator (Φ) is one of the following relations: (1) linear (χ = AΦ + C), (2) quadratic (χ = AΦ 2 + BΦ + C), (3) cubic (χ = AΦ 3 + BΦ 2 + CΦ + D), or (4) logarithmic (χ = A.log 10 (Φ) + C). A, B, C, and D are constants. We used a sample of 1000 uniform random numbers to bootstrap the algorithms. Then, we chose 100 arbitrary uniform random test values for χ and let the adaptation module figure out appropriate values for Φ that satisfies the given values for χ, and calculate the RMSE between the given χ values and the ones calculated using values of Φ returned by the adaptation strategy. Figure 4 shows the RMSE of the sequential K-means technique (Algorithm 2) versus the number of clusters. The results show, in the cases we tested, that with a reasonable number of clusters (≥ 50) a plausible mapping (low RMSE) could be estimated between the application performance indicators (χ) which we tested and the consistency level indicator (Φ). Figure  5 shows the RMSE of the incremental K-means technique (Algorithm 3) versus the threshold. The results show, in the cases we tested, that a plausible mapping (low RMSE) could be estimated using a reasonable number of clusters (≥ 50) by using a relatively small threshold ( 0.01). The results also indicate that even though online clustering techniques can yield less accurate results compared to offline techniques however in the cases we tested the online clustering techniques were sufficient with a reasonable number of clusters being used. 
VII. EXPERIMENTAL EVALUATION
In this section, we present the setup as well as the results of our experimentation with a load-balancing application (loadbalancer) running on top of a distributed adaptive controllers platform and using the proposed adaptation strategy 1 . The load-balancer uses the standard deviation of the servers' loads as the application's key performance indicator (χ). In our experimental evaluation, we conducted two scenarios: the first one (Scenario I) employs a sequential K-means clustering algorithm (Algorithm 2) at the adaptation module, while the second one (Scenario II) employs an incremental K-means clustering algorithm (Algorithm 3). Table II summarizes the parameters used in these two scenarios. We used Mininet to emulate the network for both scenarios (we ran each scenario one time). Figure 6 shows the emulated network topology. Figure 7 shows how the application key performance indicator (χ) represented by the simple moving average (over 10 sec) for the standard deviation of the servers' loads in bytes (as measured at the servers), changes over time in both scenarios. The results were obtained by running the application using the emulated network shown in Figure 6 with the parameters shown in Table II , and might differ in other scenarios. Table III shows the average Root Mean Square Error (RMSE) and the Normalized RMSE between the application's target key performance indicator (χ) and the one measured by the application. The results presented in this section, are for a very restrict target key performance indicator (χ ≈ 2kB) out of an aggregate load of ≈ 56kB. In the future, we plan to experiment with less restrictive values of the key performance indicator (e.g., χ = 15% of the aggregate traffic load). We also tried each scenario (I & II) using another network topology (i.e., a star network topology) shown Figure 8 . The central switch's controller (shown in black color) is running a l2 learning application. In this topology (star topology), the central controller is not part of the distributed controllers' system (i.e., non-distributed, and non-adaptive). Figure 9 shows how the application key performance indicator (χ) represented by the simple moving average (over 10 sec) for the standard deviation of the servers' loads in bytes (as measured at the servers), changes over time in both scenarios in the case of the star network topology.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we examined the feasibility of using adaptive controllers that are built on-top of tunable consistency models similar to that of Apache Cassandra. We presented an adaptation strategy that selects feasible values for the consistency level indicator (Φ) that satisfies a given application performance indicator (χ). We employed two online clustering techniques (sequential and incremental K-means) in order to find suitable mapping between χ and Φ. In the cases that we tested, our results showed that in the case of sequential K-means, with a reasonable number of clusters (≥ 50), a plausible mapping (low RMSE) could be estimated between the application performance indicators (χ) and the consistency level indicator (Φ). In the case of incremental K-means, the results also showed that a plausible mapping (low RMSE) could be estimated using a similar number of clusters (≥ Fig. 9 : Demonstrating the performance of the controllers' adaptation strategy using the application key performance indicator (χ) vs time, in the case of a star topology. 50) by using a small threshold ( 0.01). We also presented a preliminary experimental evaluation for our implementation of an adaptive controllers platform, and we demonstrated the feasibility of such platform by running an implementation of a distributed load-balancing application on-top of it. In the future, we plan to evaluate the validity and effectiveness of the proposed consistency adaptation strategy on a larger-scale network, and we plan to focus on highlighting the adaptation strategy performance value versus non-adaptive in different scenarios.
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