Abstract. Let f be a C 1 self-map on a smooth Riemannian manifold M , μ be an f -invariant ergodic Borel probability measure with a compact support Λ and χ 1 μ > · · · > χ s μ be the Lyapunov exponents of μ with respect to f . If χ 1 μ > 0, then we give a lower bound of the lower pointwise dimension of μ in terms of χ 1 μ and of the entropy h μ (f ). Moreover, if Df {·} is non-degenerate on Λ and χ s μ > 0, then we give an upper bound of the upper pointwise dimension of μ in terms of χ s μ and of the entropy h μ (f ). Furthermore, if f is C 1+α for some α > 0, then the non-degeneracy condition can be removed.
Introduction
In the study of the interrelation between dimension, entropy and Lyapunov exponents, Young introduced in [19] the notation of pointwise dimension. Generally, for a Borel measure m on a complete metric space X, the lower and upper pointwise dimensions of x ∈ X with respect to m are defined by at x ∈ X, we will use d m (x) to denote this common value as the pointwise dimension at x with respect to m. The lower and upper pointwise dimensions characterize the local geometrical structure of m with respect to the metric on X, and are important tools in the dimension theory of dynamical systems (see Framer, Ott and Yorke [5] , Eckmann and Ruelle [4] , Ledrappier and Young [11] , Young [19, 20, 21] , Barreira, Pesin and Schmeling [2] and Barreira and Wolf [3] for example). In this paper we will investigate the interrelations between pointwise dimensions, entropy and Lyapunov exponents of ergodic Borel probability measures for C 1 selfmaps on smooth Riemannian manifolds. One of our main results can be stated as follows.
Theorem 1. Let f be a C
1 self-map on a smooth Riemannian manifold M , and μ be an f -invariant ergodic Borel probability measure with a compact support Λ. To introduce some other characteristics we need the notion of entropy. That is, for any finite measurable partition β of X, the entropy of β with respect to m is defined by H m (β) = In [9] Ledrappier considered another characteristic of dimensional type of m as
B∈β

−m(B) log m(B).
where N ( , δ, m) is the minimum number of balls of diameter covering a subset in X of measure greater than 1 − δ. The corresponding lower dimension can be defined similarly by LD(m) = lim
. All above characteristics of dimensional type of m are closely related to pointwise dimensions. In fact, Young established a useful criterion in [19] which says that if
There is an extensive literature discussing the relations of these characteristics of invariant measures and some other dynamical characteristics, for example, the measure-theoretic entropy and Lyapunov exponents of the measures if the measures are preserved by some self-maps. In [9] Ledrappier proved that for a C 1 self-map f on M and an f -invariant ergodic Borel probability measure μ with a compact support, if χ
In [6] Hu showed, among other results, that
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for a C 2 map f on M with a compact invariant set Λ on which f is expanding, and an f -invariant ergodic Borel probability measure μ on Λ,
where D(μ) stands for HD(μ), LD(μ), LD(μ), BD(μ) or BD(μ). We also get similar results to these characteristics. In fact, the following result is a consequence of Theorem 1 by Young's criterion.
Theorem 2.
Let f be a C 1 self-map on a smooth Riemannian manifold M , and μ be an f -invariant ergodic Borel probability measure with a compact support Λ.
(
Young proved a sharp result (see [19, Corollary 5.1] ) that if f : M → M is a C 1+α diffeomorphism and μ is a hyperbolic ergodic Borel probability measure, then
where k = max{i ≥ 1 : χ i μ > 0}. Young's approaches use some typical C 1+α tools such as Lyapunov charts and Pesin theory. We do not know whether (1.1) holds for C 1 maps. In order to obtain the upper bound of the upper pointwise dimension of μ in terms of χ s μ and the entropy h μ (f ) in Theorem 1, we require the non-degeneracy condition for only the C 1 self-map f . In this case, the non-degeneracy condition is used to give some estimates of the distortion of the differential Df x (see Lemma 2.2). This is crucial for an estimate of the upper bound of the sizes of Bowen balls in the proof of Theorem 1, which is no longer meaningful if there exist some degenerate points of the C 1 self-map f . When f is a C 1+α self-map on M for some α > 0, we can give a better estimate of the distortion of the differential Df x (see Lemma 4.1). This gives rise to a positive functionˆ such that for a non-degenerate point x,ˆ (x) decreases mildly to 0 as x gets close to some degenerate point. Then rescaling Bowen balls by the functionˆ and applying the rescaled version of Brin-Katok local entropy formula [12, 19, 1] , we can remove the non-degeneracy condition of f and obtain the following result. 
Recall that a measure μ is exact dimensional if d μ (x) = d for μ-a.e. x ∈ X. In this case we denote dim(μ) = d. Also, μ is called conformal if all the Lyapunov exponents of μ coincide. In this case we denote the common value by χ μ . In [14] Manning proved that HD(μ) =
, where f is an analytic self-map on the complex plane C with a compact invariant Julia set J(f ) on which f (z) = 0, and μ is an f -invariant ergodic Borel probability measure on J(f ) with the Lyapunov exponent χ μ > 0. In [13] Mañé showed that if f is a rational function on the Riemann sphere C and μ is an f -invariant ergodic Borel probability measure of f with χ μ > 0, then dim(μ) = 
Corollary 5. Let f be a C 1+α self-map on a smooth Riemannian manifold M , and μ be an f -invariant ergodic Borel probability measure with a compact support Λ. If μ is conformal and χ μ > 0, then μ is an exact dimensional measure and dim(μ) =
We remark that the condition χ μ > 0 is indispensable in Corollary 4, since Kalinin and Sadovshaya proved in [8] that for a generic circle diffeomorphism f :
The rest of the paper is organized as follows. In Section 2 we review some basic notation and preliminary results which will be used in later sections. In Section 3 we give the proofs of Theorem 1. We first prove a weak version of Theorem 1 (see Theorem 3.4) using the Brin-Katok local entropy formula. Then applying Theorem 3.4 to the iterations f k for each k ∈ N, we prove Theorem 1. Theorem 2 is an immediate consequence of Theorem 1 by Young's criterion. In Section 4 we first refine the estimates of the distortions and get a rescaling functionˆ . Then we use the rescaled local entropy formula to prove the statements in Theorem 3.
Preliminaries
In this section we give some basic notation and results which will be used in later sections. Let M be a smooth Riemannian manifold with a Riemannian metric. This Riemannian metric naturally induces a norm · on each fiber T x M and a geodesic distance ρ on M such that the manifold M is also a metric space. For each x ∈ M and r > 0, let B(x, r) denote the set {y ∈ M : ρ(x, y) < r}.
Let g be a C 1 self-map on M . The operator norm · and the co-norm · of
Some authors also use the notation m(Dg x ) = Dg x .
Definition 2.1. Let g : M → M be a C 1 self-map and Λ be a g-invariant subset. The map g is said to be non-degenerate at x ∈ M if Dg x > 0, and g is said to be non-degenerate on Λ if g is non-degenerate at each x ∈ Λ.
Generally, the case that Dg x = 0 is not excluded. To deal with these bad points we define the positive part φ + of a real function φ : M → R on M as φ + (x) = max{0, φ(x)}. In the same spirit we define Dg x = max{1, Dg x }. Evidently we have Dg x ≥ 1 and log( Dg x ) = (log Dg x )
+ . The following lemma is fairly straightforward.
Lemma 2.2. Let g be a C
1 self-map on M , and Λ be a non-empty compact ginvariant subset of M . Then the following statements hold.
The proof uses only elementary tools in Riemannian geometry. For the first conclusion it suffices to note that
Remark 2.3. The non-degeneracy assumption guarantees the existence of a uniform constant in the second conclusion. In general the constant will also depend on the choice of points in Λ, and might decay wildly to 0 as x gets close to some degenerate point. We will show the decay is mild if the map is C 1+α . See Lemma 4.1 and Theorem 4.3 for more details.
The following lemma says that in the definition of pointwise dimensions we can use some proper sequential limits instead of the limit r → 0. See [19] for details. log r n = 1, then for any
Remark 2.5. By Lemma 2.4, it is clear that both d μ (·) and d μ (·) are Borel functions on M . Now assume μ is a g-invariant ergodic Borel probability measure on M with a compact support Λ μ . By Lemma 2.2 (1) for δ = 1, we see that there exists , r) ) for any x ∈ Λ μ and 0 < r < . Passing r → 0, we get that
Moreover, since μ is ergodic and the functions d μ (·) and d μ (·) are Borel measurable, we know that both d μ (x) and d μ (x) are constant for μ-a.e. x ∈ Λ μ by (2.1). Denote these two constants by d μ and d μ respectively. Let
For convention we restate the above observations in a lemma.
Lemma 2.6. Let μ be a g-invariant ergodic Borel probability measure with a compact support. Then μ(E
Finally let's recall two basic properties relating the lower pointwise dimension with the Hausdorff dimension of Borel measures. Let μ be a Borel probability measure supported on a Borel subset X ⊆ R . 
Proof of Theorems 1 and 2
In this section, our aim is to prove Theorem 1 and Theorem 2. Throughout this section, we let M be a smooth Riemannian manifold, f be a C 1 self-map on M and μ be an f -invariant ergodic Borel probability measure with a compact support Λ μ . Now we introduce the notation of Lyapunov exponents of f with respect to μ. By Oseledets' Multiplicative Ergodic Theorem (see [15] 
The numbers χ i μ , counting with their multiplicities
, are called the Lyapunov exponents of f with respect to μ. Next we will give another description of the largest exponent χ 
. By the Kingman Sub-additive Ergodic Theorem (see [7] or [18, Theorem10.1]), the limit χ 
Note that χ 1 μ = −∞ is not excluded. Similarly, let's consider another family of functions {φ n } ∞ n=1 on M by setting φ n (x) = log Df n x for each x ∈ M and n ∈ N. It is not hard to show φ n +n (x) ≥ φ n (f n x) + φ n (x) for any x ∈ M and n , n ∈ N. Clearly,
Again the limit χ (
In order to prove this theorem we need some more preparations. Let g : M → M be a C 1 self-map and ν be a g-invariant ergodic Borel probability measure. For n ∈ N, x ∈ M and δ > 0, let
The following results are the Brin-Katok local entropy formula. See [1] .
Lemma 3.2. Let g be a C 1 self-map on M and ν be a g-invariant ergodic Borel probability measure on M with a compact support Λ ν . Then the following statements hold.
(1) The limits h
Recall that the set of generic points of ν is defined by
By the Birkhoff Pointwise Ergodic Theorem, we know ν(G ν ) = 1 since ν is ergodic. We denote log + Dg x = (log Dg x ) + for short. Let χ
Lemma 3.3. Let g be a C
1 self-map on M and ν be a g-invariant ergodic Borel probability measure on M with a compact support Λ ν . Then
for any δ ∈ (0, 1) and x ∈ G ν . Given δ ∈ (0, 1), for each ∈ N, let's consider the set
Let = (δ, g, Λ ν ) > 0 be given as in Lemma 2.2 (1) such that ρ(gy, gz) ≤ ρ(y, z)e δ Dg y for any y ∈ Λ ν and z ∈ B(y, ). Now fix ζ ∈ (0, ).
Claim. Let n ≥ 1. For each y ∈ M with ρ(x, y) < ζe
Proof of the Claim. We prove the Claim by induction on n. For n = 1, it is just Lemma 2.2 (1). Now we assume the Claim holds for all n ≤ . Then for n = + 1, let y ∈ M with ρ(x, y) < ζe
Using the assumption for n = ,
Moreover, since g x ∈ Λ ν and ζ ∈ (0, ), we have, by the choice of ,
So the Claim also holds for n = + 1. This ends the proof of the Claim.
Given any x ∈ G ν , let x be given so that x ∈ Y x . Then by (3.3) and the Claim we have, for n > x , x) . This ends the proof of (1).
B(x, ζe
−n(2δ+χ + ν ) ) ⊆ B(x, ζe −nδ− n−1 k=0 log + Dg g k x ) ⊆ B n (x, ζ).−n(2δ+χ + ν ) )) log(ζe −n(2δ+χ + ν ) ) ≥ lim inf n→+∞ log ν(B n (x, ζ)) −n(2δ + χ + ν ) + log ζ = h − ν (g, x, ζ) 2δ + χ + ν .
This is equal to saying
(2) Assume that g is non-degenerate on Λ ν . If χ (2), it is sufficient to show that for any δ ∈ (0, min{1,
Since log Dg {·} is continuous on M , 
Combining these inequalities from = n to 1, we get
Combining (3.4) and the above inequalities we have that
for any n > x . Using Lemma 2.4 for r n = ζe
Letting ζ → 0 in the above inequalities, we get
. This finishes the proof of (2).
As an immediate consequence of Lemma 2.6, Lemma 3.2 and Lemma 3.3, we have the following theorem which can be viewed as a weak version of Theorem 3.1.
Theorem 3.4. Let g be a C
1 self-map on M and ν be a g-invariant ergodic Borel probability measure on M with a compact support Λ ν . Then the following statements hold.
Now we come back to the initial map f and consider its iteration f k for each k ∈ N. Since (Λ μ , μ, f) is ergodic, it is well known that for each k ∈ N, there exist a factor p k of k and an f k -invariant ergodic Borel probability measure ν k
To finish the proof of Theorem 3.1, we need the following lemma. (
Proof.
(1) It is a well-known result.
(2) By Lemma 2.6, we have fν 
for any 0 < r < . Then we have
In the same way we can show y, r) ) for any r > 0. Thus
(3) Following completely from the proof of (2), we have 
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1.
(1) By the Kingman Sub-additive Ergodic Theorem we have
Moreover, it is not hard to see that
Thus by the Dominated Convergent Theorem we have
for any x ∈ Λ and y ∈ B(x, r 0 ). 
Proof. Recall that the exponential map exp
where
Since Λ is compact and g-invariant, there exist a positive number r 0 = r 0 (g, Λ) ∈ (0, R) and an open neighborhood W ⊆ U of Λ such that for any x ∈ W, y ∈ M with ρ(x, y) < r 0 we have gx ∈ U and ρ(gx, gy) < R.
Consider a mapg :
Since the exponential map is always smooth enough,g is as smooth as g. Define the partial derivative D 2 ofg with respect to the fiber variable, also named as the partial derivative with respect to the second variable, as
for any x ∈ W and v ∈ T x M (r 0 ). In the following we use the fact that T x M is a linear space and
Claim. There exists C = C(g, Λ) > 0 such that for any x ∈ Λ and y ∈ B(x, r 0 ),
Proof of the Claim. Since the exponential map is always smooth enough,g is as smooth as g. So for x ∈ W ,g :
) and x ∈ W . Thus there exists a positive constant C = C(g, Λ) > 0 such that
Let x ∈ Λ and y ∈ B(x, r 0 ) be given. Let γ(t) = t exp
By the choice of C we have
Note that D 2g0 x = Dg x . This completes the proof of the Claim.
Let C be given as in the Claim. For x ∈ Λ and y ∈ B(x, r 0 ), by the Claim we have
This ends the proof of the lemma.
The following rescaled local entropy formula is due to Mañé [12] . See also [1, 21] . 
The following theorem is a weak version of Theorem 3.
Theorem 4.3. Let g be a C
1+α self-map on M for some α ∈ (0, 1), and ν be a g-invariant ergodic Borel probability measure on M with a compact support 
