In this paper, we present several results concerning vector potentials and scalar potentials with data in Sobolev spaces with negative exponents, in a not necessarily simply-connected, three-dimensional domain. We then apply these results to Poincaré's theorem and to Korn's inequality.
Weak versions of a classical theorem of Poincaré
In this work, (the results of which were announced in [2] ), Ω is a bounded open connected subset of R 3 with a Lipschitz-continuous boundary Γ. The notation
To begin with, let f ∈ H −m (Ω) 3 be such that curl f = 0 in Ω. We then use the same argument as in [8] : We know that there exist a unique u ∈ H m 0 (Ω) 3 and a unique p ∈ H −m+1 (Ω)/R (see [5] ) such that ∆ m u + grad p = f and div u = 0 in Ω.
Hence ∆ m curl u = 0 in Ω so that the hypoellipticity (see [10] ) of the polyharmonic operator ∆ m implies that curl u ∈ C ∞ (Ω) 3 . Since div u = 0, we deduce that ∆u = curl curl u ∈ C ∞ (Ω) 3 . This also implies that ∆ m u belongs to C ∞ (Ω) 3 and is an irrotational vector field. By the classical Poincaré theorem, there exists q ∈ C ∞ (Ω) 3 such that ∆ m u = grad q. Thus, f = grad (p + q) and, thanks to [4] proposition 2.10, the function p + q belongs to the space H −m+1 (Ω).
We can give another proof of the implication (iv) =⇒ (iii) by using the following theorem: 3 . In order to distinguish this extension from the gradient of q in D (Ω), we denote it by grad q. Finally, we remark that the space
; curl w = 0 and div w = 0 in Ω} is of dimension equal to J: As shown in [1] Prop. 3.14, it is spanned by the vector fields grad q
, which is unique up to an additive constant, satisfies
where ·, · Σ k denotes the duality pairing between the spaces H −1/2 (Σ k ) and
there exists a scalar potential χ in
Proof. It suffices to show that, given any vector field v ∈ H 0 (div, Ω) such
and w = v − z . According to [1] , theorem 3.17, there exists a vector potential ψ ∈ L 2 (Ω) 3 that satisfies w = curl ψ, div ψ = 0 in Ω and ψ × n = 0 on Γ. Hence
The result is then a consequence of theorem 1.1: there exists a function χ ∈ H 1 (Ω) satisfying (5).
3 that satisfies curl f = 0 in Ω can be decomposed as:
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Such a result was alluded to in [11] .
(2) The second condition in (4) is trivially satisfied when Ω is simply-connected, since K T (Ω) = {0} in this case.
Observe that, thanks to the density of D(Ω)
Therefore, the function ψ ∈ L 2 (Ω) 3 satisfies relations (4). By theorem 2.1, there exists a function p ∈ H 1 (Ω) such that
Hence the function χ = p + χ 0 satisfies the announced properties.
Remark 2.4. Note that this theorem is an extension of the equivalence (iii) ⇐⇒ (iv) in theorem 1.1 with m = 1 to the case where Ω is not simplyconnected.
More generally, let us introduce, for any integer m ≥ 0, the space
which coincides with H 0 (div, Ω) for m = 0. Its dual space, denoted by H −m (div, Ω), can then be characterized by
One can also show that D(Ω) 3 is dense in H m 0 (div, Ω) and that the following Green formula holds for any χ ∈ H −m (div, Ω) and v ∈ H m 0 (div, Ω):
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As a consequence of theorem 2.3, it is easy to prove the following theorem, which shows that property (iv) in theorem 1.1 also holds when Ω is not simply-connected.
Proof. We give the proof when m = 1; the general case is similar. Let f ∈ H −1 (div, Ω) satisfy (6). Then, there exist ψ ∈ H 0 (div, Ω) and
(11) Observe that, thanks to (11), we have
(Ω) such that ψ = grad p and the estimate (7) holds. Then the function χ = χ 0 + p satisfies the announced properties.
Vector potentials in H
First, we recall some results concerning the existence of tangential vector potential (see [1] for proofs).
Below, ·, · Γ i denotes the duality pairing between the spaces H −1/2 (Γ i ) and
there exists a vector potential ψ in
satisfying the estimate
Moreover, there exists a unique vector field ψ ∈ L 2 (Ω) 3 satisfying (13) and such that 
holds. If moreover u ∈ H m (Ω) 3 and Ω is of class C m+1,1 , for some integer m ≥ 0, then ψ belongs to H m+1 (Ω) 3 and the estimate
holds. We also recall the result concerning the existence of normal vector potentials (see again [1] for proofs). For any vector field u ∈ H(div, Ω) that satisfies
and the estimate
holds. Moreover, there exists a unique vector field ψ ∈ L 2 (Ω) 3 satisfying (19) and such that ψ · n ,
and the estimate (20) holds. When u is more regular, then (16) and (17) are also satisfied. Using the same arguments as those of theorem 2.1, it is easy to verify that
Another kind of less standard but useful vector potential is given by the following theorem. 
Proof. Given any vector field u ∈ H(div, Ω) satisfying (18), we associate the vector potential ψ 0 ∈ H 1 (Ω) 3 satisfying (19) and the estimate
That Γ is of class C 1,1 implies that the normal trace ψ 0 · n belongs to H 1/2 (Γ). Hence, the fourth-order problem ∆ 2 χ = 0 in Ω, χ = 0 and ∂ n χ = ψ 0 · n on Γ has a unique solution χ in H 2 (Ω) satisfying the estimate
Then the vector field
The vector field ψ given by the previous theorem is unique up to vector fields belonging to the space 
Proof. Under the given assumptions, the vector potential ψ given by the previous theorem belongs to H m+1 (Ω) 3 and its normal trace ψ · n belongs to H m+1/2 (Γ), on the one hand. On the other hand, the solution χ to the fourth-order problem found in the previous belongs to H m+2 (Ω) 3 .
We now characterize the space K 
Proof. First, we prove that the space K 1 0 (Ω) and the space
(Ω), let w denote the extension by zero of w to an open ball B containing Ω. Since curl w = 0 in B, w is the gradient of a function q ∈ H 2 (B). Moreover, q = 0 in B \ Ω, so that q := q| Ω belongs to H 2 0 (Ω). Since ,w = grad q , one finds that w belongs to G 1 . Moreover, it is clear that the set of vector fields grad q i , 1 ≤ i ≤ I, where q i ∈ H 2 (Ω) is the unique solution to
spans
One still has to check the last line of (23). Introduce now
For 1 ≤ i ≤ I, the problem: find q
has a unique solution. Furthermore, the following Green's formula can be proven by a density argument, for any functions q and r in M 2 with ∆ 2 q in L 2 (Ω):
This formula implies that the solution q Proof. Let (ψ 0 − grad χ) be the potential vector of u given in the proof of theorem 3.2. Then the vector field
satisfies (26) (note that the quantities ∂ n (∆χ), 1 Γ i are well defined since ∆ 2 χ = 0). 
3 denote the vector potential given by corollary 3.6. The sixth-order problem
has a unique solution χ ∈ H 3 (Ω) that satisfies the estimate
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Note that the last boundary condition in (29) can be written as
For any unit tangent vector τ on Γ, we have:
Also, one can show that (∂ n grad χ) · τ = 0, which implies that the relation ∂ n grad χ = ∂ n ϕ holds. So, the vector field ψ = ϕ − grad χ belongs to H 2 (Ω) 3 and satisfies (28).
The vector field ψ given by Theoerm 3.7 is unique up to vector fields in the space
3 ; curl w = 0 and div ∆ 2 w = 0 in Ω}, which we now characterize. 
Proof. First, we prove that the space K 2 0 (Ω) coincides with the space
using the same argument as in proposition 3.4. We next note that the set of vector fields grad q i , 1 ≤ i ≤ I, where q i ∈ H 3 (Ω) is the unique solution to the problem
spans K 2 0 (Ω).
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Let now
has a unique solution. Furthermore, the following Green's formula can be proved by a density argument, for any functions q and r in M 3 with ∆ 3 q in L 2 (Ω):
This formula shows that the solution q 
with the corresponding estimate.
More generally, we can prove using the same arguments: (Ω) 3 , satisfying (33) and
Remark 3.11. Similar results are found in Borchers & Sohr [7] , but with different proof.
Let Ω be a domain with a boundary of class C m+1,1 for some integer m ≥ 1 and let u in H 
and satisfying the estimate
Letting ξ = curl u , we obtain the decomposition f = curl ξ + grad χ with div ξ = 0 in Ω and ξ · n = 0 on Γ. Since ξ ∈ L 2 (Ω) 3 and χ ∈ L 2 (Ω), it follows that curl ξ ∈ H 0 (curl, Ω) and grad χ ∈ H 0 (div, Ω) , so that
Proposition 4.1. Assume that the boundary of the domain Ω is of class
(Ω) solution to (35) and satisfying the estimate
Proof. Let f be in the dual space of H 0 (div, Ω). We know (see proposition 1 of [6] ) that there exist ψ ∈ L 2 (Ω) 3 and χ 0 ∈ L 2 (Ω) such that
Thanks to the regularity of Γ, there exist u ∈ (
with
Then u and χ = p + χ 0 satisfy the announced properties.
We next consider the space Ω) ; curl w = 0 and div w = 0 in Ω} which is of dimension I. As shown in proposition 3.18 of [1] , this space is spanned by the vector fields grad q 
and such that the following estimate holds:
Proof. Let f be in the dual space H 0 (curl, Ω) . According to corollary 5 of [6] , there exist ψ ∈ L 2 (Ω) 3 and ξ 0 ∈ L 2 (Ω) 3 with div ξ 0 = 0 in Ω and ξ 0 · n = 0 on Γ, such that f = ψ + curl ξ 0 and such that the estimate
holds. Thanks to the density of D(Ω)
3 in H 0 (curl, Ω), we deduce that for all v ∈ K N (Ω), we have H 0 (curl,Ω) curl ξ 0 , v H 0 (curl,Ω) = 0.
Since div f = 0, it follows that div ψ = 0. Then, thanks to the orthogonality relations H 0 (curl,Ω) f , grad q N i H 0 (curl,Ω) = 0 for all i = 1, . . . , I, the relations ψ ·n , 1 Γ i = 0 are satisfied for all i = 1, . . . , I. There thus exists a vector potential ϕ ∈ L 2 (Ω) 3 (see theorem 3.12 of [1] ) such that ψ = curl ϕ, with div ϕ = 0 in Ω and ϕ · n = 0 on Γ, and such that
Hence, the vector field ξ = ξ 0 + ϕ possesses the announced properties.
Remark 4.3. The previous theorem has been established in [6] when Γ is connected, in which case K N = {0}.
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