Interaction cohomology of forward or backward self-similar systems  by Sumi, Hiroki
Advances in Mathematics 222 (2009) 729–781
www.elsevier.com/locate/aim
Interaction cohomology of forward or backward
self-similar systems
Hiroki Sumi
Department of Mathematics, Graduate School of Science, Osaka University, 1-1, Machikaneyama, Toyonaka,
Osaka 560-0043, Japan
Received 25 March 2008; accepted 15 April 2009
Available online 3 July 2009
Communicated by Kenneth Falconer
Abstract
We investigate the dynamics of forward or backward self-similar systems (iterated function systems)
and the topological structure of their invariant sets. We define a new cohomology theory (interaction co-
homology) for forward or backward self-similar systems. We show that under certain conditions, the space
of connected components of the invariant set is isomorphic to the inverse limit of the spaces of connected
components of the realizations of the nerves of finite coverings U of the invariant set, where each U consists
of (backward) images of the invariant set under elements of finite word length. We give a criterion for the
invariant set to be connected. Moreover, we give a sufficient condition for the first cohomology group to
have infinite rank. As an application, we obtain many results on the dynamics of semigroups of polynomi-
als. Moreover, we define postunbranched systems and we investigate the interaction cohomology groups of
such systems. Many examples are given.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of iterated function systems has been widely and deeply investigated in fractal
geometry [5,10,13–15,17]. It deals with systems L= (L, (h1, . . . , hm)), where L is a non-empty
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L =⋃mj=1 hj (L). In this paper, such a system (L, (h1, . . . , hm)) is called a forward self-similar
system (Definition 2.2). For any two forward self-similar systems L1 = (L1, (h1, . . . , hm))
and L2 = (L2, (g1, . . . , gn)), a pair Λ = (α,β), where α : L1 → L2 is a continuous map and
β : {1, . . . ,m} → {1, . . . , n} is a map, is called a morphism of L1 to L2 if gβ(j) ◦ α = α ◦ hj
on L for each j = 1, . . . ,m. If Λ is a morphism of L1 to L2, we write Λ :L1 → L2. If
Λ1 = (α1, β1) :L1 → L2 and Λ2 = (α2, β2) :L2 → L3 are such morphisms, then Λ2 ◦ Λ1 :=
(α2 ◦ α1, β2 ◦ β1) is a morphism of L1 to L3. Moreover, for each system L= (L, (h1, . . . , hm)),
the morphism IdL = (IdL, Id) :L→ L is called the identity morphism. With these notations, we
have a category. This is called the category of forward self-similar systems (see Definition 2.3).
For any forward self-similar system L = (L, (h1, . . . , hm)), the set L is called the invariant set
of the system and each hj is called a generator of the system. In many cases, the invariant set
is quite complicated. For example, the Hausdorff dimension of the invariant set may not be an
integer [5,17].
Another famous subject in fractal geometry is the study of Julia sets (where the dynamics are
unstable) of rational maps on the Riemann sphere Cˆ. (For an introduction to complex dynamics,
see [1,18].) The Julia set can be defined for a rational semigroup, i.e., a semigroup of rational
maps on Cˆ [7,11]. For a rational semigroup G, we denote by F(G) the largest open subset of Cˆ
on which the family of analytic maps G is equicontinuous with respect to the spherical distance.
The set F(G) is called the Fatou set of G, and the complement J (G) := Cˆ \ F(G) is called
the Julia set of G. In [23], it was shown that for a rational semigroup G which is generated by
finitely many elements {h1, . . . , hm}, the Julia set J (G) of G satisfies the following backward
self-similarity property J (G) =⋃mj=1 h−1j (J (G)) (Lemma 2.12). (For additional results on ratio-
nal semigroups, see [21,22,24–33,35,36,38]. For a software to draw graphics of the Julia sets of
rational semigroups, see [4].) We also remark that the study of rational semigroups is directly and
deeply related to that of random complex dynamics. (For results on random complex dynamics,
see [2,3,6,8,29,30,33,34].) Based on the above point of view, it is natural to introduce the follow-
ing “backward self-similar systems.” In this paper, L = (L, (h1, . . . , hm)) is called a backward
self-similar system if L is a compact subset of a metric space X, hj :X → X is a continuous
map for each j = 1, . . . ,m, L =⋃mj=1 h−1j (L), and for each z ∈ L and each j , h−1j ({z}) = ∅
(see Definition 2.4). The category of backward self-similar systems is defined in a similar way
to that of forward self-similar systems (Definition 2.5). For a topological manifold M , we inves-
tigate how the coordinate neighborhoods overlap to obtain topological or geometric information
about M. On the other hand, for the invariant set L of a forward (resp. backward) self-similar
system L = (L, (h1, . . . , hm)), we do not have such good coordinate neighborhoods that are
homeomorphic to open balls in Euclidian space anymore. However, we have small “copies” (im-
ages) hw1 · · ·hwk (L) (resp. h−1w1 · · ·h−1wk (L)) of L under finite word elements hw1 · · ·hwk . These
small copies contain important information on the topology of the invariant set L. For example,
we have the following well-known result:
Theorem 1.1 (A weak form of (Theorem 4.6 in [10]) or (Theorem 1.6.2 in [15])). Let L =
(L, (h1, . . . , hm)) be a forward self-similar system such that for each j = 1, . . . ,m, hj :L → L
is a contraction. Then, L is connected if and only if for each i, j ∈ {1, . . . ,m}, there exists a
sequence {it }st=1 in {1, . . . ,m} such that i1 = i, is = j , and hit (L) ∩ hit+1(L) = ∅ for each t =
1, . . . , s − 1.
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The following is a natural question:
Question 1.2. For a fixed k ∈ N, we ask in what fashion do the small images hw1 · · ·hwk (L)
(resp. h−1w1 · · ·h−1wk (L)) of L under k-words hw1 · · ·hwk overlap? How does this vary as k tends
to ∞?
Here are some other natural questions:
Question 1.3. What can we say about the topological aspects of the invariant set L? How many
connected components does L have? What about the number of connected components of the
complement of L when L is embedded in a larger space?
Question 1.4. How can we describe the dynamical complexity of these (forward or backward)
self-similar systems? How can we describe the interaction of different kinds of dynamics inside a
single (forward or backward) self-similar system? How can we classify the isomorphism classes
of forward or backward self-similar systems? How are these questions related to Questions 1.2
and 1.3?
These questions are profoundly related to the dynamical behavior of the systems L. In
this paper, to investigate the above questions, we introduce a new kind of cohomology theory
for such systems, which we call “interaction cohomology.” We do this as follows. For each
m ∈ N, let Σ∗m :=
⋃∞
n=1{1, . . . ,m}n (disjoint union). For each w = (w1, . . . ,wn) ∈ {1, . . . ,m}n,
we set |w| := n and w := (wn, . . . ,w1). Let L = (L, (h1, . . . , hm)) be a forward (resp. back-
ward) self-similar system. For each w = (w1, . . . ,wn) ∈ Σ∗m, we set hw := hwn ◦ · · · ◦ hw1 . Let
Uk = Uk(L) be the finite covering of L defined as Uk := {hw(L) | w ∈ Σ∗m, |w| = k} (resp.
Uk := {h−1w (L) | w ∈ Σ∗m, |w| = k}). Note that for each k ∈ N, Uk+1 is a refinement of Uk.
Let R be a Z module. Let Nk = Nk(L) be the nerve of Uk . Thus Nk is a simplicial com-
plex such that the vertex set is equal to {w ∈ Σ∗m | |w| = k} and mutually distinct r elements
w1, . . . ,wr ∈ Σ∗m with |w1| = · · · = |wr | = k make an (r − 1)-simplex of Nk if and only if⋂r
j=1 hwj (L) = ∅ (resp.
⋂r
j=1 h
−1
wj
(L) = ∅). Let ϕk :Nk+1 → Nk be the simplicial map defined
as (w1, . . . ,wk+1) 
→ (w1, . . . ,wk) for each (w1, . . . ,wk+1) ∈ {1, . . . ,m}k+1. (For an example
of Nk , see Example 2.36, Fig. 1, Fig. 2.) We consider the cohomology groups Hr(Nk;R).
Note that {ϕ∗k :Hr(Nk;R) → Hr(Nk+1;R)}k∈N makes a direct system of Z modules. The in-
teraction cohomology groups Hˇ r (L;R) are defined to be the direct limits lim−→ kH r(Nk;R) (see
Definition 2.31, Definition 2.32). Note that Hˇ r (L;R) ∼= Hˇ r (lim←− k|Nk|;R) (see [37]), where for
each simplicial complex K , we denote by |K| the realization of K [20, p. 110]. Note also that
L 
→ H ∗(Nk(L);R) and L 
→ Hˇ ∗(L;R) are contravariant functors from the category of for-
ward (resp. backward) self-similar systems to the category of Z modules (Remark 2.37). In
particular, if L1 ∼= L2, then H ∗(Nk(L1);R) ∼= H ∗(Nk(L2);R) and Hˇ ∗(L1;R) ∼= Hˇ ∗(L2;R).
Thus the isomorphism classes of H ∗(Nk(L);R) and Hˇ ∗(L;R) are invariant under the iso-
morphisms of forward (resp. backward) self-similar systems. We have a natural homomor-
phism Ψ from the interaction cohomology groups of a system L to the ˇCech cohomology
groups Hˇ ∗(L;R) of the invariant set L of the system L (see Remark 2.41). Note that by the
Alexander duality theorem [20], for a compact subset K of an oriented n-dimensional mani-
fold X, there exists an isomorphism Hˇ p(K;R) ∼= Hn−p(X,X \ K;R) (hence if X = Rn then
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self-similar system L = (L, (h1, . . . , hm)) such that each hj :L → L is a contraction, Ψ is an
isomorphism (see Remark 2.42). However, Ψ is not an isomorphism in general. In fact, Ψ may
not even be a monomorphism (see Proposition 3.37). In this paper, we show the following result:
Theorem 1.5. (See Theorems 3.2 and 3.3.) Let L= (L, (h1, . . . , hm)) be a forward (resp. back-
ward) self-similar system. Suppose that for each x ∈ {1, . . . ,m}N, ⋂∞j=1 hx1 · · ·hxj (L) (resp.⋂∞
j=1 h−1x1 · · ·h−1xj (L)) is connected. Then, we have the following.
(1) There exists a bijection Con(L) ∼= lim←− k Con(|Nk|), where for each topological space X, we
denote by Con(X) the set of all connected components of X.
(2) L is connected if and only if |N1| is connected, that is, for each i, j ∈ {1, . . . ,m}, there exists
a sequence {it }st=1 in {1, . . . ,m} such that i1 = i, is = j , and hit (L) ∩ hit+1(L) = ∅ (resp.
h−1it (L)∩ h−1it+1(L) = ∅) for each t = 1, . . . , s − 1.
(3) Let R be a field. Then, Con(L) < ∞ if and only if dimR Hˇ 0(L;R) < ∞. If Con(L) < ∞,
then Ψ : Hˇ 0(L;R) → Hˇ 0(L;R) is an isomorphism.
Note that Theorem 1.5(2) generalizes Theorem 1.1. Moreover, note that until now, no re-
search has investigated the space of connected components of the invariant set of such a system;
Theorem 1.5 gives us new insight into the topology of the invariant sets of such systems.
Furthermore, a sufficient condition for the rank of the first interaction cohomology groups to
be infinite is given (Theorems 3.7, 3.8). More precisely, we show the following result:
Theorem 1.6. (See Theorem 3.7.) Let L= (L, (h1, . . . , hm)) be a backward self-similar system.
Let R be a field. We assume all of the following conditions (a), . . . , (d):
(a) |N1| is connected.
(b) (h21)−1(L)∩ (
⋃
i: i =1 h
−1
i (L)) = ∅.
(c) There exist mutually distinct elements j1, j2, j3 ∈ {1, . . . ,m} such that j1 = 1 and such that
for each k = 1,2,3, h−1jk (L)∩ h−1jk+1(L) = ∅, where j4 := j1.
(d) For each s, t ∈ {1, . . . ,m}, if s, t,1 are mutually distinct, then h−11 (L) ∩ h−1s (L) ∩
h−1t (L) = ∅.
Then, dimR Hˇ 1(L;R) = ∞.
A similar result is given for forward self-similar systems L (Theorem 3.8).
Using Leray’s theorem [9], we also find a sufficient condition for the natural homomorphism
Ψ to be a monomorphism between the first cohomology groups (Lemma 4.8).
The results in the above paragraphs are applied to the study of the dynamics of polynomial
semigroups (i.e., semigroups of polynomial maps on Cˆ). For a polynomial semigroup G, we
set P(G) :=⋃g∈G{all critical values of g : Cˆ → Cˆ}. We say that a polynomial semigroup G is
postcritically bounded if P(G)\{∞} is bounded in C. For example, if G is generated by a subset
of {h(z) = cza(1 − z)b | a, b ∈ N, c > 0, c( a
a+b )
a( b
a+b )
b  1}, then G is postcritically bounded
(see Remark 3.14 or [31]). Regarding the dynamics of postcritically bounded polynomial semi-
groups, there are many new and interesting phenomena which cannot hold in the dynamics of a
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show the following result:
Theorem 1.7. (See Theorem 3.17.) Let m ∈ N and for each j = 1, . . . ,m, let hj : Cˆ → Cˆ
be a polynomial map with deg(hj )  2. Let G be the polynomial semigroup generated by
{h1, . . . , hm}. Suppose that G is postcritically bounded. Then, for the backward self-similar sys-
tem L= (J (G), (h1, . . . , hm)), all of the statements (1), (2), and (3) in Theorem 1.5 hold.
Moreover, combining Theorem 1.6 (Theorem 3.7), Theorem 1.7 (Theorem 3.17), the
Riemann–Hurwitz formula [1,18], Leray’s theorem [9], and the Alexander duality theorem
[20], we give a sufficient condition for the Fatou set (where the dynamics are stable) of a
postcritically bounded polynomial semigroup G to have infinitely many connected components
(Theorem 3.19). More precisely, we show the following result:
Theorem 1.8. (See Theorem 3.19.) Let m ∈ N and for each j = 1, . . . ,m, let hj : Cˆ → Cˆ
be a polynomial map with deg(hj )  2. Let G be the polynomial semigroup generated by
{h1, . . . , hm}. Suppose that G is postcritically bounded. Moreover, regarding the backward self-
similar system L= (J (G), (h1, . . . , hm)), suppose that all of the conditions (a), (b), (c), and (d)
in the assumptions of Theorem 1.6 hold. Let R be a field. Then, we have that dimR Hˇ 1(L;R) =
dimR Ψ (Hˇ 1(L;R)) = ∞, Ψ : Hˇ 1(L;R) → Hˇ 1(J (G);R) is a monomorphism, and the Fatou set
F(G) of G has infinitely many connected components.
Moreover, we give an example of a finitely generated postcritically bounded polynomial semi-
group G = 〈h1, . . . , hm〉 such that the backward self-similar system L = (J (G), (h1, . . . , hm))
satisfies the assumptions of Theorem 1.8 and the rank of the first interaction cohomology group
of L is infinite (Proposition 3.20, Fig. 8).
Theorems 1.5 and Theorem 1.7 have many applications. In fact, using the connectedness
criterion for the Julia set of a postcritically bounded polynomial semigroup (Theorem 1.7), we
investigate the space of postcritically bounded polynomial semigroups having 2 generators [29].
As a result of this investigation, we can obtain numerous results on random complex dynamics.
Indeed, letting T∞(z) denote the probability of the orbit under a seed value z ∈ Cˆ tending to ∞
under the random walk generated by the application of randomly selected polynomials from the
set {h1, h2}, we can show that in some parameter space, the function T∞ is continuous on Cˆ and
varies only on the Julia set J (G) of the corresponding polynomial semigroup G generated by
{h1, h2}. In this case, the Julia set J (G) is a very thin fractal set. Moreover, we can show that in
some parameter region Λ, the Julia set J (G) has uncountably many connected components, and
in the boundary ∂Λ, the Julia set J (G) is connected. This implies that the function T∞ on Cˆ is a
complex analog of the Cantor function or Lebesgue’s singular function. (These results have been
announced in [29,30]. See also [34].)
When we investigate a random complex dynamical system, it is important to know the topol-
ogy of the Julia set and the Fatou set of the associated semigroup. Indeed, setting C(Cˆ) :=
{ϕ : Cˆ → C | ϕ is continuous}, for a general random complex dynamical system D, under cer-
tain conditions, any unitary eigenvector ϕ ∈ C(Cˆ) of the transition operator M of D is locally
constant on the Fatou set of the associated semigroup (see [34]). Thus Theorem 1.8 provides us
important information of unitary eigenvectors of M. Moreover, by [34], the space V of all finite
linear combinations of unitary eigenvectors of M is finite-dimensional, and for any ϕ ∈ C(Cˆ),
{Mn(ϕ)}n tends to the finite-dimensional subspace V.
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the structure of the cohomology groups Hr(Nk;R) of the nerve Nk of Uk and the growth rate
gr(L) of the rank ar,k of Hr(Nk;R) as k tends to ∞, where R is a field. (See Definition 2.31,
Definition 2.32, Definition 3.34.) The above invariants are deeply related to the dynamical com-
plexity of L. In Section 3.3, we introduce “postunbranched” systems (see Definition 3.22), and
we show the following result:
Theorem 1.9. (For the precise statement, see Theorem 3.36.) Let L = (L, (h1, . . . , hm)) be a
forward or backward self-similar system. Suppose that L is postunbranched. When L is a forward
self-similar system, we assume further that hj :L → L is injective for each j = 1, . . . ,m. Let R
be a field. Then, we have the following.
(1) For each r  2, there exists an exact sequence of R modules:
0 → Hr(N1;R) → Hˇ r (L;R) →
m⊕
j=1
Hˇ r (L;R) → 0.
(2) If r  2, or if r = 1 and |N1| is connected, then ar,k+1 = mar,k + ar,1 for each k ∈ N.
(3) a0,k+1 = ma0,k −m+ a0,1 − a1,1 −ma1,k + a1,k+1 for each k ∈ N.
(4) ma1,k  a1,k+1  ma1,k + a1,1 and ma0,k − m + a0,1 − a1,1  a0,k+1  ma0,k − m + a0,1
for each k ∈ N.
(5) (a) If r  1, then gr(L) ∈ {−∞, logm}. (b) g0(L) ∈ {0, logm}.
(6) Let r  1. Then, dimR Hˇ r(L;R) is either 0 or ∞.
(7) Suppose m 2. Then,
dimR Hˇ 0(L;R) ∈
{
x ∈ N
∣∣∣ a0,1  x  1
m− 1 (m− a0,1 + a1,1)
}
∪ {∞}.
Moreover, for any n ∈ N∪{0}, we give an example of a postunbranched backward self-similar
system L= (L, (h1, . . . , hn+2)) such that L ⊂ C and the rank of the nth interaction cohomology
group Hˇ n(L;R) of L is equal to ∞ (Proposition 3.37). In this case, if n  2, the natural ho-
momorphism Ψ : Hˇ n(L;R) → Hˇ n(L;R) is not a monomorphism, since for each l  2 the ˇCech
cohomology group Hˇ l(L;R) of L is equal to zero. For any n ∈ N∪ {0}, we also give an example
of a postunbranched forward self-similar system L= (L, (h1, . . . , hn+2)) such that L ⊂ R3, each
hj :L → L is injective, and the rank of the nth interaction cohomology group of L is equal to ∞
(Proposition 3.37). In this case, if n 3, the natural homomorphism Ψ : Hˇ n(L;R) → Hˇ n(L;R)
is not a monomorphism, since for each l  2 the ˇCech cohomology group Hˇ l(L;R) of L is
equal to zero. We remark that these examples imply that the interaction cohomology groups of
L = (L, (h1, . . . , hm)) may contain more (dynamical) information than the ˇCech cohomology
groups of the invariant sets L. Thus interaction cohomology groups of self-similar systems tell
us information of dynamical behavior of the systems as well as the topological information of
the invariant sets of the systems.
Furthermore, we give many ways to construct examples of postunbranched systems (Lem-
mas 3.23, 3.24, 3.25, 3.26). From these, we see that if L is one of the Sierpin´ski gasket, the
snowflake, the pentakun, the heptakun, the octakun, and so on [15], then there exists a postun-
branched forward self-similar system L = (L, (h1, . . . , hm)) such that each hj :L → L is an
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subsystem of an nth iterate of the above L is a postunbranched forward self-similar system (Ex-
amples 3.27, 3.28).
We summarize the purpose and the virtue to introduce interaction cohomology groups for the
study of self-similar systems L= (L, {h1, . . . , hm}) as follows.
(1) We can get information about the dynamical behavior of the system L and the interaction
of different maps in the system. The cohomology groups Hˇ r (L;R), the cohomology groups
Hr(Nk;R) of the nerve of Uk , and the growth rate gr(L) of the rank ar,k of Hr(Nk;R) are
new invariants for the dynamics of self-similar systems. These invariants reflect the dynam-
ical behavior and the complexity of the systems. Under certain conditions, we can show, by
using these invariants, that two self-similar systems are not isomorphic, even when we can-
not show this by using ˇCech cohomology groups of the invariant sets of the systems (e.g.,
Examples 3.40, 3.41, 3.42, 3.43, Proposition 3.37, and the proof of Proposition 3.37). More-
over, the interaction cohomology groups Hˇ r (L;R) are new invariants for the dynamics of
finitely generated semigroups of continuous maps. (See Remark 2.38.)
(2) By using the natural homomorphism Ψ : Hˇ r (L;R) → Hˇ r (L;R), we can get information
about the ˇCech cohomology groups Hˇ r (L;R) of the invariant sets L (Lemma 4.8, The-
orems 3.2, 3.3, 3.7, 3.8, 3.17, 3.19, Proposition 3.20, Theorem 3.36, Proposition 3.38,
Examples 3.40, 3.41, 3.42, 3.43, 3.44). By using the Alexander duality theorem, the ˇCech
cohomology groups of L tell us information of the (reduced) homology groups of the com-
plement of L in the bigger space (see Theorem 3.19, Proposition 3.20). Under certain
conditions, Ψ is a monomorphism (Lemma 4.8). If L is a forward self-similar system and
if each hj :L → L is contractive, then Ψ : Hˇ r (L;R) → Hˇ r (L;R) is an isomorphism (Re-
marks 2.41, 2.42). Moreover, under the same condition, for each w ∈ Σm and x0 ∈ L such
that x0 ∈ hw1 · · ·hwk (L) for each k, the interaction homotopy groups πˇr (L,w) (see Defi-
nition 2.31) of L are isomorphic to the shape groups πˇr (L, x0) of the invariant set L (see
Remark 2.42). (For the definition of shape groups and shape theory, see [16].)
(3) Interaction cohomology groups Hˇ r (L;R) and Hr(Nk;R) may have more dynamical infor-
mation of the systems than the ˇCech cohomology groups or shape groups of the invariant sets.
The natural homomorphism Ψ : Hˇ r (L;R) → Hˇ r (L;R) is not an isomorphism in general.
Similarly, πˇr (L,w) and πˇr (L, x0) (x0 ∈ hw1 · · ·hwk (L) for each k ∈ N) are not isomorphic
in general. It may happen that πˇ1(L,w) is not trivial, Hˇ1(L;Z) = 0 and Hˇ 1(L;Z) = 0, even
though πˇr (L, x0), Hˇr (L;Z), and Hˇ r (L;Z) are trivial for all r  1 and for all (w,x0) such
that x0 ∈ hw1 · · ·hwk (L) for each k ∈ N (see Example 4.9). Moreover, for each n 4, there
are many examples L = (L, (h1, . . . , hm)) (of postunbranched systems) such that L ⊂ R3
and Hˇ r (L;R) = 0 for each r  3, but the interaction cohomology group Hˇ n(L;R) is not
zero (Proposition 3.37). In these examples, since Hˇ ∗(L;R) ∼= Hˇ ∗(lim←− k|Nk(L)|;R), the
above statement means that the dimension of lim←− k|Nk(L)| is larger than that of L. In other
words, the manner of overlapping of small images of L is “more higher-dimensional” than
the invariant set L. These phenomena reflect the complexity of the dynamics of the self-
similar systems. We remark that as illustrated in Remark 2.14, Remark 2.25, and examples
in Section 2, it is important to investigate self-similar systems whose generators may not be
contractive.
(4) For any two self-similar systems L1 = (L1, (h1, . . . , hm)) and L2 = (L2, (g1, . . . , gn)), in-
teraction cohomology groups Hˇ r (L1;R) and Hˇ r (L2;R) may not be isomorphic even when
L1 and L2 are homeomorphic (see Examples 4.9, 4.10, and Remark 4.11).
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tions, the interaction cohomology groups Hˇ r (L;R) are isomorphic to the ˇCech cohomology
groups Hˇ r (L;R) (Remark 2.42). Thus in this case the interaction cohomology groups
Hˇ r (L;R) are not new invariants. However, even for such systems, Hr(Nk;R) and gr(L)
are new invariants. Given two forward self-similar systems L1 and L2 whose generators
are contractions, Hr(Nk(L1);R) and Hr(Nk(L2);R) may not be isomorphic, and gr(L1)
and gr(L2) may be different, and these invariants Hr(Nk;R) and gr may tell us that L1
and L2 are not isomorphic, even when the ˇCech cohomology groups of their invariants are
isomorphic (Examples 3.40, 3.41, 3.42, 3.43).
(6) Under certain good conditions (e.g., postunbranched condition (Definition 3.22)), Hˇ r (L;R),
Hr(Nk;R) and gr(L) can be exactly calculated for each r  0 (Theorem 3.36). In particular,
there are inductive formulae for Hr(Nk;R) with respect to k (with an exception when r = 1
and |N1| is disconnected, in which the situation is more complicated, see Theorem 3.36(9),
Proposition 3.38 and Remark 3.39). These results are applicable to many famous examples
(e.g., the snowflake, the Sierpin´ski gasket, the pentakun, the hexakun, the heptakun, the
octakun, etc., and any subsystems of their iteration systems, see Examples 3.27, 3.28, 3.40,
3.41, 3.42, 3.43) and many new examples (see Propositions 3.37, 3.38). For one of the keys
in the proof of the above results, see the diagrams (19), (20), which come from the long exact
sequences of cohomology groups.
(7) We can apply the results on the interaction cohomology to the self-similar systems whose
generators are contractions, to the dynamics of polynomial (rational) maps on the Riemann
sphere, and to the random complex dynamics (Section 3.2). There are many important ex-
amples of forward or backward self-similar systems (Section 2). When we investigate the
random complex dynamics, we have to see the minimal sets (which are forward invariant)
and the Julia sets (which are backward invariant) of the associated semigroups (Lemma 2.24,
Remark 2.25). We have many phenomena which can hold in rational semigroups and random
complex dynamics, but cannot hold in the usual iteration dynamics of a single polynomial
(rational) map (see [31,33,34]). By using interaction cohomology, these interesting new phe-
nomena can be systematically investigated (see [29]).
(8) Given self-similar systems or iterated function systems, we have been investigating the (frac-
tal) dimensions of the invariant sets by using analysis or ergodic theory so far. However, if the
small copies overlap heavily, it is very difficult to analyze the fractal dimensions, and there
has been no invariant to study or classify the self-similar systems which could be understood
well. Interaction cohomology of the systems is a new interest, rather than fractal dimensions
of the invariant sets, and can be a new strong research interest in the field of self-similar sys-
tems, iterated function systems, the dynamics of semigroups of holomorphic maps, random
complex dynamics, and more general semigroup actions. Overlapping of the small copies of
the invariant sets is the most difficult point in the study of self-similar systems. Neverthe-
less, by using the interaction cohomology, we positively study the overlapping of the small
copies, rather than avoiding the difficulty. Interaction cohomology provides a new language
to investigate self-similar systems. For results when we have overlapping of small copies,
see Theorems 3.2, 3.3, 3.7, 3.8, 3.17, 3.19, and Proposition 3.20.
We remark that it is a new idea to use homological theory when we investigate self-similar
systems (iterated function systems) and their invariant sets (fractal sets). Using homological the-
ory, we can introduce many new topological invariants of self-similar systems. Those invariants
are naturally and deeply related to the dynamical behavior of the systems and the topologi-
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(co)homology,” we can systematically investigate the dynamics of self-similar systems. The
results are applicable to fractal geometry, the dynamics of rational semigroups, and random com-
plex dynamics.
In Section 2, we give some basic notations and definitions on forward or backward self-similar
systems. In Section 3, we present the main results of this paper. We provide some fundamental
tools to prove the main results in Section 4 and present the proofs of the main results in Section 5.
2. Preliminaries
In this section, we give some fundamental notations and definitions on forward or backward
self-similar systems. We sometimes use the notation from [20].
Definition 2.1. If a semigroup G is generated by a family {h1, . . . , hm} of elements of G, then
we write G = 〈h1, . . . , hm〉.
Definition 2.2. Let (L,d) be a non-empty compact metric space. Let hj :L → L (j = 1, . . . ,m)
be a continuous map. We say that L= (L, (h1, . . . , hm)) is a forward self-similar system if L =⋃m
j=1 hj (L). The set L is called the invariant set of L. Each hj is called a generator of L.
Definition 2.3. Let L1 = (L1, (h1, . . . , hm)) and L2 = (L2, (g1, . . . , gn)) be any two for-
ward self-similar systems. A pair Λ = (α,β), where α :L1 → L2 is a continuous map and
β : {1, . . . ,m} → {1, . . . , n} is a map, is called a morphism of L1 to L2 if gβ(j) ◦ α = α ◦ hj
on L for each j = 1, . . . ,m. If Λ is a morphism of L1 to L2, we write Λ :L1 → L2. If
Λ1 = (α1, β1) :L1 → L2 and Λ2 = (α2, β2) :L2 → L3 are two morphisms, then Λ2 ◦ Λ1 :=
(α2 ◦ α1, β2 ◦ β1) is a morphism of L1 to L3. Moreover, for each system L= (L, (h1, . . . , hm)),
the morphism IdL = (IdL, Id) :L→ L is called the identity morphism. With these notations, we
have a category. This is called the category of forward self-similar systems.
Definition 2.4. Let X be a metric space. Let hj :X → X (j = 1, . . . ,m) be a continuous map.
Let L be a non-empty compact subset of X. We say that L = (L, (h1, . . . , hm)) is a backward
self-similar system if (1) L =⋃mj=1 h−1j (L) and (2) for each z ∈ L and each j ∈ {1, . . . ,m},
h−1j ({z}) = ∅. The set L is called the invariant set of L. Each hj is called a generator of L.
Definition 2.5. Let L1 = (L1, (h1, . . . , hm)) and L2 = (L2, (g1, . . . , gn)) be any two back-
ward self-similar systems. A pair Λ = (α,β), where α :L1 → L2 is a continuous map and
β : {1, . . . ,m} → {1, . . . , n} is a map, is called a morphism of L1 to L2 if α(h−1j (L1)) ⊂ g−1β(j)(L2)
and gβ(j) ◦ α = α ◦ hj on h−1j (L1) for each j = 1, . . . ,m. If Λ is a morphism of L1 to L2,
we write Λ : L1 → L2. If Λ1 = (α1, β1) :L1 → L2 and Λ2 = (α2, β2) :L2 → L3 are two mor-
phisms, then Λ2 ◦Λ1 := (α2 ◦α1, β2 ◦β1) is a morphism of L1 to L3. Moreover, for each system
L = (L, (h1, . . . , hm)), the morphism IdL = (IdL, Id) :L→ L is called the identity morphism.
With these notations, we have a category. This is called the category of backward self-similar
systems.
Remark 2.6. Let L1 = (L1, (h1, . . . , hm)) and L2 = (L2, (g1, . . . , gn)) be two forward (resp.
backward) self-similar systems. By Definitions 2.3 and 2.5, L1 is isomorphic to L2 (indicated
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jection τ : {1, . . . ,m} → {1, . . . ,m} such that for each j = 1, . . . ,m, αhj = gτ(j)α on L1 (resp.
α(h−1j (L1)) ⊂ g−1τ(j)(L2) and αhj = gτ(j)α on h−1j (L1)).
We give several examples of forward or backward self-similar systems.
Definition 2.7. Let (X,d) be a metric space. We say that a map f :X → X is contractive (with
respect to d) if there exists a number 0 < s < 1 such that for each x, y,∈ X, d(f (x), f (y)) 
sd(x, y). A contractive map f :X → X is called a contraction.
Definition 2.8. Let (X,d) be a complete metric space. For each i = 1, . . . ,m, let hi :X → X be a
contraction with respect to d. By [15, Theorem 1.1.4], there exists a unique non-empty compact
subset M of X such that (M, (h1, . . . , hm)) is a forward self-similar system. We denote this set
M by MX(h1, . . . , hm). The set MX(h1, . . . , hm) is called the attractor or invariant set of the
iterated function system {h1, . . . , hm} on X.
Definition 2.9. Let X be a compact metric space. Let G be a semigroup of continuous maps
on X. We set F(G) := {z ∈ X | G is equicontinuous on a neighborhood of z}. For the defini-
tion of equicontinuity, see [1]. The set F(G) is called the Fatou set of G. Moreover, we set
J (G) := X \F(G). The set J (G) is called the Julia set of G. Furthermore, for a continuous map
g :X → X, we set F(g) := F(〈g〉) and J (g) := J (〈g〉).
Remark 2.10. By the definition above, we have that F(G) is open and J (G) is compact.
By the definition above, it is easy to prove that the following Lemmas 2.11 and 2.12 hold.
Lemma 2.11. Let X be a compact metric space. Let G be a semigroup of continuous maps on X.
Suppose that for each h ∈ G, h :X → X is an open map. Then, for each h ∈ G, h(F (G)) ⊂ F(G)
and h−1(J (G)) ⊂ J (G).
Lemma 2.12. Let X be a compact metric space. Let G be a semigroup of continuous maps
on X. Suppose that G is generated by a finite family {h1, . . . , hm} of continuous maps on X. Sup-
pose that for each j = 1, . . . ,m, hj :X → X is an open and surjective map. Moreover, suppose
J (G) = ∅. Then, L := (J (G), (h1, . . . , hm)) is a backward self-similar system.
Definition 2.13. (See [7,11].) We denote by Cˆ the Riemann sphere C ∪ {∞}. A rational semi-
group is a semigroup generated by a family of non-constant rational maps on Cˆ with the
semigroup operation being the functional composition. A polynomial semigroup is a semigroup
generated by a family of non-constant polynomial maps on Cˆ.
Remark 2.14. If a rational semigroup G is generated by {h1, . . . , hm} and if J (G) = ∅, then by
Lemma 2.12, (J (G), (h1, . . . , hm)) is a backward self-similar system.
Remark 2.15. For each j = 1, . . . ,m, let aj ∈ C with |aj | > 1 and let pj ∈ C. Moreover, let
hj : Cˆ → Cˆ be the map defined by hj (z) = aj (z−pj )+pj for each z ∈ C. Let G = 〈h1, . . . , hm〉.
Then, it is easy to see ∞ ∈ F(G). Hence ∅ = J (G) ⊂ C. From Lemma 2.12 and [15, Theo-
rem 1.1.4], it follows that J (G) = MC(h−1, . . . , h−1).1 m
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points z ∈ C satisfying that there exists a sequence {gj }j∈N of mutually distinct elements of G
such that {gj (z)}j∈N is bounded in C. Moreover, we set K(G) := K1(G), where the closure is
taken in Cˆ. The set K(G) is called the filled-in Julia set of G. Furthermore, for a polynomial g,
we set K(g) := K(〈g〉).
Remark 2.17. It is easy to see that for each g ∈ G, g−1(K(G)) ⊂ K(G). Moreover, if a
polynomial semigroup G is generated by a finite family {h1, . . . , hm} and if K(G) = ∅, then
L = (K(G), (h1, . . . , hm)) is a backward self-similar system [24, Remark 3]. Furthermore, it
is easy to see that if G is generated by finitely many elements hj , j = 1, . . . ,m, such that
deg(hj ) 2 for each j , then ∅ = K(G) ⊂ C.
Definition 2.18. For each m ∈ N, we set Σm := {1, . . . ,m}N endowed with the product topology.
Note that Σm is a compact metric space. Moreover, we set Σ∗m :=
⋃∞
j=1{1, . . . ,m}j (disjoint
union). Let X be a space and for each j = 1, . . . ,m, let hj :X → X be a map. For a finite word
w = (w1, . . . ,wk) ∈ {1, . . . ,m}k , we set hw := hwk ◦ · · · ◦ hw1 , w = (wk,wk−1, . . . ,w1), and|w| := k. For an element w ∈ Σm, we set |w| = ∞. For an element w ∈ Σm ∪Σ∗m, |w| is called
the word length of w. Moreover, for any w = (w1,w2, . . .) ∈ Σm ∪ Σ∗m and any l ∈ N with l 
|w|, we set w|l := (w1,w2, . . . ,wl) ∈ {1, . . . ,m}l . Furthermore, for any w = (w1, . . . ,wk) ∈ Σ∗m
and any τ = (τ1, τ2, . . .) ∈ Σ∗m ∪Σm, we set wτ = (w1,w2, . . . ,wk, τ1, τ2, . . .) ∈ Σ∗m ∪Σm.
Definition 2.19. Let K be a non-empty compact metric space and let hj :K → K be a continuous
map for each j = 1, . . . ,m. We set
RK,f (h1, . . . , hm) :=
∞⋂
n=1
⋃
w∈Σ∗m: |w|=n
hw(K).
Lemma 2.20. Under Definition 2.19, we have that RK,f (h1, . . . , hm) is non-empty and com-
pact, RK,f (h1, . . . , hm) =⋃w∈Σm⋂∞k=1 hw|k(K), and L := (RK,f (h1, . . . , hm), (h1, . . . , hm))
is a forward self-similar system.
Proof. It is easy to see that RK,f (h1, . . . , hm) is non-empty and compact. Moreover, it is easy
to see that RK,f (h1, . . . , hm) ⊃⋃w∈Σm⋂∞k=1 hw|k(K). To show the opposite inclusion, let x ∈
RK,f (h1, . . . , hm). Then for each n ∈ N there exists a word wn ∈ Σ∗m with |wn| = n and a point
yn ∈ K such that x = hwn1 · · ·hwnn (yn). Then, there exists an infinite word w∞ ∈ Σm and a se-
quence {nk}k∈N of positive integers with nk > k such that for each k ∈ N, wnk |k = w∞|k. Hence,
for each k ∈ N, x = hw∞1 · · ·hw∞k hwnkk+1 · · ·hwnknk (ynk ). Therefore, x ∈
⋂∞
k=1 hw∞1 · · ·hw∞k (K).
Thus, we have shown RK,f (h1, . . . , hm) = ⋃w∈Σm⋂∞k=1 hw|k(K). From this formula, it is
easy to see that RK,f (h1, . . . , hm) ⊃ ⋃mj=1 hj (RK,f (h1, . . . , hm)). In order to show the op-
posite inclusion, let x ∈ RK,f (h1, . . . , hm) = ⋃w∈Σm⋂∞k=1 hw|k(K) be a point. Let w ∈ Σm
be an element such that x ∈⋂∞k=1 hw1 · · ·hwk (K). Then for each k ∈ N with k  2, there ex-
ists a point yk ∈ hw2 · · ·hwk (K) such that x = hw1(yk). Since K is a compact metric space,
there exists a subsequence {ykl }l∈N of {yk}k∈ N and a point yk∞ ∈ K such that ykl → yk∞
as l → ∞. Then, it is easy to see that yk∞ ∈
⋂∞
i=2 hw2 · · ·hwi (K). Hence, x = hw1(yk∞) ∈
hw1(
⋃
τ∈Σm
⋂∞
k=1 hτ |k(K)). Thus, we have proved Lemma 2.20. 
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j = 1, . . . ,m. Let K be a compact subset of X and suppose that for each z ∈ K and j =
1, . . . ,m, we have h−1j ({z}) = ∅. Moreover, suppose that
⋃m
j=1 h
−1
j (K) ⊂ K. Then we set
RK,b(h1, . . . , hm) :=⋂∞n=1⋃w∈Σ∗m: |w|=n h−1w (K).
Using the argument similar to that in the proof of Lemma 2.20, we can easily prove the
following lemma.
Lemma 2.22. Under Definition 2.21, we have that RK,b(h1, . . . , hm) is non-empty and com-
pact, RK,b(h1, . . . , hm) = ⋃w∈Σm⋂∞k=1 h−1w|k(K), and L := (RK,b(h1, . . . , hm), (h1, . . . , hm))
is a backward self-similar system.
Definition 2.23. Let X be a compact metric space and let G be a semigroup of continuous maps
on X. A non-empty compact subset M of X is said to be minimal for (G,X) if M is minimal
with respect to the inclusion in the space of all non-empty compact subsets K of X satisfying
that for each g ∈ G, g(K) ⊂ K.
Lemma 2.24. Let X be a compact metric space and let G be a semigroup of continuous maps
on X. Then, we have the following.
1. Let K be a non-empty compact subset of X such that for each g ∈ G, g(K) ⊂ K. Then, there
exists a minimal set L for (G,X) such that L ⊂ K.
2. If, in addition to the assumptions of our lemma, G is generated by a finite family {h1, . . . , hm}
of continuous maps on X, then for any minimal set M for (G,X), (M, (h1, . . . , hm)) is a
forward self-similar system.
Proof. Statement 1 easily follows from Zorn’s lemma. In order to show statement 2, suppose
that G = 〈h1, . . . , hm〉 and M is a minimal set for (G,X). Since M satisfies that g(M) ⊂ M
for each g ∈ G, we have ⋃mj=1 hj (M) ⊂ M. Let K :=⋃mj=1 hj (M). Since G = 〈h1, . . . , hm〉,
we have that for each g ∈ G, g(K) ⊂ K. Thus, by statement 1, there exists a minimal set L for
(G,X) such that L ⊂ K. By the minimality of M , it must hold that L = M. Hence, K = M.
Therefore, we have proved statement 2. Thus, we have proved Lemma 2.24. 
Remark 2.25. It is very important to consider the minimal sets for rational semigroups when we
investigate random complex dynamics as well as rational semigroups. In [34], it is shown that
for any Borel probability measure τ on the space Rat of non-constant rational maps, if supp τ
is compact,
⋂
g∈Gτ g
−1(J (Gτ )) = ∅ and J (Gτ ) = ∅, where Gτ denotes the rational semigroup
generated by supp τ , then there exist at most finitely many minimal sets K1, . . . ,Kr for (Gτ , Cˆ),
and for each z ∈ Cˆ, for (⊗∞j=1 τ)-a.e. γ = (γ1, γ2, . . .) ∈ (Rat)N, d(γn · · ·γ1(z),⋃rj=1 Kj) → 0
as n → ∞. Note that Kj may meet J (Gτ ), and for a g ∈ Gτ , g|Kj is neither contractive nor
injective in general. Thus it is important to investigate forward self-similar systems whose gen-
erators may be neither contractive nor injective.
The above examples give us a natural and strong motivation to investigate forward or back-
ward self-similar systems.
We now give some definitions which we need later.
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backward self-similar systems. We say that L1 is a subsystem of L2 if L1 ⊂ L2 and there exists
an injection τ : {1, . . . ,m} → {1, . . . , n} such that for each j = 1, . . . ,m, hj = gτ(j).
Definition 2.27. Let L = (L, (h1, . . . , hm)) be a forward (resp. backward) self-similar system.
A forward (resp. backward) self-similar system M = (L, (g1, . . . , gmn)) is said to be an nth
iterate of L if there exists a bijection τ : {1, . . . ,mn} → {w ∈ Σ∗m | |w| = n} such that for each
j = 1, . . . ,mn, gj = hτ(j).
Definition 2.28. For a topological space X, we denote by Con(X) the set of all connected com-
ponents of X.
Definition 2.29. Let X be a space. For any covering U = {Uλ}λ∈Λ of X, we denote by N(U) the
nerve of U . By definition, the vertex set of N(U) is equal to Λ.
Definition 2.30. Let S be an abstract simplicial complex. Moreover, we denote by |S| the real-
ization (see [20, p. 110]). As in [20], we embed the vertex set of S into |S|.
We now define a new kind of cohomology theory for forward or backward self-similar sys-
tems.
Definition 2.31. Let L= (L, (h1, . . . , hm)) be a backward self-similar system.
1. For each x = (x1, x2, . . .) ∈ Σm, we set Lx :=⋂∞j=1 h−1x1 · · ·h−1xj L (= ∅).
2. For any k ∈ N, let Uk = Uk(L) be the finite covering of L defined as: Uk :=
{h−1w (L)}w∈Σ∗m: |w|=k. We denote by Nk or Nk(L) the nerve N(Uk) of Uk. Thus Nk is a
simplicial complex such that the vertex set is equal to {w ∈ Σ∗m | |w| = k} and mutually
distinct r elements w1, . . . ,wr ∈ Σ∗m with |w1| = · · · = |wr | = k make an (r − 1)-simplex
of Nk if and only if
⋂r
j=1 h
−1
wj
(L) = ∅. Let ϕk :Nk+1 → Nk be the simplicial map defined
as: (w1, . . . ,wk+1) 
→ (w1, . . . ,wk) for each (w1, . . . ,wk+1) ∈ {1, . . . ,m}k+1. Moreover,
for each k, l ∈ N with l > k, we denote by ϕl,k :Nl → Nk the composition ϕl−1 ◦ · · · ◦ ϕk.
Then, {Nk,ϕl,k}k,l∈N,l>k forms an inverse system of simplicial complexes.
3. Let {(ϕk)∗ : Con(|Nk+1|) → Con(|Nk|)}k∈N be the inverse system induced by {(ϕk)∗}k.
4. Let R be a Z module and let p ∈ N ∪ {0}. We set Hˇ p(L, (h1, . . . , hm);R)k := Hp(Nk;R).
This is called the pth interaction cohomology group of backward self-similar system
L = (L, (h1, . . . , hm)) at kth stage with coefficients R. We sometimes use the notation
Hˇ p(L;R)k to denote the above Hˇ p(L, (h1, . . . , hm);R)k. Similarly, we set Hˇp(L, (h1,
. . . , hm);R)k := Hp(Nk;R). This is called the pth interaction homology group of backward
self-similar system L = (L, (h1, . . . , hm)) at kth stage with coefficients R. We sometimes
use the notation Hˇp(L;R)k to denote the above Hˇp(L, (h1, . . . , hm);R)k.
5. Let R be a Z module and let p ∈ N ∪ {0}. We denote by Hˇ p(L, (h1, . . . , hm);R) the
direct limit of the direct system {Hp(Nk;R),ϕ∗l,k}l,k∈N,l>k of Z modules. This is called
the pth interaction cohomology group of L = (L, (h1, . . . , hm)) with coefficients R. We
sometimes use the notation Hˇ p(L;R) in order to denote the above cohomology group
Hˇ p(L, (h1, . . . , hm);R).
6. We denote by μk,p : Hˇ p(L;R)k → Hˇ p(L;R) the canonical projection.
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the inverse system {Hp(Nk;R), (ϕl,k)∗}l,k∈N,l>k of Z modules. This is called the pth inter-
action homology group of L= (L, (h1, . . . , hm)) with coefficients R. We sometimes use the
notation Hˇp(L;R) in order to denote the above homology group Hˇp(L, (h1, . . . , hm);R).
8. For each p ∈ N, k ∈ N and w ∈ Σm, we set πˇp(L,w)k := πp(|Nk|,w|k) and πˇp(L,w) :=
lim←− kπp(|Nk|,w|k). We call πˇp(L,w)k the pth interaction homotopy group of L at kth stage
with base w and we call πˇp(L,w) the pth interaction homotopy group of L with base w.
Definition 2.32. Let L= (L, (h1, . . . , hm)) be a forward self-similar system. For each x ∈ Σm,
we set Lx :=⋂∞j=1 hx1 · · ·hxj (L). For any k ∈ N, let Uk = Uk(L) be the finite covering of L
defined as: Uk := {hw(L)}w∈Σ∗m: |w|=k. We denote by Nk or Nk(L) the nerve N(Uk) of Uk. Thus
Nk is a simplicial complex such that the vertex set is equal to {w ∈ Σ∗m | |w| = k} and mutually
distinct r elements w1, . . . ,wr ∈ Σ∗m with |w1| = · · · = |wr | = k make an (r − 1)-simplex of
Nk if and only if
⋂r
j=1 hwj (L) = ∅. Let ϕk :Nk+1 → Nk be the simplicial map defined as:
(w1, . . . ,wk+1) 
→ (w1, . . . ,wk) for each (w1, . . . ,wk+1) ∈ {1, . . . ,m}k+1. Moreover, we set
ϕl,k := ϕl−1 ◦ · · · ◦ ϕk. We define the pth interaction cohomology group Hˇ p(L;R) and the pth
interaction homology group Hˇp(L;R) as in Definition 2.31. Moreover, we define the pth in-
teraction homotopy group πˇp(L,w)k of L at kth stage with base w ∈ Σm, the pth interaction
homotopy group πˇp(L,w) of L with base w, the pth interaction cohomology group Hˇ p(L;R)k
of L at kth stage, and pth interaction homology group Hˇp(L;R)k of L at kth stage, as in Defini-
tion 2.31. Furthermore, we denote by μk,p : Hˇ p(L;R)k → Hˇ p(L;R) the canonical projection.
Definition 2.33. Let A = {Aλ}λ∈Λ1 and B = {Bμ}μ∈Λ2 be two coverings of a topological
space L. We say that B is a refinement of A if there exists a map rA,B :Λ2 → Λ1 such that
Bμ ⊂ ArA,B(μ) for each μ ∈ Λ2. The rA,B is called the refining map. If B is a refinement of A,
we write A B.
Remark 2.34. Let L = (L, (h1, . . . , hm)) be a forward (resp. backward) self-similar sys-
tem. Let rUk,Uk+1 : {w ∈ Σ∗m | |w| = k + 1} → {w ∈ Σ∗m | |w| = k} be the map defined
by (w1, . . . ,wk+1) 
→ (w1, . . . ,wk). If w = (w1, . . . ,wk+1) ∈ {1, . . . ,m}k+1, then hw(L) ⊂
hw|k(L) (resp. h−1w (L) ⊂ h−1w|k(L)). Thus for each k, Uk  Uk+1 with refining map rUk,Uk+1 .
Moreover, the simplicial map (rUk,Uk+1)∗ :Nk+1 → Nk induced by rUk,Uk+1 is equal to the sim-
plicial map ϕk :Nk+1 → Nk.
From the definition of interaction (co)homology groups and the continuity theorem for ˇCech
(co)homology [37], it is easy to prove the following lemma.
Lemma 2.35. Let L be a forward or backward self-similar system and let R be a Z module. Then
Hˇ p(L;R) ∼= Hˇ (lim←− k|Nk|;R) and Hˇp(L;R) ∼= Hˇp(lim←− k|Nk|;R).
Example 2.36 (Sierpin´ski gasket). Let p1,p2,p3 ∈ C be mutually distinct three points such that
p1p2p3 makes an equilateral triangle. Let hi(z) := 12 (z− pi)+ pi , for each i = 1,2,3. Let L =
MC(h1, h2, h3). Then, L is equal to the Sierpin´ski gasket ([15], see Fig. 1). We consider the for-
ward self-similar system L= (L, (h1, h2, h3)). We see that the set of one-dimensional simplexes
of N1 is equal to {{1,2}, {2,3}, {3,1}} and for each r  2, there exists no r-dimensional sim-
plexes of N1. Moreover, it is easy to see that the set of one-dimensional simplexes of N2 is equal
H. Sumi / Advances in Mathematics 222 (2009) 729–781 743Fig. 1. The Sierpin´ski gasket.
Fig. 2. The figure of ϕ1 :N2 → N1 for the system of the Sierpin´ski gasket.
to {{(1,1), (1,2)}, {(1,2), (1,3)}, {(1,3), (1,1)}, {(2,1), (2,2)}, {(2,2), (2,3)}, {(2,3), (2,1)},
{(3,1), (3,2)}, {(3,2), (3,3)}, {(3,3), (3,1)}, {(1,2), (2,1)}, {(2,3), (3,2)}, {(3,1), (1,3)}} and
for each r  2 there exists no r-dimensional simplexes of N2 (see Fig. 2). Thus for each Z module
R, Hˇ 1(L;R)1 = R, Hˇ r(L;R)1 = 0 (∀r  2), Hˇ 1(L;R)2 = R4, and Hˇ r (L;R)2 = 0 (∀r  2).
Remark 2.37. L 
→ {Nk(L), ϕl,k}l,k∈N,l>k is a covariant functor from the category of backward
self-similar systems to the category of inverse systems of simplicial complexes. For any Z mod-
ule R and any p ∈ N ∪ {0}, L 
→ {Hˇp(L;R)k, (ϕl,k)∗}l,k∈N,l>k is a covariant functor from the
category of backward self-similar systems to the category of inverse systems of Z modules,
L 
→ Hˇp(L;R) is a covariant functor from the category of backward self-similar systems to
the category of Z modules, L 
→ {Hˇ p(L;R)k, (ϕl,k)∗}l,k∈N,l>k is a contravariant functor from
the category of backward self-similar systems to the category of direct systems of Z modules,
and L 
→ Hˇ p(L;R) is a contravariant functor from the category of backward self-similar sys-
tems to the category of Z modules. Thus the isomorphism classes of {Nk(L), ϕl,k}l,k∈N,l>k ,
{Hˇp(L;R)k, (ϕl,k)∗}l,k∈N,l>k , Hˇp(L;R), {Hˇ p(L;R)k, (ϕl,k)∗}l,k∈N,l>k , and Hˇ p(L;R) are in-
variant under the isomorphisms of backward self-similar systems. The same statements as above
hold for forward self-similar systems.
Remark 2.38. Let L1 = (L, (h1, . . . , hm)) and L2 = (L, (g1, . . . , gn)) be two backward self-
similar systems such that 〈h1, . . . , hm〉 = 〈g1, . . . , gn〉. Then, by the definition of the interaction
(co)homology, it is easy to see that there exist isomorphisms Hˇ ∗(L1;R) ∼= Hˇ ∗(L2;R) and
Hˇ∗(L1;R) ∼= Hˇ∗(L2;R). Similar statement holds for two forward self-similar systems.
Notation. Let (X,d) be a metric space. Let A be a non-empty subset of X. Let δ > 0. We set
B(A, δ) := {x ∈ X | d(y,A) < δ}.
744 H. Sumi / Advances in Mathematics 222 (2009) 729–781Definition 2.39. Let (X,d) be a metric space. Let A := {Lλ}λ∈Λ be a covering of X. For each
δ > 0, we set Aδ := {B(Lλ, δ)}λ∈Λ and we denote by ψA,δ :N(A) → N(Aδ) the simplicial map
induced by the refinement Lλ ⊂ B(Lλ, δ), λ ∈ Λ.
Lemma 2.40. Let (L,d) be a compact metric space. Let A = {Li}ri=1 be a finite covering of L
such that for each i = 1, . . . , r , Li is a non-empty compact subset of L. Then, we have the
following.
1. There exists a number δ(A) > 0 such that for each 0 < δ < δ(A), ψA,δ :N(A) → N(Aδ) is
a simplicial isomorphism.
2. Let B = {Mj }lj=1 be another finite covering of L such that for each j = 1, . . . , l, Mj is a non-
empty compact subset of L. Assume that there exists a map βA,B : {1, . . . , r} → {1, . . . , l}
such that Mj ⊂ LβA,B(j) for each j = 1, . . . , l. Then, there exists a δ0 > 0 such that for each
0 < δ < δ0, we have the following (i), (ii), and (iii): (i) B(Mj , δ) ⊂ B(LβA,B(j), δ) (j =
1, . . . , l), (ii) the diagram
N(B)
ψB,δ
(βA,B)∗
N(Bδ)
(βA,B)∗
N(A)
ψA,δ
N(Aδ)
commutes where (βA,B)∗ :N(B) → N(A) and (βA,B)∗ :N(Bδ) → N(Aδ) are simplicial
maps induced by βA,B : {1, . . . , r} → {1, . . . , l}, and (iii) the simplicial maps ψB,δ :N(B) →
N(Bδ) and ψA,δ :N(A) → N(Aδ) are isomorphisms.
Proof. First, we will show statement 1. If
⋂r
i=1 Li = ∅, then for any δ > 0, ψA,δ is an isomor-
phism. Hence we may assume that
⋂r
i=1 Li = ∅. Let (i1, . . . , ir ) ∈ {1, . . . , r}r be any element
with
⋂r
t=1 Lit = ∅. Then there exists a δ = δ(i1, . . . , ir ) > 0 such that
⋂r
t=1 B(Lit , δ) = ∅. Let
δ(A) := min
{
δ(i1, . . . , ir )
∣∣∣ (i1, . . . , ir ) ∈ {1, . . . , r}r , r⋂
t=1
Lit = ∅
}
.
Then, δ(A) > 0. Hence, for each 0 < δ < δ(A), if ⋂rt=1 Lit = ∅, then ⋂rt=1 B(Lit , δ) = ∅.
Therefore, statement 1 holds. Statement 2 follows easily from statement 1. 
Remark 2.41. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. Let R be
a Z module and let Hˇ p(L;R) be the pth ˇCech cohomology group of L with coefficients R. Since
Hˇ p(L;R) = lim−→ WHp(N(W);R), where W runs over all open coverings of L, Lemma 2.40 im-
plies that for each k ∈ N, there exists a homomorphism ΨUk :Hp(Nk;R) → Hˇ p(L;R) induced
by ψUk,δ. Using Lemma 2.40 again, {ΨUk }k∈N induces a natural homomorphism
Ψ : Hˇ p(L;R) → Hˇ p(L;R). (1)
Remark 2.42. Suppose that either (a) L = (L, (h1, . . . , hm)) is a forward self-similar system
such that for each j = 1, . . . ,m, hj :L → L is a contraction, or (b) L = (L, (h1, . . . , hm)) is a
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h−1j :L → L is a contraction. Then, for any p and any Z module R, Ψ : Hˇ p(L;R) → Hˇ p(L;R)
is an isomorphism. For, given an open covering W , there exists a k ∈ N and a δ > 0 such that
W  Nδk . It means that {Hp(Nδk ;R)}k,δ is cofinal in {Hp(N(W);R)}W . From Lemma 2.40, it
follows that Ψ : Hˇ p(L;R) → Hˇ p(L;R) is an isomorphism. Similarly, Hˇp(L;R) and Hˇp(L;R)
are naturally isomorphic. Moreover, πˇr (L,w) and πˇr (L, x0) (x0 ∈ hw1 · · ·hwk (L) for each k ∈ N)
are naturally isomorphic, where πˇr (L, x0) denotes the r th shape group of L with base point x0.
(For the definition of shape groups, see [16].)
However, Ψ is not an isomorphism in general. In fact, Ψ may not be a monomorphism (see
Proposition 3.37). Similarly, Hˇp(L;R) and Hˇp(L;R) may not be isomorphic in general (Ex-
ample 4.9). Moreover, πˇr (L,w) and πˇr (L, x0) (x0 ∈ hw1 · · ·hwk (L) for each k ∈ N) may not be
isomorphic in general (Example 4.9).
3. Main results
In this section, we present the main results of this paper. The proofs of the results are given in
Section 5.
3.1. General results
In this subsection, we present some general results on the 0th and the first interaction
(co)homology groups of forward or backward self-similar systems. The proofs are given in Sec-
tion 5.1.
We investigate the space of all connected components of an invariant set of a forward or back-
ward self-similar system. This is related to the 0th interaction (co)homology groups of forward
or backward self-similar systems. Note that it is a new point of view to study the above space. As
an application, we generalize and further develop the essence of the well-known result (Theo-
rem 1.1) on the necessary and sufficient condition for the invariant sets of the forward self-similar
systems to be connected.
Remark 3.1. Let L= (L, (h1, . . . , hm)) be a forward (resp. backward) self-similar system. Then
|N1| is connected if and only if for each i, j ∈ {1, . . . ,m}, there exists a sequence {it }rt=1 in
{1, . . . ,m} such that i1 = i, it = j , and hit (L) ∩ hit+1(L) = ∅ (resp. h−1it (L) ∩ h−1it+1(L) = ∅) for
each t = 1, . . . , s − 1.
Theorem 3.2. Let L= (L, (h1, . . . , hm)) be a backward self-similar system such that Lx is con-
nected for each x ∈ Σm. Let R be a field. Then, we have the following.
1. There exists a bijection: Φ : lim←− k Con(|Nk|) ∼= Con(L), where, the map Φ is defined as fol-
lows: let B = (Bk)k ∈ lim←− k Con(|Nk|) where Bk ∈ Con(|Nk|) and (ϕk)∗(Bk+1) = Bk for
each k. Take a point x ∈ Σm such that (x1, . . . , xk) ∈ Bk for each k. Take an element
C ∈ Con(L) such that Lx ⊂ C. Let Φ(B) = C.
2. L is connected if and only if |N1| is connected. (See Remark 3.1.)
3. Con(|Nk|) Con(|Nk+1|), for each k ∈ N. Furthermore, {Con(|Nk|)}k∈N is bounded if
and only if Con(L) < ∞. If Con(L) < ∞, then limk→∞ Con(|Nk|) = Con(L).
4. dimR Hˇ 0(L;R) < ∞ if and only if Con(L) < ∞.
746 H. Sumi / Advances in Mathematics 222 (2009) 729–7815. If dimR Hˇ 0(L;R) < ∞, then dimR Hˇ 0(L;R) = Con(L) and Ψ : Hˇ 0(L;R) → Hˇ 0(L;R)
is an isomorphism.
6. Suppose that m = 2 and L is disconnected. Then, h−11 (L) ∩ h−12 (L) = ∅, there exists a
bijection Con(L) ∼= Σ2, and Con(L) > ℵ0.
7. Suppose that m = 3 and L is disconnected. Then, Con(L)  ℵ0 and there exists a j ∈
{1,2,3} such that L(j)∞ is a connected component of L, where (j)∞ := (j, j, j, . . .) ∈ Σ3.
Theorem 3.3. Let L = (L, (h1, . . . , hm)) be a forward self-similar system such that Lx is con-
nected for each x ∈ Σm. Let R be a field. Then, we have the following.
1. There exists a bijection: Φ : lim←− Con(|Nk|) ∼= Con(L).
2. L is connected if and only if |N1| is connected. (See Remark 3.1.)
3. Con(|Nk|) Con(|Nk+1|), for each k ∈ N. Furthermore, {Con(|Nk|)}k∈N is bounded if
and only if Con(L) < ∞. If Con(L) < ∞, then limk→∞ Con(|Nk|) = Con(L).
4. dimR Hˇ 0(L;R) < ∞ if and only if Con(L) < ∞.
5. If dimR Hˇ 0(L;R) < ∞, then dimR Hˇ 0(L;R) = Con(L) and Ψ : Hˇ 0(L;R) → Hˇ 0(L;R)
is an isomorphism.
6. If m = 2 and L is disconnected, then h1(L)∩ h2(L) = ∅.
7. If m = 2, hj :L → L is injective for each j = 1,2, and L is disconnected, then there exists
a bijection Con(L) ∼= Σ2 and Con(L) > ℵ0.
8. If m = 3, hj :L → L is injective for each j = 1,2,3, and L is disconnected, then
Con(L)  ℵ0 and there exists a j ∈ {1,2,3} such that L(j)∞ is a connected component
of L, where (j)∞ := (j, j, j, . . .) ∈ Σ3.
Remark 3.4. Let L= (L, (h1, . . . , hm)) be a forward self-similar system. If each hj :L → L is
a contraction, then for each x ∈ Σm, Lx = 1 and Lx is connected.
We now consider the first interaction cohomology groups of forward or backward self-similar
systems.
Remark 3.5. Let L := (L, (h1, . . . , hm)) be a forward (resp. backward) self-similar system. Let
G = 〈h1, . . . , hm〉 and let R be a Z module. If ⋂g∈G g(L) = ∅ (resp. if ⋂g∈G g−1(L) = ∅),
then, Hˇ 0(L;R) = R and Hˇ p(L;R) = 0 for each p  1. In particular, if there exists a point z ∈ L
such that for each j = 1, . . . ,m, hj (z) = z, then, Hˇ 0(L;R) = R and Hˇ p(L;R) = 0 for each
p  1.
By Remark 3.5, we can find many examples of L such that Hˇ p(L;R) = 0 for each p ∈ N and
each Z module R.
Remark 3.6. For any n ∈ N ∪ {0}, we also have many examples of forward or backward self-
similar systems L = (L, (h1, . . . , hm)) such that for each field R, 0 < dimR Hˇn(L;R) < ∞.
For example, let M0 and M1 be two cubes in Rn+1 such that M1 ⊂ int(M0). Let L := M0 \
int(M1). Then, we easily see that there exists a forward self-similar system L= (L, (h1, . . . , hm))
such that for each j = 1, . . . ,m, hj :L → L is an injective contraction. For this L, we have
Hˇ n(L;R) ∼= Hˇ n(L;R) = R.
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system to be infinite.
Theorem 3.7. Let L= (L, (h1, . . . , hm)) be a backward self-similar system. Let R be a field. We
assume all of the following:
1. |N1| is connected. (See Remark 3.1.)
2. (h21)
−1(L)∩ (⋃i: i =1 h−1i (L)) = ∅.
3. There exist mutually distinct elements j1, j2, j3 ∈ {1, . . . ,m} such that j1 = 1 and such that
for each k = 1,2,3, h−1jk (L)∩ h−1jk+1(L) = ∅, where j4 := j1.
4. For each s, t ∈ {1, . . . ,m}, we have the following: if s, t,1 are mutually distinct, then
h−11 (L)∩ h−1s (L)∩ h−1t (L) = ∅.
Then, dimR Hˇ 1(L;R) = ∞.
Theorem 3.8. Let L = (L, (h1, . . . , hm)) be a forward self-similar system such that for each
j = 1, . . . ,m, hj :L → L is injective. Let R be a field. We assume all of the following:
1. |N1| is connected. (See Remark 3.1.)
2. h21(L)∩ (
⋃
i: i =1 hi(L)) = ∅.
3. There exist mutually distinct elements j1, j2, j3 ∈ {1, . . . ,m} such that j1 = 1 and such that
for each k = 1,2,3, hjk (L)∩ hjk+1(L) = ∅, where j4 := j1.
4. For each s, t ∈ {1, . . . ,m}, we have the following: if s, t,1 are mutually distinct, then h1(L)∩
hs(L)∩ ht (L) = ∅.
Then, dimR Hˇ 1(L;R) = ∞.
Corollary 3.9. Let L = (L, (h1, . . . , hm)) be a forward self-similar system such that each
hj :L → L is injective and such that for each x ∈ Σm, Lx is connected. Let R be a field. Suppose
that the conditions 1, 2, 3, 4 in the assumptions of Theorem 3.8 hold. Then, dimR Hˇ 1(L;R) =
dimR Ψ (Hˇ 1(L;R)) = ∞, dimR Hˇ 1(L,R) = ∞, and Ψ : Hˇ 1(L;R) → Hˇ 1(L;R) is a monomor-
phism.
Remark 3.10. Let K be a non-empty connected compact metric space and let hj :K → K be a
continuous map for each j = 1, . . . ,m. Let L = RK,f (h1, . . . , hm) and letL= (L, (h1, . . . , hm)).
Regarding the forward self-similar system L (cf. Lemma 2.20), suppose that |N1| is connected.
Then, L is connected and Lx is connected for each x ∈ Σm. For, by Lemma 4.3, which will
be proved later, |Nk| is connected for all k ∈ N, therefore ⋃|w|=k hw(K) is connected for each
k ∈ N. It implies that L =⋂∞k=1⋃|w|=k hw(K) is connected.
Example 3.11. Let L = (L, (h1, h2, h3)) be the forward self-similar system in Example 2.36.
Then L satisfies the assumptions of Corollary 3.9.
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In this subsection, we present some results on the Julia sets of postcritically bounded polyno-
mial semigroups G, which are obtained by applying the results in Section 3.1. The proofs of the
results are given in Section 5.2.
Definition 3.12. For each polynomial map g : Cˆ → Cˆ, we denote by CV(g) the set of all critical
values of the holomorphic map g : Cˆ → Cˆ. Moreover, for a polynomial semigroup G, we set
P(G) =⋃g∈G CV(g) (⊂ Cˆ). The set P(G) is called the postcritical set of G. Moreover, we set
P ∗(G) := P(G) \ {∞}. The set P ∗(G) is called the planar postcritical set of G. We say that a
polynomial semigroup G is postcritically bounded if P ∗(G) is bounded in C.
Definition 3.13. We denote by G the set of all postcritically bounded polynomial semigroups G
such that for each g ∈ G, deg(g) 2. Moreover, we set Gcon := {G ∈ G | J (G) is connected} and
Gdis := {G ∈ G | J (G) is disconnected}.
Remark 3.14. Let G = 〈h1, . . . , hm〉 be a finitely generated polynomial semigroup. Then,
P(G) =⋃g∈G∪{Id} g(⋃mj=1 CV (hj )) and g(P (G)) ⊂ P(G) for each g ∈ G. From the above
formula, one may use a computer to see if G ∈ G much in the same way as one verifies the
boundedness of the critical orbit for the maps fc(z) = z2 + c.
Definition 3.15. We set Rat := {g : Cˆ → Cˆ | g is a non-constant rational map} endowed with
the topology induced by the uniform convergence on Cˆ. Moreover, we set Y := {g : Cˆ →
Cˆ | g is a polynomial,deg(g)  2} endowed with the relative topology from Rat. Moreover,
for each m ∈ N we set Ymb := {(h1, . . . , hm) ∈ Ym | 〈h1, . . . , hm〉 ∈ G}. Furthermore, we
set Ymb,con := {(h1, . . . , hm) ∈ Ym | 〈h1, . . . , hm〉 ∈ Gcon} and Ymb,dis := {(h1, . . . , hm) ∈ Ym |〈h1, . . . , hm〉 ∈ Gdis}.
Remark 3.16. It is well known that for a polynomial g ∈ Y , the semigroup 〈g〉 belongs to G if
and only if J (g) is connected [18]. However, for a general polynomial semigroup G, it is not true.
For example, 〈z3, z2/4〉 belongs to Gdis. There are many new phenomena about the dynamics of
G ∈ Gdis which cannot hold in the dynamics of a single polynomial map. For the dynamics of
G ∈ Gdis, see [29–33].
We now present the first main result of this subsection.
Theorem 3.17. Let G = 〈h1, . . . , hm〉 ∈ G. Then, for the backward self-similar system L =
(J (G), (h1, . . . , hm)), all of the statements 1, . . . ,7 in Theorem 3.2 hold.
Remark 3.18. It is well known that if G is a semigroup generated by a single h ∈ Rat
with deg(h)  2 or if G is a non-elementary Kleinian group, then either J (G) is connected
or J (G) has uncountably many connected components [1,18]. However, even for a finitely
generated polynomial semigroup in G, this is not true any more. In fact, in [31], it was
shown that for any positive integer n, there exists an element (h1, . . . , h2n) ∈ Y2nb such that
Con(J (〈h1, . . . , h2n〉)) = n. Moreover, in [31], it was shown that there exists an element
(h1, h2, h3) ∈ Y3 such that Con(J (〈h1, h2, h3〉)) = ℵ0 (see Figs. 3 and 4).b
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2
4 . G ∈ Gdis and (Con(J (G))) > ℵ0.
Fig. 4. The Julia set of a 3-generator polynomial semigroup G ∈ Gdis with (Con(J (G))) = ℵ0.
By Remark 3.5, for each m ∈ N, there exists an element (h1, . . . , hm) ∈ Ymb such that setting
G = 〈h1, . . . , hm〉, we have Hˇ 1(J (G), (h1, . . . , hm);R) = 0. We will show that there exists an
element (h1, . . . , h4) ∈ Y4b such that setting G = 〈h1, . . . , h4〉, Hˇ 1(J (G), (h1, . . . , h4);R) has
infinite rank.
Theorem 3.19. Let m ∈ N and let (h1, . . . , hm) ∈ Ymb . Let G = 〈h1, . . . , hm〉. Let R be a field. For
the backward self-similar system L= (J (G), (h1, . . . , hm)), suppose that all of the conditions 1,
2, 3, 4 in the assumptions of Theorem 3.7 hold. Then, we have the following statements 1, 2, 3.
1. dimR Hˇ 1(L;R) = dimR Ψ (Hˇ 1(L;R)) = ∞ and dimR Hˇ 1(J (G);R) = ∞.
2. Ψ : Hˇ 1(L;R) → Hˇ 1(J (G);R) is a monomorphism.
3. F(G) has infinitely many connected components.
Proposition 3.20. There exists an element h = (h1, h2, h3, h4) ∈ Y4b which satisfies the assump-
tions of Theorem 3.19. In particular, for this h, setting G = 〈h1, . . . , h4〉, for any field R, we have
that dimR Hˇ 1(J (G), (h1, . . . , h4);R) = dimR Ψ (Hˇ 1(J (G), (h1, . . . , h4);R)) = ∞ and F(G)
has infinitely many connected components (see Fig. 8).
Problem 3.21 (Open). Let m ∈ N with m 2. Are there any (h1, . . . , hm) ∈ Ymb such that
0 < dimR Hˇ 1
(
J
(〈h1, . . . , hm〉), (h1, . . . , hm);R)< ∞?
3.3. Postunbranched systems
In this subsection, we introduce “postunbranched systems,” and we present some results on
the interaction (co)homology groups of such systems. The proofs of the main results are given in
Section 5.3.
Definition 3.22. Let L = (L, (h1, . . . , hm)) be a forward (resp. backward) self-similar system.
For each (i, j) ∈ {1, . . . ,m}2 with i = j , we set Ci,j = Ci,j (L) := hi(L) ∩ hj (L) (resp. Ci,j =
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such that i = j and Ci,j = ∅, there exists a unique x = x(i, j) ∈ Σm such that
• h−1i (Ci,j ) ⊂ Lx (resp. hi(Ci,j ) ⊂ Lx ) and
• for each x′ ∈ Σm with x′ = x, we have h−1i (Ci,j )∩Lx′ = ∅ (resp. hi(Ci,j )∩Lx′ = ∅).
The following Lemmas 3.23, 3.24, 3.25, 3.26 are easy to show from the definition above.
Lemma 3.23. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. Suppose
that L is postunbranched. Then, any subsystemM of L is postunbranched.
Lemma 3.24. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. Suppose
that L is postunbranched. When L is a forward self-similar system, we assume further that for
each j = 1, . . . ,m, hj :L → L is injective. Then, for each n ∈ N, an nth iterate of L is postun-
branched.
Notation. Let m ∈ N. For each j = 1, . . . ,m, we set (j)∞ := (j, j, . . .) ∈ Σm.
Lemma 3.25. Let L = (L, (h1, . . . , hm)) be a backward self-similar system. Suppose that for
each (i, j) ∈ {1, . . . ,m}2 such that i = j and Ci,j = ∅, there exists an r ∈ {1, . . . ,m} such that
hi(Ci,j ) ⊂ L(r)∞ and L(r)∞ ⊂ (L \⋃k: k =r h−1k (L)). Then, for any n ∈ N, an nth iterate of L is
postunbranched.
Lemma 3.26. Let L = (L, (h1, . . . , hm)) be a forward self-similar system such that for each
j = 1, . . . ,m, hj :L → L is injective. Suppose that for each (i, j) ∈ {1, . . . ,m}2 such that i = j
and Ci,j = ∅, there exists an r ∈ {1, . . . ,m} such that h−1i (Ci,j ) ⊂ L(r)∞ and L(r)∞ ⊂ (L \⋃
k: k =r hk(L)). Then, for any n ∈ N, an nth iterate of L is postunbranched.
From Lemmas 3.23, 3.24, 3.25, 3.26, we can easily obtain many examples of postunbranched
systems.
Notation. We denote by Fix(f ) the set of all fixed points of f.
Example 3.27 (Sierpin´ski gasket). Let L = (L, (h1, h2, h3)) be the forward self-similar sys-
tem in Example 2.36. Thus L is the Sierpin´ski gasket. (See Fig. 1.) From Fig. 1, we see
that for each (i, j) ∈ {1,2,3}2 such that i = j and Ci,j = ∅, h−1i (Ci,j ) = Fix(hj ) ∩ L =
L(j)∞ ⊂ (L \⋃k: k =j hk(L)). From Lemmas 3.26 and 3.23, it follows that for any n ∈ N, if
M= (M, (g1, . . . , gt )) is a subsystem of an nth iterate of L, thenM is postunbranched.
Example 3.28 (Pentakun, Snowflake). Let L= (L, (h1, . . . , hm)) be a forward self-similar sys-
tem in [15, Example 3.8.11(Pentakun)] or [15, Example 3.8.12(Snowflake)]. Hence L is one
of the snowflake, the pentakun, the heptakun, the octakun, and so on. (The definition of the
snowflake is as follows: let pk = exp(2kπ
√−1/6) for each k = 1, . . . ,6 and let p7 = 0.
We define hk :C → C by hk(z) = (z − pk)/3 + pk for each k = 1, . . . ,7. The snowflake
is MC(h1, . . . , h7). The definition of the pentakun is as follows: for each k = 1, . . . ,5, let
qk = exp(2kπ
√−1/5). We define gk :C → C by gk(z) = 3−
√
5 (z − pk) + pk for each k =2
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1, . . . ,5. The pentakun is MC(g1, . . . , g5).) Then, looking at Fig. 5, it is easy to see that for
each (i, j) ∈ {1, . . . ,m}2 such that i = j and Ci,j = ∅, there exists an r ∈ {1, . . . ,m} such that
h−1i (Ci,j ) = Fix(hr) ∩ L = L(r)∞ ⊂ (L \
⋃
k: k =r hk(L)). From Lemmas 3.26 and 3.23, it fol-
lows that for any n ∈ N, if M= (M, (g1, . . . , gt )) is a subsystem of an nth iterate of L, then M
is postunbranched.
In order to state the main results, we need some definitions.
Definition 3.29. Let L = (L, (h1, . . . , hm)) be a forward or backward self-similar system and
let R be a Z module. Let w ∈ Σ∗m with |w| = l. Let k ∈ N with k > l. We denote by Nk,w (or
Nk,w(L)) the unique full subcomplex of Nk whose vertex set is equal to {wx | x ∈ {1, . . . ,m}k−l}.
Moreover, for each j = 1, . . . ,m, we set N1,j := {j} (⊂ N1). We denote by w∗ :Nk → Nk+l
the simplicial map assigning to each vertex x = (x1, . . . , xk) ∈ {1, . . . ,m}k the vertex wx ∈
{1, . . . ,m}k+l . We denote by w∗ :Hp(Nk;R) → Hp(Nk+l,w;R) the homomorphism induced by
the above simplicial map w∗ :Nk → Nk+l,w. Moreover, we denote by w∗ :Hp(Nk+l,w;R) →
Hp(Nk;R) the homomorphism induced by w∗ :Nk → Nk+l,w. Moreover, we denote by⊕m
j=1(j)∗ :
⊕m
j=1 Hp(Nk;R) →
⊕m
j=1 Hp(Nk+1,j ;R) ∼= Hp(
⋃m
j=1 Nk+1,j ;R) the homomor-
phism (αj )mj=1 
→ (j∗(αj ))mj=1. Moreover, let ι :
⋃m
j=1 Nk+1,j → Nk+1 be the canonical embed-
ding and let (ηk)∗ :
⊕m
j=1 Hp(Nk;R) → Hp(Nk+1;R) be the composition ι∗ ◦(
⊕m
j=1(j)∗). Sim-
ilarly, we denote by
⊕m
j=1(j)∗ :Hp(
⋃m
j=1 Nk+1,j ;R) ∼=
⊕m
j=1 Hp(Nk+1,j ;R) →⊕m
j=1 Hp(Nk;R) the homomorphism (βj )mj=1 
→ (j∗βj )mj=1. Let η∗k :Hp(Nk+1;R) →⊕m
j=1 Hp(Nk;R) be the composition (
⊕m
j=1(j)∗) ◦ ι∗.
From this definition, it is easy to see that the following lemma holds.
Lemma 3.30. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. When L
is a forward self-similar system, we assume further that hj :L → L is injective for each j. Let
w ∈ Σ∗m with |w| = l. Then, for each k ∈ N, the simplicial map w∗ :Nk → Nk+l,w is isomorphic.
Definition 3.31. Let L := (L, (h1, . . . , hm)) be a forward or backward self-similar system and
let R be a Z module. Let w ∈ Σ∗m with |w| = l and let k ∈ N. We denote by w∗ :Nk → Nk+l
the simplicial map assigning to each vertex x = (x1, . . . , xk) ∈ {1, . . . ,m}k the vertex wx ∈
{1, . . . ,m}k+l . We denote by w∗ :H∗(L;R)k → H∗(L;R)k+l the homomorphism induced by the
above simplicial map w∗ : Nk → Nk+l . Moreover, we denote by w∗ :H ∗(L;R)k+l → H ∗(L;R)k
the homomorphism induced by w∗ :Nk → Nk+l . Moreover, we denote by qw :N1 → Nl the con-
stant simplicial map assigning to each vertex x ∈ {1, . . . ,m} the vertex w.
From the above definition, it is easy to see that the following lemma holds.
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each k ∈ N with k  2, we have ϕkj∗(x) = j∗ϕk−1(x) for each x ∈ Nk , and ϕ1j∗(x) = qj (x) for
each x ∈ N1. More generally, let w ∈ Σ∗m with |w| = l. Then, for each k ∈ N with k  2, we have
ϕl+k−1w∗(x) = w∗ϕk−1(x) for each x ∈ Nk , and ϕlw∗(x) = qw(x) for each x ∈ N1.
Definition 3.33. Let L = (L, (h1, . . . , hm)) be a forward or backward self-similar system and
let R be a Z module. Let w = (w1, . . . ,wl) ∈ Σ∗m with |w| = l. We define a homomor-
phism w∗ : Hˇp(L;R) → Hˇp(L;R) as follows. Let a = (ak) ∈ Hˇp(L;R) = lim←− kHp(Nk;R) be
an element, where for each k ∈ N, ak ∈ Hp(Nk;R) and (ϕk)∗(ak+1) = ak. For each k ∈ N,
we set bk+l := w∗(ak) ∈ Hp(Nk+l;R). Moreover, for each s ∈ N with 1  s  l, we set
bs := (qw|s)∗(a1) ∈ Hp(Ns;R). Then, by Lemma 3.32, b = (bt )∞t=1 determines an element in
Hˇp(L;R) = lim←− kHˇp(Nk;R). We set w∗(a) := b.
Similarly, we define a homomorphism w∗ : Hˇ p(L;R) → Hˇ p(L;R) as follows. Let a ∈
Hˇ p(L;R) = lim−→ kHp(Nk;R) be an element. When a is represented by an element c ∈
Hp(Nk;R) with k  l + 1, we set c1 := w∗(c) ∈ Hp(Nk−l;R) and let w∗(a) := μk−l,p(c1) ∈
Hˇ p(L;R). When a is represented by an element c ∈ Hp(Nk;R) with k  l, we set c1 :=
q∗w|k(c) ∈ Hp(N1;R) and let w∗(a) = μ1,p(c1) ∈ Hˇ p(L;R). By Lemma 3.32, w∗(a) ∈
Hˇ p(L;R) is well defined and independent of the choice of c.
Furthermore, we define a homomorphism θ : Hˇ p(L;R) → ⊕mj=1 Hˇ p(L;R) by θ(c) :=
(j∗(c))mj=1.
Definition 3.34. Let L = (L, (h1, . . . , hm)) be a forward or backward self-similar system. Let
R be a field and let T be a Z module. Let ar,k = ar,k(L;R) := dimR Hˇ r(L;R)k for each r, k ∈
Z with r  0, k  1. Moreover, we set ur(L;R) := lim supk→∞ 1k logar,k ∈ {−∞} ∪ [0,+∞)
and lr (L;R) := lim infk→∞ 1k logar,k ∈ {−∞} ∪ [0,+∞). The quantity ur(L;R) is called the
r th upper cohomological complexity of L with coefficients R, and lr (L;R) is called the r th
lower cohomological complexity of L with coefficients R. Moreover, let ar,∞ = ar,∞(L;R) :=
dimR Hˇ r(L;R) and b1,∞ = b1,∞(L;R) := dimR Imμ1,1. Moreover, let S1 = S1(L) be the CW
complex defined by S1 := |N1|/{1, . . . ,m}. Moreover, for each k ∈ N with k > 1, we set Ak =
Ak(L;T ) := Im((ϕk,1)∗ : Hˇ1(L;T )k → Hˇ1(L;T )1), Bk = Bk(L;R) := Im(ϕ∗k,1 : Hˇ 1(L;R)1 →
Hˇ 1(L;R)k), and λk = λk(L;R) := dimR Bk.
Remark 3.35. From the above notation, we have 0  ar,k  m
k(mk−1)···(mk−r)
(r+1)! and −∞ 
lr (L;R)  ur(L;R)  (r + 1) logm. Moreover, by Remark 2.37, it follows that if L1 ∼=
L2, then ar,k(L1;R) = ar,k(L2;R), ar,∞(L1;R) = ar,∞(L2;R), b1,∞(L1;R) = b1,∞(L2;R),
lr (L1;R)= lr (L2;R), ur(L1;R)=ur(L2;R), Ak(L1;T )∼=Ak(L2;T ), Bk(L1;R)∼=Bk(L2;R),
and λk(L1;R) = λk(L2;R).
We now state one of the main results on the interaction (co)homology groups of postun-
branched systems.
Theorem 3.36. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. When
L = (L, (h1, . . . , hm)) is a forward self-similar system, we assume further that hj :L → L is
injective for each j = 1, . . . ,m. Furthermore, let R be a field and let T be a Z module. Suppose
that L is postunbranched. Then, we have all of the following statements 1, . . . ,23.
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0 →
m⊕
j=1
Hˇr (L;T )k (ηk)∗−−−→ Hˇr (L;T )k+1 (ϕk+1,1)∗−−−−−→ Hˇr (L;T )1 → 0. (2)
2. Let r  2 and k  1. If Hˇr (L;T )1 = 0, then Hˇr (L;T )k = Hˇr (L;T ) = 0.
3. Let r  2. Then, there exists an exact sequence of R modules:
0 → Hˇ r (L;R)1 μ1,r−−→ Hˇ r (L;R) θ−→
m⊕
j=1
Hˇ r (L;R) → 0. (3)
4. Let r = 1 and k  1. Then, μk,r : Hˇ r (L;R)k → Hˇ (L;R) and ϕ∗k : Hˇ r (L;R)k →
Hˇ r (L;R)k+1 are monomorphisms.
5. Let r  2.
(a) If Hˇ r (L;R)1 = 0, then for each k ∈ N, Hˇ r (L;R)k = 0 and Hˇ r (L;R) = 0.
(b) If Hˇ r (L;R)1 = 0, then ar,∞ = ∞.
6. Let k ∈ N. Then we have the following exact sequences:
0 →
m⊕
j=1
Hˇ1(L;T )k (ηk)∗−−−→ Hˇ1(L;T )k+1 (ϕk+1,1)∗−−−−−→ Ak+1 → 0 (4)
and
0 → Ak+1 → H1(S1;T ) →
m⊕
j=1
Hˇ0(L;T )k (ηk)∗−−−→ Hˇ0(L;T )k+1 → 0. (5)
7. Let k ∈ N. Then we have the following exact sequences of R modules:
0 → Bk+1 → Hˇ 1(L;R)k+1 η
∗
k−→
m⊕
j=1
Hˇ 1(L;R)k → 0 (6)
and
0 → Hˇ 0(L;R)k+1 η
∗
k−→
m⊕
j=1
Hˇ 0(L;R)k → H 1(S1;R) → Bk+1 → 0. (7)
8. We have the following exact sequences of R modules:
0 → Imμ1,1 → Hˇ 1(L;R) θ−→
m⊕
Hˇ 1(L;R) → 0 (8)
j=1
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0 → Hˇ 0(L;R) θ−→
m⊕
j=1
Hˇ 0(L;R) → H 1(S1;R) → Imμ1,1 → 0. (9)
9. Let k ∈ N. Then, we have that a1,k+1 = ma1,k + λk+1 and a0,k+1 = ma0,k − m + a0,1 −
a1,1 + λk+1.
10. For each k ∈ N, 0  b1,∞  λk+2  λk+1  λ2  a1,1. Moreover, there exists a positive
integer l such that for each k ∈ N with k  l, λk = b1,∞.
11. For each k ∈ N, a0,k+1 = ma0,k −m+ a0,1 − a1,1 −ma1,k + a1,k+1.
12. For each k ∈ N, ma1,k  a1,k+1 ma1,k + a1,1.
13. For each k ∈ N, ma0,k −m+ a0,1 − a1,1  a0,k+1 ma0,k −m+ a0,1.
14. Let r  1. Then, either (a) lr (L;R) = ur(L;R) = −∞ or (b) lr (L;R) = ur(L;R) = logm.
15. Either (a) l0(L;R) = u0(L;R) = 0 or (b) l0(L;R) = u0(L;R) = logm.
16. Let r  1. Then, either ar,∞ = 0 or ar,∞ = ∞.
17. If a0,∞ < ∞, then m− a0,1 + a1,1 = (m− 1)a0,∞ + b1,∞.
18. If m 2 and m−a0,1+a1,1
m−1 /∈ N, then at least one of a0,∞ and a1,∞ is equal to ∞.
19. If m  2 and there exists an element k0 ∈ N such that a0,k0 > 1m−1 (m − a0,1 + a1,1), then
a0,k+1 > a0,k for each k  k0.
20. If m 2, then a0,∞ ∈ {x ∈ N | a0,1  x  1m−1 (m− a0,1 + a1,1)} ∪ {∞}.
21. If 2m 6 and |N1| is disconnected, then a0,∞ = ∞ and L has infinitely many connected
components.
22. If B2 = 0, then Hˇ 1(L;R) = 0.
23. If |N1| is connected, then we have the following.
(a) For each k ∈ N, we have the following exact sequence:
0 →
m⊕
j=1
Hˇ1(L;T )k (ηk)∗−−−→ Hˇ1(L;T )k+1 (ϕk+1,1)∗−−−−−→ Hˇ1(L;T )1 → 0. (10)
(b) a1,k+1 = ma1,k + a1,1.
(c) If a1,1 = 0, then a1,∞ = 0. If a1,1 = 0, then a1,∞ = ∞.
(d) If Hˇ1(L;Z)1 = 0, then, for each k ∈ N, Hˇ1(L;T )k = 0 and Hˇ 1(L;T )k = 0, and
Hˇ1(L;T ) = 0 and Hˇ 1(L;T ) = 0.
(e) There exists an exact sequence of R modules:
0 → Hˇ 1(L;R)1 μ1,1−−→ Hˇ 1(L;R) θ−→
m⊕
j=1
Hˇ 1(L;R) → 0. (11)
We now give some important examples of postunbranched systems.
Proposition 3.37.
1. For each n ∈ N ∪ {0}, there exists a postunbranched backward self-similar system L =
(L, (h1, . . . , hn+2)) such that X = Cˆ, L ⊂ C, hj :X → X is a topological branched cov-
ering for each j = 1, . . . , n + 2, and dimR Hˇn(L;R) = ∞ for each field R. In particular,
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for each field R.
2. For each n ∈ N ∪ {0}, there exists a postunbranched forward self-similar system L =
(L, (h1, . . . , hn+2)) such that L ⊂ R3, hj :L → L is injective for each j = 1, . . . , n + 2,
and dimR Hˇn(L;R) = ∞ for each field R. In particular, if n 3, then the above L satisfies
that Ψ : Hˇ n(L;R) → Hˇ n(L;R) is not a monomorphism for each field R.
Theorem 3.36-4 implies that under the assumptions of Theorem 3.36, for each non-negative
integer r with r = 1, μ1,r : Hˇ r (L;R)1 → Hˇ r (L;R) is a monomorphism. However, as illustrated
in the following Proposition 3.38, even under the assumptions of Theorem 3.36, if |N1| is dis-
connected, μ1,r : Hˇ r (L;R)1 → Hˇ r (L;R) is not a monomorphism in general.
Proposition 3.38. There exists a postunbranched forward self-similar system L =
(L, (h1, . . . , h5)) such that L ⊂ C, such that hj is a contracting similitude on C (hence
hj :L → L is injective) for each j = 1, . . . ,5, and such that for each field R, we have a1,1 = 0,
B2 = 0, Hˇ 1(L;R) ∼= Hˇ 1(L;R) = 0, |N1| is disconnected, C \ L is connected, and μ1,1 is not
injective. See Fig. 9.
Remark 3.39. Proposition 3.38 means that for a postunbranched system L= (L, (h1, . . . , hm)),
if |N1| is disconnected, then we need information on not only Hˇ 1(L;R)1 but also B2 (or
Bk (k  3)), to determine Hˇ 1(L;R)k (k  2) and Hˇ 1(L;R). This provides us a new problem:
“Investigate Bk of postunbranched systems with disconnected |N1|.”
Example 3.40 (Sierpin´ski gasket). Let L= (L, (h1, h2, h3)) be the postunbranched forward self-
similar system in Example 2.36. (Hence L is the Sierpin´ski gasket (Fig. 1).) We easily see that
|N1| is connected, the set of all 1-simplexes of N1 is {{1,2}, {1,3}, {2,3}}, and there exists no
r-simplex of N1, for each r  2. Let R be a field. Then we have dimR H 1(N1;R) = 1. Hence,
by Theorem 3.36, we obtain that for each k ∈ N, a1,k+1 = 3a1,k + 1, and that dimR Hˇ 1(L;R) =
dimR Hˇ 1(L;R) = ∞. Combining it with the Alexander duality theorem [20], we see that Cˆ \L
has infinitely many connected components. Note that Cˆ \L = F(〈h−11 , h−12 , h−13 〉).
Example 3.41 (Pentakun). Let L= (L, (h1, . . . , h5)) be the forward self-similar system in [15,
Example 3.8.11]. Hence L is the pentakun (Fig. 5). By Example 3.28, L is postunbranched.
Let R be a field. By [15, Example 3.8.11(Pentakun)] or Fig. 5, we get that |N1| is connected
and dimR H 1(N1;R) = 1. Hence, by Theorem 3.36, we obtain that for each k ∈ N, a1,k+1 =
5a1,k + 1, and that dimR Hˇ 1(L;R) = dimR Hˇ 1(L;R) = ∞. Combining it with the Alexander
duality theorem [20], we see that Cˆ \ L has infinitely many connected components. Note that
Cˆ \L = F(〈h−11 , . . . , h−15 〉).
Example 3.42 (Snowflake). Let L= (L, (h1, . . . , h7)) be the forward self-similar system in [15,
Example 3.8.12(Snowflake)]. (Hence L is the snowflake (Fig. 5).) By Example 3.28, L is pos-
tunbranched. Let R be a field. By [15, Example 3.8.12(Snowflake)] or Fig. 5, we get that |N1|
is connected and dimR H 1(N1;R) = 6. Hence, by Theorem 3.36, we obtain that for each k ∈ N,
a1,k+1 = 7a1,k + 6, and that dimR Hˇ 1(L;R) = dimR Hˇ 1(L;R) = ∞. Combining it with the
Alexander duality theorem [20], we see that Cˆ \ L has infinitely many connected components.
Note that Cˆ \L = F(〈h−11 , . . . , h−17 〉).
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Example 3.43. Let L = (L, (h1, h2, h3)) be the postunbranched forward self-similar system in
Example 2.36. (Hence L is the Sierpin´ski gasket (Fig. 1).) Let g1 := h21, g2 := h1 ◦ h3, g3 := h22,
g4 := h2 ◦ h3, g5 := h3 ◦ h1, g6 := h3 ◦ h2, and g7 := h23. Let L′ := MC(g1, . . . , g7) and let
L′ := (L′, (g1, . . . , g7)). For the figure of L′, see Fig. 6. By Lemmas 3.24 and 3.23, L′ is postun-
branched. It is easy to see that the set of 1-simplexes of N1(L′) is equal to {{1,2}, {3,4}, {5,6},
{6,7}, {7,5}, {2,5}, {4,6}} and there exists no r-simplex of N1(L′) for each r  2 (cf. Figs. 2
and 6). Thus |N1(L′)| is connected and for each field R, Hˇ 1(L′;R)1 = R. Hence, by Theo-
rem 3.36, for each k ∈ N, a1,k+1 = 7a1,k + 1 and dimR Hˇ 1(L′;R) = dimR Hˇ 1(L′;R) = ∞.
Combining it with the Alexander duality theorem [20], Cˆ \ L′ has infinitely many connected
components. Note that Cˆ \L′ = F(〈g−11 , . . . , g−17 〉).
Example 3.44. Let L = (L, (h1, h2, h3)) be the postunbranched forward self-similar system
in Example 2.36. (Hence L is the Sierpin´ski gasket (Fig. 1).) Let g1 := h21, g2 := h1 ◦ h2,
g3 := h2 ◦ h1, g4 := h22, g5 := h3 ◦ h1, g6 := h3 ◦ h2, and g7 := h23. Let L′ := MC(g1, . . . , g7)
and let L′ = (L′, (g1, . . . , g7)). For the figure of L′, see Fig. 7. By Lemmas 3.24 and 3.23,
L′ is postunbranched. It is easy to see that the set of 1-simplexes of N1(L′) is equal to
{{1,2}, {2,3}, {3,4}, {5,6}, {6,7}, {7,5}} and there exists no r-simplexes of N1(L′) for each
r  2 (cf. Figs. 2 and 7). Therefore |N1(L′)| is disconnected and dimR Hˇ 1(L′;R)1 = 1 for each
field R. By Theorem 3.36(20) and Remark 2.42, it follows that dimR Hˇ 0(L′;R) = ∞ and L′ has
infinitely many connected components. Note that Cˆ \L′ = F(〈g−11 , . . . , g−17 〉).
Regarding the postunbranched systems, we have the following lemma.
Lemma 3.45. Let L= (L, (h1, . . . , hm)) be a postunbranched forward self-similar system such
that for each j = 1, . . . ,m, hj :L → L is a contraction. Then, for each (i, j) ∈ {1, . . . ,m}2 with
i = j , Ci,j  1.
Proof. Let (i, j) ∈ {1, . . . ,m}2 be any element such that i = j and Ci,j = ∅. Since L is pos-
tunbranched, there exists an element x ∈ Σm such that h−1i (Ci,j ) ⊂ Lx. Since hk :L → L is a
contraction for each k, we have that Lx = 1. Hence Ci,j  1. 
From Lemma 3.45, it is natural to consider the case Ci,j  1 for each (i, j) ∈ {1, . . . ,m}2
with i = j.
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j = 1, . . . ,m, hj :L → L is injective. Let T be a Z module and R a field. Moreover, for each
r ∈ N ∪ {0} and k ∈ N, let ar,k := dimR Hˇ r(L;R)k. Furthermore, let a1,∞ := dimR Hˇ 1(L;R).
Suppose that Ci,j  1 for each (i, j) with i = j . Then, we have the following.
1. Let k, r ∈ N with r  2. Then, Hˇr (L;T )k = 0 and Hˇr (L;T ) = 0.
2. For each k ∈ N, ma1,k  a1,k+1.
3. If |N1| is connected and Hˇ 1(L;R) = 0, then a1,∞ = ∞.
We present a result on the ˇCech cohomology groups of the invariant sets of the forward self-
similar systems. This is also related to Lemma 3.45.
Proposition 3.47. Let X be a finite-dimensional topological manifold with a distance. Let L
be a non-empty compact subset of X. Let R be a field. Let m ∈ N with m  2. Let L =
(L, (h1, . . . , hm)) be a forward self-similar system. Suppose that (a) for each i = 1,2, hi :L → L
is injective, and (b) for each (i, j) ∈ {1, . . . ,m}2 with i = j , dimT (Ci,j )  n, where dimT de-
notes the topological dimension. Then, dimR Hˇn+1(L;R) is either 0 or ∞.
4. Tools
In this section, we give some tools to show the main results.
4.1. Fundamental properties of interaction cohomology
In this subsection, we show some fundamental lemmas on the interaction (co)homology
groups. We sometimes use the notation from [20].
Definition 4.1. Let L = (L, (h1, . . . , hm)) be a forward or backward self-similar system. For
each k ∈ N, we denote by Γk = Γk(L) the 1-dimensional skeleton of Nk.
Lemma 4.2. Let L = (L, (h1, . . . , hm)) be a forward or backward self-similar system. Then,
for each k ∈ N, the simplicial map ϕk :Nk+1 → Nk is surjective. That is, for any r ∈ N, if x =
{x1, . . . , xr} is an r − 1 simplex of Nk , then there exists an r − 1 simplex y = {y1, . . . , yr} of
Nk+1 such that ϕk(y) = x. In particular, (ϕk)∗ : Con(|Γk+1|) → Con(|Γk|) is surjective.
Proof. We will prove the statement of our lemma when L is a backward self-similar sys-
tem (when L is a forward self-similar system, we can prove the statement by using an ar-
gument similar to the below). Let x = {x1, . . . , xr} be an r − 1 simplex of Nk , where for
each j = 1, . . . , r , xj = (xj1 , . . . , xjk ) ∈ {1, . . . ,m}k. Then
⋂r
j=1 h
−1
x
j
1
· · ·h−1
x
j
k
(L) = ∅. Let z ∈⋂r
j=1 h
−1
x
j
1
· · ·h−1
x
j
k
(L). Then for each j = 1, . . . , r , h
x
j
k
· · ·h
x
j
1
(z) ∈ L =⋃mi=1 h−1i (L). Hence,
for each j = 1, . . . , r , there exists an xjk+1 ∈ {1, . . . ,m} such that hxjk+1 · · ·hxj1 (z) ∈ L. There-
fore,
⋂r
j=1 h
−1
x
j
1
· · ·h−1
x
j
k+1
(L) = ∅. Thus, setting yj := (xj1 , . . . , xjk+1) ∈ {1, . . . ,m}k+1 for each
j = 1, . . . , r , we have that y = {y1, . . . , yr} is an r −1 simplex of Nk+1 such that ϕk(y) = x. 
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connected, then, for any k ∈ N, |Γk| and |Nk| are connected.
Proof. We will prove the statement of our lemma when L is a backward self-similar system
(when L is a forward self-similar system, we can prove the statement of our lemma by using an
argument similar to the below). First, we show the following claim.
Claim. Let w1 and w2 be two elements in {1, . . . ,m}k such that h−1
w1
(L) ∩ h−1
w2
(L) = ∅. Then,
for any j1 and j2 in {1, . . . ,m}, there exists an edge path γ of Γk+1 from w1j1 to w2j2. (For the
definition of edge path, see [20].)
Proof. To show this claim, since L =⋃mj=1 h−1j (L), we obtain that there exist w1k+1 and w2k+1
in {1, . . . ,m} such that h−1
w1
h−1
w1k+1
(L) ∩ h−1
w2
h−1
w2k+1
(L) = ∅. Hence, there exists an edge path α
of Γk+1 from w1w1k+1 to w2w2k+1. Furthermore, since |Γ1| is connected, we have that for each
i = 1,2, there exists an edge path τi of Γ1 from ji to wik+1. Then, for each i = 1,2, there exists
an edge path βi of Γk+1 from wiji to wiwik+1. Hence, there exists an edge path of Γk+1 from
w1j1 to w2j2. Therefore, we have shown the above claim. 
We now show the statement of our lemma by induction on k. Suppose that |Γk| is connected.
Let x and y be any elements in {1, . . . ,m}k+1. Then, there exists an edge path of Γk from x|k
and y|k. By the above claim, we easily obtain that there exists an edge path of Γk+1 from x
and y. Hence, |Γk+1| is connected. Thus, the induction is completed. 
Definition 4.4. Let K be a simplicial complex and let R be a Z module. We denote by C∗(K)
the oriented chain complex of K [20, p. 159]. Moreover, we set C∗(K;R) := C∗(K) ⊗ R
and C∗(K;R) := Hom(C∗(K),R). Similarly, we denote by Δ∗(K) the ordered chain complex
of K [20, p. 170] and we set Δ∗(K;R) := Δ∗(K) ⊗ R and Δ∗(K;R) := Hom(Δ∗(K),R).
Moreover, for a relative CW complex (X,A), we denote by C∗(X,A) the chain complex
given in [20, p. 475]. Furthermore, we set C∗(X,A;R) := C∗(X,A) ⊗ R and C∗(X,A;R) :=
Hom(C∗(X,A),R).
Definition 4.5. Let X be a topological space and let R be a Z module. We regard R as a constant
presheaf on X [20, p. 323]. Moreover, we denote by Rˆ the completion of the presheaf R [20,
p. 325]. Thus Rˆ is a sheaf assigning to each non-empty open subset U of X the Z module of all
locally constant functions a :U → R. Moreover, for an open covering U of X and a presheaf Γ
on X, we denote by C∗(U;Γ ) the cochain complex in [20, p. 327] and H ∗(U;Γ ) its cohomology
group. Note that by definition, Hˇ ∗(X;Γ ) = lim−→ UH ∗(U;Γ ) [20, p. 327].
Remark 4.6. There is a natural homomorphism α :R → Rˆ such that for each open subset U
of X, α assigns γ ∈ R(U) to locally constant function γˆ :U → R with γˆ (a) = γ for all a ∈ U .
(See [20, p. 325].) Thus α induces a natural homomorphism α∗ :C∗(U;R) → C∗(U; Rˆ) for any
open covering U of X.
Lemma 4.7. Let (L,d) be a compact metric space. Let A = {Li}ri=1 be a finite covering of L
such that for each i = 1, . . . , r , Li is a non-empty compact subset of L. Let δ(A) be the number
in Lemma 2.40. Let 0 < δ < δ(A) and let ψ0 :Δ∗(N(A);R) ∼= Δ∗(N(Aδ);R) → C∗(Aδ;R)
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Moreover, let ψ∗ :H ∗(N(A);R) ∼= H ∗(Aδ;R) → H ∗(Aδ; Rˆ) be the homomorphism induced
by ψ. Then, we have the following.
1. ψ∗ :H 0(N(A);R) ∼= H 0(Aδ;R) → H 0(Aδ; Rˆ) is a monomorphism.
2. In addition to the assumptions of the lemma, suppose that for each i = 1, . . . , r , Li
is connected. Then, ψ∗ :H 1(N(A);R) ∼= H 1(Aδ;R) → H 1(Aδ; Rˆ) is a monomorphism.
Moreover, the natural homomorphism ΨA :H 1(N(A);R) ∼= H 1(Aδ;R) → Hˇ 1(L;R) is
monomorphic.
Proof. It is easy to see that statement 1 holds. We now prove statement 2. Let a =
(aij )(i,j): Li∩Lj =∅ ∈ Δ1(N(A);R) be a cocycle, where aij :Li ∩ Lj → R is a constant function
for each (i, j) with Li ∩ Lj = ∅. We write ψ(a) as (bij )(i,j): Li∩Lj =∅, where bij :B(Li, δ) ∩
B(Lj , δ) → R is a constant function which is an extension of aij . Suppose that ψ(a) ∈
C1(Aδ; Rˆ) is a coboundary. Then, there exists an element (bi)i=1,...,r ∈ C0(Aδ; Rˆ), where each
bi :B(Li : δ) → R is a locally constant function, such that bij = bj − bi on B(Li, δ)∩B(Lj , δ).
Hence
aij =
(
(bj |Lj )− (bi |Li )
)∣∣
Li∩Lj on Li ∩Lj . (12)
Moreover, for each i, since Li is connected and bi :B(Li, δ) → R is locally constant, we have
that bi |Li : Li → R is constant. Combining it with (12), we obtain that a is a coboundary.
Thus, we have proved that ψ∗ :H 1(N(A);R) ∼= H 1(Aδ;R) → H 1(Aδ; Rˆ) is a monomorphism.
Moreover, by Leray’s theorem [9, Theorem 5 in p. 56 and Theorem 11 in p. 61], the natural homo-
morphism H 1(Aδ; Rˆ) → Hˇ 1(L; Rˆ) is monomorphic. Furthermore, by [20, p. 329], the natural
homomorphism Hˇ 1(L;R) → Hˇ 1(L, Rˆ) is isomorphic. Therefore, the natural homomorphism
ΨA :H 1(N(A);R) → Hˇ 1(L;R) is monomorphic. Thus, we have proved statement 2. 
Lemma 4.8. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. Let G =
〈h1, . . . , hm〉. Let R be a Z module. Then, we have the following:
1. For each k ∈ N, ϕ∗k : Hˇ 0(L;R)k → Hˇ 0(L;R)k+1 is a monomorphism. In particular, for each
k ∈ N, the projection map μk,0 : Hˇ 0(L;R)k → Hˇ 0(L;R) is injective.
2. Ψ : Hˇ 0(L;R) → Hˇ 0(L;R) is a monomorphism.
3. Suppose that |N1| is connected. Then, for each k and each w ∈ Σm, (ϕk)∗ : πˇ1(L,w)k+1 →
πˇ1(L,w)k is an epimorphism and (ϕk)∗ : Hˇ1(L;R)k+1 → Hˇ1(L;R)k is an epimorphism.
4. Suppose that |N1| is connected. Then, for each k, ϕ∗k : Hˇ 1(L;R)k → Hˇ 1(L;R)k+1 is a
monomorphism and the projection map μk,1 : Hˇ 1(L;R)k → Hˇ 1(L;R) is a monomorphism.
5. Suppose that either (a) L is a forward self-similar system and L is connected, or (b) L
is a backward self-similar system such that g−1(L) is connected for each g ∈ G. Then,
for each k ∈ N, the natural homomorphism ΨUk :Hp(Nk;R) → Hˇ p(L;R) in Remark 2.41
is monomorphic, Ψ : Hˇ 1(L;R) → Hˇ 1(L;R) is a monomorphism, and for each k ∈ N,
ϕ∗k : Hˇ 1(L;R)k → Hˇ 1(L;R)k+1 is a monomorphism.
Proof. It is easy to see that statement 1 holds. Using Lemma 2.40, it is easy to see that state-
ment 2 holds.
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k ∈ N, |Nk| is connected. Let w ∈ Σm. Let ζ ∈ π1(|Nk|,w) be an element. We use the notation
in [20]. By [20], there exists a closed edge path γ = γ1γ2 · · ·γr , where each γj = (xj , xj+1) is
an edge of Nk , such that γ represents the element ζ. For each j = 1, . . . , r + 1, we write xj as
(x
j
1 , . . . , x
j
k ) ∈ {1, . . . ,m}k. By Lemma 4.2, for each j = 1, . . . , r there exists an edge τj of Nk+1
such that ϕk(τj ) = γj . Then, there exists yj , zj ∈ {1, . . . ,m} such that the origin of τj is equal
to xjyj and the end of τj is equal to xj+1zj . Since we are assuming that |N1| is connected, for
each j = 2, . . . , r , there exists an edge path βj = (v1j , v2j )(v2j , v3j ) · · · (v
sj−1
j , v
sj
j ) of N1, where
each vkj is a vertex of N1, such that v
1
j = zj−1 and v
sj
j = yj . Similarly, there exists an edge
path βr+1 = (v1r+1, v2r+1) · · · (vsr+1−1r+1 , vsr+1r+1 ) of N1 such that v1r+1 = zr and vsr+1r+1 = y1. For each
j = 2, . . . , r + 1, let δj := (xj v1j , xj v2j ) · · · (xj v
sj−1
j , x
j v
sj
j ). Then, for each j = 2, . . . , r , δj
is an edge path of Nk+1 from xj zj−1 to xjyj . Moreover, δr+1 is an edge path of Nk+1 from
xr+1zr to x1y1. Let δ := τ1δ2τ2δ3τ3δ4 · · · τrδr+1. Then, δ is a closed edge path of Nk+1 such
that ϕk(δ) ∼ γ. Therefore, (ϕk)∗ : πˇ1(L,w)k+1 → πˇ1(L,w)k is an epimorphism. Moreover, by
Lemma 4.3 and [20, p. 394], for each k ∈ N, the natural homomorphism πˇ1(L,w)k → Hˇ1(L;Z)k
is an epimorphism. Therefore, (ϕk)∗ : Hˇ1(L;Z)k+1 → Hˇ1(L;Z)k is an epimorphism. From the
universal-coefficient theorem for homology [20, p. 222], it follows that for any Z module R,
(ϕk)∗ : Hˇ1(L;R)k+1 → Hˇ1(L;R)k is an epimorphism. Similarly, from the universal-coefficient
theorem for cohomology [20, p. 243], it follows that for any Z module R, (ϕk)∗ : Hˇ 1(L;R)k →
Hˇ 1(L;R)k+1 is a monomorphism. Thus we have proved statement 3 and 4.
Statement 5 follows from Lemma 4.7.
Hence, we have completed the proof of Lemma 4.8. 
Example 4.9. Let L = {a1, a2, a3} be a set where aj are mutually distinct points. Let h1 :L → L
be the map defined by h1(a1) = a1, h1(a2) = h1(a3) = a2. Similarly, let h2 :L → L be the map
defined by h2(a2) = a2, h2(a3) = h2(a1) = a3. Finally, let h3 :L → L be the map defined by
h3(a3) = a3, h3(a1) = h3(a2) = a1. Then L := (L, (h1, h2, h3)) is a forward self-similar system.
It is easy to see that the set of one-dimensional simplexes of N1 is equal to {{1,2}, {2,3}, {3,1}}
and for each r  2, there exists no r-dimensional simplex of N1. Therefore |N1| is connected
and for each Z module R, Hˇ 1(L;R)1 = R = 0. By Lemma 4.8, it follows that Hˇ1(L;R) = 0,
Hˇ 1(L;R) = 0, and πˇ1(L,w) is not trivial for each w ∈ Σm. However, since L is a finite set,
πˇr (L, x), Hˇ
r (L;R) and Hˇr (L;R) are trivial for each r  1 and each x ∈ L. This example means
that the interaction cohomology groups of self-similar systems may have more information than
the ˇCech (co)homology groups and the shape groups of the invariant sets of the systems.
Example 4.10. Let L = {a1, a2, a3} be a set where aj are mutually distinct points. For each
j = 1,2,3, let gj :L → L be the map defined by gj (L) = {aj }. Then L′ = (L, (g1, g2, g3)) is a
forward self-similar system. It is easy to see that for each r  1, there exists no r-dimensional
simplexes of N1. Moreover, since each gj is a contraction and L is a finite set, it follows that
Hˇ r (L′;R)k , Hˇ r (L′;R), Hˇr (L′;R)k , Hˇr (L′;R)k , and πˇr (L;w) are trivial, for all r  1, k  1,
w ∈ Σ3, and Z modules R.
Remark 4.11. Example 4.9 and Example 4.10 mean that for any two self-similar systems L1 =
(L1, (h1, . . . , hm)) and L2 = (L2, (g1, . . . , gn)), interaction cohomology groups Hˇ r (L1;R) and
Hˇ r (L2;R) may not be isomorphic even when L1 and L2 are homeomorphic.
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We give some fundamental properties of rational semigroups. Let G be a rational semigroup.
We set E(G) := {z ∈ Cˆ | ⋃g∈G g−1(z) < ∞}. This is called the exceptional set of G. If z ∈
Cˆ\E(G), then J (G) ⊂⋃g∈G g−1({z}). In particular if z ∈ J (G)\E(G), then⋃g∈G g−1({z}) =
J (G). If J (G)  3, then J (G) is a perfect set, E(G)  2, J (G) is the smallest in {K ⊂ Cˆ |
K: compact, K  3, and g−1(K) ⊂ K for each g ∈ G}, and
J (G) = {z ∈ Cˆ ∣∣ ∃g ∈ G s.t. g(z) = z and ∣∣g′(z)∣∣> 1}= ⋃
g∈G
J(g).
For the proofs of these results, see [7,11] and [25, Lemma 2.3].
4.3. Fiberwise (wordwise) dynamics
In this subsection, we give some notations and fundamental properties of skew products re-
lated to finitely generated rational semigroups.
Definition 4.12. (See [25,26].) Let G = 〈h1, . . . , hm〉 be a finitely generated rational semigroup.
We define a map σ :Σm → Σm by: σ(x1, x2, . . .) := (x2, x3, . . .). This is called the shift map
on Σm. Moreover, we define a map f :Σm × Cˆ → Σm × Cˆ by: (x, y) 
→ (σ (x), hx1(y)), where
x = (x1, x2, . . .). This is called the skew product associated with the multi-map (h1, . . . , hm) ∈
(Rat)m. Let π :Σm × Cˆ → Σm and πCˆ :Σm × Cˆ → Cˆ be the projections. For each x ∈ Σm
and each n ∈ N, we set f nx := f n|π−1({x}) :π−1({x}) → π−1({σn(x)}) ⊂ Σm × Cˆ and fx,n :=
fxn ◦ · · · ◦ fx1 . Moreover, we denote by Fx(f ) the set of all points y ∈ Cˆ which has a neigh-
borhood U in Cˆ such that {fx,n :U → Cˆ}n∈N is normal on U. Moreover, we set Jx(f ) :=
Cˆ \ Fx(f ). Furthermore, we set Fx(f ) := {x} × Fx(f ) and J x(f ) := {x} × Jx(f ). We set
J˜ (f ) :=⋃x∈Σm J x(f ), where the closure is taken in the product space Σm × Cˆ. Moreover,
for each x ∈ Σm, we set Jˆ x(f ) := π−1({x})∩ J˜ (f ) and Jˆx(f ) := πCˆ(Jˆ x(f )). Furthermore, we
set F˜ (f ) := (Σm × Cˆ) \ J˜ (f ).
Remark 4.13. (See [26, Lemma 2.4].) J˜ (f ), Jx(f ), J x(f ), Jˆx(f ), and Jˆ x(f ) are compact. We
have that f−1(J˜ (f )) = J˜ (f ) = f (J˜ (f )), f−1J σ(x)(f ) = J x(f ), f−1Jˆ σ (x)(f ) = Jˆ x(f ), and
Jˆx(f ) ⊃ Jx(f ). However, the equality Jˆx(f ) = Jx(f ) does not hold in general. (This is one
of the difficulties when we investigate the dynamics of rational semigroups or random complex
dynamics.)
Remark 4.14 (Lower semicontinuity of x 
→ Jx(f )). (See [12,26].) Suppose that deg(hj )  2
for each j = 1, . . . ,m. Then, for each x ∈ Σm, Jx(f ) is a non-empty perfect set. Furthermore,
x 
→ Jx(f ) is lower semicontinuous, that is, for any point y ∈ Jx(f ) and any sequence {xn}n∈N
in Σm with xn → x, there exists a sequence {yn}n∈N in Cˆ with yn ∈ Jxn(f ) (∀n) such that
yn → y. The above result was shown by using the potential theory. We remark that x 
→ Jx(f )
is not continuous with respect to the Hausdorff topology in general.
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associated with (h1, . . . , hm). Let G = 〈h1, . . . , hm〉. Suppose J (G)  3. Then, πCˆ(J˜ (f )) =
J (G) and for each x = (x1, x2, . . .) ∈ Σm, Jˆx(f ) =⋂∞j=1 h−1x1 · · ·h−1xj (J (G)).
Proof. Since Jx(f ) ⊂ J (G) for each x ∈ Σm, we have πCˆ(J˜ (f )) ⊂ J (G). By [11, Corollary
3.1] (see also [25, Lemma 2.3(g)]), we have J (G) =⋃g∈G J(g). Since⋃g∈G J(g) ⊂ πCˆ(J˜ (f )),
we obtain J (G) ⊂ π
Cˆ
(J˜ (f )). Therefore, we obtain π
Cˆ
(J˜ (f )) = J (G).
We now show the latter statement. Let x = (x1, x2, . . .) ∈ Σm. By [26, Lemma 2.4], we
see that for each j ∈ N, hxj · · ·hx1(Jˆx(f )) = Jˆσ j (x)(f ) ⊂ J (G). Hence, Jˆx(f ) ⊂
⋂∞
j=1 h−1x1 · · ·
h−1xj (J (G)). Suppose that there exists a point (x, y) ∈ Σm × Cˆ such that y ∈ (
⋂∞
j=1 h−1x1 · · ·
h−1xj (J (G))) \ Jˆx(f ). Then, we have (x, y) ∈ (Σm × Cˆ) \ J˜ (f ). Hence, there exists a neigh-
borhood U of x in Σm and a neighborhood V of y in Cˆ such that U × V ⊂ F˜ (f ). Then,
there exists an n ∈ N such that {w ∈ Σm | wj = xj , j = 1, . . . , n} ⊂ U. Combining it with
[26, Lemma 2.4], we obtain F˜ (f ) ⊃ f n(U × V ) ⊃ Σm × {fx,n(y)}. Moreover, since we
have fx,n(y) ∈ J (G) = πCˆ(J˜ (f )), we get that there exists an element x′ ∈ Σm such that
(x′, fx,n(y)) ∈ J˜ (f ). However, it contradicts (x′, fx,n(y)) ∈ Σm × {fx,n(y)} ⊂ F˜ (f ). Hence,
we obtain Jˆx(f ) =⋂∞j=1 h−1x1 · · ·h−1xj (J (G)). 
Definition 4.16. Let h1, . . . , hm be polynomials and let f :Σm × Cˆ → Σm × Cˆ be the skew
product associated with (h1, . . . , hm). For each x ∈ Σm, we set Kx(f ) := {y ∈ C | {fx,n(y)}n∈N
is bounded in C} and Ax(f ) := {y ∈ Cˆ | fx,n(y) → ∞ as n → ∞}.
By using the method in [1,18], the following Lemma 4.17 is easy to show and we omit the
proof.
Lemma 4.17. Let h1, . . . , hm ∈ Y and let G := 〈h1, . . . , hm〉. Let f :Σm × Cˆ → Σm × Cˆ be the
skew product associated with (h1, . . . , hm). Then, ∞ ∈ F(G) and for each x ∈ Σm, we have
that ∞ ∈ Fx(f ), Jx(f ) = ∂Kx(f ) = ∂Ax(f ), and Ax(f ) is the connected component of Fx(f )
containing ∞.
Lemma 4.18. Let h1, . . . , hm ∈ Y and let f :Σm × Cˆ → Σm × Cˆ be the skew product associ-
ated with (h1, . . . , hm). Let G = 〈h1, . . . , hm〉. Then, the following (1), (2), (3) are equivalent.
(1) G ∈ G. (2) For each x ∈ X, Jx(f ) is connected. (3) For each x ∈ X, Jˆx(f ) is connected.
Proof. First, we show (1) ⇒ (2). Suppose that (1) holds. Let R > 0 be a number such that for
each x ∈ X, B := {y ∈ Cˆ | |y| > R} ⊂ Ax(f ) and fx,1(B) ⊂ B. Then, for each x ∈ X, we have
Ax(f ) =⋃n∈N(fx,n)−1(B) and (fx,n)−1(B) ⊂ (fx,n+1)−1(B), for each n ∈ N. Furthermore,
since we assume (1), we see that for each n ∈ N, (fx,n)−1(B) is a simply connected domain,
by the Riemann–Hurwitz formula [1,18]. Hence, for each x ∈ X, Ax(f ) is a simply connected
domain. Since ∂Ax(f ) = Jx(f ) for each x ∈ X, we conclude that for each x ∈ X, Jx(f ) is
connected. Hence, we have shown (1) ⇒ (2).
Next, we show (2) ⇒ (3). Suppose that (2) holds. Let z1 ∈ Jˆx(f ) and z2 ∈ Jx(f ) be
two points. Let {xn}n∈N be a sequence in Σm such that xn → x as n → ∞, and such that
d(z1, Jxn(f )) → 0 as n → ∞. We may assume that there exists a non-empty compact set K
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non-empty compact subsets of Cˆ. Since we assume (2), K is connected. By Remark 4.14, we
have d(z2, Jxn(f )) → 0 as n → ∞. Hence, zi ∈ K for each i = 1,2. Therefore, denoting by
J the connected component of Jˆx(f ) containing K , z1 and z2 belong to the same connected
component J of Jˆx(f ). Thus, we have shown (2) ⇒ (3).
Next, we show (3) ⇒ (1). Suppose that (3) holds. It is easy to see that Ax(f )∩ Jˆx(f ) = ∅ for
each x ∈ X. Hence, Ax(f ) is a connected component of Cˆ\ Jˆx(f ). Since we assume (3), we have
that for each x ∈ X, Ax(f ) is a simply connected domain. Since (fx,1)−1(Ag(x)(f )) = Ax(f ) for
each x ∈ Σm, the Riemann–Hurwitz formula implies that for each x ∈ X, there exists no critical
point of fx,1 in Ax(f )∩ C. Therefore, we obtain (1). Thus, we have shown (3) ⇒ (1). 
Corollary 4.19. Let G = 〈h1, . . . , hm〉 ∈ G. Let f :Σm × Cˆ → Σm × Cˆ be the skew product
associated with (h1, . . . , hm). Then, for each x ∈ Σm, the following sets Jx(f ), Jˆx(f ), and⋂∞
j=1 h−1x1 · · ·h−1xj (J (G)) are connected.
Proof. From Lemmas 4.15 and 4.18, the statement of the corollary easily follows. 
4.4. Dynamics of postcritically bounded polynomial semigroups
We show a lemma on the dynamics of polynomial semigroups in G.
Lemma 4.20. Let G ∈ G. Suppose that J (G) is connected. Then, for any element g ∈ G,
g−1(J (G)) is connected.
Proof. Let g ∈ G. Since G ∈ G, we have that J (g) is a non-empty connected subset of J (G). Let
J ∈ Con(g−1(J (G))) be any element. By [19] or [1, Lemma 5.7.2], we have that g(J ) = J (G).
Since g−1(J (g)) = J (g), it follows that J ∩ J (g) = ∅. Hence J (g) ⊂ J. Since this holds for any
J ∈ Con(g−1(J (G))), g−1(J (G)) is connected. 
Remark 4.21. For further results on the dynamics of G ∈ G, see [29–33].
5. Proofs of results
In this section, we give the proofs of the main results in Section 3.
5.1. Proofs of results in Section 3.1
In this subsection, we give the proofs of the results in Section 3.1. We need some lemmas.
Definition 5.1. For each j ∈ {1, . . . ,m} and each k ∈ N, we set (j)k := (j, j, . . . , j) ∈
{1, . . . ,m}k.
Lemma 5.2. Let m 2 and letL= (L, (h1, . . . , hm)) be a backward self-similar system. Suppose
that for each j with j = 1, h−11 (L)∩ h−1j (L) = ∅. For each k, let Ck ∈ Con(|Γk|) be the element
containing (1)k ∈ {1, . . . ,m}k. Then, we have the following.
1. For each k ∈ N, Ck = {(1)k}.
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3. L has infinitely many connected components.
4. Let x := (1)∞ ∈ Σm and let x′ ∈ Σm be an element with x = x′. Then, for any y ∈ Lx and
y′ ∈ Lx′ , there exists no connected component A of L such that y ∈ A and y′ ∈ A.
Proof. We show statement 1 by induction on k. We have C1 = {1}. Suppose Ck = {(1)k}. Let
w ∈ {1, . . . ,m}k+1 ∩ Ck+1 be any element. Since (ϕk)∗(Ck+1) = Ck , we have ϕk(w) = (1)k.
Hence, w|k = (1)k. Since h−11 (L) ∩ h−1j (L) = ∅ for each j = 1, we obtain w = (1)k+1. Hence,
the induction is completed. Therefore, we have shown statement 1.
Since both (1)k+1 ∈ {1, . . . ,m}k+1 and (1)k2 ∈ {1, . . . ,m}k+1 are mapped to (1)k by ϕk , com-
bining statement 1 and Lemma 4.2, we obtain statement 2. For each k ∈ N, we have
L =
∐
C∈Con(|Γk |)
⋃
w∈{1,...,m}k∩C
h−1w (L). (13)
Hence, by statement 2, we obtain that L has infinitely many connected components.
We now show statement 4. Let k0 := min{l ∈ N | x′l = 1}. Then, by (13) and statement 1,
we obtain that there exist compact sets B1 and B2 such that B1 ∩ B2 = ∅, B1 ∪ B2 = L, Lx ⊂
(h
k0
1 )
−1(L) ⊂ B1, and Lx′ ⊂ h−1x′1 · · ·h
−1
x′k0
(L) ⊂ B2. Hence, statement 4 holds. 
By an argument similar to that of the proof of Lemma 5.2, we can prove the following.
Lemma 5.3. Let m 2 and let L= (L, (h1, . . . , hm)) be a forward self-similar system such that
for each j = 1, . . . ,m, hj :L → L is injective. Suppose that for each j with j = 1, h1(L) ∩
hj (L) = ∅. For each k, let Ck ∈ Con(|Γk|) be the element containing (1)k ∈ {1, . . . ,m}k. Then,
all of the statements 1–4 in Lemma 5.2 hold.
To prove Theorem 3.2, we need the following lemma.
Lemma 5.4. Under the assumptions of Theorem 3.2, let M1, . . . ,Mr be mutually disjoint non-
empty compact subsets of L with L =⋃ri=1 Mi. Then there exists a number l0 ∈ N such that
for each x ∈ Σm and each l ∈ N with l  l0, there exists a number i = i(x, l) ∈ {1, . . . , r} with
h−1x|l (L) ⊂ Mi.
Proof. Suppose that the statement is not true. Then for each n ∈ N, there exist an element
wn ∈ Σm, an l(n) > n, and elements i1,n, i2,n ∈ {1, . . . , r} with Mi1,n = Mi2,n , such that
(hwn|l(n))−1(L) ∩ Mi = ∅, for each i = i1,n, i2,n. Since Σm is compact, we may assume that
there exists an element w ∈ Σm such that for each n ∈ N, wn|l(n) = (w|n)αn for some αn ∈ Σ∗m.
Then, we have h−1w|nh−1αn (L) ∩ Mi = ∅, for each i = i1,n, i2,n. Hence, h−1w|n(L) ∩ Mi = ∅, for
each i = i1,n, i2,n. Since h−1w|n(L) → Lw as n → ∞ with respect to the Hausdorff topology and
Lw is connected (the assumption), we obtain a contradiction. 
By an argument similar to that of the proof of Lemma 5.5, we can prove the following.
Lemma 5.5. Under the assumptions of Theorem 3.3, let M1, . . . ,Mr be mutually disjoint non-
empty compact subsets of L with L =⋃r Mi. Then, there exists a number l0 ∈ N such thati=1
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hx|l (L) ⊂ Mi.
We now demonstrate Theorem 3.2.
Proof of Theorem 3.2. Step 1: First, we show the following:
Claim 1. Let B = (Bk)k ∈ lim←− Con(|Γk|) where Bk ∈ Con(|Γk|) and (ϕk)∗(Bk+1) = Bk for
each k. Take a point x ∈ Σm such that x|k ∈ Bk for each k. Take an element Cx ∈ Con(L)
such that Lx ⊂ Cx. Then, Cx does not depend on the choice of x ∈ Σm such that x|k ∈ Bk for
each k. Hence, the map Φ :B 
→ Cx is well defined.
To show Claim 1, suppose that there exist x ∈ Σm and y ∈ Σm such that x|k, y|k ∈ Bk for each
k ∈ N and such that there exist mutually different connected components J1 and J2 of L with
Lx ⊂ J1 and Ly ⊂ J2. By the “Cut Wire Theorem” in [19], there exist mutually disjoint compact
subsets M1 and M2 of L such that Ji ⊂ Mi for each i = 1,2. We apply Lemma 5.4 to the disjoint
union L = M1 ∪ M2 and let l0 be the number in the lemma. Then, we have h−1x|l0(L) ⊂ M1,
h−1y|l0(L) ⊂ M2, and L =
⋃
|w|=l0 h
−1
w (L) =
∐2
i=1
⋃
h−1w (L)⊂Mi,|w|=l0 h
−1
w (L). This implies that
x|l0 and y|l0 do not belong to the same connected component of |Γl0 |. This is a contradiction.
Hence, we have shown Claim 1.
Step 2: Next, we show the following:
Claim 2. Φ : lim←− Con(|Γk|) → Con(L) is bijective.
To show Claim 2, since L = ⋃mj=1 h−1j (L), we have L = ⋃x∈Σm Lx. Hence, Φ is sur-
jective. To show that Φ is injective, let B = (Bk) and B ′ = (B ′k) be distinct elements in
lim←− Con(|Γk|), let x ∈ Σm be such that x|k ∈ Bk for each k ∈ N, and let y ∈ Σm be such
that y|k ∈ B ′k for each k ∈ N. Then, there exists a k ∈ N with Bk = B ′k . Combining this
with L =∐C∈Con(|Γk |) ⋃w∈Σ∗m∩C,|w|=k h−1w (L), which follows from L =⋃w∈Σ∗m, |w|=k h−1w (L),
we obtain that there exist two compact subsets K1 and K2 of L such that L = K1  K2,
Lx ⊂ h−1x|k(L) ⊂ K1, and Ly ⊂ h−1y|k(L) ⊂ K2. Hence, Φ(B) = Φ(B ′). Therefore, Φ is injective.
Step 3: We now show statement 2. Since L =⋃mj=1 h−1j (L), it is easy to see that if L is con-
nected, then |Γ1| is connected. Conversely, suppose that |Γ1| is connected. Then, by Lemma 4.3,
we obtain that for each k ∈ N, |Γk| is connected. From statement 1, it follows that L is connected.
Hence, we have shown statement 2.
Step 4: Statement 3 follows from statement 1 and Lemma 4.2. Statements 4 and 5 easily
follow from statement 3.
Step 5: We now show statement 6. If m = 2 and L is disconnected, then by statement 2, we
have h−11 (L)∩ h−12 (L) = ∅. Combining this with statement 1, we obtain Con(L) ∼= {1,2}N.
Step 6: We now show statement 7. Suppose that m = 3 and L is disconnected. By statement 2,
we may assume h−11 (L)∩h−12 (L) = h−11 (L)∩h−13 (L) = ∅. By Lemma 5.2, we obtain that L has
infinitely many connected components and that L(1)∞ is a connected component of L.
Thus we have completed the proof of Theorem 3.2. 
We now prove Theorem 3.3.
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In order to prove Theorem 3.7, we need the following notations and lemmas.
Lemma 5.6. Under the assumptions of Theorem 3.7 or Theorem 3.8, let k ∈ N. Then, for any
simplex s of Nk with (1)k ∈ s, the dimension dim s of s is less than or equal to 1.
Proof. We will show the conclusion of our lemma for a backward self-similar system L =
(L, (h1, . . . , hm)) satisfying the assumptions of Theorem 3.7 (using an argument similar to the
below, we can show the conclusion of our lemma for a forward self-similar system L satisfy-
ing the assumptions of Theorem 3.8). We will show the conclusion of our lemma by induction
on k ∈ N. If k = 1, then, assumption 4 of Theorem 3.7 implies that for any simplex s of N1
with 1 ∈ s, we have dim s  1. Let l ∈ N and we now suppose that for any simplex s of Nl
with (1)l ∈ s, we have dim s  1. Then, Lemma 3.30 implies that for any simplex s of Nl+1,1
with (1)l+1 ∈ s, we have dim s  1. Moreover, by assumption 2 of Theorem 3.7, we have
(hr1)
−1(L) ∩ (⋃i =1 h−1i (L)) = ∅ for each r  2. Hence, it follows that for any i ∈ {1, . . . ,m}
with i = 1 and any w ∈ Σ∗m with |w| = l, {(1)l+1, iw} is not a simplex of Nl+1. Therefore, for
any simplex s of Nl+1 with (1)l+1 ∈ s, we have dim s  1. Thus, the induction is completed. 
Definition 5.7. Let S be a simplicial complex and let τ = (v1, v2)(v2, v3) · · · (vn−1, vn) be an
edge path of S. We denote by |τ | the curve in |S| which is induced by τ in the way as in [20,
p. 136].
Definition 5.8. Let L be a forward or backward self-similar system, let k ∈ N, and let w ∈ Σ∗m.
Then for any edge path τ = (v1, v2)(v2, v3) · · · (vn−1, vn) of Nk , we denote by w∗(τ ) the edge
path (wv1,wv2)(wv2,wv3) · · · (wvn−1,wvn) of Nk+|w|.
Lemma 5.9. Under the assumptions of Theorem 3.7 or Theorem 3.8, let τ be the closed edge
path (1, j2)(j2, j3)(j3,1) of N1. Moreover, let γ ∈ H1(|N1|;R) be the element induced by the
closed curve |τ | in |N1|. Then, for each k ∈ N, the element ((1)k)∗(γ ) ∈ H1(|Nk+1|;R) is not
zero.
Proof. For each k ∈ N, let Mk be the unique full subcomplex of Nk whose vertex set is equal to
{1, . . . ,m}k \{(1)k}. Moreover, let Pk be the set of all 1-simplexes e of Nk+1 such that (1)k+1 ∈ e,
(1)kj2 /∈ e, and (1)kj3 /∈ e. Furthermore, let Qk = ⋃e∈Pk e. Note that Qk is a subcomplex
of Nk+1. Lemma 5.6 implies that for each k ∈ N, |Nk+1| = |((1)k)∗(τ )| ∪ |Qk| ∪ |Mk+1|. More-
over, (|((1)k)∗(τ )| ∪ |Qk|) ∩ |Mk+1| = |((1)kj2, (1)kj3)| ∪⋃e∈Pk {e0}, where for each e ∈ Pk ,
e0 denotes the vertex of e which is not equal to (1)k+1. In particular, each connected compo-
nent of (|((1)k)∗(τ )| ∪ |Qk|) ∩ |Mk+1| is contractible. Using the Mayer–Vietoris sequence of
{|((1)k)∗τ | ∪ |Qk|, |Mk+1|}, we obtain the following exact sequence:
0 = H1
((∣∣((1)k)∗(τ )∣∣∪ |Qk|)∩ |Mk+1|;R)
→ H1
(∣∣((1)k) (τ )∣∣∪ |Qk|;R)⊕H1(|Mk+1|;R)→ H1(|Nk+1|;R). (14)∗
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u3 : |((1)k)∗(τ )| → |Nk+1| be the inclusion maps. Then, u3 = u2 ◦ u1. Moreover, (u1)∗ :
H1(|((1)k)∗(τ )|;R) → H1(|((1)k)∗(τ )|∪|Qk|;R) is an isomorphism. Furthermore, ((1)k)∗(γ ) =
(u3)∗(a) in H1(|Nk+1|;R), where a is a generator in H1(|((1)k)∗(τ )|;R). From these arguments,
it follows that the element ((1)k)∗(γ ) ∈ H1(|Nk+1|;R) is not zero. Thus, we have proved the
lemma. 
Lemma 5.10. Under the assumptions of Theorem 3.7 or Theorem 3.8, we have that for each
k ∈ N, dimR Hˇ 1(L;R)k = dimR Hˇ1(L;R)k < dimR Hˇ 1(L;R)k+1 = dimR Hˇ1(L;R)k+1.
Proof. We use the notation in Lemma 5.9. By Lemma 5.9, we have that for each k ∈ N,
((1)k)∗(γ ) ∈ H1(|Nk+1|;R) is not zero. Moreover, by Lemma 3.32, we have that for each
k ∈ N, (ϕk)∗(((1)k)∗(γ )) = 0. Hence (ϕk)∗ :H1(|Nk+1|;R) → H1(|Nk|;R) is not a monomor-
phism. Furthermore, by assumption 1 of Theorems 3.7 and 3.8 and Lemma 4.8-3, we have
that (ϕk)∗ :H1(|Nk+1|;R) → H1(|Nk|;R) is an epimorphism. It follows that for each k ∈ N,
dimR H1(|Nk|;R) < dimR H1(|Nk+1|;R). We are done. 
We now prove Theorem 3.7 and Theorem 3.8.
Proof of Theorem 3.7 and Theorem 3.8. By the assumption 1 of Theorem 3.7 and Theorem 3.8
and Lemma 4.8(4), the projection map μk,1 : Hˇ 1(L;R)k → Hˇ 1(L;R) is injective for each k ∈ N.
Combining it and Lemma 5.10, we obtain that dimR Hˇ 1(L;R) = ∞. Thus, we have proved
Theorems 3.7 and 3.8. 
We now prove Corollary 3.9.
Proof of Corollary 3.9. Since |N1| is connected and Lx is connected for each x ∈ Σm, Theo-
rem 3.3 implies that L is connected. Thus for each w ∈ Σ∗m, hw(L) is connected. Combining it
with Lemma 4.8-5 and Theorem 3.8, we obtain that the statement our corollary holds. 
5.2. Proofs of results in Section 3.2
In this subsection, we give the proofs of the results in Section 3.2.
We now prove Theorem 3.17.
Proof of Theorem 3.17. From Theorem 3.2 and Corollary 4.19, the statement of the theorem
follows. 
We now prove Theorem 3.19.
Proof of Theorem 3.19. By Theorem 3.17, J (G) is connected. Combining it with Lemma 4.20,
we obtain that for each g ∈ G, g−1(J (G)) is connected. By Lemma 4.8(5), it follows that
Ψ : Hˇ 1(L;R) → Hˇ 1(J (G),R) is a monomorphism. Moreover, by Theorem 3.7, we obtain
dimR Hˇ 1(L;R) = ∞. Hence, dimR Ψ (Hˇ 1(L;R)) = ∞. Therefore, dimR Hˇ 1(J (G);R) = ∞.
By the Alexander duality theorem (see [20, p. 296]), we have Hˇ 1(J (G);R) ∼= H˜0(Cˆ \J (G);R),
where H˜0 denotes the 0th reduced homology. Hence, F(G) = Cˆ \ J (G) has infinitely many
connected components. 
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We now prove Proposition 3.20.
Proof of Proposition 3.20. Let a ∈ R with 1 < a  5. Let h1(z) = 1a2 z3 and h2(z) = z2.
Then J (h1) = {z ∈ C | |z| = a}, J (h2) = {z ∈ C | |z| = 1}, h−11 (J (h2)) = {z ∈ C | |z| = a2/3},
and h−12 (J (h1)) = {z ∈ C | |z| = a1/2}. Let c1 := (a
2
3 − a 12 )/2. Let g3 be a polynomial such
that J (g3) = {z ∈ C | |z − c1| = a 23 − c1} and let g4 be a polynomial such that J (g4) = {z ∈
C | |z + c1| = a 23 − c1}. Take a sufficiently large n ∈ N and let h3 = gn3 and h4 = gn4 . Let
G = 〈h1, h2, h3, h4〉 and let K := {z ∈ C | 1  |z|  a}. Then, taking a sufficiently large n,
we have
⋃4
i=1 h
−1
i (K) ⊂ K. Therefore, by [11, Corollary 3.2], J (G) ⊂ K. (For the figure of
J (G), see Fig. 8.) Moreover, we can show that G ∈ G, the set of all 1-simplexes of N1 is equal
to {{1,3}, {1,4}, {2,3}, {2,4}, {3,4}}, and there exists no r-simplex S of N1 for each r  2.
Taking a sufficiently large n again, it is easy to show that L = (J (G), (h1, h2, h3, h4)) satis-
fies all of the conditions 1, . . . ,4 in the assumptions of Theorem 3.7. From Theorem 3.19, it
follows that dimR Hˇ 1(J (G), (h1, . . . , h4);R) = dimR Ψ (Hˇ 1(J (G), (h1, . . . , h4);R)) = ∞ and
F(G) has infinitely many connected components. Thus we have completed the proof. 
5.3. Proofs of results in Section 3.3
In this subsection, we prove the results in Section 3.3. We need some lemmas.
Lemma 5.11. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. Suppose
that L is postunbranched. Let r ∈ N. Then, for each r-simplex e of N1, there exists a unique
r-simplex ek+1 of Nk+1 such that ϕk+1,1(ek+1) = e.
Proof. We will show the conclusion of our lemma when L is a backward self-similar system
(we can show the conclusion of our lemma when L is a forward self-similar system by using an
argument similar to the below). The existence of ek+1 follows from Lemma 4.2. We now prove
the uniqueness.
Case 1. r = 1. Let e = {i1, j1} be a 1-simplex of N1. Then Ci1,j1 = h−1i1 (L) ∩ h−1j1 (L) = ∅.
Since L is postunbranched, there exists a unique x ∈ Σm such that hi1(Ci1,j1) ⊂ Lx and such that
for each x′ ∈ Σm with x′ = x, hi1(Ci1,j1) ∩ Lx′ = ∅. Let ek+1 = {(i1, . . . , ik+1), (j1, . . . , jk+1)}
be a 1-simplex of Nk+1 such that ϕk+1,1(ek+1) = e. We will show that (i2, . . . , ik+1) and
(j2, . . . , jk+1) are uniquely determined by the element (i1, j1). Since ek+1 is a 1-simplex
of Nk+1, we have h−1i1 · · ·h−1ik+1(L) ∩ h−1j1 · · ·h−1jk+1(L) = ∅. Let z ∈ h−1i1 · · ·h−1ik+1(L) ∩ h−1j1 · · ·
h−1jk+1(L) be a point. Then
hi (z) ∈ h−1 · · ·h−1 (L). (15)1 i2 ik+1
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and for each x′ ∈ Σm with x′ = x, hi1(z) /∈ Lx′ . Furthermore, since L =
⋃
y∈Σm Ly , (15) implies
that there exists an element y = (y1, y2, . . .) ∈ Σm such that hi1(z) ∈ h−1i2 · · ·h−1ik+1(Ly). Let y′ =
(i2, i3, . . . , ik+1, y1, y2, . . .) ∈ Σm. Then hi1(z) ∈ Ly′ . From the above arguments, it follows that
y′ = x. Therefore, (i2, . . . , ik+1) = (x1, . . . , xk). Thus, (i2, . . . , ik+1) is uniquely determined by
(i1, j1). Similarly, we can show that (j2, . . . , jk+1) is uniquely determined by (i1, j1). Hence,
ek+1 is uniquely determined by e.
Case 2. r  2. The uniqueness immediately follows from Case 1.
Thus, we have proved Lemma 5.11. 
Definition 5.12. Let L = (L, (h1, . . . , hm)) be a forward or backward self-similar system. For
each k ∈ N, we denote by Sk (or Sk(L)) the CW complex |Nk|/|⋃mj=1 Nk,j |. Furthermore, we
denote by pk : (|Nk|, |⋃mj=1 Nk,j |) → (Sk,∗) the canonical projection. Moreover, for all l, k ∈ N
with l > k, we denote by ϕ˜l,k :Sl → Sk the cellular map such that the following commutes.
(|Nl |, |⋃mj=1 Nl,j |) pl
|ϕl,k |
(Sl,∗)
ϕ˜l,k
(|Nk|, |⋃mj=1 Nk,j |) pk (Sk,∗)
(16)
Lemma 5.13. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. Suppose
that L is postunbranched. Let R be a Z module. Then, we have the following.
1. For each k ∈ N, the cellular map ϕ˜k+1,1 : (Sk+1,∗) → (S1,∗) is a cellular isomorphism and a
homeomorphism. In particular, ϕ˜k+1,1 induces isomorphisms on homology and cohomology
groups with coefficients R.
2. For each k ∈ N, |ϕk+1,1| : (|Nk+1|, |⋃mj=1 Nk+1,j |) → (|N1|, {1, . . . ,m}) induces isomor-
phisms on homology and cohomology groups with coefficient R.
Proof. From Lemma 5.11, statement 1 follows. Since pk induces isomorphisms on homol-
ogy and cohomology groups, statement 2 follows from statement 1. Thus, we have proved
Lemma 5.13. 
Lemma 5.14. Let L= (L, (h1, . . . , hm)) be a forward or backward self-similar system. Suppose
that L is postunbranched. Let R be a Z module. Let r ∈ N and k ∈ N. Then, the connecting homo-
morphism ∂∗ :Hr+1(|Nk|, |⋃mj=1 Nk,j |;R) → Hr(|⋃mj=1 Nk,j |;R) of the homology sequence of
the pair (|Nk|, |⋃mj=1 Nk,j |) is the zero map.
Proof. For each k ∈ N, let αk : (Nk,∗) → (Nk,⋃mj=1 Nk,j ) be the canonical embedding. More-
over, for each k ∈ N, let γk : (|Nk|,∗) → (Sk,∗) be the canonical projection. Then, for each
770 H. Sumi / Advances in Mathematics 222 (2009) 729–781k ∈ N, (pk)∗ :Hr+1(|Nk|, |⋃mj=1 Nk,j |;R) → Hr+1(|Sk|,∗;R) is an isomorphism, and the fol-
lowing diagram commutes.
Hr+1(|Nk|,∗;R)
(γk)∗
(αk)∗
Hr+1(Sk,∗;R)
Id
Hr+1(|Nk|, |⋃mj=1 Nk,j |;R)
(pk)∗
Hr+1(Sk,∗;R)
(17)
Hence, we have only to prove that for each k > 1, (γk)∗ :Hr+1(|Nk|,∗;R) → Hr+1(Sk,∗;R)
is an epimorphism (if k = 1, then it is easy to see that Im ∂∗ = 0). In order to do that, let a =∑t
i=1 aidi ∈ Cr+1(Sk,∗;R) be a cycle, where for each i, ai ∈ R and di is an oriented (r + 1)-
cell. For each i, let d ′i := ϕ˜k,1(di). Then, by Lemma 5.13-1, d ′i is an (r + 1)-cell of S1. Let d ′′i be
an oriented (r + 1)-cell of |N1| such that γ1(d ′′i ) = d ′i . Let e′′i be the oriented (r + 1)-simplex of
N1 which induces d ′′i . Then, by Lemma 5.11, there exists a unique oriented (r + 1)-simplex e˜i of
Nk such that ϕk,1(e˜i ) = e′′i . Let d˜i be the oriented (r + 1)-cell of |Nk| which corresponds e˜i . Let
c :=∑ti=1 ai d˜i ∈ Cr+1(|Nk|,∗;R). Then we have (γk)∗(c) = a. We shall prove the following
claim:
Claim. a˜ =∑ti=1 ai e˜i ∈ Cr+1(Nk;R) is a cycle.
In order to prove the claim, let {i1wi1, i2wi2, . . . , ir+2wir+2} be the set of vertices of e˜i , where
is ∈ {1, . . . ,m} and wis ∈ {1, . . . ,m}k−1 for each s = 1, . . . , r + 2. Then, since ϕk,1(e˜i ) = e′′i , we
have that the elements i1, i2, . . . , ir+2 are mutually distinct. Moreover, we have
(γk)∗
(
∂(c)
)= (γk)∗
(
∂
(
t∑
i=1
ai d˜i
))
= ∂
(
t∑
i=1
aidi
)
= 0. (18)
We now suppose that ∂(
∑t
i=1 ai e˜i) =
∑β
j=1 bj ej = 0, where for each j = 1, . . . , β , ej is an
oriented r-simplex of Nk such that {e1, . . . , eβ} is linearly independent, and bj ∈ R with bj = 0
for each j. We will deduce a contradiction. Let {j1uj1, j2uj2, . . . , jr+1ujr+1} be the set of all ver-
tices of ej , where jv ∈ {1, . . . ,m} and ujv ∈ {1, . . . ,m}k−1 for each v = 1, . . . , r + 1. Then, since
the elements i1, i2, . . . , ir+2 are mutually distinct, we have that the elements j1, j2, . . . , jr+1
are mutually distinct. In particular, denoting by cj the oriented (r + 1)-cell of |Nk| which corre-
sponds ej , we have that γk(cj ) is an oriented (r +1)-cell for each j. Moreover, since {e1, . . . , eβ}
is linearly independent, {γk(c1), . . . , γk(cβ)} is linearly independent. Hence, (γk)∗(∂(c)) =
(γk)∗(
∑β
j=1 bj cj ) = 0. However, it contradicts (18). Therefore, ∂(
∑t
j=1 ai e˜i) = 0. Thus, we
have proved the claim.
Since (γk)∗(c) = a, the above claim implies that (γk)∗ :Hr+1(|Nk|,∗;R) → Hr+1(Sk,∗;R)
is an epimorphism. Thus, we have proved Lemma 5.14. 
Before proving Theorem 3.36, we state one of the main idea in the proof. One of the keys
proving Theorem 3.36 is the (co)homology sequence of the pair (|Nk|, |⋃m Nk,j |). By thej=1
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cohomology groups (with coefficients R):
H˜ r (Sk)
ϕ˜∗k+1,k
H r(Nk)
η∗k−1
ϕ∗k+1,k
⊕m
j=1 Hr(Nk−1)
⊕m
j=1 ϕ∗k,k−1
H˜ r+1(Sk)
ϕ˜∗k+1,k
H˜ r (Sk+1) Hr(Nk+1)
η∗k ⊕m
j=1 Hr(Nk) H˜ r+1(Sk+1)
(19)
in which each row is an exact sequence of groups. By (19), we obtain the following commutative
diagram of the cohomology groups (with coefficients R):
H˜ r (S1)
ϕ˜∗k+1,1
Hr(N1)
ϕ∗k+1,1
⊕m
j=1 Hr({j})
⊕m
j=1 ϕ∗k,1
H˜ r+1(S1)
ϕ˜∗k+1,1
H˜ r (Sk+1) Hr(Nk+1)
η∗k
μk+1,r
⊕m
j=1 Hr(Nk)
⊕m
j=1 μ∗k,r
H˜ r+1(Sk+1)
lim−→ kH˜
r (Sk) Hˇ r (L)
θ ⊕m
j=1 Hˇ r (L) lim−→ kH˜
r+1(Sk)
(20)
in which each row is an exact sequence of groups, and lim−→ kH˜
∗(Sk) denotes the direct limit of
{H˜ ∗(Sk), ϕ˜∗l,k}l,k∈N,l>k.
Proof of Theorem 3.36. Under the assumptions of Theorem 3.36, let r, k ∈ N. Using the ho-
mology sequence of the pair (|Nk|, |⋃mj=1 Nk,j |), we have the following exact sequence:
H˜r+1(Sk;T ) α1−→ Hr
(∣∣∣∣∣
m⋃
j=1
Nk,j
∣∣∣∣∣;T
)
α2−→ Hr
(|Nk|;T ) α3−→ H˜r (Sk;T )
α4−→ Hr−1
(∣∣∣∣∣
m⋃
j=1
Nk,j
∣∣∣∣∣;T
)
α5−→ Hr−1
(|Nk|;T ) α6−→ H˜r−1(Sk;T ), (21)
where for each j , αj denotes some homomorphism. Moreover, by Lemma 5.13-1, we have
H˜r (Sk;T )
(ϕ˜k,1)∗∼= H˜r (S1;T ) and H˜r−1(Sk;T )
(ϕ˜k,1)∗∼= H˜r−1(S1;T ). (22)
Furthermore, by Lemma 5.14, we have that
Im(α1) = 0. (23)
We now prove statement 1. Let r, k  2. By Lemma 5.14, we have
Im(α1) = Im(α4) = 0. (24)
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Hr(|⋃mj=1 Nk,j |;T ) α2 Hr(|Nk|;T ) α3
(ϕk,1)∗
H˜r (Sk;T )
(ϕ˜k,1)∗
0 Hr(|N1|;T )
(γ1)∗
H˜r (S1;T )
(25)
and (γ1)∗ :Hr(|N1|;T ) → H˜r (S1;T ) is an isomorphism, where γ1 : |N1| → S1 denotes the
canonical projection. Combining (21), (22), (24), (25), and Lemma 3.30, we obtain the following
exact sequence:
0 →
m⊕
j=1
Hr(Nk−1;T ) (ηk−1)∗−−−−→ Hr(Nk;T ) (ϕk,1)∗−−−−→ Hr(N1;T ) → 0. (26)
By (26), we obtain ar,k = mar,k−1 +ar,1. Thus, we have proved statement 1. Statement 2 follows
easily from statement 1.
We now prove statement 3. Let r  2. By (26), for each k ∈ N, we have the following exact
sequence of cohomology groups:
0 → Hˇ r (N1;R) (ϕk+1,1)
∗
−−−−−→ Hˇ r (Nk+1;R) η
∗
k−→
m⊕
j=1
Hˇ r (Nk;R) → 0. (27)
Taking the direct limit of (27) with respect to k, we obtain the exact sequence (3). Thus, we have
proved statement 3.
We now prove statement 4. If r = 0, then from Lemma 4.8, μk,r and ϕ∗k are monomorphisms.
Let r  2 and k  1. Let Lk = (L, (g1, . . . , gmk )) be a kth iterate of L. Then, there exist isomor-
phisms ζ1 : Hˇ r (L;R)k ∼= Hˇ r (Lk;R)1 and ζ2 : Hˇ r (L;R) ∼= Hˇ r (Lk;R) such that the following
diagram commutes.
Hˇ r (L;R)k
μk,r
ζ1
Hˇ r (L;R)
ζ2
Hˇ r (Lk;R)1 μ1,r Hˇ r (Lk;R)
(28)
Moreover, by Lemma 3.24, Lk is postunbranched. Combining it with statement 3, we obtain that
μ1,r : Hˇ r (Lk;R)1 → Hˇ r (Lk;R) is a monomorphism. Hence, μk,r : Hˇ r (L;R)k → Hˇ r (L;R) is a
monomorphism. Therefore, statement 4 follows.
Statement 5 easily follows from statement 1 and statement 3.
We now prove statement 6. By (21), (22), (23), and Lemma 3.30, we obtain the following
commutative diagram of homology groups (with coefficients T ):
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⊕m
j=1 H1(Nk)
(ηk)∗
H1(Nk+1)
(ϕk+1,1)∗
H˜1(S1)
Id
0 0 H1(N1) H˜1(S1)
⊕m
j=1 H0(Nk)
(ηk)∗
H0(Nk+1)
(ϕk+1,1)∗
0
⊕m
j=1 H0({j}) H0(N1) 0
(29)
in which each row is an exact sequence of groups. By (29), it is easy to see that statement 6 holds.
We now prove statement 7 and statement 8. By the cohomology sequence of the pair
(|Nk|, |⋃mj=1 Nk,j |), (19), (20), (22), (23), and Lemma 3.30, for each k ∈ N, we have the fol-
lowing commutative diagram of cohomology groups (with coefficients R):
0 H 0(N1)
ϕ∗k+1,1
⊕m
j=1 H 0({j}) H˜ 1(S1)
Id
0 H 0(Nk+1)
η∗k
μk+1,0
⊕m
j=1 H 0(Nk)
⊕m
j=1 μk,0
H˜ 1(S1)
Id
0 Hˇ 0(L)
θ ⊕m
j=1 Hˇ 0(L) H˜ 1(S1)
H 1(N1)
ϕ∗k+1,1
0 0
H 1(Nk+1)
η∗k
μk+1,1
⊕m
j=1 H 1(Nk)
⊕m
j=1 μk,1
0
Hˇ 1(L)
θ ⊕m
j=1 Hˇ 1(L) 0
(30)
in which each row is an exact sequence of groups. By (30), it is easy to see that statement 7 and
statement 8 hold. Thus, we have proved statement 7 and statement 8.
We now prove statement 9. By (30), we have the following exact sequence:
0 → H 0(N1;R) → H 0
({1, . . . ,m};R)→ H˜ 1(S1;R) → H 1(N1;R) → 0. (31)
Hence we have dimR H 1(S1;R) = m − a0,1 + a1,1. Combining it with the exact sequences (6)
and (7), we can easily obtain that statement 9 holds. Thus we have proved statement 9.
Statement 10 easily follows from the definition of λk and b1,∞.
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Statement 12 and statement 13 easily follow from statement 9 and statement 10.
Statement 14 easily follows from statement 1 and statement 12.
Statement 15 easily follows from statement 13.
We now prove statement 16. By statements 3 and 8, for each r ∈ N with r  2 there exists
an exact sequence Hˇ r (L;R) →⊕mj=1 Hˇ r (L;R) → 0. Hence, if m> 1, then either ar,∞ = 0 or
ar,∞ = ∞. If m = 1, then obviously we have ar,∞ = 0. Thus, we have proved statement 16.
We now prove statement 17. Suppose a0,∞ < ∞. Since a0,∞ = limk→∞ a0,k , statement 9
and statement 10 imply that a0,∞ = ma0,∞ − m + a0,1 − a1,1 + b1,∞. Therefore, statement 17
follows.
Statement 18 easily follows from statement 16 and statement 17.
We now prove statement 19. Suppose that there exists an element k0 ∈ N such that a0,k0 >
1
m−1 (m − a0,1 + a1,1). We will show that a0,k+1 > a0,k for each k  k0, by using induction on
k  k0. For the first step, by statement 13 and the assumption a0,k0 > 1m−1 (m− a0,1 + a1,1), we
have a0,k0+1 − a0,k0  (m − 1)a0,k0 − m + a0,1 − a1,1 > 0. We now suppose that a0,k+1 > a0,k
for each k ∈ {k0, k0 + 1, k0 + 2, . . . , t}. Then, by statement 13, we have a0,t+2 − a0,t+1 
(m − 1)a0,t+1 − m + a0,1 − a1,1  (m − 1)a0,k0 − m + a0,1 − a1,1 > 0. Therefore, inductive
step is completed. Thus, we have proved statement 19.
Statement 20 follows easily from statement 19 (or from statement 17 and statement 10).
We now prove statement 21. Suppose 2m 6 and |N1| is disconnected. In order to show
a0,∞ = ∞, by Lemmas 5.2 and 5.3 we may assume that each connected component of |N1| has
at least two vertices. Then it is easy to see that m−a0,1+a1,1
m−1 < 2. Therefore statement 20 implies
that a0,∞ = ∞. By Lemma 4.8-2, it follows that L has infinitely many connected components.
Thus we have proved statement 21.
We now prove statement 22. Suppose that B2 = 0. Let Ck := Im(ϕ∗k : Hˇ 1(L;R)k →
Hˇ 1(L;R)k+1). We will show the following claim:
Claim. For each k ∈ N, Ck = 0.
To prove the claim, we will use the induction on k. Since B2 = 0, we have C1 = 0. More-
over, since B2 = 0, the exact sequence (6) implies that for each k ∈ N, η∗k : Hˇ 1(L;R)k+1 →⊕m
j=1 Hˇ 1(L;R)k is an isomorphism. Furthermore, for each k ∈ N, we have the following com-
mutative diagram.
Hˇ 1(L;R)k+1
η∗k
ϕ∗k+1
⊕m
j=1 Hˇ 1(L;R)k
⊕m
j=1 ϕ∗k
Hˇ 1(L;R)k+2
η∗k+1
⊕m
j=1 Hˇ 1(L;R)k+1
(32)
Hence, if we assume Ck = 0, then Ck+1 = 0. Therefore, the induction is completed. Thus, we
have proved the claim.
From the above claim, it is easy to see that Hˇ 1(L;R) = 0. Hence, we have proved state-
ment 22.
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By (29), we have the following commutative diagram of homology groups (with coefficients T ):
0
⊕m
j=1 H1(Nk)
(ηk)∗
H1(Nk+1)
(ϕk+1,1)∗
Hˇ1(S1)
Id
⊕m
j=1 H0(Nk)
⊕m
j=1(cj )∗
0 0 H1(N1) Hˇ1(S1)
⊕m
j=1 H0({j})
(33)
in which each row is an exact sequence of groups.
Suppose that |N1| is connected. Then, by Lemma 4.3, |Nk| is connected for each k ∈ N. Hence,⊕m
j=1(cj )∗ :
⊕m
j=1 H0(Nk;T ) →
⊕m
j=1 H0({j};T ) is an isomorphism. Combining it with (33),
the five lemma implies that (ϕk+1,1)∗ :H1(Nk+1;T ) → H1(N1;T ) is an epimorphism. Com-
bining it with (4), we obtain the exact sequence (10) in statement 23a. Hence, we have proved
statement 23a. Statement 23b easily follows from statement 23a. We now prove statement 23c.
If a1,1 = 0, then statement 23b implies that for each k ∈ N, a1,k = 0. Therefore, a1,∞ = 0. If
a1,1 = 0, then statement 23b implies that a1,k → ∞ as k → ∞. From Lemma 4.8(4), it fol-
lows that a1,∞ = ∞. Therefore, we have proved statement 23c. Statement 23d follows from
statement 23a and the universal-coefficient theorem. We now prove statement 23e. By the exact
sequence (10), for each k ∈ N we have the following exact sequence:
0 → H 1(N1;R) (ϕk+1,1)
∗
−−−−−→ H 1(Nk+1;R) η
∗
k−→
m⊕
j=1
H 1(Nk;R) → 0. (34)
Taking the direct limit of (34) with respect to k, we obtain the exact sequence (11).
Therefore, we have proved statement 23.
Thus, we have proved Theorem 3.36. 
We now prove Proposition 3.37.
Proof of Proposition 3.37. We first prove statement 1. Let K := {z ∈ C | 1 |z| 2}. It is easy
to see that there exists a finite family {h1, . . . , hn+2} of topological branched covering maps on
Cˆ with the following properties:
1. h−1j (K) ⊂ K for each j = 1, . . . , n+ 2;
2. h−1i (int(K))∩ h−1j (int(K)) = ∅ for each (i, j) with i = j ;
3. h−11 (K)∩ {z ∈ C | |z| = 2} = ∅ and h−12 (K)∩ {z ∈ C | |z| = 1} = ∅;
4. h−1j (K) ⊂ int(K) for each j = 3, . . . , n+ 2;
5. hj |{z∈C||z|=j} = Id for each j = 1,2;
6. h1(h−11 (K)∩ h−1k (K)) ⊂ {z ∈ C | |z| = 2} for each k ∈ {1, . . . , n+ 2} with k = 1;
7. h2(h−12 (K)∩ h−1k (K)) ⊂ {z ∈ C | |z| = 1} for each k ∈ {1, . . . , n+ 2} with k = 2;
8. hj (h−1j (K) ∩ h−1k (K)) ⊂ {z ∈ C | |z| = 2} for each j, k ∈ {1, . . . , n + 2} with j = k and
j  3; and
9.
⋂n+2
h−1(∂K) = ∅ and for each j = 1, . . . , n+ 2,⋂ h−1(∂K) = ∅.i=1 i i∈{1,...,n+2}\{j} i
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Let L := RK,b(h1, . . . , hn+2) and let L := (L, (h1, . . . , hn+2)). Then, by Lemma 2.22, L is a
backward self-similar system. From properties 1, 3, 4, and 5, we have that for each j = 1,2,
{z ∈ C | |z| = j} ⊂ L(j)∞ \ Lx for any x ∈ Σn+2 with x = (j)∞. Combining it with prop-
erties 6, 7, and 8, it follows that L is postunbranched. Moreover, since ∂K =⋃2j=1{z ∈ C |
|z| = j} ⊂ L, properties 2 and 9 imply that ⋂n+2i=1 h−1i (L) = ∅ and for each j = 1, . . . , n + 2,⋂
i∈{1,...,n+2}\{j} h
−1
i (L) = ∅. Hence Hn(N1;R) = R for each field R. From Theorem 3.36-5, it
follows that dimR Hˇn(L;R) = ∞ for each field R. Thus, we have proved statement 1 of Propo-
sition 3.37.
We now prove statement 2 of Proposition 3.37. Let K ′ := {z ∈ C | 1 |z| 2} × [0,1] ⊂ R3.
We can construct a finite family {hj }n+2j=1 of continuous and injective maps on K ′ satis-
fying properties similar to the above properties 1, . . . ,9 (with “−1” removed). Let L :=
RK ′,f (h1, . . . , hn+2) and let L := (L, (h1, . . . , hn+2)). Then, by the argument similar to that
in the previous paragraph, we obtain that L is postunbranched, Hn(N1;R) = R for each field R,
and dimR Hˇn(L;R) = ∞ for each field R. Thus, we have proved statement 2 of Proposi-
tion 3.37. 
We now prove Proposition 3.38.
Proof of Proposition 3.38. Let p1,p2,p3 ∈ C be mutually distinct three points such that
p1p2p3 makes an equilateral triangle. For each j = 1,2,3, let gj (z) = 12 (z − pj ) + pj . Let
h1 := g21, h2 := g22, h3 := g23, h4 := g3 ◦ g1, and h5 := g3 ◦ g2. Let L := MC(h1, . . . , h5) and let
L := (L, (h1, . . . , h5)) (see Fig. 9). Then L is a forward self-similar system. By Example 3.27,
L is postunbranched. Since pj ∈ L for each j = 1,2,3, we have that h3(L) ∩ h4(L) = ∅,
h4(L) ∩ h5(L) = ∅, h5(L) ∩ h3(L) = ∅, and h3(L) ∩ h4(L) ∩ h5(L) = ∅. Moreover, it is
easy to see that for each r ∈ N with r  2, there exists no r-simplex of N1 = N1(L). Hence
τ = (3,4)(4,5)(5,3) is a closed edge path of N1 = N1(L) which induces a non-trivial element
of H1(N1;R) for each field R. Hence Hˇ 1(L;R)1 = 0. However, considering N2, it is easy to
see that Im((ϕ1)∗ :H1(N2;R) → H1(N1;R)) = 0. Hence, B2 = 0. From Theorem 3.36-22, it
follows that Hˇ 1(L;R) = 0. Moreover, since Hˇ 1(L;R)1 = 0, we obtain that μ1,1 : Hˇ 1(L;R)1 →
Hˇ 1(L;R) is not injective. Furthermore, since each hj :L → L is a contraction, we have that
Ψ : Hˇ 1(L :R) → Hˇ 1(L;R) is an isomorphism. Hence Hˇ 1(L;R) = 0. From the Alexander dual-
ity theorem [20], it follows that C \L is connected. Thus, we have proved Proposition 3.38. 
In order to prove Theorem 3.46, we need several lemmas.
Lemma 5.15. Let L = (L, (h1, . . . , hm)) be a forward self-similar system such that for each
j = 1, . . . ,m, hj :L → L is injective. Suppose that Ci,j  1 for each (i, j) with i = j. Then,
for each r  2, each k  1 and each Z module T , we have Hˇr (L;T )k = Hˇr (L;T ) = 0.
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r-simplex. We may assume that {d1, . . . , dt } is linearly independent. Let Ω be the graph such
that the vertex set is equal to {d1, . . . , dt } and such that {di, dj } is an edge if and only if there
exists a 1-simplex e of Nk with |e| ⊂ |di |∩ |dj |. Let {Ω1,Ω2, . . . ,Ωp} be the set of all connected
components of |Ω|. Then we have∑ti=1 aidi =∑pl=1∑di∈Ωl aidi . We now show the following
claim:
Claim 1. For each l, ∂(
∑
di∈Ωl aidi) = 0 in Cr−1(Nk;T ).
In order to show Claim 1, suppose that there exists an l such that ∂(
∑
di∈Ωl aidi) =∑β
j=1 bj ej = 0, where ej is an oriented r − 1 simplex of Nk for each j , {e1, . . . , eβ} is lin-
early independent, and bj ∈ T with bj = 0 for each j. Since ∂(∑ti=1 aidi) = 0, there exists an l′
with l′ = l and an element dq ∈ Ωl′ such that |dq | ⊃ |e1|. However, it implies that dq ∈ Ωl and
this is a contradiction since Ωl ∩Ωl′ = ∅. Hence, we have proved Claim 1.
We now prove the following claim:
Claim 2. Let l ∈ {1, . . . , p} be a number. Let {v0, . . . , vs} be the union⋃di∈Ωl {all vertices of di}.
Then, Ml := {v0, . . . , vs} is an s-simplex of Nk.
In order to prove Claim 2, let di, dj ∈ Ωl be two elements such that there exists a 1-simplex
e = {u1, u2} of Nk with |di | ∩ |dj | ⊃ |e|, where u1, u2 ∈ {1, . . . ,m}k . Let {w0, . . . ,wr} be the set
of all vertices of di and let {w′0, . . . ,w′r} be the set of all vertices of dj . Then we have
∅ =
r⋂
j=0
hwj (L) ⊂ hu1(L)∩ hu2(L) and ∅ =
r⋂
j=0
h
w′j
(L) ⊂ hu1(L)∩ hu2(L). (35)
Since Ci,j  1 for each (i, j) with i = j and hj :L → L is injective for each j , we have
(hu1(L) ∩ hu2(L))  1. Combining it with (35), it follows that there exists a point z ∈ L such
that
⋂r
j=0 hwj (L) =
⋂r
j=0 hw′j (L) = {z}. The above argument implies that
⋂s
j=0 hvj (L) = {z}.
Hence, Ml = {v0, . . . , vs} is an s-simplex of Nk. Therefore, we have proved Claim 2.
By Claim 2, we obtain that for each l,
∑
di∈Ωl aidi ∈ Cr(Ml;T ). Combining it with Claim 1,
we get that for each l,
∑
di∈Ωl aidi is a cycle of Cr(Ml;T ). Since Hr(Ml;T ) = 0, it follows that
for each l,
∑
di∈Ωl aidi is a boundary element of Cr(Nk;T ). Hence, we get that Hr(Nk;T ) = 0.
Therefore, we have proved Lemma 5.15. 
By the same method, we can prove the following lemma.
Lemma 5.16. Let L = (L, (h1, . . . , hm)) be a backward self-similar system. Suppose that
Ci,j  1 for each (i, j) with i = j. Let T be a Z module. Then, for each r ∈ N with r  2,
we have Hˇr (L;T )1 = 0.
Lemma 5.17. Let L = (L, (h1, . . . , hm)) be a forward self-similar system such that for each
j = 1, . . . ,m, hj :L → L is injective. Let T be a Z module. Suppose that Ci,j  1 for each
(i, j) with i = j. Then, for each k ∈ N, H2(Sk;T ) = 0.
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2-cell of Sk. We will show that a is a boundary. Let γk : |Nk| → Sk be the canonical projection.
For each i, let d˜i be an oriented 2-simplex of Nk such that γk(|d˜i |) = di. Let Ω be the graph such
that the vertex set is equal to {d1, . . . , dr} and such that {di, dj } is an edge of Ω if and only if
there exists an 1-cell e of Sk such that di ∩ dj ⊃ e. Let {Ω1, . . . ,Ωp} be the set of all connected
components of |Ω|. Then we have a =∑pl=1∑di∈Ωl aidi . We now prove the following claim.
Claim 1. For each l, ∂(
∑
di∈Ωl aidi) = 0 in C1(Sk;T ).
In order to prove Claim 1, suppose that the statement is false. Then, there exists an l such that
∂(
∑
di∈Ωl aidi) =
∑β
j=1 bj ej = 0, where for each j , bj ∈ T and ej is an oriented 1-cell of Sk
such that {e1, . . . , eβ} is linearly independent. Since ∂(∑ri=1 aidi) = 0, it follows that there exists
an l′ with l′ = l and an element di ∈ Ωl′ such that di ⊃ e1. It implies that di ∈ Ωl. However, this
is a contradiction, since l′ = l. Therefore, we have proved Claim 1.
We now prove the following claim.
Claim 2. For each l, there exists an s ∈ N with s  2 and an s-simplex M of Nk such that⋃
di∈Ωl di ⊂ γk(|M|).
In order to prove Claim 2, let di ∈ Ωl be an element. Let dj ∈ Ωl be another element such that
{di, dj } is an edge of Ωl. Then there exist four vertices w1,w2,w3,w4 of Nk such that the set of
vertices of d˜i is equal to {w1,w2,w3} and the set of vertices of d˜j is equal to {w2,w3,w4}. We
have
⋂3
j=1 hwj (L) = ∅ and
⋂4
j=2 hwj (L) = ∅. Since Ci,j  1 for each (i, j) with i = j and
hj :L → L is injective for each j , there exists a point z ∈ L such that hw2(L) ∩ hw3(L) = {z}.
Therefore,
⋂4
j=1 hwj (L) = {z}. This argument implies that denoting by {v1, . . . , vs} the set of
all vertices of
⋃
di∈Ωl d˜i , we have
⋂s
j=1 hvj (L) = {z}. Let M = {v1, . . . , vs}. Then M is an s-
simplex of Nk and
⋃
di∈Ωl di ⊂ γk(|M|). Thus, we have proved Claim 2.
Since γk(|M|) is a subcomplex of Sk and∑di∈Ωl aidi is a cycle of C2(Sk;T ), we obtain that∑
di∈Ωl aidi is a cycle of C2(γk(|M|);T ). We now prove the following claim.
Claim 3. H2(γk(|M|);T ) = 0.
In order to prove Claim 3, let γ˜k : |M|/(|M ∩⋃mj=1 Nk,j |) → γk(|M|) be the cellular map
induced by γk. Then, γ˜k is a homeomorphism. Moreover, we have the following homology se-
quence of the pair (|M|, |⋃mj=1 Nk,j |):
· · · → H2
(|M|;T )→ H2
(
|M|
/∣∣∣∣∣M ∩
m⋃
j=1
Nk,j
∣∣∣∣∣;T
)
→ H1
(∣∣∣∣∣M ∩
m⋃
j=1
Nk,j
∣∣∣∣∣;T
)
→ ·· · . (36)
Since M is an s-simplex, H2(|M|;T ) = 0. Moreover, H1(|M ∩ ⋃mj=1 Nk,j |;T ) ∼=⊕m
j=1 H1(|M ∩ Nk,j |;T ). Let {u1, . . . , ut } be the set of all vertices of M ∩ Nk,j . Then,
u = {u1, . . . , ut } is a (t − 1)-simplex of M . Since M is a subcomplex of Nk , we obtain that
u is a simplex of Nk. Moreover, since each uj is a vertex of Nk,j , it follows that u is a simplex of
Nk,j . Therefore, u is a simplex of M ∩ Nk,j . Hence, H1(|M ∩ Nk,j |;T ) = 0. Combining these
arguments, we obtain that H2(γk(|M|);T ) = 0. Thus, we have proved Claim 3.
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∑
di∈Ωl aidi ∈C2(γk(|M|);T ) is a boundary element of C2(γk(|M|);T ).
Therefore,
∑
di∈Ωl aidi is a boundary element of C2(Sk;T ). Hence, a =
∑r
j=1 aidi is a bound-
ary element of C2(Sk;T ). Thus, we have proved Lemma 5.17. 
By the same method, we can prove the following lemma.
Lemma 5.18. Let L = (L, (h1, . . . , hm)) be a backward self-similar system. Suppose that
Ci,j  1 for each (i, j) with i = j. Let T be any Z module. Then, H2(S1;T ) = 0.
We now prove Theorem 3.46.
Proof of Theorem 3.46. From Lemma 5.15, statement 1 follows.
We now prove statement 2. Let k ∈ N. By the homology sequence of the pair (|Nk+1|,
|⋃mj=1 Nk+1,j |), we have the following exact sequence:
· · · → H2(Sk+1;T ) → H1
(⋃
j=1
Nk+1,j ;T
)
→ H1(Nk+1;T ) → ·· · . (37)
By Lemma 5.17, we have H2(Sk+1;T ) = 0. Moreover,
H1
(⋃
j=1
Nk+1,j ;T
)
∼=
m⊕
j=1
H1(Nk;T ).
Therefore, it follows that ma1,k  a1,k+1. Thus, we have proved statement 2.
We now prove statement 3. Suppose |N1| is connected and Hˇ 1(L;R) = 0. Then, there exists a
k ∈ N such that a1,k = 0. From statement 2, it follows that limk→∞ a1,k = ∞. By Lemma 4.8-4,
we obtain that a1,∞ = ∞. Therefore, we have proved statement 3.
Thus, we have proved Theorem 3.46. 
We now prove Proposition 3.47.
Proof of Proposition 3.47. For each i = 1,2, let Ui be an open neighborhood of hi(L). Then,
by the Mayer–Vietoris sequence, we have the following exact sequence:
· · · → Hn+1(U1 ∪U2;R) → Hn+1(U1;R)⊕Hn+1(U2;R) → Hn+1(U1 ∩U2;R) → ·· · . (38)
We take the direct limit lim−→ U1,U2 of this sequence, where Ui runs over all open neighborhoods of
hi(L). Then, by [20, p. 341, Corollary 9 and p. 334, Corollary 8], we obtain the following exact
sequence:
Hˇ n+1
(
h1(L)∪ h2(L);R
)
→ Hˇ n+1(h1(L);R)⊕ Hˇ n+1(h2(L);R)→ Hˇ n+1(C1,2;R) → ·· · . (39)
By the assumption, we have Hˇ n+1(C1,2;R) = 0. Similarly, we obtain the following exact se-
quence:
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( 3⋃
j=1
hj (L);R
)
→ Hˇ n+1
( 2⋃
j=1
hj (L);R
)
⊕ Hˇ n+1(h3(L);R)
→ Hˇ n+1
(( 2⋃
j=1
hj (L)
)
∩ h3(L);R
)
→ ·· · . (40)
By the assumption, we have Hˇ n+1((
⋃2
j=1 hj (L)) ∩ h3(L);R) = Hˇ n+1(C1,3 ∪ C2,3;R) = 0.
From these arguments, it follows that there exists an exact sequence:
Hˇ n+1
( 3⋃
j=1
hj (L);R
)
→
3⊕
j=1
Hˇ n+1
(
hj (L);R
)→ 0. (41)
Continuing this method, we obtain the following exact sequence:
Hˇ n+1
(
m⋃
j=1
hj (L);R
)
→
m⊕
j=1
Hˇ n+1
(
hj (L);R
)→ 0. (42)
Since for each j = 1,2, hj :L → hj (L) is a homeomorphism, we obtain the following exact
sequence:
Hˇ n+1(L;R) → Hˇ n+1(L;R)⊕ Hˇ n+1(L;R)⊕
m⊕
j=3
Hˇ n+1
(
hj (L);R
)→ 0. (43)
From this exact sequence, it follows that either Hˇ n+1(L;R) = 0 or dimR Hˇn+1(L;R) = ∞.
Thus, we have proved Proposition 3.47. 
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