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Abstract
Two in0nite families of distributive lattices parameterized by positive integers n and k are
considered. The 0rst family of lattices, here denoted LRSB (k; 2n), was introduced by Reiner and
Stanton (J. Algebraic Combin. 7 (1998) 91) as the distributive lattices Good(k; 2n) of certain
partitions. There, Reiner and Stanton showed that these lattices are rank symmetric and rank
unimodal and conjectured that they are strongly Sperner. The second family of lattices introduced
here is denoted LMolB (k; 2n) because of its connection to certain representation constructions of
the odd orthogonal Lie algebras obtained by Molev (J. Phys. A 33 (2000) 4143). For 0xed n
and k, the two lattices have the same rank generating function, but the lattices are isomorphic
as posets if and only if k = 1. In this paper, the lattices LRSB (k; 2n) and L
Mol
B (k; 2n) are used to
produce two di;erent constructions of the irreducible representation of the odd orthogonal Lie
algebra o(2n+1;C) isomorphic to the largest irreducible component in the kth symmetric power
of the de0ning representation of o(2n + 1;C). Constructions of the analogous in0nite family
of irreducible representations of G2 are obtained as a special case. These constructions use the
elements of the lattices to index bases for the representing spaces, and explicit formulas for the
matrix entries of the representing matrices for certain Lie algebra generators are given. These
constructions together with a result of Proctor imply that both lattices are rank symmetric, rank
unimodal, and strongly Sperner.
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1. Introduction and denitions
The distributive lattice L(k; N ) is the poset of all partitions whose Ferrers diagrams
(see [14]) 0t inside a k ×N grid. The partial order is by inclusion of Ferrers dia-
grams. In 1979, Stanley used techniques from algebraic geometry to show that these
lattices are rank symmetric, rank unimodal, and strongly Sperner [13]. We identify
a partition  in L(k; N ) with the k-tuple (1; : : : ; k) where i is the length of the
ith row of the Ferrers diagram for . Now let N=2n. Following [12], we de0ne a
partition =(1; : : : ; k) in L(k; 2n) to be RS-admissible if k¿0 whenever 1=2n.
The RS-admissible partitions form a distributive sublattice of L(k; 2n) which we de-
note by LRSB (k; 2n). Reiner and Stanton proved that L
RS
B (k; 2n) is rank symmetric and
rank unimodal [12], and conjectured that this lattice has the strong Sperner property.
We introduce another family of distributive lattices closely related to the RS-lattices.
A partition  in L(k; 2n) is Molev-admissible if at most one row in the Ferrers dia-
gram for  has length n. The distributive sublattice of Molev-admissible partitions in
L(k; 2n) is denoted LMolB (k; 2n). The main combinatorial result of this paper is that for
any positive integers n and k, the lattices LRSB (k; 2n) and L
Mol
B (k; 2n) are rank symmetric,
rank unimodal, and strongly Sperner (de0ned below). The methods we use are mostly
combinatorial, but our conclusions ultimately depend on an underlying connection of
these lattices with the representation theory of simple Lie algebras. For background
information on Lie algebras, see for example [6], and for combinatorics see [14].
The Sperner property for the nth “Boolean lattice” (the set of subsets of {1; : : : ; n},
ordered by containment) is equivalent to Sperner’s Theorem, which states that the
largest collection of pairwise incomparable subsets of {1; : : : ; n} contains ( nn=2) sets.
Stanley solved a problem of Erdo˝s using the fact that a distributive lattice obtained from
a di;erent partial order on the subsets of {1; : : : ; n} has the Sperner property (see [11]).
See [4] for other manifestations of the Sperner property. Rank symmetry, rank unimodal-
ity, and the strong Sperner property are necessary, but not suNcient, for a ranked poset
to have a symmetric chain decomposition. For LRSB (k; 2n) and L
Mol
B (k; 2n), the question of
the existence of a symmetric chain decomposition is open (see discussion in [12]).
In algebraic terms, our main result Theorem 2.1 provides two “explicit” constructions
of certain irreducible representations of the odd orthogonal Lie algebra o(2n + 1;C).
We call these “one-rowed” representations because the shape for tableaux associated to
these representations is often depicted as a horizontal row of boxes. Each of our con-
structions is explicit in the sense that it identi0es a basis for the representing space and
explicit formulas for the entries of the representing matrices for Lie algebra generators.
In a certain sense these bases are unique and eNcient (Corollary 3.1). In Corollary 3.2,
we show that the basis of Theorem 2.1 constructed from the lattice LMolB (k; 2n) is the
same (up to scaling factors) as the basis of [8] for the same o(2n+1;C) representation.
In Corollary 3.3, we show how to obtain bases for certain irreducible representations
of the exceptional Lie algebra G2 from the constructions of Theorem 2.1. For each
construction of the one-rowed representations of o(2n + 1;C) in Theorem 2.1, there
is a construction of the fundamental representations of o(2n + 1;C) in [3] which is
analogous in the following sense: in each case, the bases “restrict irreducibly” (see
Section 3) under the action of a certain chain of Lie subalgebras of o(2n+1;C). Two
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similar constructions of the fundamental representations of the symplectic Lie algebra
sp(2n;C) appear in [1]. However, we have only been able to analogize one of these
constructions to the one-rowed representations of sp(2n;C).
In this paper, we identify a poset with its Hasse diagram. Let I be any set. A poset
P is an edge-colored poset with edges colored by the set I if there is a function
assigning to each edge of the Hasse diagram of P an element from the set I . If an
edge s→ t in P is assigned color i∈I , we write s i→ t. If J is a subset of I , remove
all edges from P whose colors are not in J ; connected components of the resulting
edge-colored poset are called J-components of P. Let Q be another edge-colored poset
with edge colors from I . If the vertices of Q are a subset of the vertices of P and the
edges of Q of color i are a subset of the edges of P of color i for each i∈I , then Q
is an edge-colored subgraph of P. Two edge-colored posets are isomorphic if there is
a bijection between their vertex sets that preserves edges and edge colors.
For a poset P, a rank function is a surjective function  :P→{0; : : : ; l} (l¿0) with
the property that if s→ t in the Hasse diagram for P, then (s) + 1=(t). We call
l the length of P with respect to . For any s in P, (s) is the rank of s. The set
−1(i) is the ith rank of P. A poset which possesses a rank function is called a ranked
poset. A ranked poset that is connected has a unique rank function. A ranked poset P
is rank symmetric if |−1(i)|= |−1(l − i)| for 06i6l. It is rank unimodal if there
is an m such that |−1(0)|6|−1(1)|6 · · ·6|−1(m)|¿|−1(m+ 1)|¿ · · ·¿|−1(l)|.
It is strongly Sperner if for every a¿1, the largest union of a antichains is no larger
than the largest union of a ranks.
Throughout this paper, k and n are positive integers. For the remainder of the paper,
it will be convenient to use a di;erent set of coordinates to index the partitions of
L(k; 2n). Associate to a partition  in L(k; 2n) the (2n+ 1)-tuple s=(s1; s2; : : : ; s2n+1),
where sj is the number of rows of the Ferrers diagram for  which have length 2n+1−j.
The vector s can be depicted as a 0lling of the boxes of a 2×n grid (plus an additional
box) as follows:
The rank of an element s in L(k; 2n) is
∑
(2n+ 1− i)si, as i ranges from 1 to 2n+1.
We “color” the edges of the Hasse diagram for L(k; 2n) as follows: write s i→ t if and
only if (1) s and t only di;er in two places, say the jth and (j+1)th coordinates, and
(2) either j= i with ti=si+1 and ti+1=si+1−1 or j=2n+1−i with t2n+2−i=s2n+2−i−1
and t2n+1−i=s2n+1−i + 1. The ith slot (16i6n) of s is the pair (si; s2n+2−i) and the
(n+ 1)th slot is the element sn+1. Think of the ith wall of s as the boundary between
the ith and (i + 1)th slots. So there is an edge of color i from s to t if t is obtained
from s by changing entries in the slots adjacent to the ith wall in s in one of the
following ways:
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when 16i¡n, and when i=n:
The sublattices LRSB (k; 2n) and L
Mol
B (k; 2n) inherit these edge colors. Note that a vector
of non-negative integers s=(s1; : : : ; s2n+1) is in LRSB (k; 2n) if and only if the sum of
the entries of s is k and at most one of s1 or s2n+1 is non-zero. Similarly, s is in
LMolB (k; 2n) if and only if the sum of the entries of s is k and sn+1 does not exceed 1.
For any s in LRSB (k; 2n), set p :=	sn+1=2
. De0ne a new element s′=(s′1; : : : ; s′2n+1) by
the rule
s′i=

si if i =1; n+ 1; 2n+ 1;
sn+1 − 2p if i=n+ 1;
s1 + p if i=1;
s2n+1 + p if i=2n+ 1:
Let  :LRSB (k; 2n)→LMolB (k; 2n) be given by s
→ s′. It can be con0rmed that this map 
preserves rank and is a bijection LRSB (k; 2n)→˜LMolB (k; 2n). In particular, LRSB (k; 2n) and
LMolB (k; 2n) have the same rank generating function. Reiner and Stanton show that this
rank generating function is the di;erence of q-binomial coeNcients(
2n+ k
k
)
q
− q2n
(
2n+ k − 2
k − 2
)
q
:
Specialize to q=1 to see that the order of each lattice is(
2n+ k
k
)
−
(
2n+ k − 2
k − 2
)
:
It is not hard to see that each of the lattices LRSB (k; 2n) and L
Mol
B (k; 2n) is self-dual.
By comparing posets of join irreducibles, one can show that the lattices LRSB (k; 2n) and
LMolB (k; 2n) are isomorphic as posets if and only if k=1.
Let D be the Dynkin diagram associated to a semisimple Lie algebra L of rank n.
The odd orthogonal Lie algebra Bn=o(2n+ 1;C) has Dynkin diagram
for example. For other simple Lie algebras, we number the nodes of the Dynkin dia-
gram as in [6, p. 58]. In the next de0nition the number Dj; i can be found in the chart
below by looking at the subgraph of D determined by the choice of distinct nodes
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i and j.
Denition 1.1. Let D be the Dynkin diagram associated to a semisimple Lie algebra L
of rank n. Let P be an edge-colored modular lattice with edge colors from {1; : : : ; n}.
For any t in P, let li(t) denote the length of the i-component containing t, and let i(t)
be the rank of t within this i-component. For an edge s i→ t in P, attach an x-coe2cient
Xt; s and attach a y-coe2cient Ys; t. (The x-coeNcient should be thought of as “acting”
in the “up” direction, i.e. in the direction of the edge s i→ t, while the y-coeNcient
“acts” in the “down” direction.) Let  s; t denote the product Xt; sYs; t of the x-coeNcient
and y-coeNcient on this edge. Then, P is a representation diagram for L if and only
if P satis0es the following three conditions:
(1) The diamond condition: Whenever elements r, s, t and u form a diamond of
edges in P, then Xu; sYt;u=Yr; sXt; r and Xu; tYs;u=Yr; tXs; r.
(2) The crossing condition: For any s in P and any color i, 16i6n,∑
r : r i→ s
 r; s −
∑
t:s i→ t
 s; t=2i(s)− li(s):
(3) The structure condition: For 16i6n, 2i(s)−li(s)+Dj; i=2i(t)−li(t) whenever
s
j→ t with i =j.
See Section 5 for examples of representation diagrams for the Lie algebra B2. If a
modular lattice P is a representation diagram for a semisimple Lie algebra L, then let
V [P] denote the complex vector space freely generated by {vs}s∈P . Let L act on V [P]
as follows: If L has Chevalley generators {xi; yi; hi}ni=1 satisfying the Serre relations
(see [6, p. 96]), then set
xi:vs :=
∑
t : s i→ t
Xt; svt; yi:vt :=
∑
s : s i→ t
Ys; tvs; hi:vs :=(2i(s)− li(s))vs
for 16i6n. The diamond, crossing, and structure conditions of De0nition 1.1 guar-
antee that the Serre relations are satis0ed. For example, one can use the diamond
condition to check that the action of xi commutes with the action of yj when i =j. See
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Proposition 3.4 of [2] for an argument that the remaining Serre relations hold. It follows
that V [P] is an L-module.
2. Main result and a combinatorial consequence
Theorem 2.1. RS. Fix an edge color i, 16i6n, and an edge s i→ t in LRSB (k; 2n). Let S
be the sum of the entries in all slots to the left of the ith slot in s. Attach coe2cients
Xt; s and Ys; t to the edge s
i→ t according to the following charts. With this assignment
of edge coe2cients, LRSB (k; 2n) is a representation diagram for o(2n+ 1;C).
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Coe2cient notation. The brackets “〈 〉” in these formulas indicate the following
function: 〈m〉=m if m =0 and 〈m〉=1 if m=0. That is, any zero factor is to be
omitted (i.e. replaced by 1). For example, the edge
s=
0 2
0 0
0 1→ 1 1
0 0
0 = t
of LRSB (2; 4) (see Fig. 5) gets edge coeNcients Xt; s=(2)(1)=〈0〉=2 and Ys; t=
(1)〈0〉=1=1.
Theorem 2.1. Molev. Fix an edge color i, 16i6n, and an edge s i→ t in LMolB (k; 2n).
Let S be the sum of the entries in all slots to the right of the (i + 1)th slot of s.
Attach coe2cients Xt; s and Ys; t to the edge s
i→ t according to the following charts.
With this assignment of edge coe2cients, LMolB (k; 2n) is a representation diagram for
o(2n+ 1;C).
Our main combinatorial result follows immediately from Theorem 2.1.
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Corollary 2.2. The lattices LRSB (k; 2n) and L
Mol
B (k; 2n) are rank symmetric, rank uni-
modal, and strongly Sperner posets.
Proof of Corollary 2.2. This follows immediately from Proposition 3.11 of [2], which
is an application of Proctor’s “Peck Poset Theorem” [10].
Proof of Theorem 2.1. We must check the diamond condition, the crossing condition,
and the structure condition of De0nition 1.1 for each lattice. For the diamond condition,
we begin by listing all possible “diamonds” It suNces to check the cases
when 16i6j6n. The charts that follow work for both lattices. When i=j, we have
the following possibilities, assuming the elements depicted are admissible:
The identities Xu; sYt;u=Yr; sXt; r and Xu; tYs;u=Yr;tXs; r of the diamond condition are
now easy to check. For example, in LRSB (k; 2n) with i¡n we have
Xu; s=
K(S + I + J + L+ i)
S + I + J + i − 1
and
Yt;u=
(J + 1)(S + J + i − 1)
S + I + J + i
while
Yr; s=
(J + 1)(S + J + i − 1)
S + I + J + i − 1
and
Xt; r=
K(S + I + J + L+ i)
S + I + J + i
:
(The denominators in these expressions will not be zero since the admissibility of t
implies that i cannot be 1.) It follows that Xu; sYt;u=Yr; sXt; r.
When j= i+1, the possibilities for r; s; t; and u are depicted in Figs. 1 and 2. Check
the identities Xu; sYt;u=Yr; sXt; r and Xu; tYs;u=Yr;tXs; r as in the i=j case. As an example,
suppose the last of the i=n−1 possibilities for r, s, t, and u appearing in Fig. 2 occurs
as a diamond in LRSB (k; 2n). In this case,
Xu; t=
(L− 1)(S + I + J + 1 + K + n− 2)
S + I + J + 1 + n− 2
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Fig. 1. i¡n− 1.
and
Ys;u=
(M + 1)L(S + I + J + L+ n− 2)
S + I + J + K + L+ n− 2
while
Yr; t=
(M + 1)(L− 1)(S + I + J + 1 + L− 1 + n− 2)
S + I + J + 1 + K + L− 1 + n− 2
and
Xs; r=
L(S + I + J + 1 + K + n− 2)
S + I + J + 1 + n− 2 :
(Since r, s, t and u have at least three slots, n must be at least three, so these denom-
inators will not be zero.) The identity Xu; tYs;u=Yr; tXs; r readily follows.
Formulas for the coeNcients on an edge of color i only depend on the entries in the
slots adjacent to the ith wall, together with the total sum of entries either to the left
of the ith slot (RS case) or to the right of the (i+1)th slot (Molev case). When i and
j are “distant” nodes in the Dynkin diagram for Bn, i.e. j¿i + 1, then there will be
no “mixing” of the entries in the slots adjacent to the ith wall and the slots adjacent
to the jth wall. One can then easily see that Xu; s=Xt;r and Yt;u=Yr;s, while Xu; t=Xs;r
and Ys;u=Yr; t.
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Fig. 2. i=n− 1.
For the crossing condition of De0nition 1.1, pick an element s from either lattice. If
s=
I K
J L
;
then
I + K 0
0 J + L
;
is the maximal element in the i-component containing s, and
0 I + K
J + L 0
;
is the minimal element. It follows that i(s)= I + L and the length of the i-component
containing s is li(s)= I + J + K + L. Hence, 2i(s) − li(s)= I − J − K + L.
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Fig. 3. Possible vertices incident with s along edges of color i, for i¡n.
Fig. 4. Possible vertices incident with s along edges of color i, for i=n.
Similarly, if
s=
I
J
K ;
then 2n(s) − ln(s)=2I − 2J . As depicted in Figs. 3 and 4, a generic element s is
covered by at most two elements t and t′ and covers at most two elements r and r′
along edges of color i. Suppose that 1¡i¡n and that the elements r, r′, s, t, and t′ in
Fig. 3 are all admissible elements of LRSB (k; 2n). The relation for the crossing condition
is just
 r; s +  r′ ; s −  s; t −  s; t′ = I − J − K + L; (1)
where
 r; s=
L(S + I + J + K + i)
S + I + J + i
· (J + 1)(S + J + i − 1)
S + I + J + i − 1 ;
 r′ ; s=
(K + 1)(S + I + J + L+ i − 1)
S + I + J + i − 2 ·
I(S + I + i − 2)
S + I + J + i − 1 ;
 s; t=
K(S + I + J + L+ i)
S + I + J + i − 1 ·
(I + 1)(S + I + i − 1)
S + I + J + i
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and
 s; t′ =
(L+ 1)(S + I + J + K + i − 1)
S + I + J + i − 1 ·
J (S + J + i − 2)
S + I + J + i − 2 :
This identity can be veri0ed by hand. One must also take into account the possibility
that one or more of r, r′, t, or t′ could be inadmissible. With 1¡i¡n, the element r
(respectively r′, t, t′) will be inadmissible if and only if L=0 (respectively I=0, K=0,
J=0). Notice that the expression for the product of the coeNcients  r; s (respectively
 r′ ; s,  s; t,  s; t′) specializes to zero in this case. Thus, the identity (1) will specialize
to the identity we need for the crossing relation when any combination of r, r′, t, and
t′ are inadmissible. (However, a little more care must be taken to avoid division by
zero when i=2, S=0, and both r′ and t′ are inadmissible.) A similar argument can
be used to check the crossing condition in LRSB (k; 2n) when i=1, and in L
Mol
B (k; 2n)
for 16i¡n. To verify the crossing condition when i=n, check the identity  r; s +
 r′ ; s −  s; t −  s; t′ =2I − 2J , where r, r′, t, and t′ are as depicted in Fig. 4. As in the
previous cases, one or more of r, r′, t, or t′ might be inadmissible.
For the structure condition, 0rst suppose that i and j are adjacent nodes in the Dynkin
diagram for Bn with Di; j= − 1=Dj; i. If j= i + 1¡n, then either
In each case, we see that 2i(t) − li(t)= I − J − K − 1 + L. Then, 2i(s) − li(s) +
Dj; i=2i(t)− li(t). The cases j + 1= i¡n, j= i + 1=n, and j + 1= i=n are entirely
similar. Finally, suppose i and j are distant nodes in the Dynkin diagram for Bn, so
|j − i|¿1. Now, t is formed from s by changing some entries in slots adjacent to the
jth wall of s. Since the ith wall of s is distant from the jth wall, t will have the same
entries as s in slots adjacent to the ith wall. That is, 2i(s)−li(s)=2i(t)−li(t). Since
Dj; i=0 now, we get 2i(s)− li(s) +Dj; i=2i(t)− li(t).
3. Algebraic consequences of main result
We use the notation and language of [2] in this section. Let L be a semisimple Lie
algebra of rank n with Chevalley generators {xi; yi; hi}ni=1 satisfying the Serre relations.
Let {!1; : : : ; !n} denote the corresponding fundamental weights. Let V be anL-module
with weight basis B={vx}x∈P , where P is an indexing set with |P|=dim V . The
supporting graph for the weight basis B of V is the directed graph on the vertex set
P which indicates the supports of the actions of the generators as follows: a directed
edge of color i is placed from index s to index t if Xt; svt (with Xt; s =0) appears as a
term in the expansion of xi:vs as a linear combination in the basis {vx}, or if Ys; tvs (with
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Ys; t =0) appears when we expand yi:vt in the basis {vx}. The resulting edge-colored
directed graph, which is also denoted by P, is the supporting graph for the basis B
of V , or simply a supporting graph for V . If the coeNcients Xt; s and Ys; t are positive
rational numbers we say that the weight basis B is positive rational. A supporting
graph P of V is positive rational if there is a positive rational basis for V which has
P as its supporting graph. A supporting graph for a basis B of a representation V of
L is edge-minimal if no other weight basis for V has its supporting graph appearing
as an edge-colored subgraph in the supporting graph for B. Two weight bases {vs}s∈P
and {wt}t∈Q for V are diagonally equivalent if there is an ordering on these bases with
respect to which the corresponding change of basis matrix is diagonal. The supporting
graph for the basis B is solitary if no weight basis has the same supporting graph as
B other than those bases that are diagonally equivalent to B.
For any J⊂{1; 2; : : : ; n} the (semisimple) subalgebra K with Chevalley genera-
tors {xi; yi; hi}i∈J is a Levi subalgebra of L. Let P be a supporting graph for a
representation V of L. Let Q be the edge-colored subgraph obtained from P by re-
moving all edges whose colors are not in the set J . Observe that Q is a supporting
graph for the K-module V . We say that P (or any weight basis with support P)
restricts irreducibly under the action of K if the connected components of Q re-
alize irreducible representations of K. More generally, consider a “chain” of Levi
subalgebras L1⊂ · · · ⊂Lm−1⊂Lm=L. For the supporting graph P, form diagrams
Qm−1; : : : ; Q2; Q1 by successively removing edges from P as described above. We say
that P (or any associated weight basis) restricts irreducibly for the chain of subal-
gebras L1⊂ · · · ⊂Lm−1⊂Lm=L if the connected components of Qi realize irre-
ducible representations of Li, where 16i6m − 1. For 16i6n − 1 we let Ai denote
the Levi subalgebra of Bn with generators corresponding to the leftmost i nodes of
the Dynkin diagram for Bn. Note that Ai is isomorphic to sl(i + 1;C). Let Bi denote
the Levi subalgebra of Bn with generators corresponding to the rightmost i nodes of the
Dynkin diagram for Bn. Here Bi is isomorphic to o(2i + 1;C), and B1 coincides with
the algebra A1.
Corollary 3.1. The edge-colored distributive lattices LRSB (k; 2n) and L
Mol
B (k; 2n) are
positive rational, edge-minimal, and solitary supporting graphs for the irreducible
representation of Bn with highest weight k!1. A weight basis for this representation
restricts irreducibly for the chain of subalgebras A1⊂ · · · ⊂An−1⊂Bn (respectively
B1⊂ · · · ⊂Bn−1⊂Bn) if and only if it has LRSB (k; 2n) (respectively, LMolB (k; 2n))
as its supporting graph.
Proof. It follows from Theorem 2.1 and comments following De0nition 1.1 that each of
LRSB (k; 2n) and L
Mol
B (k; 2n) is a positive rational supporting graph for some representation
of Bn. The (2n+1)-tuple m :=(k; 0; : : : ; 0) is the maximal element of both LRSB (k; 2n) and
LMolB (k; 2n). In the representing space associated to L
RS
B (k; 2n) (respectively L
Mol
B (k; 2n)),
observe that the basis element vm is a maximal vector of weight k!1. Then each
representing space contains a submodule isomorphic to Bn(k!1). The lattices LRSB (k; 2n)
and LMolB (k; 2n) have (
2n+k
k ) − ( 2n+k−2k−2 ) elements each. One can use the Weyl degree
formula to see that this is also the dimension of any irreducible representation of Bn
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with highest weight k!1. Then LRSB (k; 2n) and L
Mol
B (k; 2n) are supporting graphs for the
irreducible representation Bn(k!1). It follows from Lemma 3.2.A in [2] that the weight
of an element s in LRSB (k; 2n) or L
Mol
B (k; 2n) is the n-tuple wt(s)=(w1; : : : ; wn−1; wn),
where wi=si − si+1 − s2n+2−i + s2n+1−i for 16i¡n, and wn=2sn − 2sn+2.
In LRSB (k; 2n), let C be a {1; : : : ; n − 1}-component. If s is any element in C, set
p :=s1 + · · · + sn and set q :=sn+2 + · · · + s2n+1. We claim that C is isomorphic as
an edge-colored directed graph to the “Gelfand–Tsetlin lattice” LGT-leftA (n − 1; p!1 +
q!n−1) (cf. Section 4 of [2]). This is the set of semistandard tableaux whose shape
has q columns of length n − 1 and p columns of length 1 and whose entries are
taken from the set {1; : : : ; n}. Tableaux are ordered by the rule S6T if and only
if the ij-entry of S is no smaller than the ij-entry of T . We construct a bijection
 :C→LGT-leftA (n − 1; p!1 + q!n−1) as follows. Form the columns of a semistandard
Young tableau T :=(s) in LGT-leftA (n− 1; p!1 + q!n−1) from left to right as follows:
T has sn+2 columns with entries {1; : : : ; n}\{n}, followed by sn+3 columns with entries
{1; : : : ; n}\{n− 1}; : : : , followed by s2n+1 columns with entries {1; : : : ; n}\{1}. This is
followed by s1 columns that look like 1 , followed by s2 columns 2 ; : : : , followed by
sn columns n . In particular, the 0rst row of T consists of sn+2 1 ’s, followed by sn+3
1 ’s; : : : , followed by s2n+1 2 ’s, and then s1 1 ’s, s2 2 ’s,. . . , sn n ’s. Since s1 and s2n+1
cannot both be non-zero, this row is weakly increasing. One can now check that 
preserves edges and edge colors. The maximal element in the {1; : : : ; n−1}-component
C is
t=
p 0 · · · 0
0 0 · · · q r
Now suppose C′ is another {1; : : : ; n − 1}-component distinct from C, with maximal
element
t′=
p′ 0 · · · 0
0 0 · · · q′ r
′
Observe then that wt(t) =wt(t′). We can now apply Lemma 3.7.A of [2] to see that
LRSB (k; 2n) is edge-minimal and solitary, and that a basis for Bn(k!1) restricts irreducibly
for the chain of algebras A1⊂A2⊂ · · · ⊂An−1⊂Bn if and only if it has LRSB (k; 2n) as
its supporting graph.
Similar arguments apply to LMolB (k; 2n). Let C be a {2; 3; : : : ; n}-component in
LMolB (k; 2n) with maximal element
t=
p r 0 · · · 0
q 0 0 · · · 0 0 :
Notice that C is isomorphic to LMolB (r; 2(n − 1)). If C′ is a distinct {2; 3; : : : ; n}-
component with maximal element
t′=
p′ r′ 0 · · · q′
q′ 0 0 · · · 0 0 ;
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then wt(t) =wt(t′). Apply Lemma 3.7.A of [2] to see that LMolB (k; 2n) is edge-minimal
and solitary and that there is only one basis (up to diagonal equivalence) for Bn(k!1)
which respects the chain of subalgebras B1⊂ · · · ⊂Bn.
The constructions of Theorem 2.1. RS re-derive the Gelfand–Tsetlin basis [5] for
certain irreducible representations of sl(n;C). As seen in the proof of Corollary 3.1,
if one removes the edges of color n from the Reiner–Stanton lattices LRSB (k; 2n) for
all k¿1, the resulting connected components realize each of the irreducible repre-
sentations of sl(n;C) whose highest weight is a linear combination the fundamen-
tal weights associated to the end nodes of the Dynkin diagram for sl(n;C). Thus
when n=3 we obtain explicit constructions of all the irreducible representations of
A2=sl(3;C).
In Section 1 we observed that the lattices LRSB (k; 2n) and L
Mol
B (k; 2n) are non-
isomorphic as posets when k¿1. It follows that the two bases for the irreducible
representation of o(2n+1;C) with highest weight k!1 constructed in Theorem 2.1. RS
and in Theorem 2.1.Molev are not diagonally equivalent when k¿1.
Corollary 3.2. Any weight basis for the irreducible representation of Bn with highest
weight k!1 which has LMolB (k; 2n) as its supporting graph is diagonally equivalent to
the basis for the same representation constructed by Molev in [8].
Proof. It can be seen that Molev’s basis restricts irreducibly for the chain of subal-
gebras B1⊂B2⊂ · · · ⊂Bn. Thus by Corollary 3.1, Molev’s basis has LMolB (k; 2n) as its
supporting graph. Since LMolB (k; 2n) is solitary, any weight basis with this supporting
graph is diagonally equivalent to Molev’s basis.
Molev’s basis and the basis speci0ed in Theorem 2.1.Molev are not identical. To see
this, apply the main theorem of [8] and Theorem 2.1.Molev above to produce two repre-
sentation diagrams for the representation B2(!1). Observe that there are corresponding
edges in these two representation diagrams which have di;erent x-coeNcients. The un-
derlying bases are therefore distinct, and the change of basis matrix is not merely a
multiple of the identity matrix.
Let n=3 and consider the edge-colored distributive lattices LRSB (k; 6) and L
Mol
B (k; 6).
Supply the edges of these lattices with the edge coeNcients from Theorem 2.1.
Change edge color 3 to edge color 1 in both of these lattices. We denote these
new edge-colored lattices by LRSG (2; k!1) and L
Lit
G (2; k!1), respectively. The lattice
LLitG (2; k!1) is so named because it can be constructed easily using the G2-tableaux of
Littelmann [7].
Corollary 3.3. With edge coe2cients assigned as in the previous paragraph, the
edge-colored lattices LRSG (2; k!1) and L
Lit
G (2; k!1) are representation diagrams for the
irreducible representation of G2 with highest weight k!1.
Proof. Let {xi; yi; hi}3i=1 be Chevalley generators for B3=o(7;C). One can easily check
that {x′i ; y′i ; h′i}2i=1 are Chevalley generators for a copy of G2 inside B3, where x′1 :=
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x1 + x3, y′1 :=y1 + y3, h
′
1 :=h1 + h3, x
′
2 :=x2, y
′
2 :=y2, and h
′
2 :=h2. It follows from
Theorem 2.1 and the de0nition of representation diagram given in Section 3 of [2]
that LRSG (2; k!1) and L
Lit
G (2; k!1) are representation diagrams for some representation
of G2. Now use an argument similar to the beginning of the proof of Corollary 3.1 to
see that the representation diagrams LRSG (2; k!1) and L
Lut
G (2; k!1) realize the irreducible
representation G2(k!1).
4. Comments
Here we brieQy describe how we obtained the coeNcients of Theorem 2.1. The
product of the coeNcients on any edge s i→ t whose i-component is a chain in some
representation diagram is uniquely determined by Lemma 3.9 of [2]. In this case the
product is the positive integer (r + 1)(l− r), where r is the rank of the element s in
this chain, and l is the length of the chain. Thus chains became the starting point for
our study of edge coeNcients for the lattices LRSB (k; 2n) and L
Mol
B (k; 2n). In the former
case, all 1-components are chains, and in the latter case all n-components are chains.
To obtain coeNcients for other edges, we used the combinatorics of each lattice
together with conditions (1) and (2) of De0nition 1.1 to see how the coeNcients
“propagated” from chains into the lattice. For example, the i-components are chains
for three of the edges in this diamond in LRSB (2; 4):
Then  r; t=2,  t;u=2, and  s;u=1. Thus, condition (1) of De0nition 1.1 forces the
product of the coeNcients on the fourth edge in this picture to be  r; s=1. In the general
case, our study of the products of edge coeNcients was aided by the use of a computer
algebra system to solve large systems of equations determined by conditions (1) and
(2) of De0nition 1.1 and to present the results in factored form. Implementing this in a
computer program depended on a good understanding of the i-components in each case.
In LMolB (k; 2n), an i-component is a product of chains for 16i¡n. An n-component
is isomorphic to L(2; p), for some p. In LRSB (k; 2n) our job was considerably easier
because, as shown in the proof of Corollary 3.1, the {1; 2; : : : ; n − 1}-components are
isomorphic as edge-colored directed graphs to certain of the Gelfand–Tsetlin supporting
graphs for representations of An−1=sl(n;C). Gelfand–Tsetlin supporting graphs are
solitary, and hence the product of the coeNcients on any edge is uniquely determined.
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Fig. 5. The representation diagram LRSB (2; 4) for B2.
However, our choice for the x-coeNcient and y-coeNcient on each such edge di;ers
from the solutions presented in [5,9,8].
5. Examples of Reiner–Stanton and Molev lattices
Figs. 5 and 6 below show Hasse diagrams for the lattices LRSB (2; 4) and L
Mol
B (2; 4).
Edge colors are taken from the set {1; 2}. Edges in the diagrams are directed “up.”
Two coeNcients are attached to each edge: an x-coeNcient which acts in the “up”
direction and a y-coeNcient which acts in the “down” direction. These coeNcients
are obtained from Theorem 2.1, and any x-coeNcient or y-coeNcient which is not
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Fig. 6. The representation diagram LMolB (2; 4) for B2.
depicted is taken to be 1. With these edge colors and coeNcients, the lattices of Figs.
5 and 6 are representation diagrams for the irreducible representation of the simple odd
orthogonal Lie algebra o(2n+ 1;C)=B2 with highest weight 2!1.
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