We extract a paradigm for derandomizing tests for polynomial identities from the recent AKS primality testing algorithm. We then discuss its possible application to other tests.
Introduction
Polynomial identity testing has been in news recently due to two major results proved last year: Kabanets and Impagliazzo [3] proved that any derandomization of a randomized algorithm for the problem results in a lower bound on arithmetic circuits, while Agrawal, Kayal, and Saxena [2] gave a complete derandomization of the test for a specific identity resulting in a deterministic polynomial-time algorithm for primality testing. Viewed optimistically, these results suggest that lower bounds on arithmetic circuits might be easier to obtain than we believe. In this paper, we try to identify a possible way of doing this. We first cast the primality testing algorithm of [2] as constructing a pseudorandom generator against the randomized test for an identity. From that we extract a paradigm for derandomization of a randomized test for polynomial identities. We then discuss an application of this paradigm to testing existence of perfect matchings in a bipartite graph. We also list some interesting consequences of our view of the primality testing algorithm, including a computationally efficient characterization of prime numbers, and an extremely short and simple (though not so efficient) algorithm for primality testing.
Definitions
We use Ò to denote the ring of numbers modulo Ò, Ô to denote the field of numbers modulo Ô. For a ring Ê, Ê is the ring of polynomials with coefficients in Ê. For any two numbers Ò and Ö such that´Ö Ò µ ½ (i.e., the numbers are relatively prime), Ó Ö´Ò µ equals the order of Ò modulo Ö. This number always divides ´Öµ, the Euler's totient function.
A Characterization of Prime Numbers
The primality testing algorithm of [2] is based on the following partial characterization of prime numbers:
If Ò is prime then for every and Ö: 
Putting together the above lemmas, we get the following characterization of primes. 
Converting to a Single Identity
Although Corollary 3.4 provides a characterization of prime numbers, it is a bit unwieldy due to presence of multiple identities. Notice that all the identities are very similar-the only difference being the value of used. We can easily transform them into a single identity. 
Substituting · ½ for , we get: 
Now substituting · ½ for , we get equation (1) for ½.
Corollary 4.2 Ò is prime if and only if for any
Proof. Follows directly from Corollary 3.4 and above lemma.
We can simplify it further by using the fact (proved in [2] It is shown there that the above algorithm succeeds with probability at least ½ ½ ÐÓ Ñ when the input polynomial is not identically zero. Corollary 4.2 has exactly the same form except for some minor differences (like identity being tested over ring Ò instead of field Ô ). The reason why it yields a deterministic algorithm is that the sample space for random polynomial Ì´ µ has been reduced to a polynomial sized subset: Ì´ µ takes the value for a small number is 's. (Again, there is a minor difference in that Corollary 4.2 also requires to test modulo Ö .) So the primality test of [2] can be viewed as derandomizing the randomized primality testing of [1] in a precise way.
This also suggests the following paradigm for derandomizing identity tests. It is easy to observe (see, e.g., [1] ) that È´ ½ Ñ µ is zero iff È´ µ is zero. And since there are only a few low degree polynomials in the sample space, identity È´ ½ Ñ µ can be efficiently deterministically tested. Can this paradigm be used to derandomize tests for some other identities? We examine one such identity: for testing bipartite matching. Let Í Î µ be a bipartite graph with Í Î Ò. Define Ò ¢ Ò matrix Å Ñ as:
It was shown by Lovasz [5] that has a perfect matching iff Ø´Å µ ¼ . Using this characterization, a simple randomized NC algorithm for matching can be derived since Ø´Å µ is an Ò ¾ -variate multi-linear polynomial.
Let us try to apply our paradigm to this algorithm. First, we convert this to a univariate identity by making the substi-
. This preserves the characterization.
Let Å be the resulting matrix. Now, instead of choosing a random small degree polynomial É´ µ, we choose É´ µ from the set of polynomials 
The paradigm can similarly be applied to other special identities, e.g., identity for testing equivalence of read-once branching programs.
Future Work
Improving the time complexity of the primality testing algorithm remains a major problem. Recently, Lenstra and Pomerance [4] have brought down the time complexity to Ç ´ÐÓ Òµ. A conjecture given at the end of [2] improves this to Ç ´ÐÓ ¿ Òµ. However, as recently observed by Lenstra and Pomerance, this conjecture is unlikely to be true. For the paradigm for derandomization that we have identified, much work needs to be done to clarify its utility. Our way of derandomization is different from the one given in [3] where derandomization is done making use of a hard function for arithmetic circuits-this follows the usual methodology of deriving pseudo-random generators from hard functions initiated by Nisan and Wigderson [6] . One interesting question here is to see if our paradigm can also be put in this way. Specifically, can one show that the small sample space for É´ µ can be derived using a hard function? And conversely, if a small sample space for É´ µ derandomizes all the identities, then can one construct a hard function from such a sample space?
