Dynamic Mode Decomposition (DMD) has become synonymous with the Koopman operator, where continuous time dynamics are examined through a discrete time proxy determined by a fixed timestep using Koopman (i.e. composition) operators. Using the newly introduced "occupation kernels," the present manuscript develops an approach to DMD that treats continuous time dynamics directly through the Liouville operator. This manuscript outlines the technical and theoretical differences between Koopman based DMD for discrete time systems and Liouville based DMD for continuous time systems, which includes an examination of these operators over several reproducing kernel Hilbert spaces (RKHSs). A comparison between the obtained Liuoville and Koompan modes are presented for systems relating to fluid dynamics and electroencephalography (EEG). Liouville based DMD methods allow for the incorporation of data that is sampled at high frequencies without producing models with excessively large rank, as would be the case with Koopman based DMD, and Liouville based DMD natively allows for data that does not use fixed time steps. Finally, while both Liouville and Koopman operators are modally unbounded operators, scaled Liouville operators are introduced, which are compact for a large class of dynamics.
Introduction
DMD has emerged as an effective method of extracting fundamental governing principles from high-dimensional time series data. The method has been employed successfully in the field of fluid dynamics, where DMD methods have demonstrated an ability to determine dynamic modes, also known as "Koopman modes," which agree with Proper Orthogonal Decomposition (POD) analyses (cf. [4, 8, 14, 17, 18, 31, 32] ). However, DMD methods employing Koopman operators cannot address continuous time dynamical systems directly, and instead current DMD methods analyze discrete time proxies of continuous time systems [14] . The objective of the present manuscript is to give a DMD method that avoids the discretization of a continuous time dynamical system, while preserving the benefits realized through DMD methods.
The key idea that drives DMD and related methods is that the respresentation of a finite dimensional nonlinear dynamical system as a linear operator over an infinite dimensional space enables the treatment of nonlinear systems with linear techniques. A large finite dimensional representation of this operator is constructed using a collection of observables and snapshots, then a subsystem of relatively small rank can be determined via a singular value decomposition (SVD). A direct mapping between the eigenfunctions can be determined between the smaller subsystem and the original system [32] . The rank of the smaller subsystem is typically in agreement with the number of snapshots, which is considerably smaller than the number of observables. This perspective is particularly useful when there is a small number of snapshots of a high dimensional system. However, the direct application of DMD to high dimensional systems sampled at high frequencies still poses a significant computational challenge, where many snapshots may have to be discarded to produce a computationally tractable problem, as was done in [14, Example 2.3] . These systems include mechanical systems with high sampling frequencies [6, 29] , and neurobiological systems recorded via electroencephalography (EEG) with typical sampling frequencies at 500hz [10] . In the development of DMD for continuous time systems the methods present manuscript also replace snapshots with trajectories or segments of trajectories of the system. The emphasis on trajectories over individual snapshot reduces the dimensionality of systems with an insurmountable number of snapshot without discarding any data.
The concept of occupation kernels was introduced in the context of nonlinear system identification. In [26] , a parameterization of nonlinear dynamics determined via a collection of observed trajectories by using inner products of occupation kernels. The approach of [26] was to treat a trajectory as the fundamental unit of information rather than the state. The treatment of trajectories in this fashion reduced the dimensionality of the data in the learning problem, and the occupation kernel embedded the trajectory in a RKHS which allows the implementation of a wide variety of established kernel-based learning techniques. Occupation kernels demonstrated additional properties such as a robustness to noise, where little filtering was required to process noise-corrupted continuous time data for the effective implementation of the method in [26] .
Occupation kernels will be leveraged in this manuscript in a modification of kernel-based extended DMD [32] . The modification using occupation kernels allows for DMD methods to be applied to a new operator, the Liouville operator (which is also known as the Koopman generator). Several advantages are realized through this new perspective. By expressing DMD through the Liouville operator, dynamic modes for continuous trajectories may be treated directly, and as snapshots are being integrated into trajectories for the generation of occupation kernels, the method presented in this manuscript can naturally incorporate irregularly sampled data. Moreover, the results of this manuscript allow for the natural separation of DMD methods for discrete time systems using the Koopman operator and continuous time systems using the Liouville operator, where previously continuous time systems were artificially discretized to fit within the Koopman framework.
The relevant preliminary concepts are reviewed in Section 2 and Section 3, where Section 2 reviews some basics concerning reproducing kernel Hilbert spaces (RKHSs). Section 3 gives a thorough discussion of Koopman-based DMD theory in the context or RKHSs with the ultimate conclusion that most Koopman operators are unbounded over a given RKHS.
Reproducing Kernel Hilbert Spaces
Definition 1 A reproducing kernel Hilbert space (RKHS) over a set X is a Hilbert space of functions from X to R (or C) such that for each x ∈ X, the evaluation functional Exg := g(x) is bounded.
By the Reisz representation theorem, corresponding to each x ∈ X there is a function kx ∈ H such that for all g ∈ H, g, kx H = g(x). The kernel function corresponding to H is given as K(x, y) = ky, kx H . The kernel function is a positive definite function in the sense that for any finite number of points {c 1 , c 2 , . . . , c M } ⊂ X, the corresponding Gram matrix,
is positive semi-definite. The Gram matrix arises in many contexts in machine learning, such as in support vector machines (cf. [11] ), and particular to the subject matter of this manuscript, it plays a pivotal role in the construction of the kernelbased extended DMD method of [32] and the occupation kernel approach presented herein. The Aronszajn-Moore theorem states that there is a unique correspondence between RKHSs and positive definite kernel functions [1] . That is the RKHS may be constructed directly from the kernel function itself or the kernel function may be determined by a RKHS through the Reisz theorem. When the RKHS is obtained from the kernel function, it is frequently referred to as the native space of that kernel function [30] .
RKHSs interact with function theoretic operators, such as Koopman (composition) operators [12, 16, 32] , multiplication operators [23, 24] , and Toeplitz operators [25] , in many nontrivial ways. For example, the kernel functions themselves play the role of eigenfunctions for the adjoints of multiplication operators [28] , and when the function corresponding to a Koopman operator has a fixed point at c ∈ X, the kernel function centered at that point (i.e. K(·, c) ∈ H) is an eigenfunction for the adjoint of the Koopman operator [7] . The kernel functions can also be demonstrated to be in the domain of the adjoint of densely defined Koopman operators as will be demonstrated in Section 4.
For machine learning applications kernel functions are frequently used for dimensionality reduction by expressing the inner product of data cast into a high dimensional feature space as evaluation of the kernel function itself [27, 11] . Specifically, a feature map corresponding to a RKHS is given as the mapping
That is, kernel function may be expressed as
Ψm(x)Ψm(y).
The feature space expression for a function g ∈ H is given as g = (g 1 , g 2 , . . .) T ∈ 2 (N) so that g(x) = g, Ψ (x) 2 (N) = g, K(·, x) H . This representation proves pivotal in the development of the DMD methods explored in this manuscript as will be shown in Section 4.
The most frequently employed RKHS in machine learning applications is that of the Gaussian radial basis function's native space. The Gaussian radial basis function is given as K(x, y) = exp − 1 µ x − y 2 2 , and it is a positive definite function over R n for all n.
Another important kernel is the exponential kernel dot product kernel, K(x, y) = exp 1 µ x T y , which is also a positive definite function over R n . What is significant concerning the exponential dot product kernel is that its native space is the Bargmann-Fock space, where bounded Koopman operators have been completely classified. Another significant feature which will be leveraged is that polynomials are dense inside the Bargmann-Fock space with respect to the Hilbert space norm.
A Review of Koopman Operators and Dynamic Mode Decomposition
The analysis of time series data can be an intractable high dimensional problem. DMD through the Koopman operator aims at the determination of underlying governing principles via the time series data itself, {x 1 , x 2 , . . . , x M } ∈ R n , by examining the matrix equation
where K = Y X # when X and Y are the matrix of data points on the left and right respectively, and X # := X T (XX T ) −1 is the right inverse of X [14] . Much of the work on DMD has been in the analysis of the so-called Koopman modes, determined via a representation obtained using an SVD of K (cf. [14, 32] ). Frequently, the data dimension n is very large. For example, in fluid dynamics, n ≈ 8000 is not uncommon. Considerable efforts have to be expended on efficient means of determining the eigenvectors of K in the face of such high dimensionality (cf. [14] ). The theoretical motivations for the study of DMD reside in the Koopman operator over a Hilbert function space [13] . The Koopman operator is derived from a continuous nonlinear dynamical system,ẋ = f (x), and the operator
where g is a function in a Hilbert space. The operator A f is called the Koopman generator in the context of DMD, and called the Liouville operator in the context of occupation measures (cf. [15] ). For fixed s > 0, the Koopman operator is then realized through integration of the Koopman generator as
Labeling x i = x((i−1)s), the Koopman operator is given as a composition operator, Kg = g •F , where F , called the symbol of the Koopman operator, is a function that represents the discretized dynamical system as x i+1 = F (x i ) [14] . In this sense, A f is the infinitesimal generator for K through (3). The results of DMD aim to select a finite dimensional subspace, say V , of the Hilbert function space H, and to evaluate the finite rank operator P V KP V , where P V is the projection operator onto V . A more general framework for DMD comes from the evaluation of the data points on vectors of observables, which are vectors of functions in the Hilbert space. That is for a collection, {g 1 , . . . , g N } ∈ H, the matrix equation for extended DMD is given by
where the last equality holds when H is a RKHS with kernel K. Extended DMD reduces to DMD with the selections N = n, and g i (x) = x i . In much of the literature, the Hilbert space that the method is connected to is L 2 (R). However, it is important to remember that L 2 (R) spaces are not function spaces. Rather, an element of L 2 (R) is an equivalence class of functions that disagree only on a measure zero set [9] . Hence, the evaluation of a member of L 2 (R) at a point is not well defined, as a point set has zero measure in R with respect to Lebesgue measure [9] . This issue is critical when evaluating obervables at a data point, when those observables are sourced from L 2 (R) as in the construction of (4).
A more suitable class of Hilbert spaces that are composed of functions and have well defined point evaluation is that of RKHSs. Indeed, as discussed above, RKHSs are precisely those Hilbert function spaces where point evaluation is a bounded functional. In that context, the study of Koopman operators manifests as the study of composition operators. Indeed, bounded composition operators have been completely classified over several RKHSs, including the Bargman-Fock space (cf. [5] ), which is the RKHS corresponding to the exponential dot product kernel [27] . Bounded composition operators over the Bargmann-Fock space are precisely those operators that correspond to affine linear functions [5] . Moreover, the composition operators over the Bargmann-Fock space that are compact (i.e. those that admit a finite rank approximation) are those operators where the matrix in the affine function is contractive [5] .
The restrictiveness of this classification of composition or Koopman operators over the Bargmann-Fock space is representative of Koopman operators over many other RKHSs (e.g. [16] ). What this means for Koopman theory is that Koopman operators are unbounded in all but a few cases. Indeed, for the Bargmann-Fock space, the only bounded Koopman operators are those that correspond to affine linear dynamical systems, which negates the advantage gained in the modeling of nonlinear dynamical systems by appealing to a bounded Koopman operator over an infinite dimensional space. Moreover, the Koopman operator corresponding to constant dynamics,ẋ = 0, is the identity operator. The identity operator while bounded is not compact [20, Remark 3.3.4] , which means that Koopman operators may not admit a finite rank approximation in even very simple cases.
In summary, the natural setting for DMD and the study of Koopman operators is a RKHS. However, as the underlying Koopman operator is unknown, and as the class of bounded Koopman operators for a given RKHS is restrictive, Koopman operators are modally unbounded operators. Additionally, implicit in the above discussion is that Koopman operators are operator theoretic representations of discrete time nonlinear systems. The results of this manuscript aim to perform a dynamic mode decomposition for the Koopman generators (i.e. the Liouville operators), which are unbounded operators just as the Koopman operators. However, a dynamic mode decomposition of the Koopman generator allows for direct operator theoretic representation of a continuous time system, which has practical benefits, such as the ability to use data collected at irregular intervals. These results will require a few definitions concerning densely defined operators, which are given in Section 4. Ultimately, the resultant finite rank representations of the unbounded Koopman generator will be purely empirical representations, much like the finite rank representations of the classical Koopman operator theory, but Section 10 will give an alternative definition to ameliorate this issue. The Koopman generator will be referred to as the Liouville operator, henceforth, to avoid confusion with the Koopman operator.
Adjoints of Densely Defined Koopman and Liouville Operators
In the study of operator theory, the theory concerning bounded operators is most complete (cf. [20, 9] ). A bounded operator over a Hilbert space is a linear operator W : H → H such that W g H ≤ C g H for some C > 0. The minimum C that holds for all g ∈ H is the norm of W and written as W . A classical theorem in operator theory states that the collection of bounded operators is precisely the collection of continuous operators over a Hilbert space (or more generally a Banach space) [9, Chapter 5].
Unbounded operators over a Hilbert space are linear operators given as W : Proof Let H be a RKHS over a set X with kernel K. Set F : X → X and declare the Koopman operator corresponding to F as K :
The objective of this proof is to demonstrate that h = g • F . As point evaluations are bounded (i.e. continuous) functionals over H,
for all x ∈ X, and as h ∈ H the function g ∈ D(K) by definition. Thus, with this domain, the Koopman operator corresponding to F is closed.
Liouville operators were demonstrated to be closed in [26] .
The closedness of Koopman operators is well known in the study of RKHS, where they are more commonly known as composition operators (cf. [12, 16] ). Beyond the limit relations provided by closed operators, the closedness of an unbounded operator plays a signficant role in the study of the adjoints of unbounded operators [20, Chapter 5] .
For a closed operator over a Hilbert space, the adjoint is densely defined [20] . Hence, for Koopman operators and Liouville operators with their respective domains given in Lemma 1, their adjoints are densely defined. In both cases, specific members of the domain of the respective adjoints may be identified, and these functions will be utilized in the characterization of the DMD methods in the subsequent sections. To characterize the interaction between the trajectories of a dynamical system and the Liouville operator, the notion of occupation kernels must be introduced (cf. [26] ).
Definition 3 Let X be a metric space, γ : [0, T ] → X be a bounded trajectory, and let H be a RKHS over X consisting of continuous functions. Then the functional g → T 0 g(γ(t))dt is bounded, and the Reisz theorem guarantees a function Γγ ∈ H such that
The function Γγ is the occupation kernel corresponding to γ in H.
Lemma 2 Let f : R n → R n be the dynamics for a dynamical system, and suppose that γ :
Proof This lemma was established in [26] .
A similar result can be established for Koopman operators. Again, this result is well known in the study of composition operators over RKHSs and is included here for completeness. Lemma 3 Let F : X → X be the function corresponding to a Koopman operator over a RKHS, H, over a set X. For each x ∈ X, the kernel function K(·, x) ∈ D(K * ).
by the Cauchy-Schwarz inequality. Moreover, the identity Kg, K(·, x) H = g, K(·, F (x)) H holds for all g in a dense subset of H. Hence, K * K(·, x) = K(·, F (x)).
For both Koopman and Liouville operators, several examples can be demonstrated where particular symbols produce densely defined operators over the Bargmann-Fock space. In particular, since polynomials are dense in the Bargmann-Fock space, for polynomial dynamics, F or f , the operators Kg = g • F and A f g = ∇g · f are polynomials whenever g is a polynomial. Hence, polynomial dynamical systems correspond to densely defined Koopman and Liouville operators over the Bargmann-Fock space, and it should be noted that this is not a complete characterization of the densely defined operators over this space. For other RKHSs, different classes of dynamics will correspond to densely defined operators, and this requires independent evaluation for each RKHS.
A Densely Defined Perspective on extended Dynamic Mode Decomposition
This section reformulates the results of the kernel-based extended DMD in the context of densely defined operators. The resultant matrix representation for DMD will be seen to agree with the results of [32] thereby providing motivation for the occupation kernel-based DMD method for the Liouville operator.
The kernel-based DMD method acquires several "snapshots" of a discrete time dynamical system, {x 1 , x 2 , . . . , x M } ⊂ X, and leverages them as centers for a collection of kernel functions. Thus arranged, Lemma 3 implies that the adjoint of the Koopman operator acts on the Kernel functions centered at the snapshots as
This viewpoint of examining the action of the adjoint of the Koopman operator on the kernel functions will give a representation that agrees with that found in [32] , which was obtained through a regression argument. When the elements of (5) are viewed as vectors in the RKHS's feature space, K * may be expressed as an infinite dimensional matrix as the span of the kernel functions give a dense domain of the infinite dimensional operator. Hence, the feature space matrix equation is given as
Truncating the feature vectors at some index N , K * then is represented by a finite dimensional matrix K T . Writing
x . This is the same representation of the Koopman operator that was obtained in [32] , where the representation was determined via a regression argument rather than an operator theoretic argument.
It should be noted that the arrangement of Ψx and Ψy place each kernel's feature representation as a row versus a column. This differs from standard kernel literature, where now ΨxΨ T x gives the Gram matrix and Ψ T x Ψx is the sum of outer products of the kernels. The presented representation aligns with that of [32] , and in so writing, confusion may be avoided in the comparison of the algorithms between the manuscripts. Moreover, writing Ψx in this fashion allows for K to be expressed in terms of the Moore-Penrose pseudoinverse of Ψx, Ψ + x , rather than its transpose.
Occupation Kernel Dynamic Mode Decomposition
With the relevant theoretical background presented and motivated by Section 5, this section presents the Occupation Kernel-based DMD method four continuous time systems. This method follows the construction of the kernel-based extended DMD method closely, where the kernel functions for the inputs are now replaced by occupation kernels, and the output is now a difference of kernel functions. This formulation allows for the snapshots of typical DMD methods to be strung together as trajectories. The occupation kernel-based DMD method then allows for the incorporation of all the snapshots of a given system to be incorporated into the DMD analysis in a way that reduces the dimensionality of the resultant problem to be less than the number of snapshots, while simultaneously allowing for the direct treatment of continuous time dynamical systems. If the rank of the resulting matrices needs to be increased, the trajectories may be segmented up to the number of snapshots.
For a given trajectory, γ : [0, T ] → X, the occupation kernel corresponding to γ is given as
This allows for the evaluation of inner product between Γγ and other members of the RKHS to be performed via the feature space's inner product.
Given dynamics,ẋ = f (x), the corresponding Liouville operator, A f g : D(A f ) → H given as A f g = ∇g · f , satisfies the following relation when γ i : [0, T i ] → R n , for i = 1, . . . , M , is a collection of admissible trajectories for the dynamics:
Expressing Γγ with respect to the feature space, (6) may be adjusted to
where A * f is viewed as an infinite dimensional matrix over the feature space. Truncating the feature space at some specified, N ∈ N, gives a finite dimensional representation of the kernel functions and A f .
Writing
The matrix representation of A f may be written as
For even modest sizes of dimension, adequate truncations of the feature space representations can require extremely large N . Typically, N is much larger than the number of trajectories, or, in the case of kernel-based extended DMD, snapshots. The succeeding analysis in Section 8 follows that of kernel-based extended DMD (cf. [32] ), where an auxiliary matrix is determined whose size matches that of the number of trajectories.
A Compact Variation of the Liouville Operator
One of the drawbacks of employing either the Koopman operator or the Liouville operator for DMD is that the finite rank matrices produced by the method are strictly heuristic representations of the modally unbounded operators. An important question to address is whether a DMD procedure may be produced using a compact operator other than those densely defined operators discussed so far. This section presents a class of compact operators for use in DMD applied to continuous time systems. The compactness and boundedness of the operators will depend on the selection of the RKHS and the dynamics of the system. The Bargmann-Fock space will be utilized in this section, and the compactness assumption will be demonstrated to hold for a large class of dynamics. Definition 4 Let H be a RKHS over R n , a ∈ R with |a| < 1, and let the scaled Liouville operator with symbol f : R n → R n , Hence, the only modification that needs to be implemented in the discussion of Section 6 is that Ψ must be replaced by
to generate the approximation A f,a of A f,a . Henceforth, A f will be written as A f,1 and A f will be written as A f,1 to unify the proceeding discussions. Theorem 1 and Corollary 1 demonstrate that for the Bargmann-Fock space, a large class of dynamics correspond to compact scaled Liouville operators.
Theorem 1 Let F 2 (R n ) be the Bargmann-Fock space of real valued functions, which is the native space for the exponential dot product kernel, K(x, y) = exp(x T y), a ∈ R with |a| < 1, and let A f,a be the scaled Liouville operator with symbol f : R n → R n .
There exists a collection of coefficients {Cα}α indexed by the multi-index α such that if f is representable by a multi-variate power series, f (x) = α fαx α satisfying α |fα|Cα < ∞, then A f,a is bounded and compact over F 2 (R n ).
Proof The proof has been relegated to the appendix to ease exposition.
Corollary 1 If f is a multi-variate polynomial, then A f,a is bounded and compact over F 2 (R n ) for all |a| < 1.
Expressiveness is a decided advantage of Liouville operators over Koopman operators in the study of DMD, as the only bounded Koopman operators over the Bargmann-Fock space are those with affine symbols, and as a result a scaling based modification similar to Theorem 1 is not possible in the case of the Koopman operators.
Generating Occupation Kernel Based Dynamic Modes
The objective of the occupation kernel based DMD method is to compute the truncated SVD of the matrix A f,a , where the projections of the identity function onto the associated eigenfunctions are the "modes" (henceforth Liouville modes) of the dynamical system. However, for high dimensional systems, A f,a can be too large to store directly. On the other hand, the rank of A f,a is upper bounded by the number of trajectories utilized in its generation. The goal of this section is to determine a rank M auxiliary matrix and determine a means of using the modes determined for that matrix to approximate the modes of A f,a . Fortunately, the agreement between the occupation kernel-based and the kernel-based DMD methods (cf. [32] ) are such that the established kernel-based methods for computing DMD modes applies directly to the present setting.
Following [32] , express Γ through a truncated M -rank SVD, Γ = QΣZ T , where Q, Σ ∈ R M ×M and Z ∈ R N ×M . As, Γ is a rank M matrix, Q and Σ may be computed via ΓΓ T = QΣ 2 Q T . As
is an M × M matrix, the storage of ΓΓ T requires considerably less space than the storage of Γ T Γ ∈ R N ×N and is more amenable to manipulations. Additionally, the matrix ΨaΓ T may be computed as
The following computations are designed such that the matrix Z is never evaluated explicitly. Proposition 2 has been adapted directly to the current context from [32, Proposition 1]. Proof The proof of this theorem is identical to that of [32, Proposition 1] with the exception that Ψx is replaced with Γ and Ψy is replaced with Ψ.
The Liouville modes corresponding to A f,a , and consequently the approximations of the Liouville modes for A f,a , may be determined via
9 Modeling using the Liouville Operator Let g ∈ H be an observable for the system. Provided a sufficient representation of A f,1 , a future state of g(x(·)) may be estimated as
where h > 0. Given a vector of n observables forming the identity function,
then the system state may be represented as
where φm is an eigenfunction for A f,1 with eigenvalue µm, and
is the analogue of the Koopman mode in the Liouville operator setting (i.e. the Liouville mode). An orthonormal basis function, φm, for A f,1 with eigenvalue µm satisfies the relation,
Hence, φm(x(t)) = φm(x(0))e µmt .
Thus, given an initial state, x(0) ∈ R n , the future state of the system may then be estimated as
The accuracy of the estimation of the mode depends critically on the data collected from the experiment. In [32] , each orthonormal basis function is written as a linear combination of kernel functions with centers at the snapshots of the experiment. Hence, the overall expressiveness of the orthonomal basis agrees with that of the expressiveness of the kernels. When g id is contained within a given RKHS the expression of g id in terms of the orthonormal basis occurs through a projection. The projection can be determined by minimizing the distance of g id to the subspace spanned by the orthonormal basis, which is the approach taken in [32] .
For the context of the present algorithm, the orthonormal basis is expressed as a linear combination of occupation kernels. Instead of an interpolation problem, the weights, wm ∈ R n for m = 1, . . . , M , of the projection of g id onto the vector subspace spanned by the occupation kernels are determined as those that match Γγ m (γ i (t))dt for all i = 1, . . . , M . The subsequent representation of g id in terms of the orthonormal basis is then expressed through a change of basis.
When there is an incongruity in the number of trajectories versus the state dimension, the Liouville modes may be determined via a regression procedure as in [32] ,
T ∈ R M ×n , and · F denotes the Frobenius norm. Consequently, Ξ = Γ + X =V −1 Σ + Q T X, whereV is the matrix obtained by arranging the eigenvectors ofÂ f,1 as the columns ofV, and the Liouville modes appear as the columns of Ξ T .
Modeling and Approximations using the Scaled Liouville Operators
The implementation of DMD using scaled Liouville operators introduces some complications that can be resolved through approximations. Notice that if {φm,a} is a collection of eigenfunctions obtained for A f,a via the DMD procedure of Section 6 with corresponding eigenvalues {µm,a}, then expressing g id in terms of the eigenfunctions yields
ξm,aφm,a(x) with dynamic modes ξm,a, anḋ
µm,aξm,aφm,a.
As the eigenfunctions satisfẏ φm,a(ax(t)) = a∇φm(ax(t))f (x(t)) = A f,a φm,a(x(t)) = µmφm,a(x(t)),
it can be seen that φm,a(x(t)) = e tµm,a φm,a(x(0)). When a is close to 1, it can be demonstrated that φm,a(x(t)) is very nearly e tµm,a φm,a(x(0)), and the error can be controlled when x remains in a compact domain or workspace.
Proposition 3 Let H be a RKHS of twice continuously differentiable functions over
R n , f be Lipschitz continuous, and suppose that φm,a is an eigenfunction of A f,a with eigenvalue µm,a. Let D be a compact subset of R n that contains x(t) for all 0 < t < T . In this setting, if µm,a → µ m,1 and φm,a(x(0)) → φ m,1 (x(0)) as a → 1 − , then sup 0≤t≤T φm,a(x(t)) − e µm,at φm,a(x(0)) 2 → 0.
Hence, the use of a scaled Liouville operator allows for the implementation of a DMD routine using a compact operator. The cost of compactness is that the eigenfunctions no longer provide a representation of x(t) in terms of a linear combination of exponentials. This inadequacy can then be mitigated by controlling the error through a choice of a near 1 when x(t) remains in a compact subset of R n .
Numerical Experiments
This section gives the results two numerical experiments using the methods of the paper and compares them with the kernel-based extended DMD of [32] . Through side by side comparisons of Liouville and Koopman modes, it will be seen that similar results can be obtained using these methods. The added benefit of Liouville modes is that they correspond to continuous-time systems rather than Koopman modes which are dynamical modes for a discrete-time proxy for a continuous time system. Additionally, Liouville modes may be computed through a learning method of smaller dimensionality than that used for Koopman modes.
Two experiments are performed below. The first surround the problem of flow across a cylinder, which has become a classic example for DMD. This provides a benchmark for comparison of the present method with kernel-based extended DMD.
The second experiment performs a decomposition using electroencephalography (EEG) data, which has been sampled at 250 hz over a period of 8 seconds. The high sampling frequency gives a large number of snapshots, which then leads to a high dimensional learning problem. The purpose of this experiment is to demonstrate how the Liouville operator based DMD can incorporate the large number of snapshots to generate Liouville modes without discarding the data.
Flow Across a Cylinder
This experiment utilizes standard data from [14] , which provides a simulation from fluid dynamics. The data corresponds to a wake behind a circular cylinder, and the Reynolds number for this flow is 100. The simulation was generated with time steps of ∆t = 0.02 second and ultimately sampled every 10∆t seconds yielding 150 snapshots. Each snapshot of the system is a vector of dimension 89, 351. More details may be found in [14, Chapter 2] . Figure 1 presents the Liouville modes obtained from the cyllinder flow data set, and this figure should be compared with Figure 2 , which presents the Koopman modes corresponding to the same data set. The Liouville modes were generated using the Gaussian RBF with µ = 0.01 and the collection snapshots was subdivided into 10 trajectories. The data led to poorly conditioned Gram matrices for many selections of µ. consequently, Koopman modes used only 16 snapshots of the 150 snapshots with µ = 0.01. While the modes are different, they appear similar in structure, thus validating the continuous-time DMD method of this manuscript.
SsVEP Dataset
This experiment uses data from [10] . The data for this experiment was taken from an electroencephalography (EEG) recording of the visual cortex of one human participant during the active viewing of flickering images [10] . By modulating luminance or contrast of an image at a constant rate (e.g. 12Hz), image flickering reliably evokes the steady state visually evoked potential (ssVEP) in early visual cortex [22, 21] , reflecting entrainment of neuronal oscillations at the same driving frequency. SsVEP in the current data was evoked by pattern-reversal Gabor patch Fig. 1 This figure presents the real and imaginary parts of the first ten Liouville modes determined by the continuous time DMD method given in the present manuscript corresponding to the flow across a cylinder data given in [14] . Of these Liouville modes, the odd modes are pictured and the even modes are complex conjugates of the odd modes. These Liouville modes are visually similar to Koopman modes determined through kernel-based extended DMD and POD decompositions. Fig. 2 This figure presents the real and imaginary parts of the first ten Koopman modes determined by the discrete time DMD method given in [32] corresponding to the flow across a cylinder data given in [14] . Of these Koopman modes, the odd modes are pictured and the even modes are complex conjugates of the odd modes. These modes are presented for comparison with the Liouville modes of Figure 1 . Fig. 3 Eigenvalues corresponding to the ssVEP dataset from [10] .
flickering at 12Hz (i.e. contrast-modulated) for a trial length of 7sec, with greatest signal strength originating from the occipital pole (Oz) of a 129-electrode cap. Data was sampled at 500Hz, band-pass filtered online from 0.5 48Hz, offline from 3 40Hz, with 53 trials retained for this individual after artifact rejection. Of these trials, the first 20 trials were used in the continuous time DMD method to prevent excessively high dimensionality. SsVEP data have the advantage of having an exceedingly high signal-to-noise ratio and high phase coherence due to the oscillatory nature of the signal, ideally suited for signal detection algorithms (such as brain-computer interfaces [2, 3, 19] ).
In this setting each independent trial can be used as a trajectory for a single occupation kernel. This differs from the implementation of Koopman based DMD, where most often each snapshot corresponds to a single trajectory. The continuous time DMD method was performed using the Gaussian kernel function with µ = 50. The first 20 trials were subdivided into 4 trajectories each for an overall dimensionality corresponding to 80 trajectories. Figure 3 presents the first 20 of the obtained eigenvalues, and Figure 4 gives the rescaled spectrum following the procedure given in [14] . It can be seen that the spectrum has strong peaks near the 12hz range, which suggests that the continuous time DMD procedure using occupation kernels can extract frequency information without using shifted copies of the trajectories as in [14] . Note that one outlier point is not included in 4, where a 14hz component was of the order of 2.3 × 10 9 .
For this example, the resultant dimensionality of Koopman based DMD makes the analysis of this data set intractable without discarding a significant number of samples.
Discussion
Traditional DMD approaches aim to estimate a continuous nonlinear dynamical system by first selecting a fixed time-step and then investigate the induced discretized dynamics through the Koopman operator. The algorithm developed in this manuscript estimates the continuous nonlinear dynamics directly by employing occupation kernels, which represent trajectories via an integration functional that interfaces with the Liouville operator. That is, the principle advantage realized through DMD using Liouville operators and occupation kernels over that of kernel-based DMD and the Koopman operator is that the resulting finite-rank representation corresponds to a continuous-time system rather than a discrete time proxy.
Liouville operators are unbounded in most cases, which owes strongly to the inclusion of the derivative or gradient in its definition. In the review of the work concerning Koopman operators in Section 3, it was pointed out that Koopman operators are also unbounded operators in all but a few cases. In the specific instance where the selected kernel function is the exponential dot product kernel, the Koopman operators are only bounded for linear dynamics. Thus, connections between DMD and the Koopman operator necessarily invoke the theory of unbounded operators. However, large classes of both Liouville and Koopman operators can be realized where they are densely defined and closed operators over RKHSs.
The establishment of (10) and the subsequent approximation (11) rely very strongly on the selection of RKHS and the observables. In the case of the Bargmann-Fock space, x → x i is a function in the space for each i = 1, . . . , n. However, this is not the case for the Gaussian RBF's native space. In both cases, these spaces are universal, which means that any continuous function may be arbitrarily well estimated by a function in the space with respect to the supremum norm over a compact subset. Thus, it is not expected that (10) will hold over all of R n , even approximately, but a sufficiently small estimation error is possible over a compact workspace. Though, in practice, the number of samples of a system are much too small to make any strong approximation guarantees. This caveat applies to both kernel-based DMD and the algorithm of the present manuscript.
One advantage of the Liouville approach to DMD is that the Liouville operators may be readily modified to generate a compact operator through the so-called scaled Liouville operator. A large class of dynamics correspond to a compact operator in this scale Liouville operator case, while Koopman operators cannot be modified in the same fashion. Allowing this compact modification, indicates that on an operator theoretic level, the study of nonlinear dynamical systems through Liouville operators allows for more flexibility in a certain sense.
The experiments presented in Section 11 demonstrate that the Liouville modes obtained with the continuous time DMD procedure using Liouville operators and occupation kernels are similar in form to the Koopman modes obtained using kernel-based extended DMD. Moreover, occupation kernels allow for trajectories to be utilized as a fundamental unit of data, which can reduce the dimensionality of the learning problem while retaining some fidelity that would be otherwise lost through discarding data. 13 
Conclusions
By targeting the DMD decomposition on the Liouville operator, which is also known as the Koopman generator, a decomposition of a continuous time dynamical system can be performed directly rather than that of a discrete time proxy for the dynamical system with the Koopman operator. The notion of occupation kernels were leveraged to enable a DMD analysis of the Liouville operator, and a scaled Liouville operator was introduced to provide a collection of compact operators which allows for the approximation of the operator with finite rank matrices. Two examples were presented, one from fluid dynamics and another EEG dataset, which allowed for the comparison of the respective Koopman and Liouville modes. The method presented here provides a new approach to DMD, which impacts the fundamental operator theory underlying traditional DMD with the Koopman operator.
A Proofs of Theorem 1 and Proposition 3
Proof (Proof of Theorem 1) The proof for the case n = 1 is presented to simplify the exposition. The case for n > 1 follows with some additional bookkeeping of the multi-index.
If Ax,a is compact for all |a| < 1, then A x m ,a = A m
x, m √ a is compact since products of compact operators are compact. If f (x) = ∞ m=0 fmx m is such that ∞ m=0 |fm| A x m ,a < ∞, then A f,a = limm→∞ M m=0 fmA x m ,a , with respect the operator norm via the triangle inequality, and A f,a is compact since it is the limit of compact operators. Thus, it is sufficient to demonstrate that Ax,a is compact to prove the theorem.
Let g ∈ F 2 (R), then g(x) = Hence, the operator norm of (Ax,a − Ax,aP M ) is bounded by |a| M/2 , and as |a| < 1, Ax,aPm → Ax,a in the operator norm. Pm is finite rank and therefore compact. It follows that Ax,aPm is compact, since compact operators form an ideal in the ring of bounded operators. Thus, Ax,a is compact as it is the limit of compact operators. First, it is necessary to demonstrate that M 1,a and M 2,a may be bounded independent of a. For each i, j = 1, . . . , n and y ∈ R n , the functionals g → ∂ ∂x i g(y) and g → ∂ 2 ∂x i ∂x j g(y)
Proof
are bounded (cf. [27] ). Setting, ky = K(·, y), it can be seen that the functions ∂ ∂x i ky and ∂ 2 ∂x i ∂x j ky are the unique functions that represent these functionals through the inner product of the RKHS (cf. [27] ). As φm,a is a normal vector, φm,a H = 1, and by Cauchy-Schwarz ky(x) is continuous. Thus, M 1,a is bounded independent of a. A similar argument may be carried out for M 2,a . Let M 1 and M 2 be the respective bounding constants.
Note that ∂ ∂t φm,a(ax(t)) = a∇φm,a(ax(t))f (x(t)) = A f,a φm,a(x(t)) = µm,aφm,a(x(t)).
Then by the mean value inequality, Cauchy-Schwarz, and the bounds given above, ∂ ∂t φm,a(ax(t)) − ∂ ∂t φm,a(x(t)) = |a∇φm,a(ax(t))f (x(t)) − ∇φm,a(x(t))f (x(t))| ≤ F a∇φm,a(ax(t)) − a∇φm,a(x(t)) + a∇φm,a(x(t)) − ∇φm,a(x(t)) 2 ≤ |a|F ∇φm,a(ax(t)) − ∇φm,a(x(t)) 2 + F |a − 1|M 1 x(t) 2
Setting a(t) := ∂ ∂t φm,a(ax(t))− ∂ ∂t φm,a(x(t)), it follows that sup 0≤t≤T a(t) 2 = O(|a− 1|). Hence, µm,aφm,a(x(t)) = ∂ ∂t φm,a(ax(t)) = ∂ ∂t φm,a(x(t)) + (t), and φm,a(x(t)) = e µm,at φm,a(x(0)) − e µm,at t 0 e −µm,aτ (τ )dτ.
As the time interval is fixed to [0, T ], e µm,at t 0 e −µm,aτ (τ )dτ = O(|a − 1|), since µm,a is bounded with respect to a.
