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Abstract
The presented work aims to accurately extract the complex permittivity of non-magnetic materials
by means of reflection measurements only.
The method employed solves the problem unambiguously by means of a root-finding iterative
algorithm that requires no previous knowledge of the dielectric constant nor more than a single
sample of the material. However, precise knowledge of the thickness of the sample used is needed.
Measurements of S11 parameters are performed over a frequency band in free-space and com-
pared to an analytical model, in order to arrive at a final solution.
Different facilities are used for measurement, as well as different materials, in order to validate
results.
Finally, an uncertainty budget is developed in order to characterize the precision associated
with the results.
The method proved to extract values for permittivity extremely close to the ones referenced in
literature and with an uncertainty in the order of magnitude of 10−2.
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Chapter 1
Introduction and Basic Theoretical
Concepts
1.1 Introduction and Objectives
ESA/ESTEC operates some of the largest European test facilities dedicated to testing of space
hardware. Among them are two RF material characterization test facilities. A submillimetre wave
and a Microwave test bench. These facilities are used to provide measurement services to ESA
projects and external customers and to explore and develop new measurement techniques.
In order to be able to measure some of the materials required for future ESA programs, the
need of extracting constitutive material parameters has been identified. These parameters are of
paramount importance for antenna design and precise knowledge of them at specific bandwidths
and temperatures is required.
The development of a high temperature setup designed to characterize reflectivity losses,
opened up the possibility to study the dielectric constant over a varying temperature. The setup
however only allows for S11 parameters to be taken.
Another reason to further motivate S11 based methods is the fact that certain material’s sam-
ples come already with an incorporated ground plane on the back, also disabling S21 measure-
ments.
With this in mind, the development of a reflection based method for permittivity extraction in
free-space was pursued.
The objective of this study is to advance the capability of the Material RF characterization test
facilities at ESTEC of testing different samples and extracting the constitutive material parameters.
1.2 Overview of the Work
The work presented here aims to develop a new method of permittivity retrieval of materials mainly
used in space applications. The technique applied only depends on reflection measurements (S11
1
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parameters) and has no requirement of a priori knowledge of the dielectric constant. Precise
knowledge of the thickness of the material’s sample is however needed.
Three steps are required in order to perform extraction:
1. Using a VNA, measurements of the S11 parameter of a horn antenna radiating an EM wave
onto a flat sample of the MUT (Material under test) are performed. The sample slab must
be backed by a reference plate.
2. The ratio between the measurement with the sample in front of the reference plate, and the
measurement without the sample in front of the latter, is calculated.
3. By comparison of this ratio with the expected S11 parameters computed analytically, an
estimate of the permittivity is retrieved over a bandwidth.
The reference plate must also be a flat, polished metal surface that reflects virtually all of the
energy impinged onto it, e.g. polished aluminium or copper. The surface of metal slab in contact
with the sample serves as a reference for reflection and will be the considered the reference plane
for the phase during calibration, see section 5.1.
The measurements are performed in different test benches and at different frequency bands for
validation.
The final step is validation of the method by performing measurements of different materials
under different environmental conditions and frequency ranges.
1.2.1 Structure
The work described in this document follows the following outlines:
• Chapter 1 describes the context and objectives of the proposed work, along with a brief
description. It also includes an introduction to some basic theoretical concepts involved.
• Chapter 2 includes the state of the art, enumerating and describing the most widely used
methods and techniques for microwave material characterization, not exclusively in free-
space or using reflection measurements.
• Chapter 3 presents the chosen analytical model implemented, detailing the assumptions
made and steps taken into its development.
• Chapter 4 gives out a small description of the the laboratories used for the measurements
and a comprehensive explanation of the procedure followed.
• Chapter 5 focuses on the data-processing, reporting the implemented script.
• Chapter 6 includes the steps taken to calculate the associated error and the uncertainty anal-
ysis for each result.
• Chapter 7 presents the results of each material tested along with validation.
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• Chapter 8 is the conclusion and offers a critical analysis of the developed work as well as a
discussion of future work.
1.3 Electromagnetic Constitutive Quantities
Electromagnetic parameters are of paramount importance in RF engineering. These parameters
define how a material interacts with surrounding electromagnetic fields, and vary widely for dif-
ferent materials and even under different temperatures and frequencies, in particular for space
applications.
The following equations show how each parameter relate to the basic physical quantities in
electromagnetism and wave propagation.
D = εE (1.1)
D and E are the electric displacement field and the electric field respectively. ε is the permit-
tivity.
B = µH (1.2)
B and H are the magnetic field and the Magnetic field intensity. µ is the permeability.
J = σE (1.3)
J and E are the current density and the electric field. σ is the conductivity.
1.3.1 Permittivity
Permittivity (ε), describes the interaction of a material with an electric field. This physical quantity
may be expressed as a relative value between the absolute value and the permittivity of free space,
and it has a complex nature with real and imaginary parts, as equation 1.4 shows. The relative
permittivity may also be called dielectric constant.
εr =
εabs
ε0
= ε ′r− jεr” (1.4)
The real part, ε ′r is a measure of how much energy from an external electric field is stored in
the material, while the imaginary part, εr", also called the loss factor, measures how "lossy", or
dissipative the material is to that same external electric field.
This parameter is also a key coefficient on the constitutive relations of the physical quantities
that constitute Maxwell’s equations. In equation 1.1 it is shown the relation between the electric
field (E) and the electric flux density (D).
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1.3.2 Permeability
Parallel as to what happens with the permittivity, permeability, µ has similar properties but in
relation to the magnetic field instead.
µr =
µabs
µ0
= µ ′r− jµr” (1.5)
In this case, the parameter is also complex with a real part, µ ′r that is related to the stored
energy in the material, when it interacts with an external magnetic field. Just as it was described
in the case of the permittivity, the imaginary part, µr” represents the energy dissipated under the
same condition. In another perspective it can be seen as a measure of the ability of a material to
support the formation of a magnetic field within itself.
Once again, in equation1.2 the relation between the magnetic field (H), and the magnetic flux
density (B) is expressed along with its dependence on the permeability.
Concerning permeability, for non-magnetic materials the values for µ are known, i.e. equal to
one.
1.3.3 Refractive Index and Wave Impedance
A special note must be made to mention two physical quantities because of their importance to
this work. These are the refractive index, n and the wave impedance, η .
Their importance resides in the fact that both are defined by the permeability and permittivity,
as shown in expressions 1.6 and 1.7, and are fundamental to describe the behaviour of a travelling
wave through a given medium.
The refractive index is the ratio of the velocity of light in vacuum to its velocity in a specified
medium.
n =
√
εr µr (1.6)
The wave impedance for a TEM plane wave traveling through a given medium is equal to the
intrinsic impedance of the medium.
η =
√
µabs
εabs
(1.7)
The latter expression is only valid for non-conductive materials, i.e. when conductivity, σ ,
seen in 1.3, is equal to zero.
1.3.4 Loss Tangent
Another important parameter used to describe material is the loss tangent, tan(δ ), sometimes
called dielectric loss or dissipation factor.
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Figure 1.1: Definition of loss tangent.
To understand the meaning of this parameter we must imagine the complex value of εr in terms
of a vector in the real and imaginary axis, as pictured in figure 1.1, where its projections on each
axis represent the stored and dissipated energy respectively.
Being the loss tangent the argument of the vector εr, therefore it is easy to understand why it is
useful to characterize a material with this parameter, since it can tell us how much this material is
lossy. The closer the value is to zero the more the imaginary value of the permittivity approaches
zero and thus is less dissipative.
This is an important parameter for high frequency RF applications, where this is a driving
factor for the design of high performance antennas.
1.3.5 Classification of materials based on electromagnetic parameters
In table 1.1 it is included a classification of materials taking into account their permittivity or
conductivity. Here we can see how the complex permittivity is important to describe the nature of
any given material regarding field propagation.
εr”
ε ′r
Current Conduction Field propagation
0 - lossless medium
«1 poor conductor low-loss medium
1 lossy conducting lossy medium
»1 good conductor high loss medium
∞ perfect conductor -
Table 1.1: Classification of Material According to Electromagnetic Parameters
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Chapter 2
State of the Art
2.1 Overview of Microwave Extraction Methods
Microwave methods for determining electromagnetic parameters are divided into two main meth-
ods concerning the theoretical model behind the approach. These are the resonant and non-
resonant methods. Resonant methods usually have higher accuracies and sensitivities than their
counterpart and can be broken down into two very general categories, i.e. resonator methods and
resonant-perturbation methods, as it is further documented in [1].
The resonator method is based on the fact that the resonant frequency and quality factor of a
dielectric resonator are determined by its permittivity and permeability.
Resonant-perturbation uses the change of the electromagnetic boundaries condition caused
by the introduction of a sample. This perturbation also induces a deviation on the resonant fre-
quency of the system as well as its quality factor, which once again depend on permittivity and
permeability.
Non-resonant methods extract parameters based on the change of impedance that travelling
waves encounter when changing media. By evaluating reflection and/or transmission of electro-
magnetic waves travelling through the interface of different media it is possible to deduct the
permittivity and permeability of the material in question.
Since the goal of the presented work is to focus on the extraction by means of reflection
measurements only, the scope of the revised literature will mostly center around non-resonant
methods.
2.1.1 Measurements Setup
The laboratory setups used in order to acquire measurements from reflected/transmitted radiation
vary significantly and all have their strengths and limitations.
The choice may depend on the nature of the MUT, such as the material’s form (e.g., solid,
powder, liquid, etc), size or properties (e.g., isotropic, homogeneous). The frequency of interest is
also an important factor while determining the set-up technique as is the temperature at which the
measurements are supposed to be performed.
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Another aspect to take into consideration is if contacting or destruction of the MUT is to be
avoided.
Some mainstream techniques regarding these factors will be explained in this section, refer-
encing [2].
2.1.1.1 Resonant Cavity
By connecting a resonant cavity as a sample holder to a VNA and performing readings with and
without the MUT, it is possible to measure the resonant frequency and Q-factor of the cavity. From
this, permittivity can be calculated with accuracy.
Although this method has a somewhat smaller bandwidth than other methods such as coaxial
probe, free-space and transmission line, this specific method works best for low loss materials.
2.1.1.2 Capacitance
This setup makes use of a parallel plate capacitor, with the material "sandwiched" in between and
it usually uses an impedance analyzer. It is typically used at the lower frequencies, below 1 GHz
and has the narrowest bandwidth of all the other setups.
2.1.1.3 Coaxial probe
With the use of an open-ended coaxial probe one can measure S11 parameters by connecting it to
a port of a VNA. These reflection readings can then be expressed as a function of the medium’s
impedance and hence extrapolate its dielectric parameter easily.
This technique is best fit for liquids or semi-solid samples, since for solid ones a flat surface is
required, as well as a thickness of at least 1 centimeter, although the theory behind it presumes an
infinite thickness.
Although non-destructive and very easy to implement up to high frequencies (from 200MHz
up to 50GHz), this setup is not well suited for low-loss materials or magnetic ones. It is also
necessary for the material’s sample to be homogeneous and isotropic.
2.1.1.4 Transmission Line and Free-Space
This method can use a variety transmission “lines” to extract parameters. Lines can be coaxial,
waveguide and even free-space is considered a transmission line technique.
The main advantages of free-space measurement is being non-contact and non-destructive.
Preparation is also easier in comparison with some waveguide techniques. In this revision, we will
focus on free-space since this will be the chosen setup for measurements.
In free-space usually horn-antennas are used to illuminate the MUT and retrieve its S-parameters.
These setups can be designed for reflection or transmission measurements and can be at normal
incidence or at different angles, as seen in figure 2.1.
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Figure 2.1: Different setup for free-space and transmis-
sion line methods.
Free-space setups allow for mea-
surements of almost all frequency
bands, provided the test bench it is
equipped with the equipment for the
specified band, e.g. Horn antennas,
frequency extenders, VNA, etc.
Solids and thin films are usually
tested in these setups.
Choosing a setup reflects on the
analytical model that has to be applied
later on in data processing. In the
case of free-space measurements every
analytical model may be decomposed
into two categories, as stated in [3].
The authors propose that the several re-
ported analytical equations that recon-
struct the permittivity from measure-
ments of the total reflection and trans-
mission responses are equal to either
the impedance method of or the propa-
gation method, reducing every analyt-
ical method reviewed to be equivalent
to one of the two models.
The impedance model is studied in
different settings in [4], with special
focus on reflection measurements. In
the case of free-space the models treats air and sample as transmission lines with different
impedance.
The propagation method is applied in [5] to describe the behaviour of S-parameters over fre-
quency. This method usually extracts the refractive index of the material, which then can be
expressed unambiguously as permittivity. This was the chosen model for the development of this
work. It is noteworthy to mention that in this work the Fabry-Perot is taken into account in the
model as seen in [6], where the infinite internal reflections inside a medium interfere with the
measurement.
The measurement techniques used to solve the analytical models will be discussed in the next
sections in regard to free-space and transmission line models.
2.1.2 Measurement Techniques
In literature we can find several methods to perform the measurements. The output of all of them
is data that allows retrieving the material’s parameter by analysis of the interaction between matter
10 State of the Art
and electromagnetic radiation.
Ellipsometry measures the change of polarization upon reflection or transmission of a wave
when met with a different medium. This technique, presented in [7], [8] and [9] then uses the data
of the polarization changes and compares it to a model.
Time-domain Spectroscopy is also widely used in microwave material characterization. It
involves using ultra-short electromagnetic pulses and recording its temporal profile after being
transmitted through [10] or reflected [11] by a given material. The authors in [12] also proposed a
technique based on comparison of the measured time delay of the signal propagating through the
sample, however this only works for low-loss media.
Alternatively using a network analyser to record the S-parameters of a given setup where, for
instance, an antenna is radiating on a sample, provides data of the interaction between the wave
and the material over a broad band. This technique also can also be used for transmission or
reflection, depending on the capabilities of the setup. For most reflection setups even a one-port
network analyser can be used as is in [13].
However S-parameter methods have limitations as presented in [14], as the exact same S-
parameters can be obtained from very different permittivities and permeabilities. In other words
there is ambiguity in the process, and if the method is not employed properly an erroneous result
may be extracted. There are several ways to deal with this issue, but they will be discussed in
section 2.2.1.
For this work the use of the network analyser to extract data in the frequency domain was
chosen. Using this equipment with a versatile setup allows for quick measurements over entire
frequency bands, as for an easy way to implement change from reflection to transmission mea-
surements.
2.1.3 Parameter Calculation
Having performed measurements and chosen an analytical model to compare it with the data
processing can take numerous approaches.
Iterative methods are very commonly employed to arrive at a final value for permittivity or
permeability. Root-searching algorithms, such as what can be found in[15] are more resistant to
uncertainty than solutions from explicit expressions, such as the one seen in [16], which is non-
iterative, albeit, most of them require an initial guess of the value, a seed, in order to converge at
the correct solution, as is the case in [10]. Optimization approaches are often used as well, where
the aim is to minimize an error function subject to pre-determined restrains, [17].
Other interesting approaches in literature include employing genetic algorithms,[18]. This
method is inspired by biological evolution, such as reproduction, mutation, recombination, and
selection. Candidate solutions to the optimization problem play the role of individuals in a popula-
tion.A fitness function determines the quality of the solutions and then evolution of the population
takes place iteratively.
Other authors make use of graphic methods to eliminate candidates for solutions as seen in
[19].
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2.2 Reflection only Methods
Focusing on transmission line setups where S11 parameters are recorded in order to extract the
sample materials, several problems arise when trying to determine the correct solution.
In the next section a final overview of the reflection only methods will be discussed, with focus
on the underlying issues associated with this constraint.
2.2.1 Associated Issues
It is clear in literature that, in order to calculate with precision both permittivity and permeability,
at least two different independent measurements are required. Independent meaning that both
can be described using expressions which cannot be derived algebraically from one another. In
literature, some cases will use both S11 and S21 measurements to achieve this as seen in [20].
Some authors, such as [19] and [21] propose a solution that uses two samples with differ-
ent thickness, in order to get two independent measurements. However the requirement of two
different samples can not always be met.
Other solutions, using only one sample include varying the distance between sample and ref-
erence plate [22], and recording independent measurements at each different short-circuit termi-
nations.
An even more ingenious solution is placing the sample in between the short-circuit termina-
tion and a layer of a well-known material, and then switch positions between sample and known
material, as presented in [13]. Instead of varying the distance between sample and short-circuit the
latter appears to be more easily implemented, however both cases are designed for wave-guided
setups, and a free-space equivalent could proof challenging to develop.
The usage of closed-form equations, although elegant, may present a problem. When S11
parameters approaches zero the equations may become unstable. This happens as well in the
presence of resonant frequencies as studied in [23]. These frequencies occur at multiple integers
of half the wavelength.
The assumption that the material is non-magnetic, µ = 1, leaves us only with permittivity as
a variable to determine and, in this way two independent measurements are no longer required.
Nevertheless, by using S-parameters ambiguity regarding the phase, or real part, still exists, as
mentioned before. In order to solve this ambiguity several solutions are found in literature, from
using initial values for the iteration already very close to the correct solution, [10] or by other
cross-referencing means.
The authors in [14] , propose several solutions to solve the ambiguity of S-parameters. Once
again, using two different sized samples counts as one of them.
By aid of measurement performed at single frequencies one can apply the group delay method.
This method proposes the calculation of the group and phase delay for two adjacent frequencies
and then, assuming that the group and phase delay should be minimal, express the refractive index
in terms of dispersion. The group delay method only applies for weakly dispersive media however.
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The authors present one final alternative to solve ambiguity by using the Kramers-Kröng rela-
tions. The idea behind it is that the imaginary part of the refractive index is uniquely determined
and can be used to reconstruct the correct value for the real part via the Kramers-Kröng rela-
tionship. This could then be used to solve ambiguity associated with the real part. The integrals
involved in this method are infinite and heavy for computation but can still provide a good solution
as seen in [24].
Chapter 3
Analytical Model
3.1 Assumptions
The chosen analytical model aims to describe mathematically and approximately fit the conditions
of the measurements performed in the laboratory.
The following assumptions are made:
• Uniform wave incidence at normal angle;
• Material’s surface to be homogeneous and flat;
• Absence of air gap between sample and metal reflector;
• Material to be isotropic and non-magnetic;
• Attenuation coefficient not considered;
• Propagation in TEM mode;
Although any model assumes a degree of simplification, effort was put into making sure that
all of the parameters in the mathematical model can be measured accurately, as well as the uncer-
tainty of the measurement. In other words, a more complex model could be implemented but the
variable’s associated error would not be measurable with certainty.
Let us consider for instance, a model taking into account the air gap between the sample and
the metal surface. This would describe more accurately the measurement because in most cases
the sample is not held in vacuum against the metal surface. Also, if the sample does not have a flat
surface, the air gap can even be larger at the center of the sample. The downside of this approach
is that the precise length of that space between sample and metal would be required, plus the error
associated with that estimation. This reason renders it unfeasible therefore a more simple model
was considered.
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3.2 Proposed Analytical Model
The model considers propagation of an electromagnetic wave through three media as depicted in
figure 3.1, where medium 1 is air, 2 is the MUT and medium 3 is a polished metal reflector surface,
e.g. aluminium.
Figure 3.1: Depiction of the considered three-layer model.
Eit , Ert and Et are the incident, reflected and transmitted wave respectively. Regarding the
developed work, the transmitted wave is null since medium 3 is a reflector plate and, for this
reason it will not be considered further.
Γab and τab are the reflection and transmission coefficients from medium a to b. In this case,
”a” and ”b” take the number of the medium in question, where a is the medium of origin and b is
the subsequent medium.
Er1 represents the first reflection of the incidence wave at the first interface between medium 1
and MUT, while Er2 and Er3 are the fractions of the waves that got reflected at the second interface
(between MUT and medium 3) and went on to be transmitted back to medium 1. Er2 and Er3 are
part of an infinite sum of reflections that occur inside the MUT and travel back to medium 1. These
internal reflections are the result of the Fabry-Pérot effect.
This effect consists of multiple reflections of a wave that take place inside a medium, i.e. the
MUT After being transmitted from medium 1 to 2, the wave meets the interface between media
2 and 3. At this point, a part of the power is reflected back into the MUT (by the factor of Γ23)
until it meets the interface between media 2 and 1 again. Here a part of the power is once again
reflected back into the material, while some power is transmitted along to medium 1 by the factor
of τ21.
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This cycle repeats itself infinitely, and with each iteration power is lost in accordance to the
attenuation constant and the distance it travels through the MUT.
Although in figure 3.1 only the first waves of this phenomenon are represented, the analytical
model takes into account the the infinite sum of waves from Er2 up to Eri, assumings the attenuation
is negligible due to the low loss nature of the tested materials and the relative small thickness of
the materials tested.
i takes the value of all the positive integers from one to infinity.
The resulting sum from Er2 up to Eri, along with Er1, compose the total reflection present in
medium 1, Er.
The waves depicted in figure 3.1 can be written as follows:
Eit = Ei e− jk1z (3.1)
Ert = Er e+ jk1z (3.2)
Er1 = Γ12 Ei e+ jk1z (3.3)
Er2 = (τ12 Γ23 τ21) Ei e− j2k2d e+ jk1z (3.4)
Er3 = (τ12 (Γ23)2 Γ21 τ21) Ei e− j4k2d e+ jk1z (3.5)
The variable d is the thickness of MUT.
It is also important to note that in this notation, the negative sign in the exponential term is
conventioned to be the direction of propagation of the incident wave. z is the distance travelled by
the wave and it is considered that at the first interface between media 1-2, z is equal to 0. At the
second interface, 2-3, z = d.
ki is specific to the medium where propagation occurs. It is equal to the following expression,
where i takes the number of the medium in question:
ki =
w ni
c
(3.6)
w is the angular frequency in radians per second, c the speed of light expressed in meters per
second, and finally n2 represents the refractive index of that same medium, in this case the medium
is the MUT.
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Now we can express Er present in medium 1 using equations 3.3 to 3.5, as the following
infinite sum:
Er = Γ12 Ei + τ12 Γ23 τ21 Ei e− j2k2d
(
1 + Γ21 Γ23 e− j2k2d+
(Γ21)2 (Γ23)2 e− j4k2d + ... + (Γ21)i (Γ23)i e− j2ik2d
) (3.7)
Which in turn can be written in a more elegant way as follows:
Er = Γ12Ei + τ12Γ23τ21Ei e− j2k2d
∞
∑
i=0
(Γ21Γ23e− j2k2d) i (3.8)
Where the first addend is the reflection at the front of the MUT, the second is the reflection at
the back of the MUT, and the infinite sum is the Fabry-Pérot effect’s internal reflections.
With equation 3.8 we can now write an expression for the S11 parameter in terms of k2, and
as a fucntions of frequency:
S11(w) =
Er
Ei
S11(w) = Γ12 + τ12 Γ23 τ21 e− j2k2d
∞
∑
i=1
(Γ21 Γ23 e− j2k2d) i
S11(w) = Γ12 + τ12 Γ23 τ21 e− j2k2d
( e j2k2d
e j2k2d −Γ21 Γ23
)
S11(w) =
Γ12 + e− j2k2d Γ23 (τ21 τ12 − Γ21 Γ12 )
1 − Γ21 Γ23 e− j2k2d (3.9)
The previous expression can be written in a more elegant manner if we consider that:
Γab = − Γba (3.10)
τab = 1 + Γab (3.11)
With these, we can simplify the term in parenthesis of the expression in 3.9:
(τ21 τ12 − Γ21 Γ12 ) = (1 + Γ21 ) (1 + Γ12 ) − Γ21 Γ12
(τ21 τ12 − Γ21 Γ12 ) = (1 − Γ12 ) (1 + Γ12 ) + Γ12 2
(τ21 τ12 − Γ21 Γ12 ) = 1 + Γ12 − Γ12 − Γ12 2 + Γ12 2
( τ21 τ12 − Γ21 Γ12 ) = 1
(3.12)
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Finally, with 3.12 we can rewrite 3.9 and arrive at a closed form expression that considers the
total reflection of a three-layer model that takes into account the Fabry-Pérot effect:
S11(w) =
Γ12 + Γ23 e− j2k2d
1 + Γ12 Γ23 e− j2k2d
(3.13)
The reflection coefficients can be expressed in terms of the wave impedance (η) of the media,
a to b:
Γab =
ηb−ηa
ηb +ηa
(3.14)
Since the wave impedance and the refractive index (n) can be written in terms of permittivity
(ε) and permeability (µ), as seen in 3.15, it is possible to re-write the reflection coefficient as a
function of the refractive index.
η =
√
µ0 µr
ε0 εr
n =
√
µr εr
(3.15)
µ0 stands for the permeability of free space. The ratio between the permeability of any given
material or medium and µ0 is the relative permeability, µr. The same relations stand for permittiv-
ity.
By rewriting 3.14 as a function of the refractive index we get 3.16, assuming that the medium
in question is non-magnetic and consequently µr = 1.
Γab =
na− nb
na + nb
(3.16)
Using the expressions in 3.16 and 3.6, we can write the expression for the S11 parameters in
3.9, as a function of the refractive index, which is the variable that we want to calculate. Consid-
ering that medium 3 is a polished metal slab and that because of this, all energy is reflected back
through the medium, the value for Γ23 is equal to −1.
S11(w) =
n1− n2
n1+ n2
− e− j2wn2dc
1 +
(
n1− n2
n1+ n2
)(
− e− j2wn2dc
) (3.17)
If we consider the complex refractive index as n = nr + j k , where nr is the real part and k
is the imaginary part, the transformation from refractive index to complex relative permittivity is
quite straightforward:
εr real = n2r − k2
εr imag = 2 nr k
(3.18)
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Having arrived at a closed form expression for the S11 parameters in terms of the refractive
index and angular frequency, most numerical analysis methods can be used to estimate the roots.
It is of paramount importance however to note that this is an oscillating function due to its loga-
rithmic nature, which will be plotted in figures 5.5. The non-monotonous nature of the function
results in the fact that it can have different solutions. Because of this, the chosen method can
diverge when trying to calculate on a solution. This problem will be discussed in detail in Chapter
5.
Performing a measurement of the S11 parameter at a single frequency point, w, we are left
with only the refractive index of the MUT, n2, as a variable. Knowledge of the MUT’s thickness,
d, is required as mentioned previously.
This analytical model, although simple, can satisfyingly describe the conditions present during
a measurement of S11 parameters of a laboratory setup as depicted in figure 3.1. The validation
of the model will be presented is section 5.5.1.
3.3 Model Imposition on the Setup
The described analytical model imposes a list of requirements of the setup as well as of the mea-
surement procedure. This is summarized below:
• Virtually all energy must be focused at the sample;
• Reflector plate must be in held against back of the sample so that the gap in between is
minimized;
• Reflector plate must be chosen so that it functions as a ground plane;
• Model assumes that S11 measurements are exclusively from the main reflection taking place
at the front of the reference plate.
• Alignment of setup must be checked to ensure normal incidence.
Chapter 4
Experimental Setup and Procedure
For validation purposes, and to assess how reproducible the results obtained are, the measurements
are performed in two different test benches over different frequency bands.
In this chapter both benches are described together with the measurement procedure necessary
to each. In any one of these benches solid-state frequency extenders and mixers can be installed
to perform measurement at higher bandwidths, as described in [25].
4.1 Facilities and setup description
4.1.1 Microwave Material RF Characterization Test Facility
The Microwave test facility comprises two corrugated horn antennas, one of which is mounted on
a precise automated position controller, as seen in figure 4.1a. All of the axis positions can be set
and consulted with a precision greater than 0.05 millimetre.
By use of collimating elliptical mirrors focused at the same position, the energy is focused
towards the middle of the sample eliminating the diffraction effects of the edges of the material.
Also the effect of the sample holder is minimised.
It is capable of performing material characterization of samples both in transmission and re-
flection concerning normal and oblique incidence.
The main parameters of this test bench are described in table 4.1. The detailed description of
the test facility along with an accuracy assessment is presented in [26].
Frequency Range (GHz): 8 - 110
Sample holder diameters (mm): 400x400 and 300x300
Typical edge taper over sample (dB): -35
Typical beam waist diameter (mm): 5 λ
Environment: Anechoic Chamber
Table 4.1: Specifications of Microwave test facility .
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(a) Schematic of a transmission/reflection setup in
Microwave test facility . (b) Reflection setup used in Microwave test facility .
Figure 4.1: Microwave test facility setup.
In the Microwave test facility it is possible to mount a setup designed for high temperature
measurements although it only offers the possibility of S11 measurements. A different sample
holder is installed which, by use of a vacuum pump, holds the sample onto a copper block that can
be heated up to 500◦ C, as seen in figure 4.2. The fixture is tested and presented in [27].
It is noteworthy to mention that this setup has the advantage of having a built-in reference
metal plate that serves as holder itself, since the sample is held in vacuum on the front of the
reference plate. Further discussion on this method is presented in chapter 7 where measurements
of the different setups will be presented.
Figure 4.2: High temperature sample holder setup in Microwave test facility .
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4.1.2 Submillimetre-wave Material RF Characterization Test Facility
The Submillimetre-wave test facility is a quasi-optical free-space RF measurement bench. It is
also equipped with collimating mirrors but position of the feeds and sample holder is completely
manual. This facility too, allows for transmission and reflection measurements in normal and
oblique incidence, and is more adequate for high absorption or thick materials, in comparison to
the Microwave test facility .
A description of the bench’s parameters is shown in table 4.2.A more detailed description of
the bench along with possible setups is referenced in [28].
Frequency Range (GHz): 50 - 750
Sample holder diameters (mm): 50, 80 and 110
Typical edge taper over sample (dB): -45
Typical beam waist diameter (mm): 45
Environment: Class 100 000 clean room area (class ISO 5 [29] )
Table 4.2: Specifications of Submillimetre-wave test facility .
In order to replace the ability to move the feed to a given position, a translation table was
installed as part of the setup as seen in figure 4.3. Although any re-positioning is done manually,
as opposed to the Microwave test facility , the relative position of the sample holder can still be
measured with accuracy using a micrometer. However, only movements in the equivalent to axis 2
seen in figure 4.1a can be reproduced and measured. Rotations regarding the equivalent to axis 7
can be executed in the Submillimetre-wave test facility but with no accurate means of measuring
the rotation.
Figure 4.3: Reflection setup in Submillimetre-wave test facility.
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4.2 Measurement
Some care must be taken into the measurement of the S11 parameters, as an inaccurate reading
will result in a wrong solution for the permittivity. In this section the procedure will be described
stating which steps are common to both facilities, as well as what differentiates the procedure from
one test bench to the other.
Every measurement is done on a reflection setup at normal incidence, where only one feed
horn is used to illuminate the area inside of the sample holder.
4.2.1 VNA Configuration
Throughout the measurements in both facilities the following settings on the VNA were used for
S11 retrieval:
Number of points : 2001
IF Bandwidth (Hz) : 300
Time gating : Yes
Table 4.3: VNA settings used in all measurements.
Before proceeding to adjust the window for time gating the alignment of the setup is corrected.
In the Microwave test facility the positioning of the feed and sample are automated so the direction
of the wave propagation is parallel to the ground. However one must make sure the sample holder
is at a normal angle of incidence, so that the assumption that all of the energy is reflected back is
vlaid.
This is done by placing the reference plate at the sample holder and searching for the correct
peak in the time domain, corresponding to the reflection on the plate.
Having found it, the sample holder is rotated incrementally and the amplitude is checked at
each step. This rotation is done by varying axis 7 shown in figure 4.1a. When the peak is at it
highest point that means we are at the optimal angle concerning the reflection of the transmitted
energy. This angle is then set as a reference, to zero degrees.
In the Submillimetre-wave test facility this procedure is performed manually rotating the trans-
lation table shown in figure 4.3, since there is no motor controlling its position.
With the main reflection identified and having confirmed it at its highest magnitude value, a
time gate can be applied to that pulse. Time-gating is an incorporated featured of the VNA.
This feature starts by applying a Fourier transform on the S-parameters, changing the mea-
surement to time domain. Once in the time domain, the operator can choose the start and end
point of the gate to be applied in time. This gate is a window that works similar to a band-pass
filter, greatly attenuating anything outside of the defined window. This gate has a roll-off factor,
therefore care should be taken when defining the edges of the gate. A too narrow gate can also
attenuate a part of the lobe of interest.
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Having defined the gate, changing back to frequency domain shows the S-parameters account-
ing for the lobe inside the time window. This greatly improves the quality of the measurement as
it filters out any reflections being picked up by the feed that are not produced at the sample holder,
such as reflections at the connectors or diffraction at the edges of the horn or mirror. These unde-
sired reflections can be seen as pulses occurring at different points in the time domain, usually at
lower magnitudes.
In the following pictures in figure 4.4 the main reflection pulse is depicted before and after
time gated.
(a) Main reflection without time gating. (b) Main reflection with time gating.
Figure 4.4: VNA time gating.
4.2.2 Procedure and Known Issues
Figure 4.5: Illustration of the
correction of the reference
plane displacement.
With the main reflection identified and time-gated it is now possi-
ble to start the measurement.
First the S11 parameters of the reference for reflection are
saved. The reference plate is a high purity grade aluminium sam-
ple, machined with high precision diamond cutting and surface
roughness of 50 nm rms. With this, the reference plane is de-
fined as being the front side of the plate at the distance L from
the source, as shown in figure 4.5. This measurement will later be
used for calibration during processing, as detailed in section 5.1.
To perform the same reading for the MUT it is now required
to place the sample onto the holder, backing it with the same ref-
erence plate used before. This "sandwich" is clamped onto the
sample holder from behind as depicted in figure 4.5. This design
characteristic, present in both facilities’ setups causes a shift in the
reference plane equal in value to d, as shown in figures 4.5 and 4.6. With the sample now in place,
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the reference plate has been moved away from the source by the distance equal to the sample
thickness, thus changing the wave path’s length.
This needs to be corrected, in order for both measurements to have exactly the same refer-
ence plane. The reference plane displacement is compensated by re-positioning the horn antenna
(Microwave test facility) or the sample holder (Submillimetre-wave test facility). In the latter,
re-positioning is done manually while measuring the distance of the translation table to a point
of reference by aid of a caliper. In the Microwave test facility the process is completely auto-
mated. This step must be executed as accurate as possible. Intuitively, the thinner the sample and
the higher the frequency, the more sensitive the extraction algorithm will be to a deviation in the
reference plane’s position.
(a) Sample holder without (top) and with (bottom)
sample in Microwave test facility .
(b) Sample holder with (top) and without (bottom)
sample in Submillimetre-wave test facility .
Figure 4.6: Holders in both facilities.
It is also of great importance to clamp the metal sheet and sample as good as possible, in
order to minimize the air gap between them and to attempt to flatten any possible curvature of
the sample. The better these conditions are met, the better the measurement will fit the analytical
model. Care must be taken however not to inadvertently rotate the sample holder while clamping
the sample. In the Microwave test facility this setback can be checked and confirmed thanks to
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the automated system. However, the same can not be checked in Submillimetre-wave test facility,
without re-doing a time domain analysis by use of the VNA.
Regarding the high temperature setup in the Microwave test facility, the compensation of the
reference plane shift is not necessary because the sample is held in front of the copper block, which
is built in the holder. Clamping the sample is not needed since it is held in vacuum.
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Chapter 5
Implemented Script and Extraction
Algorithm
In this chapter, a detailed description of the developed script proposed to extract the permittivity
of a given material is described. Intended as visual aid to this description, some figures and results
are included, in order to display the algorithm’s output along the process. Interpretation of this
results will be reserved for discussion in greater detail in Chapter 7.
All the plots and figures displayed concern the measurement of a 5mm thick polytetrafluo-
roethylene (PTFE) rectangular slab with height and width of 300 millimetres, performed on a
bandwidth from 27GHz to 39GHz.
The algorithm was implemented in MATLAB R2015b and the source code is included in
appendix A.
5.1 Calibration
The measurements are performed in a controlled environment, i.e. an anechoic chamber, using
a four-port VNA, although since only the S11 parameters are required, a one-port VNA would
suffice.
Regarding the subject of calibration, the procedure can be divided into two different tasks.
One being the calibration of the VNA itself, where there are self-calibrating techniques for one-
port measurements that make use of calibration kits and are to all intents and purposes quite
straightforward. In this case the only thing required of the user is to place and remove different
standards as it performs an autonomous calibration.
In this section, we will focus on the second task of calibration, which is performed after mea-
surement.
The aforementioned process requires doing a measurement first of the S11 parameters of a
polished metal slab, as seen in 5.1a, taking this as the reference for reflection. This reading will
be named S11re f .
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For the reference measurement, the coefficients Γ13 and τ13, depicted in figure 5.1a, represent
the reflection and transmission from media 1-3, i.e. air-metal, and hence they take the values -1
and 0 respectively, similar to what is described in Chapter 3.
Following this, another measurement is done with the M.U.T in front of the same metal slab,
S11samp , without changing its distance from the source of radiation. The metal plate’s front
interface will be the reference plane, and for the calibration to be accurate this plane must not be
shifted when taking both these measurements.
Taking the ratio between both these readings in the frequency domain, as seen in equation 5.1,
will give the calibrated S11 parameters of the MUT.
S11cal = − S11sampS11re f (5.1)
(a) Measurement without MUT. (b) Measurement with MUT.
Figure 5.1: Depiction of measurements necessary for performing calibration.
When performing calibration the script also deletes data from both measurements at the start
an end of the file, corresponding to a 10% elimination of the points at the start and stop of the
frequency band. This ensures that the algorithm will be fed the S11 parameters without noticeable
effects of truncation due to time-gating. These effects produce erroneous values for permittivity
as shown in figure 5.2, where we can see at the edges of the bandwidth the high roll-off caused.
Figure 5.2: Effects of time-gating on extracted permittivity.
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The before and after results of this process of elimination are shown below in figures 5.3a and
5.3b. Given that the original measurement’s band is already wide enough and has enough points,
the elimination of points in the files does not make a significant impact in bandwidth or resolution.
From the figure 5.3a it can be concluded that there is considerable variation (4dB) in mag-
nitude, especially at the start of the frequency. This is exclusively an effect of time-gating and
can deteriorate the quality of the measurement, as shown before in figure 5.2. The corrected S
parameters are shown in 5.3b.
The top plot depicts the magnitude where the S11 parameters for both the reference and sample
measurements are present. The bottom plots represent the unwrapped phase.
(a) S11 parameters before filtering. (b) S11 parameters after filtering.
Figure 5.3: Measured S-parameters.
5.2 Measurement Preparation
As mentioned before, the reference plane must be guaranteed with accuracy to be at the same
distance from the radiation source in both measurements. To confirm this, the script performs a
FFT of the S parameters, thus obtaining the reflections peaks in the time domain. After this it is
possible to check if the peaks occur at the same time, which implies the reference plane remains
at the same distance from the feed horn.
Because of the limited resolution of the measurement performed by the VNA this step is only
valid for samples that are thicker than the spatial resolution of the the reading. This resolution
depends on the bandwidth and number of points used, as shown by the expression in 5.2.
Resolution(m) =
vprop
Bandwidth
(5.2)
vprop is the speed of propagation.
In other words, if the sample used is 1mm thick and the resolution is of a larger value, we
cannot be sure if the reference plane is in the same positions for both readings. However, it still
provides insight into the quality of the measurement in most cases.
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In figure 5.4 we can see the output that the script produces after the FFT is applied. If the dif-
ference between peaks is larger than the temporal resolution then the script prompts the user with
the choice to either proceed with the extraction algorithm or cancel and repeat the measurements.
Figure 5.4: Main reflection in time domain, with reference in red and with sample + reference in
blue.
5.3 Numerical Solver
Having the measured S11 parameters ready and an analytical expression to describe them, MAT-
LAB provides the tools to solve the problem as long as an objective function is provided. We take
the data resulting from the operation in 5.1 and subtract it to the analytical model in 3.17, which
we know to accurately describe the conditions of the measurements. It is now possible to define
our objective function:
S11anl = S11cal (5.3)
Where S11anl is the analytical model described in chapter 3.
n1− n2
n1+ n2
−e− j2wn2dc
1 +
(
n1− n2
n1+ n2
)(
−e− j2wn2dc
)
e− j2wn1dc
− S11cal = 0 (5.4)
With the equation in 5.4 finding the roots for each frequency point, w, leaves us with a final
value for the refractive index, n2.
To arrive at the roots of the expression an inbuilt MATLAB solver was employed. There are
numerous numerical solvers that can be used to arrive at a solution, and MATLAB even allows
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for algorithm choice in each inbuilt function. The function fsolve solves any system of nonlinear
equations specified by f un, for x, where f un is a function that returns a vector value, as it shown
below in 5.5.
x = f solve ( f un , x0 , options ) (5.5)
The function was applied with the following inputs presented in table 5.1. It starts at the initial
value and tries to solve the equations with the optimization specified in options.
Objective function ( f un): Expression shown 5.4
Initial value (x0): Vector described in section 5.4
Options: Algorithm: Levenberg-Marquardt
Table 5.1: Inputs of the MATLAB fucntion f solve
The Levenberg-Marquardt, [30] and [31], is based on a nonlinear least-squares algorithm. If
there is no zero it still returns a point where the residual is small. However, the algorithm might
converge to a point that is not a solution of the system of equations in some situations.
Like other numeric minimization algorithms, the Levenberg–Marquardt algorithm is an itera-
tive procedure. To start a minimization, the user has to provide an initial guess for the parameter
vector. In cases with multiple minima, the algorithm converges to the global minimum only if the
initial guess is already somewhat close to the final solution.
As it is possible to asses from figure 5.5, where both the real and imaginary part of the function
fed to the solver, there are quite a few possible solutions where the functions are equal to zero. The
mesh shows the result of the function for a predefined vector of values for the real and imaginary
part of the variable n2.
The solver attempts to find the point where the function is equal to zero, but in this case there
are multiple points that satisfy this condition. In other words, different values of n2 can be used to
arrive at exactly the same S-parameters.
This ambiguity in the real part of n2 is what highlights the importance of the initial value being
close to the correct solution. If a wrong initial value is fed into the solver it will find a root that
will not be the correct solution, but still obey the function perfectly.
32 Implemented Script and Extraction Algorithm
(a) Real part of function to solve.
(b) Imaginary part of function to solve.
Figure 5.5: Real and imaginary parts of function to solve.
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5.4 Initial Value Provision
Finding the roots by using the numerical solver requires an initial value that needs to be a close
estimate of the solution. However, because of the periodic nature of the exponential terms present
in the function in question, there are an infinite number of possible solutions that satisfy the ob-
jective function. This problem can complicate the process of choosing the initial seed that will
make possible to arrive at the correct root. One approach to this problem would be for the script
to require of the user some knowledge of an approximate value of the solution. However, it was
decided for this work that a completely autonomous script was to be implemented, in case the
properties of the MUT were completely unknown.
To estimate a seed that will produce convergence at the correct root, we begin by analysing the
objective function that the solver uses. The function present in 5.3 has as variable n2, the refractive
index of the MUT, which can be written in the rectangular form as n2 = nr + j k.
We start by synthesizing two vectors composed of possible values for both the real and imagi-
nary parts, nr and k, so that we can replace them in the objective function and see how the function
behaves with the variation of n2’s real and imaginary parts, at a specific frequency, w.
For this analysis to be made an error function is necessary. It was decided to use a simple error
function that expresses the ratio between the measurement and the analytic function, as seen in
5.6, taken from [32]:
EF = tanh
[
0.1
(
1 − S11cal
S11anl
)]
(5.6)
The more similar the analytical function is to the measurement, the closer to zero the error
function is.
This three-dimension evolution of the error function is then computed for a specific frequency,
enabling us to evaluate how the error grows with the variation in nr and k terms, present in the
S11anl function. A single frequency analysis is sufficient as it is expected of the permittivity not to
deviate greatly with frequency.
The vectors used for both parts of the refractive index are displayed below. Both intervals
correspond to values of permittivity that include a vast majority of materials.
Variable Vector start Vector end
nr 1 10
k 0 -1
Table 5.2: Range of possible values assumed for the real and imaginary parts of the refractive
index.
The chosen frequency is the centre of the bandwidth by default. Unless the user specifies
another or if at half the bandwidth there is a proximity to a resonant frequency. In the latter case,
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the script checks if at the default frequency the thickness of the material is an integer multiple of
half the wavelength. If so, it uses the frequency at 34 of the bandwidth.
The output of this step is presented in figure 5.6.
Figure 5.6: 3-D evolution of error function for one single frequency.
By examining the picture depicting the 3-D evaluation of the error function, it is easy to spot
the points in space that might provide good initial estimates, although not all of them will produce
the correct solution. The points where the function is of a darker shade of blue represent the
lowest value of the error function. These represent values for n2 where the measurement best fits
the analytical model.
Each one of the points has for xy coordinates, a value for the real and imaginary part of the
refractive index.
Because computing the numerical solver for all the values of the entire matrix would take an
exceeding amount of time, we start by eliminating points corresponding to high values of the error
function, and thus cannot be a good initial seeds. For each column with the same value of nr the
script returns the minimum. Following this, it goes through the aforementioned set of minima and
eliminates all whose corresponding error function is greater than 0.05. This value was set as an
acceptable percentage of error between model and measurement. The result are then put into a
vector of possible initial seeds, which is greatly smaller than the initial matrix, and thus quicker to
compute.
Having done this, we are left with a set of various possible seeds to use as initial guesses in the
solver. A process is now needed to check if the result after computation of each seed is actually
correct. To accomplish this, the script uses the average of the extracted permittivity to reconstruct
the S11 parameters according to expression 5.3.
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After completion of this process of reverse calculation, it then compares the phase of the
measured S11 with the phase of the reconstructed S11 parameters throughout the full bandwidth.
This comparison checks if the extracted solution, derived from a particular seed, corresponds to
an S11 reading that matches the measurement.
The extraction of the permittivity, followed by the reconstruction of the S parameters and its
comparison to the measurement, is performed for each value of possible seeds that are previously
attained until the comparison is satisfactory.
For this comparison, the same error function as presented before is used. After having an error
for each frequency point of the angle of the S parameters, the script computes the average and,
if it returns a value smaller than 0.03, it considers the estimation to be successful. If this order
of certainty is not achieved for any seed, it prompts the user to decide if it is preferable to repeat
the process with a specified value for the average error (greater than 0.03), or abort and repeat the
measurement.
The result is then presented in a plot of the superimposed phase of the S-parameters, as seen
in figure 5.7. There the calibrated measurement can be seen in the thick blue trace, and the recon-
structed S parameters from the average of the extracted permittivity can be seen in the thin green
trace.
The discontinued blue trace is a reconstruction of phase using a previous seed, that did not
satisfy comparison in order to be considered correct.
Figure 5.7: Comparison between measured (thick blue) and re-constructed (thin green) S11 phase.
Finally the script plots the real and imaginary parts of the permittivity over the bandwidth using
the relation in 3.18, and the error associated with the ratio between measurement and analytical
model, at each frequency point. The latter can be seen in figure 5.8.
It is important to note that the aforementioned error is derived from the error function.
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Figure 5.8: Error between expected and calculated S11 phase over the frequency band.
5.4.1 Seed sensitivity
In order to assess the sensitivity of the results to the seed, a simple tests was performed. In other
words, it was found important to know how much could the initial value fed to the script variate
and still produce the same correct result for permittivity.
To arrive at a conclusive assessment, the seed was incremented with steps of 0.05 around a
center value. When the script converged to a different solution, the variation in the initial value
that still would produce the same result would be known. The variation would then be expressed
as a percentage of the precise value that would result in the permittivity presented in the literature
or data sheet.
This small process was done for different measurements and a correlation between the seed
variation and the sample thickness was established. The thinner the sample was, the more the seed
could suffer a variation. It was recorded that for a sample of 0.6mm thick this variation reached
112.5%, as for a 5mm thick sample it was only 54.4%.
In figure 5.9a we see the 3-D evolution of the error function for a sample of thickness around
5mm. Next to it, in figure 5.9b, the same plot is presented but for a sample with less than a
millimetre thick. By observing the curves of the surface plot, it is possible to understand the
reasoning behind this fact. We can see that for the thicker sample the "valleys" are more narrow in
comparison to the same curves for the thin sample.
Taking a closer look in figure 5.10 we see a zoom-in on several of these valleys with different
widths. Seeing to that the script only keeps points that correspond to very dark blue regions,
meaning low error, we see that the wider the "valley" is, the bigger the range of possible initials
seeds, that still converge on the same value, is.
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(a) 3D evolution of Error Function for thick sample. (b) 3D evolution of Error Function for thin sample.
Figure 5.9: Comparison between thick and thin samples.
Figure 5.10: Zoom in on Error Function curves.
It is also noteworthy to mention that the higher the dielectric constant is, the more narrow these
"valleys" become. Therefore it is concluded that this sensitivity to the initial value also increases
with the permittivity.
5.5 Extraction Algorithm Overview
To summarize the extraction algorithm, we enumerate it in the following steps:
1. The 3-D evolution of the error function is computed by varying the real and imaginary part
of n2 at one frequency point.
2. For each set of points that share the same value of the real part nr the minimum one is kept
and the rest eliminated.
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3. All of the points corresponding to an error inferior to 0.05 are eliminated, resulting in the
vector of possible initial values.
4. The first point of the resulting vector is used as the initial value for the numerical solver.
5. The retrieved solution is then averaged and used to reconstruct the S-parameters.
6. The reconstructed S-parameters are compared to the measurement using the error function.
7. If the error of the comparison is less than 1%, the correct solution is found. If not, step 4 to
7 are repeated using the next point of the vector of possible initial values.
The developed script takes around 24 seconds to go through one cycle of the extraction al-
gorithm described above. This procedure is the one that contributes the most to the increase in
computation time, seeing as the rest of the scrip only takes a fraction of a second.
The overall computation time depends on the value of the real part of the refraction index,
since the script starts testing values at 1 and then proceeds to higher values, if a match is not
found. Materials with high permittivity will take longer than those with relative lower ones.
The material’s sample used as example in this chapter’s figures took 25.31 seconds to arrive at
a final solution. This computation was run on a computer with the following specifications:
Processor: Intel Core i7-3770S CPU @ 3.10 GHz
RAM memory: 8.00 GBytes
System type: 64-bit Operating System
Table 5.3: Specifications of the computer used to run developed script.
5.5.1 Model Validation with Analytical Data
In order to validate the developed model and script, a simple test was performed. The script was
fed with S-parameters simulated analytically using the model previously describe in Chapter 3.
Without the greater sources of uncertainties and errors involved in a real measurement, it was
found that the script could return a value for the permittivity with accuracy.
By inputting a value for n2 = 2.05− j0.002 and specifying a bandwidth and thickness of
sample, the script provided the permittivity with extreme accuracy, shown in figure A.1.8, thus
proving the concept.
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Figure 5.11: Extracted permittivity from analytically simulated S-parameters.
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Chapter 6
Uncertainty Analysis
6.1 Uncertainty Budget Procedure
Every measurement has an uncertainty associated with it, unless it is an exact, counted integer,
such as the number of trials performed. Every calculated result also has an uncertainty, related to
the uncertainty in the measured data used to calculate it. With this in mind, any result should take
into account its associated uncertainty and be expressed within a range of possible values.
To assess the uncertainty of each result a procedure was carried out in order to arrive at a
confidence interval. In this section this process will be described and then applied to the materials
tested.
The uncertainty evaluation of the measurements was performed in accordance with the UKAS
requirements, [33], the sole national accreditation body recognised by the British government to
assess the competence of organisations that provide certification, testing, inspection and calibra-
tion services. It evaluates these conformity assessment bodies and then accredits them when they
are found to meet the internationally specified standard.
It is important to note that in this section, whenever error is mentioned it concerns the error
associated with the uncertainty of the measurement, and is taken to be the bias from the true value.
Not to be confused with the error mentioned in the error function in chapter 4, where it is simply
the ratio between the measurement and the expected value derived form the analytical model.
For this evaluation the following error sources were assumed:
• The measuring instrument: Instruments can suffer from errors including bias, changes due
to aging, wear, drift, electrical. noise. This is applicable to the micrometer and the VNA.
• The item being measured: The sample may not be flat or may not have a constant thickness.
• The measurement process: Throughout the measurement a small rotation of the sample
holder while clamping the sample or even the clamping itself may contribute to errors.
• Operator skill: Using the micrometer requires some skill as the device needs to be perpen-
dicular to the surface of the sample at all times.
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• The environment: temperature, air pressure, humidity and many other conditions can affect
the measuring instrument or the item being measured.
With this in mind, the first step is to identify measurable uncertainty parameters.
1. Sample thickness variation;
2. Micrometer reading;
3. Repeatability of S11 measurement;
4. Reproducibility of S11 measurement;
5. Software;
6. Temperature;
6.1.1 Sample Thickness Variation
This parameter is calculated by measuring the sample thickness a given number of times at dif-
ferent places using a micrometer. The mean of these readings is then calculated along with the
standard deviation of the thickness and the standard deviation of the mean.
These values were calculated using expressions from 6.1 to 6.3 after eight measurements per-
formed.
meas =
1
8
j=8
∑
j=1
meas j (6.1)
s =
√√√√1
7
j=8
∑
j=1
(meas j − meas) 2 (6.2)
s( meas ) =
s√
8
(6.3)
6.1.2 Micrometer reading
This parameter is a fixed value corresponding to the mechanical uncertainty of the instrument as
specified by the manual. In this case it is 0.0005 millimetres.
The micrometer used is a Mitutoyo model 293-821.
6.1.3 Repeatability and Reproducibility
Repeatability is calculated by measuring the S11 parameters of the reference plate eight consecu-
tive times, while removing and placing it back in the holder. The same is then done for the sample
without removing the reference plate.
6.1 Uncertainty Budget Procedure 43
This procedure is done by alternating between reading the S11 parameters of the reference
plate and reading the ones from the sample, instead of performing all the eight measurements
sequentially for each situation. This is done to reduce the chances of drift error in the VNA, since
the calibration ratio will be using two measurements that were taken between a very small amount
of time.
The same expressions seen from 6.1 to 6.3 are then applied to the calibrated S11 measure-
ments.
Reproducibility is calculated by performing the same measurements and calculations as for
repeatability but in different conditions, such as different seasons of the year or calibration settings.
6.1.4 Software
Given the same value for sample thickness and the same S11 measurement, the software does not
appear to show any deviation.
6.1.5 Temperature
No impact is expected as the temperature should remain constant between the calibration and
measurement itself, due to the short amount of time passed between the two.
6.1.6 Budget
With all the uncertainty parameters calculated, the following table, 6.1, is used to arrive at the final
value of the combined standard uncertainty for each sample.
Source of uncertainty s(meas) Prob. Distribution Divisor δ
Sample thickness variation Normal 1
Micrometer reading 0.0005 Rectangular
√
3 0.00029
Repeatability of S11 meas Normal 1
Reproducibility of S11 meas Normal 1
Combined standard deviation - Normal -
Expanded uncertainty (k=2.37) - Normal -
Table 6.1: Uncertainty budget calculation table
The blank spaces on the second column of the table are filled in by the user. The values are the
average for each source of uncertainty after performing eight measurements. The remainder blank
spaces are the standard deviation for each source and can be filled in automatically using excel.
A divisor is used to account for the way that different probability distributions contribute
different amounts to the combined uncertainty.
Uncertainties which are determined through repeated measurements are called type A, they
are assumed to follow a normal distribution.
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Uncertainties obtained from other means such as specifications are called type B, these may
follow a rectangular distribution especially where hard limits are given for an input quantity. A
rectangular distribution means that there is zero probability of the value lying outside of the limits
and an equal probability of having any value within the limits. This is the case for the micrometer
standard deviation.
More than two distributions of any shape will combine to give an approximately normal dis-
tribution according to the central limit theorem.
The standard uncertainty which is contributed to the combined uncertainty can be obtained by
dividing the deviation by a divisor. In the case for rectangular distributions the divisor used is
√
3.
In order to fill in the table and arrive at a final value for the uncertainty, the following steps
must be followed:
1. Calculate the average of the sample’s thickness measurements.
2. Calculate the standard deviation of the mean s(meas) using step 1 and fill in the value for
Sample thickness variation.
3. Divide value from step 2 by the corresponding value for Divisor and write it under δ .
4. Calculate the average of the permittivity extracted from each S11 measurement (at a single
chosen frequency).
5. Calculate the standard deviation of the mean s(meas) using step 4 and fill in the value for
Repeatability of S11 meas.
6. Divide value from step 5 by the corresponding value for Divisor and write it under δ .
7. Repeat step 4 to 6 for Reproducibility of S11 meas.
8. The sum of the column δ gives us the value for the Combined standard deviation.
9. The Expanded uncertainty is obtained by multiplying the value from the previous step by
the k factor, which for this case is 2.37 in order to obtain a 95% confidence for a population
of eight measurements.
The output will be the error of the permittivity that includes all the uncertainty parameters, for
a specific frequency, presented as follows:
ε@ f req± error (6.4)
ε is the average of the permittivity for a single frequency and the error is the value for the
expanded uncertainty.
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6.2 Error Assessment
6.2.1 Thickness Uncertainty Problem
After taking into account each uncertainty parameter it became obvious that the major source
of uncertainty was the thickness of the sample. In most cases, the order of magnitude of the
standard deviation of the mean regarding the thickness was at least 102 higher than that of the
other parameters.
Considering this, and that all the micrometer readings are done at the edges of the sample,
while most of the energy of the wave is focused at the center, it was decided to try and assess with
precision the thickness at the center of the sample.
The result of the work done by the Metrology Section at ESTEC is presented in figure 6.1a.
The sample of PTFE measured showed considerable deviation between the thickness at the edges
and at the center.
Because the micrometer only allows for readings at the edges, where the sample is almost
0.2mm thicker than at the center, an erroneous assessment of the sample thickness may be fed into
the script. Low uncertainty associated with the thickness measurements may not exactly mean a
correct assessment of the value, due to the non-homogeneous nature of the sample.
In figure 6.1b we show how the variation of thickness present in this sample may result in a
very different value for permittivity. A difference of 0.182 mm at some frequencies results in a
deviation in the real part of the permittivity greater than 0.05 in permittivity.
(a)
(b)
Figure 6.1: Thickness assessment and resulting variation in permittivity for the extreme values of
thickness, where the red curve uses the maximum value and blue the minimum.
Another source of error that could highly deteriorate a measurement is the flatness of the
sample. Although, during measurements, an effort is made to keep the sample flat. If the sample
is severely warped it will still show anomalies, regardless of being clamped or held in vacuum.
A curved surface on the sample will scatter the energy focused on it, and the normal incidence
assumption can no longer be made. To assess how much this factor results in an incorrect result, a
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flatness measurement of a somewhat bent sample was made in the Metrology section. The results
are shown in figure 6.2a, where we can see that at the edges the sample has a considerably curved
surface.
Using the high temperature setup and pressing the sample against the holder while being held
in vacuum it was possible to flatten out the sample surface and measure the result in terms of
permittivity. This measurement is compared to one done with the sample while still curved and
bent in figure 6.2b. The green curve is the flatten out measurement and the red is the one done
with the sample warped. We can see that a flat sample translates in a flat curve for the real part of
permittivity, while a deformed one results in a wide variation.
(a)
(b)
Figure 6.2: Assessment of the flatness of sample and its effect on permittivity.
The flatness analysis was inconclusive to study how flat should the sample be for accurate
results. This was due to a lack of more flatness measurements.
As a final analysis on the error associated with the thickness of the sample, the maximum and
minimum deviation of the average of the thickness, in this case 0.015mm, was fed into the extrac-
tion script. Since the thickness uncertainty is the major source of uncertainty, by plotting these
two different curves we get the variation in permittivity associated with the thickness uncertainty,
as seen in figure 6.3.The area between curves shows where the actual value for permittivity could
lie, taking into account the uncertainty of the thickness measurement.
In conclusion, it was shown that the thickness measurement should have a precision of at least
0.01 millimetres at ka band. This may indicate that a good rule of thumb could be to have a
thickness precision of at least two orders of magnitude smaller than the smallest wavelength, in
order to achieve a precision of 0.01 in real permittivity. However, further study should be made on
this.
6.2.2 Facilities Comparison
Finally, an assessment of the results between facilities is made. For this section, only one exam-
ple is presented for a measurement performed in each bench and using the same material. The
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Figure 6.3: Permittivity of sample taking into account the maximum and minimum deviation of
thickness.
exact same sample could not be used since the Microwave test facility and the Submillimetre test
facility require different sized samples. Still, both samples come from the same manufacturer.
Unfortunately, the comparison could not be done in the same frequency band.
In figure 6.4a we can see the result obtained for a PS sample in Microwave test facility, and in
6.4b, the result for PS in Submillimetre test facility. Although measurements in the same frequency
band were not possible a comparison can be established bearing in mind that the real permittivity
should remain flat over frequency.
In the Microwave test facility the results are slightly higher than reference values, but the
flatness of the permittivity suggests the result could not be erroneous. The Submillimetre test
facility measurement is within the expected.
(a) PS result in Microwave test facility. (b) PS result in Submillimetre test facility.
Figure 6.4: PS measured in both facilities.
In the next set of figures once again the facilities are compared this time using a measurement
of PTFE. In figure 6.5a we see the result obtained in the Microwave test facility where the value for
permittivity is acceptable. While in 6.5b, we see the same material measured in the Submillimetre
test facility displays a slight curve that suggests some inaccuracy, although the range of values are
also around the expected.
Although results in both facilities are very close to the expected, Microwave test facility proved
to be more reliable when performing repeatability measurements.
The uncertainty in the manual positioning of the translation table in Submillimetre test facility,
together with the less sophisticate clamping mechanism already described in chapter 4 , makes
the Submillimetre test facility’s repeatability measurements vary considerably. Also the fact that
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(a) PTFE result in Microwave test facility. (b) PTFE result in Submillimetre test facility.
Figure 6.5: PTFE measured in both facilities.
handling the sample holder may actually rotate the table without the operator realizing it, may
contribute to an augmented and considerable error. For these reasons, it was chosen to present
repeatability results concerning the measurements performed in the Microwave test facility.
While performing measurements in the Microwave test facility, it was decided to compare the
repeatability in both the regular setup, and the high temperature one, at room temperature. The
comparison is shown in the plots of figure 6.6. We can see that the high temperature setup provided
considerably more reliable results, since each measurement deviates less than those performed
using the regular setup.
The reason behind this result is that for the high temperature setup, the sample is placed in
front of the reference plate, without the need for any kind of reference plane shift compensation.
The use of setups that require this compensation seem to introduce some inaccuracy to the final
result.
(a) Repeatability of PTFE in high temperature setup. (b) Repeatability of PTFE in regular setup.
Figure 6.6: Repeatability with high temperature and regular setup.
Chapter 7
Results
7.1 Comparison with extracted values from transmission
ESTEC’s Antenna section had previously characterized the material’s samples in their possession
using a transmission only method. Seeing to that these same samples were used to validate the
reflection based method developed in the scope of this work, it would proof interesting to compare
the results with the transmission results for the exact same samples.
Although not in the same frequency bands, the same samples appear to show similar values
for the transmission and reflection methods, within the uncertainty of the measurement. The
comparison is presented in figures 7.1 and 7.2.
(a) Permittivity of PS extracted in Transmission.
(b) Permittivity of PS extracted in Reflection.
Figure 7.1: PS measured in transmission and reflection.
Both methods produce values that have been obtained before in literature, although for some
cases, e.g. PTFE, the values shown in transmission were never reproduced in reflection. The main
difference between methods resides in how much the uncertainty of the thickness measurements
is a factor on the final result. In both cases, it is the major source of uncertainty, but for reflection
this source has twice the impact. In other words propagation through the sample is twice as much
in reflection that it is in transmission, because the wave travels through the sample in one direction
and then is reflected backwards. This makes reflections measurements twice more susceptible to
thickness inaccuracies when compared to transmission models.
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(a) Permittivity of PTFE extracted in Transmission.
(b) Permittivity of PTFE extracted in Reflection.
Figure 7.2: PTFE measured in transmission and reflection.
7.2 Results Overview
In the following sections the result of the uncertainty analysis for several materials will plotted
and the final value presented, taking into account the uncertainty budget. The facility that showed
better repeatability results, i.e. high temperature setup, was used to extract the following results.
7.2.1 PS - Polystyrene
PS is a synthetic polymer used for a wide range of application. The samples used did not show
any noticeable deformations, although for larger dimensions, e.g. 400 millimetre, the sample may
show some surface curvature.
The result, shown in figure 7.3 and table 7.1, is well within the expected in literature, although
the imaginary part shows some anomalies, since at some frequencies it takes a positive value.
(a) Extracted complex permittivity of PS.
(b) Photograph of sample of PS.
Figure 7.3: Results for PS sample.
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Mean value ± uncertainty Confidence Interval
2.513 ± 0.03 95%
Table 7.1: Result of Uncertainty Analysis for PS at 33GHz.
7.2.2 PTFE -Polytetrafluoroethylene
PTFE is a synthetic fluoropolymer used in numerous applications, one being insulation in electrical
wires such as SMA cables.
The result is satisfactory, although once again the imaginary part shows some anomalies, as
shown in figure 7.4 and table 7.2.
(a) Extracted complex permittivity of PTFE.
(b) Photograph of sample of PTFE.
Figure 7.4: Results for PTFE sample.
Mean value ± uncertainty Confidence Interval
2.060 ± 0.0125 95%
Table 7.2: Result of Uncertainty Analysis for PTFE at 33GHz.
7.2.3 PEEK - Polyetheretherketon
PEEK is used in navigation antennas, as well as other space applications applications. The samples
used did not show any noticeable deformations.
Results, shown in figure 7.5 and table 7.3 are satisfactory but the real part should be flatter.
This may be a result of poor thickness assessment.
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(a) Extracted complex permittivity of PEEK.
(b) Photograph of sample of PEEK.
Figure 7.5: Results for PEEK sample.
Mean value ± uncertainty Confidence Interval
3.217 ± 0.0438 95%
Table 7.3: Result of Uncertainty Analysis for PEEK at 33GHz.
7.2.4 HF51
HV51 is also used in some space applications. The nature of this material is fragile and consid-
erably lightweight. Care must be taken while using the micrometer on the sample, because its
callipers may damage the sample if too much pressure is applied.
The results were however considerably satisfactory, as can be seen in figure 7.6 and table 7.4.
Mean value ± uncertainty Confidence Interval
1.071 ± 0.0075 95%
Table 7.4: Result of Uncertainty Analysis for HF51 at 33GHz.
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(a) Extracted complex permittivity of HF51.
(b) Photograph of sample of HF51.
Figure 7.6: Results for HF51 sample.
7.2.5 WF71
This sample is also very light, but stronger than HV51. Its surface however shows considerably
porosity, which hindered the vacuum pump sample holder’s function.
The results once again were very satisfactory as can be seen in figure 7.7 and table 7.5.
(a) Extracted complex permittivity of WF71.
(b) Photograph of sample of WF71.
Figure 7.7: Results for WF71 sample.
Mean value ± uncertainty Confidence Interval
1.078 ± 0.0559 95%
Table 7.5: Result of Uncertainty Analysis for WF71 at 33GHz.
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7.2.6 Comparison to Reference Values
Table 7.6 shows the values for the dielectric constant expected and a comparison to the extracted in
the previous sections. The reference values were either taken from literature or the manufacturer’s
data sheet.
The frequencies and temperatures concern the referenced values.
Material (Manufacturer) Expected vs Extracted Frequency (GHz) Temperature (K) Ref.
PS (Vikureen) 2.54 vs 2.513 25 300 [34]
PTFE (Vinplast) 2.058 vs 2.06 35 300 [34]
PEEK (Ketron) 3.2 vs 3.217 1−6 293.15 [35]
HV51 (Rohacell) 1.05 vs 1.071 26.5 - [36]
WF71 (Rohacell) 1.08 vs 1.078 26.5 - [36]
Table 7.6: Reference values of permittivity for tested materials.
The anomalies present in the imaginary parts of permittivity in PS and PTFE may be a just a
slight error due to extremely small order of magnitude of the value. These materials are known
for their low losses, which should reflect on imaginary values very close to zero, but negative.
The fact that the measurement was performed in free-space and reflection may also deteriorate
accuracy in the measurement of loss.
Chapter 8
Conclusion
8.1 Discussion and Conclusion
It can be concluded that using the proposed model, and only one measurement of S11 parameters,
precise knowledge of the sample thickness is required. A difference of less than a 0.2mm can
result in considerable variation on the real part of the dielectric constant, depending on frequency.
Most anomalies in measurements can be attributed to the thickness assessment problem or the
flatness of the sample.
Regarding the problem associated with the thickness assessment of the sample several actions
can be taken to improve results.
This estimate of thickness of the MUT should be based on measurements done in the center
of the sample where most energy is focused. Edges of the sample are prone to warping and may
present a different value for the thickness. However, low uncertainty in measurement could still
mean wrong estimation of thickness if the real part of permittivity is not a flat curve. In other
words, just because repeatability seems to show a small deviation, this does not implicate a low
error. Feeding a wrong value for thickness to all the measurements will result in a small deviation
between permittivity, if measurements were rigorous, but the average permittivity will be a value
with a large associated error. A good rule of thumb to identify this cases is to evaluate how flat the
permittivity is for all repeatability measurements. The flatter it is the more close to a correct value
it is.
Using smaller samples may enable thickness measurements closer to center, when using a
micrometer. This may also reduce the effects of warping, seeing to that the bigger the sample is,
the more susceptible to developing a curved surface it is. Using vacuum pump sample holder may
enable measurement of warped samples, keeping them flat while measuring, depending on how
flexible the material under test is and its thickness.
In order to improve the quality of measurements the setups should include a reliable clamping
mechanism and automated positioning is an advantage when performing measurements.
If the clamping is done homogeneously over the back surface of the sample by usage of the
reference plate, this could minimize the air gap between the two media and even eliminate some
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curvature of the sample.
Holding samples in vacuum against the reference plate can also correct flatness and eliminate
air gaps, even with more precision, but there are limitations due to the nature of the materials used.
Samples that show high porosity will not hold.
Automated positioning is an excellent safeguard feature since, if the sample older is re-positioned
inadvertently while performing measurements, it can be easily corrected. However, it was shown
that if there is the possibility of performing measurements in a setup where the reference plate is
not moved, uncertainty will be reduced considerably.
In the end, the developed algorithm was validated and it provides accurate extraction of dielec-
tric constant using a reflection method. The script require no a priori knowledge of permittivity,
and only one sample of the material.
Comparing the reflection method with transmission based measurements, it can be concluded
that in most cases S21 parameters still produce more reliable values. This is due to the wave only
travelling inside the sample half of the distance that it does in reflection, and bearing in mind that
this distance is the major source of uncertainty.
8.2 Future Work
For a short-term future research, it would be interesting to include in the script the uncertainty
analysis for several points throughout the bandwidth. This would make the extraction, with the
confidence interval completely automated. It would prove useful for the degree of confidence to
be a variable specified by the user.
Although the developed work provides reliable S11 parameters based values for permittivity,
it was not possible apply it to high temperature measurements to see how this physical quantity
variates with temperature. This however was due to setup limitations and it should prove interest-
ing to study further as a future work. The high temperature setup was not able to hold the samples
in vacuum after the heat had warped the surface of them.
For this to happen a setup where the sample can be heated while keeping its surface’s shape
roughly intact has to be developed. This may be challenging to develop in free-space.
Finally, using a by-static setup, where several independent readings of S11 parameters could
help develop the method into one that could extract both permittivity and permeability, allowing
characterization of magnetic materials.
By taking different reflection measurements of the same sample at different angles, instead of
at a normal incidence, we get independent equations for the S11 parameters, which can then be
used to extract both variables, permittivity and permeability, simultaneously. The analytical model
should however be changed to one that takes into account polarization.
Appendix A
Source Code
A.1 Source Code
A.1.1 "Main" function
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%
%% All copyrights regarding this source code are the intellectual property of Rui Feio.
%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function[f, eps_r, eps_i, eps, avg_err ,poss_ini] =
main(ref, samp, L, conv, mod, freq_point, tol, guess)
% ref − data from reference
% samp − data from sample
% L − thickness of sample in mm
% conv − convention of propagation exponential sign, −1 or +1
% mod − 'meas' for using real measurements or 'simu' to simulate analytical data
% freq_point − type specific freq for seed anlysys or '[]' to use default settings
% tol − tolerance of error (e.g. 0.03)
% guess − initial value for permittivity defined by user
tic
%%%%%%%%%%%%%%%%% INIATAILIZES CONSTANTS %%%%%%%%%%%%%%%%%%%%%
j=sqrt(−1);
eps0 = 8.854e−12;
mu0 = 4*pi*1e−7;
c0 = 1/sqrt(mu0*eps0);
L = L*1e−3;
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%%%%%%%%%%%%%%%%%%%%%% DATA SIMULATOR %%%%%%%%%%%%%%%%%%%%%%%
if eq(mod,'simu')
Er = input('Type in Permittivity ( E.g.:[2.5 −0.002] )')
freq = input('Type in frequency start and stop in GHz( E.g.:[20 40] )')
np = input('Type in number of points ( E.g.: 2001 )')
f=linspace(freq(1)*1e9,freq(2)*1e9,np);
Tmeas = anl([], Er, f, L, mod, conv);
elseif eq(mod,'meas')
%%%%%%%%%%%%%%%%%%%%%% READS FILES %%%%%%%%%%%%%%%%%%%%%%%%%%%
[f1, S11_ref, np, BW]= data_reader(ref);
[f2, S11_samp, np, BW]= data_reader(samp);
if ne(f1,f2)
disp('ERROR: Reference and Sample measurements are at different frequancy bands');
pause;
elseif eq(f1,f2)
f= f1;
end
%%%%%%%%%%%%%%%%%%%%%% CHECKS MEASUREMENTS %%%%%%%%%%%%%%%%%%%%%
% meas_check(S11_ref, S11_samp, np ,BW);
%%%%%%%%%%%%%%%%%%%%%% CALIBRATION %%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Tmeas = calibration(S11_ref, S11_samp, f);
end
%%%%%%%%%%%%%%%%%%%%%% INITIAL SEED %%%%%%%%%%%%%%%%%%%%%%%%%%
TF = isempty(guess);
if eq(TF,1)
[EF_data,poss_ini] = seed_bourreau(Tmeas, f, L, c0, conv, freq_point);
errmin =min(EF_data(:));
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end
if eq(TF,0)
poss_ini = sqrt(guess);
end
%%%%%%%%%%%%%%%% CALCULATION & ReCONSTRUCTION %%%%%%%%%%%%%%%%%%%%%%%
for c=1:length(poss_ini)
[aveps ,eps, m_eps, avg_err, error, T_recons, tol] =
conf(c, poss_ini, Tmeas, f, L, c0, conv);
if tol == 'abort'
break
end
if mean(error) < tol % if error between meas and anl is less than tolerance
eps_r = real(eps);
eps_i = imag(eps);
figure(4)
subplot(2,1,1)
plot(f, real(eps))
xlabel('Frequency (Hz)')
ylabel('Real permittivity')
hold on
grid on
title('Calculated Permittivity')
subplot(2,1,2)
plot(f, imag(eps))
ylabel('Imag permittivity')
xlabel('Frequency (Hz)')
hold on
grid on
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figure(3);
subplot(2,1,1)
plot(f,20*log10(abs(T_recons)),'g')
legend('Measured Sparam')
ylabel('S11 magnitude (dB)')
xlabel('Frequency (Hz)')
title('Calibrated S param')
grid on
hold on
subplot(2,1,2)
plot(f,unwrap(angle(T_recons))*180/pi,'g')
legend('Measured Sparam')
ylabel('S11 phase (degrees)')
xlabel('Frequency (Hz)')
grid on
hold on
figure(6)
plot(f, error)
title('Final Error')
xlabel('Frequency (Hz)')
hold on
break
end
end
c
U = matlab.lang.makeUniqueStrings(samp);
T = table([f],[real(eps')],[imag(eps')]);
writetable(T ,genvarname(U));
toc
end
A.1.2 "Data Reader" function
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function [f, Sparam, np, BW , flag]= data_reader(file)
disp('Reading files:')
j=sqrt(−1);
%%%%%%%%%%%%%%%%%%%% Format Analysis %%%%%%%%%%%%%%%%%%%%%%%%%%
format = file((end−3):end); % takes last 4 characters from file name
%%%%%%%%%%%%%%%%%%%% File Reader %%%%%%%%%%%%%%%%%%%%%%%%%%
if eq(format,'.csv') % evaluates format
header = 8;
lines = dataread('file' ,file, '%s', 'delimiter', '\n');
lin = length(lines) − header − 2;
[f,S11re,S11im] = textread(file,'%f %f %f',lin,'headerlines',header,'delimiter',',');
flag ='File read successfully';
else
flag = 'ERROR: File format not supported';
disp(flag);
end
%%%%%%%%%%%%%%%%%%%% Data Filtering %%%%%%%%%%%%%%%%%%%%%%%%%%
np = length(f); % number of points
BW = (f(end) − f(1)); % bandwidth
cut = 0.1*np;
cut = round(cut);
f = f(cut:(np−cut−1)); % deletes a 10% chunk at the beggining and end of file
S11re = S11re(cut:(np−cut−1));
S11im = S11im(cut:(np−cut−1));
%%%%%%%%%%%%%%%%%%%%%%%% Plotter %%%%%%%%%%%%%%%%%%%%%%%%%%%
Sparam=S11re+j*S11im; % polar form
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figure(1);
subplot(2,1,1)
plot(f,20*log10(abs(Sparam)))
title('Measured S param')
xlabel('Frequency (Hz)')
ylabel('S11 magnitude')
grid on
hold on
subplot(2,1,2)
plot(f,unwrap(angle(Sparam))*180/pi)
xlabel('Frequency (Hz)')
ylabel('S11 phase')
grid on
hold on
disp(flag);
A.1.3 "Calibration" function
function[Tmeas] = calibration(ref, samp,f)
disp('Calibrating measurements')
Tmeas = −samp./ref;
figure(3);
subplot(2,1,1)
plot(f,20*log10(abs(Tmeas)),'*')
title('Calibrated S param')
grid on
hold on
subplot(2,1,2)
plot(f,unwrap(angle(Tmeas))*180/pi,'*')
grid on
hold on
A.1.4 "Measurement Checker" function
function []= meas_check(ref, samp, np, BW)
disp('Checking validity of measurements:')
%%%%%%%%%%%%%%%%%%%% Transform to time domain %%%%%%%%%%%%%%%%%%%%%%%%%
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t_ref = ifft(ref, np);
t_samp = ifft(samp, np);
t_span = (np −1)/BW; %range in seconds
t=linspace(0, t_span, np);
dB_ref = 20*log10(abs(t_ref));
dB_samp = 20*log10(abs(t_samp));
figure(2)
plot(t, dB_ref, 'r')
title('Time dommain reading');
hold on
indexmax = find(max(dB_ref) == dB_ref);
ref_time_max = t(indexmax);
plot(t, dB_samp, 'b')
hold on
indexmax = find(max(dB_samp) == dB_samp);
samp_time_max = t(indexmax);
delta = samp_time_max − ref_time_max; % delta between peaks of reference and sample
tol = 0.5e−9; %tolerance of delta
%%%%%%%%%%%%%%%%% Reference shift checker %%%%%%%%%%%%%%%%%%%%%
if (abs(delta) == 0)
disp('Plane of reference shift compensated')
elseif (abs(delta) ~= 0)
disp('WARNING: Plane of reference shift may not be accurately compensated')
if le(abs(delta), tol)
disp('Plane of reference shift acceptable')
else
disp('ERROR: Plane of reference shift not compensated')
disp('Press any key to continue anyway')
pause;
end
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end
A.1.5 "Initial Value" function
function[m, poss_ini] = seed_bourreau(Tmeas, f, L, c0, conv, freq_point)
disp('Determening Initial value...')
w= 2*pi*f;
j=sqrt(−1);
%%%%%%%%%%%%%%%%%%%%%%%%%%% 3D Analysis %%%%%%%%%%%%%%%%%%%%%%%%%%
n=linspace(1,10,length(f));
k=linspace(0,−1,length(f));
alpha = 0.1; %adjustment
TF = isempty(freq_point);
if eq(TF,1)
fp = f(((end−1)/2));
elseif eq(TF,0)
fp = freq_point*1e9;
end
lambda_reson = ((3*1e8./fp)/2)*1e−3 ;%resonant wavelenght for thickness in mm
div = ~mod(lambda_reson/L,1); %checks resonance
if eq(div,1)
disp('Chosen frequency is resonant!!!')
fp = (f(((end−1)/2))) + ((f(((end−1)/2)))/2); %uses freq. point at 3/4 of the band
end
disp('Frequcny point used for seed:')
fp
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for kk=1:length(f) %adjust mid frequancy point or maybe do with 2 points 35GHz
for nn=1:length(f)
Tcalc(nn,kk) =(((((1−(n(nn) + j*k(kk)))./(1+(n(nn) + j*k(kk))))+
(−1).*exp((conv)*j*2*(n(nn) + j*k(kk))*(2*pi*(f(((end−1)/2)))*L/c0)))
./(1+((1−(n(nn) + j*k(kk)))./(1+(n(nn) + j*k(kk)))).*(−1).*exp((conv)
*j*2*(n(nn) + j*k(kk))*(2*pi*(f(((end−1)/2)))*L/c0))))./(exp((conv)
*j*2*(2*pi*(f(((end−1)/2)))*L/c0))));
EF(nn,kk) = tanh(alpha.*abs(1−((Tmeas(((end−1)/2)))./(Tcalc(nn,kk)))).^2);
end
end
figure(1000)
mesh(k,n,EF)
zlabel('Error')
ylabel('Real part of n2')
xlabel('Imag part of n2')
savefig('Amb.fig');
h = gcf; %current figure handle
axesObjs = get(h, 'Children'); %axes handles
dataObjs = get(axesObjs, 'Children'); %handles to low−level graphics objects in axes
objTypes = get(dataObjs, 'Type'); %type of low−level graphics object
k_data = get(dataObjs, 'XData'); %data from low−level grahics objects
n_data = get(dataObjs, 'YData');
EF_data = get(dataObjs, 'ZData');
inv = EF_data';
[m, index] = (min(inv)); %returns min of each row of EF_data and its col
ii=1;
count = 0;
for i=1:length(m)
if lt(m(i),0.01) %condition working
possini(i) = n_data(i) + j.*k_data(index(ii));
ii = ii + 1;
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else if ge(m(i),0.05)
count = count+1;
end
end
end
poss_ini = possini(possini~=0);
A.1.6 "Confirmation" function
function[aveps ,eps, m_eps, avg_err, error, T_recons, tol] =
conf(c,poss_ini, Tmeas, f, L, c0, conv)
tol=0.01;
seed(c) = poss_ini(c);
disp('Iteration no:')
c
disp('Seed value:')
poss_ini(c)
for i=1:length(f)
ini(i) = seed(c);
end
[n , aveps ,eps, m_eps] = calc(Tmeas, ini, f, L, c0, conv);
%%%%%%%%%%%%%%%%%%%%%% CONFIRMATION %%%%%%%%%%%%%%%%%%%%%%%%%%%%%
av_n = mean(n);
for i=1:length(f)
n_rec(i) =av_n;
end
disp('Reconstructing and comparing Sparam')
T_recons = anl(n_rec,[], f, L, 'meas', conv);
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error = tanh(0.1.*abs(1−((angle(Tmeas)')./(angle(T_recons)))).^2);
disp('Error of reconstruction (%):')
mean(error)*100
avg_err(c) = mean(error)*100
if (c == (length(poss_ini))−2)
disp('FAILURE: No result within tolerance of error')
tol = 'abort';
end
A.1.7 "Calculation" function
function[n , aveps, eps, m_eps] = calc(Tmeas, ini, f, L, c0, conv)
disp('Apllying seed to Numerical approximation')
disp('Calculating final solution...')
w= 2*pi*f;
j=sqrt(−1);
%%%%%%%%%%%%%%%%%%%%%%%%%%% Solver point−by−point %%%%%%%%%%%%%%%%%%%%%%%%%%
for ff=1:length(f)
olc(ff)=w(ff)*L/c0;
eqn = @(xy) (((((1−xy)./(1+xy))+(−1).*exp((conv)*j*2*xy*olc(ff)))./(1+((1−xy)
./(1+xy)).*(−1).*exp((conv)*j*2*xy*olc(ff))))./(exp((conv)*j*2*olc(ff))))
− (Tmeas(ff));
options=optimset('Display','off', 'Algorithm','levenberg−marquardt',
'Tolx', 1e−9 ,'Tolfun', 1e−9 );
[n(ff),fval,exitflag,output] = fsolve(eqn, ini(ff), options);
end
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%%%%%%%%%%%%%%%%%%%%%%%% Solver Flag %%%%%%%%%%%%%%%%%%%%%
if eq(exitflag,1)
disp('Equation solved. First−order optimality is small.')
elseif eq(exitflag,2)
disp('Equation solved. Change in x smaller than the specified tol')
elseif eq(exitflag,3)
disp('Equation solved. Change in residual smaller than the specified tol')
elseif eq(exitflag,4)
disp('Equation solved. Magnitude of search direction smaller than specified tol')
elseif eq(exitflag,0)
disp('Number of iterations or function evaluations exceeded.')
elseif eq(exitflag,−1)
disp('Output function or plot function stopped the algorithm')
elseif eq(exitflag,−2)
disp('Equation not solved.')
elseif eq(exitflag,−3)
disp('Equation not solved.')
end
%%%%%%%%%%%%%%%%%%%%%% Permitivitty Calc %%%%%%%%%%%%%%%%%%%%%%
nr = real(n);
ni = imag(n);
eps=n.^2;
eps_r = nr.^2−ni.^2;
eps_i=2.*nr.*ni;
%%%%%%%%%%%%%%%%%%%%%%% Average Permitivitty %%%%%%%%%%%%%%%%%%%
aveps=sum(eps_r)/length(eps_r);
for c=1:length(Tmeas)
avge(c) = aveps;
end
m_eps = mode(eps);
disp('Average Permittivity:');
disp(aveps);
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disp('Mode of Permittivity:');
disp(mode(eps))
A.1.8 "Analytical" function
function[T] = anl(n, Er, f, L, mod, conv)
j=sqrt(−1);
eps0 = 8.854e−12;
mu0 = 4*pi*1e−7;
c0 = 1/sqrt(mu0*eps0);
w = 2*pi*f;
if eq(mod, 'meas')
disp('Re−constructing S param')
for ff=1:length(f)
olc(ff)=w(ff)*L/c0;
Tconf(ff) = ((((((1−(n(ff)))./(1+(n(ff))))+(−1).*exp(−j*2*(n(ff))*
olc(ff)))./(1+((1−(n(ff)))./(1+(n(ff)))).*(−1).*exp(−j*2*(n(ff))*
olc(ff)))))./(exp(−j*2*olc(ff))));
T(ff) = Tconf(ff);
end
elseif eq(mod,'simu')
disp('Synthetizing S param')
E = Er(1)+j*Er(2);
n2 = [(sqrt((abs(E)+real(E))/2)) (sqrt((abs(E)−real(E))/2))];
for ff=1:length(f)
olc(ff)=w(ff)*L/c0;
Tanl(ff) = (((((1−(n2(1)−j*n2(2)))./(1+(n2(1)−j*n2(2))))+(−1).*
exp(−j*2*(n2(1)−j*n2(2))*olc(ff)))./(1+((1−(n2(1)−j*n2(2)))./
(1+(n2(1)−j*n2(2)))).*(−1).*exp(−j*2*(n2(1)−j*n2(2))*
70 Source Code
olc(ff))))./(exp(−j*2*olc(ff))));
T(ff) = Tanl(ff);
end
end
figure(3)
subplot(2,1,1)
plot(f,20*log10(abs(T)),'−−')
title('S param')
grid on
hold on
subplot(2,1,2)
plot(f,unwrap(angle(T))*180/pi,'−−')
grid on
hold on
end
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