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Department of Chemistry and Chemical Biology, Harvard University, Cambridge, MassachusettsABSTRACT A remarkable amount of theoretical research has been carried out to elucidate the physical origins of the recently
observed long-lived quantum coherence in the electronic energy transfer process in biological photosynthetic systems. Although
successful in many respects, several widely used descriptions only include an effective treatment of the protein-chromophore
interactions. In this work, by combining an all-atom molecular dynamics simulation, time-dependent density functional theory,
and open quantum system approaches, we successfully simulate the dynamics of the electronic energy transfer of the
Fenna-Matthews-Olson pigment-protein complex. The resulting characteristic beating of populations and quantum coherences
is in good agreement with the experimental results and the hierarchy equation of motion approach. The experimental absorption,
linear, and circular dichroism spectra and dephasing rates are recovered at two different temperatures. In addition, we provide
an extension of our method to include zero-point fluctuations of the vibrational environment. This work thus presents, to our
knowledge, one of the first steps to explain the role of excitonic quantum coherence in photosynthetic light-harvesting complexes
based on their atomistic and molecular description.INTRODUCTIONRecent experiments suggest the existence of long-lived
quantum coherence during the electronic energy transfer
process in photosynthetic light-harvesting complexes under
physiological conditions (1–3). This has stimulated many
researchers to seek for the physical origin of such a phenom-
enon. The role and implication of quantum coherence
during the energy transfer have been explored in terms of
the theory of open quantum systems (4–16), and in the con-
text of quantum information and entanglement (17–20).
However, the characteristics of the protein environment,
and especially its thermal vibrations or phonons, have not
been fully investigated from the molecular viewpoint. A
more detailed description of the bath in atomic detail is
desirable to investigate the structure-function relationship
of the protein complex and to go beyond the assumptions
used in popular models of photosynthetic systems.
Protein complexes constitute one of the most essential
components in every biological organism. They remain
one of the major targets of biophysical research due to
their tremendously diverse and, in some cases, still
unidentified structure-function relationship. Many biolog-
ical units have been optimized through evolution and the
presence of certain amino acids rather than others is
fundamental for functionality (21–23). In photosynthesis,
one of the most well-characterized pigment-protein com-
plexes is the Fenna-Matthews-Olson (FMO) complex,
which is a light-harvesting complex found in green sulfur
bacteria. It functions as an intermediate conductor for
exciton transport located between the antenna complexSubmitted June 22, 2011, and accepted for publication December 5, 2011.
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Since the resolution of its crystal structure more than
30 years ago (24), the FMO trimer, composed of three
units each comprising eight bacteriochlorophylls, has
been extensively studied both experimentally (25–28)
and theoretically (29,30). For instance, regarding the struc-
ture-function relationship, it has been shown (31) that
amino-acid residues cause considerable shifts in the site
energies of bacteriochlorophyll a (BChl) molecules of
the FMO complex and in turn causes changes to the
energy transfer properties.
Have photosynthetic systems adopted interesting
quantum effects to improve their efficiency in the course
of evolution, as suggested by the experiments? In this
article, we provide a first step to answer this question by
characterizing the protein environment of the FMO photo-
synthetic system to identify the microscopic origin of the
long-lived quantum coherence. We investigate the quantum
energy transfer of a molecular excitation (exciton) by incor-
porating an all-atom molecular dynamics (MD) simulation.
The molecular energies are computed with time-dependent
density functional theory (TDDFT) along the MD trajectory.
The evolution of the excitonic density matrix is obtained as
a statistical ensemble of unitary evolutions by a time-depen-
dent Schro¨dinger equation. Thus, this work is in contrast to
many studies based on quantum master equations in that it
includes atomistic detail of the protein environment into
the dynamical description of the exciton. We also introduce
a novel, to our knowledge, approach to add quantum
corrections to the dynamics. Furthermore, a quantitative
comparison to the hierarchical equation of motion and the
Haken-Strobl-Reineker (HSR) method is presented. As the
main result, the time evolution of coherences and popula-
tions shows characteristic beatings on the timescale of thedoi: 10.1016/j.bpj.2011.12.021
650 Shim et al.experiments. Surprisingly, we observe that the cross correla-
tion of site energies does not play a significant role in the
energy transfer dynamics.
The article is structured as follows. The partitioning of the
system and bath Hamiltonian in classical and quantum
degrees of freedom and details of the MD simulations and
calculation of site energies are discussed in Molecular
Dynamics Simulations. The exciton dynamics of the system
under the bath fluctuations is then presented in Exciton
Dynamics. In Quantum Jump Correction to MD Method,
we introduce a quantum correction to the previous exciton
dynamics. Using the discussed methods, we evaluated site
energies and their distribution at 77 and 300 K in Site
Energy Distributions. We also computed the linear absorp-
tion spectrum of the FMO complex in Simulated Spectra.
The site basis dephasing rates are discussed in their own
subsection. From the exciton dynamics of the system, we
obtained populations and coherences and compared these
to the quantum jump correction to molecular dynamics
(QJC-MD) approach in Population Dynamics and Long-
Lived Quantum Coherence. We then compare the MD and
quantum-corrected MD methods to the hierarchical equa-
tion of motion (HEOM) and Haken-Strobl-Reineker
(HSR) methods in Comparison Among MD, QJC-MD,
HEOM, and HSR Methods. In Correlation Functions and
Spectral Density, we determined the spectral density for
each site from the energy time bath-correlator and studied
the effect of auto and cross correlations on the exciton
dynamics by introducing a comparison to first-order autore-
gressive processes. We then summarize our results and
present our conclusions.THEORETICAL AND COMPUTATIONAL
APPROACH
Molecular dynamics simulations
A computer simulation of the quantum evolution of the
entire FMO complex is certainly unfeasible with the
currently available computational resources. However, we
are only interested in the electronic energy transfer
dynamics among BChl molecules embedded in the protein
support. This suggests a decomposition of the total system
Hamiltonian operator into three parts: the relevant system,
the bath of vibrational modes, and the system-bath interac-
tion Hamiltonians. The system Hamiltonian operates on the
excitonic system alone, which is defined by a set of two-
level systems. Each two-level system represents the ground
and first excited electronic state of a BChl molecule. In addi-
tion, the quantum mechanical state of the exciton is assumed
to be restricted to the single-exciton manifold because the
exciton density is low. On the other hand, factors affecting
the system site energies have intractably large degrees of
freedom, so it is reasonable to treat all those degrees of
freedom as the bath of an open quantum system.Biophysical Journal 102(3) 649–660More formally, to describe the system-bath interplay by
including atomistic detail of the bath, we start from the total
Hamiltonian operator and decompose it in a general way
such that no assumptions on the functional form of the
system-bath Hamiltonian are necessary (32):
bHtotal ¼ X
m
Z
dR emðRÞjmihmj5jRihRj
þ
X
m;n
Z
dR fJmnðRÞjmihnj5jRihRj þ c:c:g
þ j1ih1j5bTR þX
m
Z
dR VmðRÞjmihmj5jRihRj:
(1)
Here, R corresponds to the nuclear coordinates of the FMO
complex including BChl molecules, protein, and enclosing
water molecules. The set of states jmi5jRi denote the pres-
ences of the exciton at site m given that the FMO complex is
in the configuration R, εm(R) represents the site energy of
the mth site, and Jmn(R) is the coupling constant between
the mth and nth sites. Note that the site energies and coupling
terms can be modulated by R. j1ih1j is the identity operator
in the excitonic subspace, bTR is the kinetic operator for the
nuclear coordinates of the FMO complex, and Vm(R) is the
potential energy surface for the complex when the exciton is
at site m under Born-Oppenheimer approximation. Given
multiple Born-Oppenheimer surfaces, one would need to
carry out a coupled nonadiabatic propagation. However, as
a first approximation, we assume that the change of Born-
Oppenheimer surfaces does not affect the bath dynamics
significantly. This approximation becomes better at small
reorganization energies. Indeed, BChl molecules have
significantly smaller reorganization energies than other
chromophores (33). With this assumption, we can ignore
the dependence on the excitonic state in the V term, thus
the system-bath Hamiltonian only contains the one-way
influence from the bath to the system. We also adopted
the Condon approximation so that the J terms do not depend
on R:
HS ¼
P
m
R
dR emjmihmj5jRihRj
þP
m;n
R
dR fJmnðRÞjmihnj5jRihRj þ c:c:g;
z
P
m
R
dR emjmihmj5jRihRj
þP
m;n
R
dR fJmnjmihnj5jRihRj þ c:c:g;
HB ¼ j1ih1j5bTR þP
m
R
dR VmðRÞjmihmj5jRihRj;
zj1ih1j5bTR þ R dR VgroundðRÞj1ih1j5jRihRj;
HSB ¼
P
m
R
dR femðRÞ  emgjmihmj5jRi

R
;
Htotal ¼ HS þ HB þ HSB:
(2)
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set up a model of the FMO complex with the AMBER 99
force field (34,35) and approximate the dynamics of the
protein complex bath by classical mechanics. The initial
configuration of the MD simulation was taken from the x-
ray crystal structure of the FMO complex of Prosthecochlo-
ris aestuarii (PDB ID: 3EOJ.). Shake constraints were used
for all bonds containing hydrogen, and the cutoff distance
for the long-range interaction was chosen to be 12 A˚. After
a 2-ns-long equilibration run, the production run was ob-
tained for a total time of 40 ps with a 2-fs timestep. For
the calculation of the optical gap, snapshots were taken
every 4 fs. Two separate simulations at 77 K and 300 K
were carried out with an isothermal-isobaric (NPT)
ensemble to investigate the temperature dependence of the
bath environment. Then, parameters for the system and
the system-bath Hamiltonian were calculated using
quantum chemistry methods along the trajectory obtained
from the MD simulations.
We chose not to include the newly resolved eighth BChl
molecule (31) in our simulations because, up to now, the
large majority of the scientific community has focused on
the seven-site system that is, therefore, a better benchmark
to compare our calculations to previous work. It is impor-
tant to note, however, that this eighth site may have an
important role in the dynamics. In particular, as suggested
in Ritschel et al. (36) and Moix et al. (37), this eighth site
is considered to be the primary entering point for the
exciton in the FMO complex and its position dictates a
preferential exciton transport pathway rather than two inde-
pendent ones. Also when starting with an exciton on this
eighth site, the oscillations in the coherences are largely
suppressed.
The time-dependent site energy em was evaluated as the
excitation energy of the Qy transition of the corresponding
BChl molecule. We employed the time-dependent density
functional theory (TDDFT) with BLYP functional within
the Tamm-Dancoff approximation (TDA) using the Q-
Chem quantum chemistry package (38). The basis set was
chosen to be 3-21G after considering a trade-off between
accuracy and computational cost. The Qy transition was
identified as the excitation with the highest oscillator
strength among the first 10 singlet excited states. Then,
the transition dipole of the selected state was verified to
be parallel to the y molecular axis. Every atom that did
not belong to the TDDFT target molecule was incorporated
as a classical point charge to generate the external electric
field for the quantum mechanical/molecular mechanical
(QM/MM) calculation. Given that the separation between
BChl molecules and the protein matrix is quite clear, em-
ploying this simple QM/MM method with classical external
charges to calculate the site energies is a good approxima-
tion. The external charges were taken from the partial
charges of the AMBER force field (34,35). The coupling
terms, Jmn, can also be obtained from quantum chemicalapproaches like transition density cube or fragment-excita-
tion difference methods (39,40). However, in this case we
employed the MEAD values of the couplings of the Hamil-
tonian presented in Adolphs and Renger (30) and considered
them to be constant in time. The value emwas straightfor-
wardly chosen as the time-averaged site energy for the mth
site.Exciton dynamics
In this section, we describe the method for the dynamics of
the excitonic reduced density matrix within our molecular
dynamic simulation framework. It is based on a simplified
version of the quantum-classical hybrid method described
in May and Ku¨hn (32). The additional assumption on
Hamiltonian (2) is that the bath coordinate R is a classical
variable, denoted by a superscript cl. As discussed above,
the time-dependence of these variables arises from the New-
tonian MD simulations. The additional force on the nuclei
due to the electron-phonon coupling (32) is neglected.
Hence, the Schro¨dinger equation for the excitonic system
is given by
iZ
v
vt
jjðtÞizHS þ HSBRclðtÞjjðtÞi: (3)
The system-environment coupling leads to an effective
cltime-dependent Hamiltonian Heff(t) ¼ HS þ HSB(R (t)).
This equation suggests a way to propagate the reduced
density matrix as an average of unitary evolutions given
by Eq. 3. First, short MD trajectories (in our case, 1 ps
long) are uniformly sampled from the full MD trajectory
(40 ps). Then, for each short MD trajectory, the excitonic
system can be propagated under unitary evolution with
a simple time-discretized exponential integrator. The
density matrix is the classical average of these unitary
evolutions,
rSðtÞ ¼
1
M
XM
i¼ 1
jjiðtÞihjiðtÞj; (4)
where M is the number of sample short trajectories. Each
trajectory is subject to different time-dependent fluctuations
from the bath, which manifests itself as decoherence when
averaged to the statistical ensemble. Compared to many
methods based on the stochastic unraveling of the master
equation, e.g., Dalibard et al. (41) and Piilo et al. (42), our
formalism directly utilizes the fluctuations generated by
the MD simulation. Therefore, the detailed interaction
between system and bath is captured. The temperature of
the bath is set by the thermostat of the MD simulation,
thus no further explicit temperature dependence is required
in the overall dynamics. The dynamics obtained by this
numerical integration of the Schro¨dinger equation will
also be compared to the HEOM approach. The HEOM is
briefly described in the Supporting Material along withBiophysical Journal 102(3) 649–660
652 Shim et al.a discussion on the differences with respect to the MD
method.Quantum jump correction to MD method
The MD/TDDFT simulation above leads to crucial insights
into the exciton dynamics. However, it does not capture
quantum properties of the vibrational environment such as
zero-point fluctuations. At zero temperature all the atoms
in the MD simulation are completely frozen. Moreover,
similarly to an infinite-temperature model, at long times
of the quantum dynamical simulation the exciton is evenly
distributed among all molecules, as we will see below. To
obtain a more realistic description, we modify the stochastic
simulation by introducing quantum jumps derived from the
zero-point (zp) fluctuations of the modes in the vibrational
environment. We refer to this corrected version of the MD
propagation as ‘‘quantum jump correction to molecular
dynamics’’ (QJC-MD).
Introducing harmonic bath modes, explicitly we reformu-
late the system-bath Hamiltonian as
HSB ¼
X
m
jmihmj
X
x
gmx

bx þ byx

: (5)
Here, each gmx represents the coupling strength of a site m to
ya particular mode x and bx(b x) is the annihilation (creation)
operator for that mode and the usual commutation relations
hold. We now formulate our correction by separating the
bath operators into two parts, bx ¼ bzpx þ bMDx ; the first part
is due to zero-point fluctuations and the second comes
from our MD simulations (analogous to the creation oper-
ator). The commutator relations for these newly defined
operators (and their conjugate counterparts) arise naturally,
given that the zp-fluctuations are quantum mechanical and
the MD fluctuations are classical, i.e., ½bzpx ; bzp;yx0  ¼ dxx0 and½bMDx ; bMD;yx0  ¼ 0. In addition, the zp-fluctuations are not
populated hbzp;yx bzpx i ¼ 0.
Therefore, these fluctuations can only induce excitonic
transitions from higher to lower exciton states in the instan-
taneous eigenbasis of the Hamiltonian, thus leading to relax-
ation of the excitonic system. The evolution of the
populations PM of the instantaneous eigenstates jM(t)i due
to the zero-point correction is expressed by a Pauli master
equation as

_PM

zpc
¼ 
X
N
gðuMNÞPM þ
X
N
gðuNMÞPN; (6)
and for the coherences as
_CMN

zpc
¼ 1
2
gðjuMNjÞCMN: (7)
The associated rate can be derived from a secular Markovian
Redfield theory (43) to beBiophysical Journal 102(3) 649–660gðuM NÞ ¼ 2pJðuM NÞ
X
m
cmðMÞ2cmðNÞ2;
where the spectral density J(u) is only nonzero for positive
transition frequencies uMN ¼ EM – EN and taken to be as in
Eq. 8, below. The coefficients cm(M) translate from site to
energy basis. The time evolution given by Eqs. 6 and 7 is
included in the dynamics simulation by introducing
quantum jumps as in the Monte Carlo wavefunction method
(41). We thus arrive at a hybrid classically averaged H(t)
simulation with additional quantum transitions induced by
the vacuum fluctuations of the vibrational modes.RESULTS AND DISCUSSION
Site energy distributions
Using the coupled QM/MD simulations, site energies were
obtained for each BChl molecule. These energies and their
fluctuations are reported in Fig. 1. We note that the magnitude
of the fluctuations are of the order of hundreds of cm1.
Although theorder of the site energies doesnot perfectlymatch
previously reported results (30,44), the overall trend does not
deviate much, especially considering that our result is purely
based on ab initio calculations without fitting to the experi-
mental result. TheQy transition energies calculated byTDDFT
are known to be systematically blue-shifted with respect to the
experiment (45).However, the scaleof thefluctuations remains
reasonable. Therefore, the comparison in Fig. 1wasmade after
shifting the overall mean energy to zero for each method.
The excitation energy using TDDFT does not always
converge when the configuration of the molecule deviates
significantly from its ground-state structure. The number of
points that failed to converge was, on average, <4% for
configurations at 300 K, and <2% at 77 K. We interpolated
the original time series to obtain smaller time steps and
recover the missing points. Interpolation could lead to severe
distortion of the marginal distribution when the number of
available points is too small. However, in our case, the distri-
butions virtually remained the same with and without
interpolation.
Dephasing rates
In the Markovian approximation and assuming an exponen-
tially decaying autocorrelation function, the dephasing rate
gf is proportional to the variance of the site energy s
2
e (43),
gf ¼
2
Z
s2et; (8)
where t is a time decay parameter that we estimated through
a comparison to first-order autoregressive processes, as
described in Correlation Functions and Spectral Density.
The dependence on the variance is clearly justified: states
associated with large site energy fluctuations tend to undergo
faster dephasing. Fig. 2 a presents the approximate site basis
ab
c
FIGURE 2 (a) Calculated dephasing rate for each site at 77Kand 300K. (b)
Simulated linear absorption spectra of the FMO complex at 77 K and 300 K.
They were shifted to be compared to the experimental spectra as obtained
by G. Engel (University of Chicago, personal communication, 2011). (c)
Simulated linear dichroism (LD) and circular dichroism (CD) spectra at 77
K. Experimental spectra were obtained from Wendling et al. (44). Although
TDDFT-calculated spectra shows systematically overestimated site energies,
the width and overall shape of the spectra is in good agreement.
a
b
FIGURE 1 (a) Comparison of the calculated site energies for each BChl
molecule to the previous works by Adolphs and Renger (30) and Wendling
et al. (44). Our calculation, labeled as MD, was obtained using QM/MM
calculations with the TDDFT/TDA method at 77 K and 300 K. (Vertical
bars) Standard deviation for each site. (b) Marginal distribution of site 1
energy at 77 K and 300 K. (Histograms) Original data; (solid lines) esti-
mated Gaussian distribution.
Atomistic Study of the FMO Complex 653dephasing rates for each site with t z 5 fs. The averaged
value of the slopes is 0.485 cm1 K1, which is in good
agreement with the experimentally measured value of
0.52 cm1 K1 obtained from a closely related species
Chlorobium tepidum in the exciton basis (3). From this
plot, we note the presence of a positive correlation betweentemperature and dephasing rate. This correlation is plausible:
as temperature increases so does the energy disorder, hence
the coherences should decay faster. In fact, in the Markovian
approximation, dephasing rates increase linearly with
temperature (43,46). Calculations at other temperatures are
underway to verify this and to obtain more information on
the precise temperature dependence of the dephasing rates.Simulated spectra
The absorption, linear dichroism (LD), and circular
dichroism (CD) spectra can be obtained from the Fourier
transform of the corresponding response functions. The
spectra can be evaluated for the seven BChl molecules using
the following expressions (47,48),Biophysical Journal 102(3) 649–660
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ZN
dt eiut
X7
h~dm$~dni
hUmnðt; 0Þi0
m;n¼ 1
 Umnðt; 0Þ;
ILDðuÞfRe
ZN
0
dt eiut
X7
m;n¼ 1

3

~dm$br~dn$br~dm$~dn
 hUmnðt; 0Þi  Umnðt; 0Þ;
ICDðuÞfRe
ZN
0
dt eiut
X7
m;n¼ 1
hemð~Rm ~RnÞ$ð~dm ~dnÞi
 hUmnðt; 0Þi  Umnðt; 0Þ;
(9)
where m and n are indices for the BChl molecules in the
complex,~dm is the transition dipole moment of the m
th site,
Umn(t,0) is the (m,n) element of the propagator in the site
basis, br is the unit vector in the direction of the rotational
symmetry axis, ~Rm is the coordinate vector of the site m,
and h.i indicates an ensemble average. The ensemble
average was evaluated by sampling and averaging over
4000 trajectories. We applied a low-pass filter to smooth
out the noise originated from truncating the integration and
due to the finite number of trajectories. Fig. 2, b and c, shows
direct comparison of the calculated and experimental spectra
at 77 K and 300K. As discussed in Site EnergyDistributions,
TDDFT tends to systematically overestimate the excitation
energy of the Qy transition (49), yet the fluctuation widths
of the site energies are reasonable. In fact, thewidth and over-
all shape of the calculated spectrum is in good agreement
with the experimental spectrum at each temperature. Calcu-
lated LD and CD spectra also reproduce well the experi-
mental measurements, considering that no calibration to
experiments was carried out. Because both LD and CD
spectra are sensitive to the molecular structure, it appears
that our microscopic model correctly captures these details.Population dynamics and long-lived quantum
coherence
The MD method is based on minimal assumptions and
directly evaluates the dynamics of the reduced densitymatrix
from the total density matrix as described in the Methods.
The reduced density matrix was obtained after averaging
over 4000 trajectories. Fig. 3 shows the population and
coherence dynamics of each of the seven sites according to
the dephasing induced by the nuclear motion of the FMO
complex. In particular, the populations and the absolute value
of the pairwise coherences, as defined in Sarovar et al. (19)
(2$jr12(t)j and 2$jr56(t)j), are plotted at both 77 and 300 K
starting with an initial state in site 1 (first row) and then in
site 6 (second row). Until very recently (36,37), sites 1 and
6 have been thought as the entry point of an exciton in the
FMO complex, therefore most of the previous literature
chose the initial reduced density matrix to be either pureBiophysical Journal 102(3) 649–660states j1ih1j or j6ih6j (10,15,50). However, our method could
be applied to anymixed initial statewithoutmodification.We
note that coherent beatings last for ~400 fs at 77 K and 200 fs
at 300 K. These timescales are in agreement with those re-
ported for FMO (3,10) andwithwhatwas found inDephasing
Rates.Although quite accurate in the short time limit, theMD
method populations do not reach thermal equilibrium at long
times. This was verified by propagating the dynamics to
twice the time shown in Fig. 3. This final classical equal
distribution is similar to the HSR model result. The three
central panels of Fig. 3 show the same populations and coher-
ences obtained from the QJC-MD method. As discussed
above, this method includes a zero point correction through
relaxation transitions and predicts a more realistic thermal
distribution at 77 K. At 300 K, the quantum correction is
less important in the dynamics because the Hamiltonian fluc-
tuations dominate over the zero temperature quantum
fluctuations.Comparison among MD, QJC-MD, HEOM,
and HSR methods
Fig. 4 shows a direct comparison of the population
dynamics of site 1 calculated using the HEOM method dis-
cussed by Ishizaki and Fleming (10,51), our MD and
quantum-corrected methods at 77 K and 300 K, and the
HSR model (52,53) with dephasing rates obtained from
Eq. 8. We observe that the short-time dynamics and dephas-
ing characteristics are surprisingly similar, considering that
the methods originate from very different assumptions.
Atomistic detail can allow for differentiation of the
system-environment coupling for different chromophores.
For example, at both temperatures (right panels), the MD
populations of site 6 undergo faster decoherence than the
corresponding HEOM results. We attribute this to the differ-
ence in energy gap fluctuations of site energy between sites
1 and 6 obtained from the MD simulation as can be seen in
site 1. On one hand, in the HEOM method, site energy fluc-
tuations are considered to be identical across all sites; on the
other, in our method the fluctuations of each site are ob-
tained from the MD simulation in which each site is associ-
ated with a different chromophore-protein coupling.
Nevertheless, the fact that we obtain qualitatively similar
results to the HEOM approach (at least when starting in
r(0)¼ j1ih1j) without considering nonequilibrium reorgani-
zation processes suggests that such processes might not be
dominant in the FMO. The quantum correction results
(QJC-MD), for every temperature and initial state, are in
between the HEOM and MD results. This is due to the
induced relaxation from zero-point fluctuations of the bath
environment, which are not included in the MD method
but included in the QJC-MD and HEOM methods.
The HSR results take into account the site-dependence of
the dephasing rates based on Eq. 8. The method is briefly
described in the Supporting Material. Due to the Markovian
ab
FIGURE 3 (a) Time evolution of the exciton population of each chromophore in the FMO complex at 77 K and 300 K. (b) Change of the pairwise coher-
ence, or concurrence in time. Initial pure states, rS(0) ¼ j1ih1j for the top and center panels were propagated using the two formulations developed in this
article, MD and QJC-MD, to utilize the atomistic model of the protein complex bath from the MD/TDDFT calculation. The initial state was set to j6ih6j and
propagated using the MD method.
Atomistic Study of the FMO Complex 655assumption, this model shows slightly less coherence than
the HEOM method and similarly to the MD method it
converges to an equal classical mixture of all sites in the
long time limit.Correlation functions and spectral density
The bath autocorrelation function and its spectral density
contain information on interactions between the excitonic
system and the bath. The bath correlation function is defined
as C(t) ¼ hde(t)de(0)i with deðtÞ ¼ eðtÞ  e. For the MD
simulation, C(t) is shown in Fig. 5 a for the two
temperatures.
To study the effect of the decay rate of the autocorrelation
function on the population dynamics, we modeled site ener-
gies using first-order autoregressive (AR(1)) processes (54).
The marginal distribution of each process was tuned to havethe same mean and variance as for the MD simulation. The
autocorrelation function of the AR(1) process is an expo-
nentially decaying function:
CðtÞf expðt=tÞ: (10)
We generated three AR(1) processes with different time
constants t and propagated the reduced density matrix using
the Hamiltonian corresponding to each process. As can be
seen in Fig. 5 a, the autocorrelation function of the AR(1)
process with t z 5 fs has a similar initial decay rate to
that of the MD simulation at both temperatures. Therefore,
as shown in the last three horizontal panels, its spectral
density is in good agreement with the MD simulation result
in the low frequency region, i.e., up to 600 cm1. Modes in
this region are known to be the most important in the
dynamics and in determining the decoherence rate. And asBiophysical Journal 102(3) 649–660
FIGURE 4 Comparison of the population dynamics ob-
tained by using the MD method, the corrected MD, the
hierarchy equation of motion approach, and the Haken-
Strobl-Reineker model at 77 K and 300 K. (Right panels)
Initial state in site 1; (left panels) initial state in site 6. All
methods show similar short-time dynamics and dephasing,
whereas the long time dynamics is different and the
different increases as relaxation is incorporated in the
various methods.
656 Shim et al.Fig. 5, b and c, shows, that same AR(1) process with t z
5 fs exhibits similar population beatings and concurrences
to those of the MD simulation. The relation of this 5-fs time-
scale to others reported in Ishizaki and Fleming (10) and
Cho et al. (55) is presently unclear. We suspect that the
discrepancy between the two results should decrease when
one propagates the MD in the excited state. Work in this
direction is in progress in our group.
The spectral density can be evaluated as the reweighted
cosine transform of the corresponding bath autocorrelation
function C(t) (48,49),
JðuÞ ¼ 2
pZ
tanhðbZu=2Þ
ZN
0
CðtÞ cos ðutÞdt: (11)
With our data, the spectral density exhibits characteristic
phonon modes from the dynamics of the FMO complex
(see Fig. 5 d, first panel). However, high-frequency modes
tend to be overpopulated due to the limitation of using
classical mechanics. Most of these modes are the local
modes of the pigments, which can be seen from the
pigment-only calculation in Ceccarelli et al. (35). There
are efforts to incorporate quantum effects into the classical
MD simulation in the context of vibrational coherence
(56–58). We are investigating the possibilities of incorpo-
rating corrections based on a similar approach. Moreover,
we also obtain a discrepancy of the spectral density in the
low frequency region. On one hand, the origin could lie in
the harmonic approximation of the bath modes leading to
the tanh prefactor in Eq. 11 or in the force field used in
this work. On the other, the form of the standard spectralBiophysical Journal 102(3) 649–660density is from Wendling et al. (27) that measures fluores-
cence line-narrowing on a much longer timescale, approxi-
mately nanoseconds, than considered in our simulations
(approximately picoseconds). Assuming correctness of our
result, this implies that, for the simulation of fast exciton
dynamics in photosynthetic light-harvesting complexes,
a different spectral density than the widely used one has
to be employed.
Site energy cross correlations between chromophores
due to the protein environment have been postulated to
contribute to the long-lived coherence in photosynthetic
systems (2). Many studies have explored this issue, some
quite recently (11,15,30,59–61). We tested this argument
by decorrelating the site energies. For each unitary evolu-
tion, the site energies of different molecules at the same
time were taken from different parts of the MD trajectory.
In this way, we could significantly reduce potential cross
correlation between sites while maintaining the autocorrela-
tion function of each site. As can be seen in Fig. 6, no
noticeable difference between the original and shuffled
dynamics is observed.CONCLUSION
The theoretical and computational studies presented in this
article show that the long-lived quantum coherence in
the energy transfer process of the FMO complex of
P. aestuarii can be simulated with the atomistic model of
the protein-chromophore complex. Unlike traditional
master equation approaches, we propagate in a quantum/
classical framework both the system and the environment
a b c
d
FIGURE 5 (a) Site 1 autocorrelation functions using MD and AR(1) processes generated with time constant equal to 2 fs, 5 fs, and 50 fs at 77 K and 300 K.
(b) Site 1 population dynamics of MD and AR(1) processes with the different time constants at 77 K and 300 K. (c) The change of pairwise coherence
between site 1 and 2 of MD and AR(1) processes with the different time constants at 77 K and 300 K. (d) Spectral density of site 1 of the FMO complex
from the MD simulation at 77 K and 300 K. They clearly show the characteristic vibrational modes of the FMO complex. High-frequency modes are over-
populated due to the ultraviolet catastrophe observed in classical mechanics. The Ohmic spectral density used by Ishizaki and Fleming (10) was presented for
comparison. The spectral densities of site 1 from AR(1) processes are also presented.
Atomistic Study of the FMO Complex 657state to establish the connection between the atomistic
details of the protein complex and the exciton transfer
dynamics. Our method combines MD simulations and
QM/MM with TDDFT/TDA to produce the time evolution
of the excitonic reduced density matrix as an ensemble
average of unitary trajectories.
The conventional assumption of unstructured and uncor-
related site energy fluctuations is not necessary for our
method. No ad hoc parameters were introduced in our
formalism. The temperature and decoherence time were
extracted from the site energy fluctuation by the MD simu-
lation of the protein complex. The simulated dynamicsclearly shows the characteristic quantum-wave-like popula-
tion change and the long-lived quantum coherence during
the energy transfer process in the biological environment.
On this note it is worth mentioning that one has to be careful
in the choice of force field and in the method used to calcu-
lated site energies. In fact, as presented in Olbrich et al. (62)
a completely different energy transfer dynamics was ob-
tained by using the semiempirical ZINDO-S/CIS to deter-
mine site energies.
Moreover, we determined the correlations of the site
energy fluctuations for each site and between sites through
the direct simulation of the protein complex. The spectralBiophysical Journal 102(3) 649–660
ab
c
FIGURE 6 (a) Cross-correlation function of the original MD trajectory
and a randomly shuffled trajectory between sites 1 and 2 at 77 K and
300 K. (b) Site 1 population dynamics of the original dynamics and the
shuffled dynamics at 77 K and 300 K. (c) The pairwise coherence between
sites 1 and 2. Original and shuffled dynamics are virtually identical at both
temperatures.
658 Shim et al.density shows the influence of the characteristic vibrational
frequencies of the FMO complex. This spectral density
can be used as an input for quantum master equations
or other many-body approaches to study the effect of the
structured bath. The calculated linear absorption spectrum
we obtained is comparable to the experimental result, which
supports the validity of our method. The characteristic
beating of exciton population and pairwise quantum coher-
ence exhibit excellent agreement with the results obtained
by the HEOMmethod. It is also worth noting the remarkable
agreement of the dephasing timescales of the MD simula-
tions, the HEOM approach, and experiment.
Recently, characterization of the bath in the LH2 (48,49)
and FMO (61) photosynthetic complexes were reported
using MD simulation and quantum chemistry at room
temperature. Those studies mostly focused on energy and
spatial correlations across the sites, the linear absorption
spectrum, and spectral density. The detailed study in Olbrich
et al. (61) also suggests that spatial correlations are not rele-
vant in the FMO dynamics.Biophysical Journal 102(3) 649–660This work opens the road to understanding whether bio-
logical systems employed quantum mechanics to enhance
their functionality during evolution. We are planning to
investigate the effects of various factors on the photosyn-
thetic energy transfer process. These include: mutation of
the protein residues, different chromophore molecules, and
temperature dependence. Further research in this direction
could elucidate the design principle of the biological photo-
synthesis process by nature, and could be beneficial for the
discovery of more efficient photovoltaic materials and in
biomimetics research.SUPPORTING MATERIAL
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