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Abstract 6 
Global demand for oil and gas is still increasing rapidly. The direct consequence of this is the 7 
increased operating pressure amid concerns over increasing sand production. According to the Society 8 
of Petroleum Engineers (SPE), 70% of the world’s hydrocarbon reserves are contained in reservoirs 9 
situated on unconsolidated formations. Given the reality of these formations, sand production will 10 
certainly be a problem of significant concern particularly during the later life of the fields when they 11 
become more ‘mature’. However, to monitor sand and optimise its production for improved recovery 12 
and safety, life extension and economy of the fields and ensured reliability, the automatic detection 13 
and prediction of sand flow characteristic measurements; sand flow rate (SFR), sand concentration 14 
(SC), line pressure drop (PD), and gas velocity (GV), has become an important research topic of great 15 
interest.  Despite this importance, discussion of the topic is still lacking in the literature. This paper 16 
proposes a novel and robust architecture of intelligent real-time sand flow characteristic measurement 17 
using an acoustic sensor and computational intelligence assisted design (CIAD) framework. It fully 18 
incorporates acoustic signal processing and analysis, prediction algorithms and optimisation 19 
algorithms in the design. Acoustic features based on acoustic signal processing techniques are 20 
extracted to reduce the dimensionality of the acoustic signals. A classical Artificial Neural Network 21 
(ANN) is used to model the non-linear relationships between the acoustic signal characteristics and 22 
the flow characteristics measurands. In addition, the ANN algorithm adapts its weights and biases 23 
using the Grey Wolf Optimiser (GWO) through minimisation of the cost function during the training 24 
phase. Preliminary results obtained on a laboratory test rig demonstrate that an acoustic sensor 25 
coupled with CIAD may provide simple and robust practical solution to the measurement problem of 26 
particle-laden gas flow characteristics in real-time. 27 
 Keywords: Sand production, signal processing, quantitative models, ANN, CIAD, GWO 28 
1 Introduction 29 
Over the years great pressure has been placed on operators within the oil and gas industry globally 30 
due to increasing power generation - thus the increase in the popularity of gas and the significant 31 
growth in petrochemicals demand [1],[2]. Consequently, regardless of slowing demand in the 32 
transport sector, sand production from the hydrocarbon reservoirs is increasing [3]. Sand production 33 
in the oil & gas industry is an issue of major concern to the operators as it often results in mechanical 34 
wear of equipment thus causing; serious problems to equipment integrity, severe consequences on 35 
hydrocarbon production rate and increased safety concerns. It costs the industry millions of dollars 36 
each year to mitigate and repair sand production problems including sand disposal and removal [4]. 37 
Therefore, effective sand monitoring is a prerequisite for sustainable hydrocarbon production and is 38 
particularly important towards minimising operational risks and cost. Traditionally, sand production is 39 
minimised with a variety of classical control completion designs which include chemical 40 
consolidation [5]–[7], gravel packing [8], Frac Pack [9], wire wrapped/expandable screens [10], metal 41 
foam screen [11], selective/oriented perforations [12] or any combination of these techniques. 42 
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Nevertheless, all these methods aimed at control to reduce or stop sand production have limitations on 43 
hydrocarbon production which are undesirable. For instance, gravel pack designs can reduce the well 44 
diameter; the selective perforation completion can impose limitations on production rates. The 45 
alternative is to use a platform that can automatically detect and predict sand flow characteristics in 46 
the production flowline in real-time so that operators can optimise production, knowing reliably the 47 
quantitative information about the sand they are producing. However, to date, there has been no 48 
reliable method that can provide such information. 49 
Operators in the industry have now structured an integrated sand management strategy which is a 50 
multi-discipline approach targeted to improve production efficiency through continuous sand 51 
production optimisation [13]–[16]. It involves exploring knowledge of the reservoir rock strength 52 
through characterisation of the geomechanical and petrophysical properties of the geological 53 
formation. The key to geomechanical characterisation is to ascertain the change in the formation 54 
strength due to reservoir depletion. This is measured by Unconfined Compressive Strength or Thick 55 
Wall Cylinder tests [17],[18]. Obviously, when the effective stresses exceed the formation strength 56 
due to in-situ stresses related to reservoir depletion, the rock fails and sand production can occur. 57 
Following the rock failure, sand prediction models are then developed to provide a prediction for the 58 
onset of sand failure and quantitative prediction for a mass of sand that would be produced. These 59 
models are evolved from field observation, numerical, analytical and probabilistic assumptions and 60 
porosity petro-physical property of the rock is central to their development [16],[19]. The next 61 
element of the strategy is the selection of sand control completion designs as a technique for 62 
mitigating the production of sand. Particle size distribution analyses from the formation grain sample 63 
would be critical in the decision process. However, at the heart of any chosen completion technique is 64 
the well-established criteria for operations and optimum production. Moreover, optimum selection 65 
also reduces the risk of integrity failure and equipment down time and hence the overall profitability 66 
of the project [20]. Also, sand monitoring plays a critical role when seeking to prevent sand 67 
production through completion techniques. This specifically allows real-time tracking of sand influx 68 
and can be acoustic or erosion based [21],[22]. A combined interaction of all the elements in the 69 
strategy enables operators to operate in the region between no and massive sand production. 70 
In recent years, a technique of sand monitoring that is gaining increasing attention within the industry 71 
relies on acoustic emission (AE) sensors that are clamped on to the production flowline at the surface 72 
[23]–[25]. This is partially because of its non-intrusiveness and partially because of its simplicity of 73 
installation. The approach relies on the impingements of the produced sand particles that get 74 
transported with the produced hydrocarbon on flow restriction component of the flowline to give a 75 
qualitative signature for sand production. The simple assumption is that the sand particles may collide 76 
with the pipe wall and such collisions are more often around the flow restriction components where 77 
the flow changes direction and that create pressure waves that are captured as acoustic signals by the 78 
sensors mounted on the component [26],[27]. The pressure level of the acoustic signal is related to the 79 
concentration of the sand particles and hence the trend of sand production. Versatile as the AE 80 
technology approach is, the uncertainties of the flow still makes it insufficient for real-time 81 
quantitative sand flow characteristics measurement, as that requires certain parameters within the flow 82 
system to remain constant which is perhaps a rare scenario [28]. However, one promising method of 83 
intelligent sand monitoring that combines the qualitative interpretation capability of the AE 84 
technology is automated, real-time sand flow characteristics measurement using CIAD [29]. Thus, the 85 
use of advanced signal processing techniques on the acoustic signal generated as the sand particles hit 86 
the flowline component coupled with CIAD is considered an opportunity for facilitating real-time 87 
quantitative sand flow characteristic measurement in multiphase flowlines such as the particle-laden 88 
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gas flowline. Based on the acoustic signal, it is possible to detect and predict the sand flow rate, sand 89 
concentration, line pressure drop and gas velocity in the flowline. Developing an automated and 90 
robust method would also impact on the predictability and reliability of the flow with consequent 91 
economic impact. Recently, techniques for multiphase measurement incorporating traditional sensors 92 
and CIAD constituent techniques have been discussed in detail by Yan, et al.[30]. 93 
Nevertheless, the approach is not a simple task considering the enormous amount of acoustic data 94 
believed to carry information on flow characteristics that need to be analysed and that can pose novel 95 
technical challenges in real-time applications [31]. In addition, for computational and run time 96 
efficiency, it is very uncommon for the prediction algorithms to work directly on the raw acoustic 97 
signal. In the sense of this, various informative features are extracted at signal segmental level to 98 
establish their relationships with the flow characteristic parameters through the use of the CIAD. 99 
Additionally the intended result of the whole process is to transform the raw acoustic signal into a 100 
format the CIAD models can easily work with. The trained CIAD models are then used to estimate 101 
the flow characteristics parameters. However, different features are available for acoustic signal 102 
processing which include zero-crossing rate, energy entropy, spectral flux, spectral centroid, spectral 103 
spread, spectral roll-off and spectral entropy [31],[32]. Conventionally, these features are more 104 
common in music information retrieval (MIR) and automatic speech recognition (ASR) applications 105 
[33], but recently they are used in a wide range of applications including bioacoustics [34], 106 
behavioural assessment [35], medical pathology [36] and machine condition monitoring [37].  107 
This paper proposes a novel approach incorporating an acoustic sensor with CIAD framework to 108 
construct and optimise a real-time sand flow characteristic measurement solution for particle-laden 109 
multiphase flow. The acoustic sensor is employed for its simplicity, non-intrusiveness and low cost. 110 
The remaining part of the paper proceeds as follow. Section 2 describes the modelling methods for the 111 
proposed CIAD model. Section 3 presents the methodology for the proposed measurement system. 112 
Section 4 presents the experimental setup and measurement techniques used in the study. Section 5 113 
provides and discusses the empirical results obtained from the test flow rig. Section 6 concludes the 114 
paper. 115 
2 Techniques of modelling; concepts and procedures 116 
2.1 Artificial Neural Network (ANN) 117 
ANNs are computational models inspired by biological neurons and have evolved since the seminal 118 
neural model of McCulloch and Pitts [38]. Architecturally, they are made up of highly interconnected 119 
units called neurons usually organised in layers and aimed at solving a variety of sophisticated 120 
computational problems. This basically consists of an input layer, an output layer and one or more 121 
layers between the input and the output often called the hidden layer(s) [39]. The connections between 122 
the neurons have weights and biases associated with them and these weights and biases are random at 123 
the initial instant. Therefore ANN models are developed by training a network to extract the salient 124 
features from the data. In the training phase, input-output relationships are presented to the network 125 
and the weights are adjusted iteratively to elicit the correct output more likely. In essence, the ANN is 126 
an optimisation process in which a cost function is minimised by adjusting the weights and biases 127 
including the other learning parameters. The Backpropagation algorithm (BP) is still one of the most 128 
widely used learning algorithms during the training process. It is a gradient-descent based approach 129 
commonly employed to minimise the error between the predicted and the actual output. One of the 130 
major drawbacks of BP algorithm is convergence to local minima [40]. However, the reality of local 131 
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minima is a consequence of the fact that the error curvature is simply the superposition of non-linear 132 
activation functions that may exhibit local minima at different locations, which occasionally results in 133 
a non-convex curvature of the error cost function [41],[42]. One way to overcome this challenge is 134 
through the use of improved gradient-based algorithms that employ parameter adaptation strategies 135 
[43]. This can be achieved by the use of global optimisation techniques which can lead to optimal 136 
weight adjustments thus allowing the network to eschew local minima during the learning process, 137 
and at the same time, selecting the network optimal parameters (learning rate, momentum term and 138 
the regularisation term) to realise maximum performance. The implementation of such algorithms in 139 
ANN have been presented in the literature like the Simulated Annealing (SA) [44], Genetic 140 
Algorithms (GA) [41], Evolutionary Algorithms (EA) [45]. Recently, however, the use of these 141 
stochastic optimisation algorithms are highly recommended in hybrid intelligent optimisation systems 142 
such as the ANN training due to their high exploratory behaviour [46]. For this reason, the ANN is 143 




























Figure 1. A seven layer ANN model 146 
A seven layer ANN has been modelled due to the complexity of the problem. The seven layer ANN 147 
shown in Figure 1 has five hidden layers. In this network, the neurons in the layers of the hidden layer 148 
are arranged such that the preceding layer has more neurons than the succeeding layer. This way the 149 
complexity of the model increases as the data progresses through the network. The processing neurons 150 
in the hidden layers and the output layer have a non-linear activation function using a sigmoid 151 
activation function. The architecture of the model is thus 2L 25N 15N 10N 5N 3N 1L, where L 152 
represents linear processing neuron and N indicates non-linear processing neurons. This model is used 153 
to capture the distribution of the acoustic feature vector for each output in the training sample. 154 
 155 
2.2 GWO algorithm; concepts and principles 156 
GWO is a nature-inspired metaheuristic optimisation algorithm firstly developed by Mirjalili et al 157 
[47] and mimics the social behaviour of grey wolves in a pack. The algorithm is inspired by the 158 
leadership hierarchy and hunting strategy of grey wolves. In order to simulate the leadership hierarchy 159 
of wolves for algorithmic development, four types of wolves are considered – the alpha (α), beta (β), 160 
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delta (δ) and omega (ω). Moreover, the three hunting strategies of wolves: searching for prey, 161 
encircling prey and attacking prey are employed. The next subsections present the algorithm 162 
development. The flow chart and the pseudo code for GWO are illustrated in Figure 2. 163 
2.2.1 Leadership hierarchy 164 
Mathematically, GWO is modelled by assuming the best solution to be the alpha. Accordingly, the 165 
second and third optimal solutions are regarded beta and delta respectively. The remainder of the 166 
prospective solutions are considered to be omega. The optimisation strategy (hunting) in the GWO 167 
algorithm is dictated by alpha (α), beta (β) and delta (δ). The omega wolves always submit to the 168 
commands of these three wolves [46]–[48]. 169 
Start
Initialize the position of n grey 
wolves in d dimension
Find the fitness value of each 
of the search agents
Max Iter value
Update the position of wolves
Calculate the fitness of wolves
Fin the value of alpha, beta and 
delta wolves position




Initialize the wolf population Xi (I = 1,2,…,n)
Initialize a, A, and C
Calculate the fitness of each search agents
Xα  = the best  search agent
Xβ  = the second best agent
Xδ  = the third best search agent
While (t < Max number of iterations)
               for each search agent
                          Update the position of current search
                          agent by the equation  
              end for
              Update a, A, and C
              Calculate the fitness of all search agents
              Update the fitness of all search agents
              Update Xα  , Xβ , and Xδ 




Figure 2. Flow chart (left) and pseudo code (right) of GWO 171 
2.2.2 Encircling prey 172 
As the grey wolves are close to the prey during the hunt, then all the wolves will take position and 173 
encircle the prey. The encircling behaviour (distance) can be mathematically represented by the 174 
equations: 175 
 𝐷 =  |𝐶𝑋𝑝 − 𝐴𝑋(𝑡)| 
 
(1) 
 𝑋(𝑡 + 1) =  𝑋𝑝(𝑡) − 𝐴𝐷 (2) 
where 𝑡 represents the current iteration, 𝑋 is the position vector of a wolf whereas 𝑋𝑝 denotes the 176 
position vector of the prey , 𝐴 and 𝐶 represent the coefficient vectors and 𝐷 is the encircling 177 
behaviour. The vectors 𝐴 and 𝐶 are random and adaptive vectors that provide exploration and 178 
exploitation for the GWO algorithm and are computed as follows: 179 
 𝐴 = 2 ?⃗?  𝑟1 −  ?⃗? 
 
(3) 
 𝐶 = 2𝑟2 (4) 
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where 𝑟1 and 𝑟2 are random vectors in [0,1] and the components of  ?⃗?  vary linearly from 2 to 0 over 180 
the iteration circle [46]–[48]. 181 
2.2.3 Hunting 182 
Grey wolves have an excellent sense of smell which enables them to locate the position of prey, chase 183 
and encircle the prey. The hunt is usually guided by the alpha. Occasionally, the beta and delta also 184 
take part in the hunt. It is, however, apparent that from the inherent capability of the wolves, the 185 
alpha, beta and delta have better knowledge about the prospective location of prey than the omega. 186 
Consequently, the first three solutions are considered optimal and the other search agents should 187 
update their positions according to the position of the optimal search agents. For this purpose, the 188 
following equations are formulated to assume the hunting strategy of the wolves and find the 189 
propitious regions for each of the best search agents [46]–[48].   190 
 𝐷𝛼 = |𝐶1𝑋𝛼(𝑡) − 𝑋(𝑡)| 
 
(5) 
 𝐷𝛽 = |𝐶2𝑋𝛽(𝑡) − 𝑋(𝑡)| 
 
(6) 
 𝐷𝛿 = |𝐶3𝑋𝛿(𝑡) − 𝑋(𝑡)| 
 
(7) 
 𝑋1 =  𝑋𝛼(𝑡) −  𝐴1(𝐷𝛼) 
 
(8) 
 𝑋2 =  𝑋𝛽(𝑡) −  𝐴2(𝐷𝛽) 
 
(9) 




𝑋(𝑡 + 1) =  





Where 𝑡 denotes the current iteration, 𝑋𝛼(𝑡), 𝑋𝛽(𝑡) and  𝑋𝛿(𝑡) indicate the position of the grey 192 
wolves 𝛼, 𝛽 and 𝛿 at the 𝑡𝑡ℎ iteration, 𝑋(𝑡) denotes the position of the current 193 
solution, 𝐶1, 𝐶2, 𝐶3, 𝐴1, 𝐴2, 𝐴3 are random vectors. The general steps of the GWO algorithm are 194 
presented in Figure (2) (right). 195 
2.3 The conceptual CIAD framework; the combination of ANN and GWO algorithm 196 
This section presents a novel and robust architecture of a prototype real-time flow characteristics 197 
measurement in a particle-laden gas flowline. This architecture is illustrated as shown in Figure 3 198 
(left). It is divided into three sections, namely: the data input section; the Computational Intelligence 199 
(CI) integrated solver; and the result output section. The data input section prepares the signal data for 200 
the CI integrated solver. It pre-processes the acoustic signal data and extracts important acoustic 201 
features from the data using signal processing analysis, selects significant features and normalises the 202 
features. The main purpose of using signal processing analysis is to segment out the background noise 203 
portions and reduce the dimensionality of the acoustic signal. On the other hand, normalisation is a 204 
crucial step for the CI integrated solver particularly when solving datasets with features in different 205 
ranges. The normalisation used in this work is the min-max normalisation formulated in Equation 206 
(12). 207 
 𝑦 =  2
(𝑥 −  𝑥𝑚𝑖𝑛)
(𝑥𝑚𝑎𝑥 −  𝑥𝑚𝑖𝑛)




This formula maps 𝑥 in the interval [-1 1]. In Equation (12),  𝑥𝑚𝑎𝑥 is the maximum value of the 209 
feature vector and 𝑥𝑚𝑖𝑛 is the minimum value of the feature vector. The CI integrated solver is a set of 210 
nature-inspired computational algorithms integrated into one solver to estimate or optimise 211 
sophisticated real-world problems. This primarily involves one or more of the following approaches: 212 
Swarm Intelligence Algorithms (SIA), Fuzzy Logic (FL), Genetic Algorithm (GA), ANN, Simulated 213 
Annealing (SA), and Artificial Immune Algorithms (AIA)[49]. In this work, ANN and GWO 214 
algorithm are embedded in the solver and the details of these computational approaches are given in 215 
sections 2.1 and 2.2. Finally, section C presents the final model from section B that can be integrated 216 












































Figure 3. Conceptual framework of computational intelligence assisted design (left) and architecture 220 
of the computational intelligence integrated solver (right) 221 
On the CIAD basis, the entire process can be described as depicted in Figure 3(right) in steps as 222 
follows. The first step is the target quantitative model which is the ideal magical equation for the 223 
estimation and prediction of the sand concentration, sand flow rate, line pressure drop and the gas 224 
velocity. Obviously, under this setting, the target models are not readily available. However, what is 225 
known about these models is that they are a function from d-dimensional acoustic features extracted 226 
from signal processing analysis. As a result, this useful information is used as a guide for the 227 
construction of successful models for reliable particle-laden flow characteristics prediction. Hence in 228 
the next step, there is a dataset of acoustic features – flow characteristics measurement parameter 229 
examples obtained from an experiment under controlled conditions. These examples are often referred 230 
to as historical data samples. The next step is the learning algorithm that uses the historical data 231 
samples to pick a model from a set of models created by the computational intelligence (CI) 232 
integrated solver that best approximate the target models. How well the final models approximate the 233 
target models is determined by GWO. In addition to overcoming the challenges of the traditional 234 
learning algorithm in Backpropagation, the use of the GWO is an attempt to minimise the error 235 
measure defined by the sum of squares function using stochastic optimisation (randomisation) and 236 
multi-solution based approaches. Thus, adjusting the abstract parameters of the ANN including the 237 
weights and biases. The performance of the final models is evaluated based on the average of the sum 238 
of squares error function over all the training samples. The final models (trained) are then returned 239 
after the satisfaction of the end criterion and used on future acoustic features to estimate flow 240 
characteristic measurement parameters. 241 
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These abstract parameters of the ANN are defined for the GWO algorithm in the form of a vector as 242 
follows: 243 
 
?⃗⃗? =  {?⃗⃗⃗⃗??⃗?} =  {𝑊1,1, 𝑊1,2, … , 𝑊𝑚,𝑚, 𝑏1, 𝑏2, … 𝑏𝑖} 
(13) 
Where, 𝑚 represents the number of neurons, 𝑊𝑗,𝑖 is the weight connection from the 𝑗
𝑡ℎ neuron to the 244 
𝑖𝑡ℎ  neuron, and 𝑏𝑗,𝑖 corresponds to the bias of the 𝑖
𝑡ℎ hidden neuron. However, given a training 245 
dataset, the performance metric is defined by the following mean square error (MSE) function that 246 
computes the difference between the target value and the prediction value from the ANN: 247 







Where, N is the number of samples in the training dataset, 𝑜𝑘 and 𝑑𝑘 respectively represents the target 248 
output and the estimated output when the 𝑘𝑡ℎ training sample is used. It should be noted that 𝑑𝑘 is a 249 
function of the training samples and the abstract parameters. Since the training samples are fixed, the 250 
goal of GWO in training an ANN is to adapt the weights and biases to minimise the MSE function so 251 
that the highest possible level of prediction accuracy in sample and out of sample can be obtained. 252 




𝐹(?⃗⃗?) = 𝑀𝑆𝐸 (15) 
The overall training process of ANN using GWO is depicted in Figure (4). It can be seen from this 255 
figure that the GWO algorithm provides ANN with the abstract parameters and receives average MSE 256 
for all the samples in the training dataset. Iteratively, the GWO algorithm adjusts these parameters to 257 







Figure 4. Representative outline of the CIAD framework based on ANN-GWO [46] 260 
 261 
3 Methodology 262 
A sketch of the acoustic sensor, location and the entire prototype measurement system is shown in 263 
Figure 5. The acoustic sensor was a piezoelectric contact microphone with a diameter of 35 mm and 264 
thickness of 0.58 mm. The sensor is mounted externally to a flowline bend where the interactions of 265 
the sand particles with the pipe wall is higher and used to capture the sound emitted by the collisions 266 
between the particles and the pipe wall. It has a resonance frequency of 40 kHz. The acoustic sensor is 267 
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connected to NI – 6212 DAQ device and the resulting signal is digitised with a sampling rate of 44.1 268 
kHz and then processed by the main computer. This hardware has a maximum sampling rate of 400 269 
kS/s and 16-bit digitisation on a single channel. Prior to any signal acquisition, however, the weak 270 
acoustic signal is amplified with a voltage gain of 20 dB by the signal conditioning unit. The resulting 271 
signal can be transformed using a set of features in time and frequency domains, respectively. This is 272 
because time or frequency domain features alone do not provide sufficient description of the signal. 273 
These features are presumed to be based on the flow characteristics in the flowline. The relationship 274 
between the flow characteristics parameters and the features is highly non-linear and overly complex. 275 
For this reason, a CIAD model based on artificial neural network (ANN) and GWO algorithm is 276 
determined to represent the underlying functional relationships. For improved computational 277 
efficiency and simplified structure of the ANN-GWO model, a neighbourhood component analysis 278 
(NCA) is used select the relevant features from the available extracted features that best describe the 279 
desired output for the network. 280 
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Figure 3. Measurement system based on acoustic sensor and CIAD model 283 
3.1 Signal characteristic features 284 
The flow characteristics of a particle-laden gas flow are a time-varying, dynamic process that can be 285 
influenced by flowline conditions and particle characteristics. As a consequence, the signal detected 286 
by the acoustic sensor can be considered to have non-stationary characteristics due to the stochastic 287 
instinct in the flow. As shown in Figure 6, the original acoustic signal is shaped by a sequence of 288 
distinct processes and useful features on the flow characteristics are extracted. A total of twenty six 289 
signal features from both time and frequency domains are considered to characterise the signal. 290 
Through feature (input) selection using NCA the irrelevant features are eliminated.  The inputs of the 291 
NCA are the features extracted from the signals and the outputs are weights for each of the features. 292 
NCA learns a linear projection of a vector into a space that optimises a criterion related to the leave-293 
one-out accuracy of a nearest neighbour regression model on a training sample [50]. The projection 294 
vector, however, defines a Mahalanobis distance metric that can be used by the neighbourhood 295 
regression model in the projected space. This method indicates how significant the features are, which 296 
gives guidance on how to compose the subset feature vector for building predictive models. The 297 
subset of each feature is evaluated by a 5-fold cross validation on the training set. The weights 298 
attached for each of the feature indicates what features to use, where a weight above zero implies that 299 











Figure 6. Signal shaping sequence 302 
It was found that the spectral centroid and the spectral entropy have revealed significant correlations 303 
with the flow characteristics in the flowline. Therefore, NCA is used to select the most relevant 304 
features that contribute significantly to the variations in the data while reducing the dimensionality of 305 
the problem. However, a brief description of the selected features is given in the following 306 
subsections. 307 
3.1.1 Spectral centroid 308 
The spectral centroid (Sc) of an acoustic signal frequency spectrum reflects the center where most of 309 
the energy in the frequency distribution is concentrated. It indicates whether the spectral structure of 310 
the signal contains a generality of low or high frequencies, respectively [35],[51]. The spectral 311 
centroid of the i
th
 signal frame is computed as seen in Equation (16). 312 









where 𝑋𝑖(𝑘) denotes the magnitude of the discrete Fourier transform (DFT) coefficients, k is the 313 
frequency bin for the corresponding coefficient and 𝑊𝑓𝐿 is the number of coefficients for the signal 314 
frame. A large Sc value signifies that the spectrum is dominated by high frequencies whereas a small 315 
Sc value indicates that the spectrum is dominated by low frequencies. 316 
3.1.2 Spectral entropy 317 
The spectral entropy (SE) is a feature used to capture the degree of irregularity in the signal spectrum. 318 
It is also a measure that relates with the peakiness/flatness of the spectrum [52],[53]. From the 319 
computational perspective, the spectrum of the short-term frame is divided into K non-overlapping 320 
sub-bands. The spectrum in each of the j
th
 sub-band,  𝑗 = 0, … , 𝐾 − 1 is then normalised by the full-321 
band spectrum to obtain the probability function. For the sub-band normalisation, the relation in 322 
Equation (17) is utilised [54]. 323 





 , (17) 
being 𝑆𝑗 and 𝑠𝑗 the energy of the j
th 
 sub-band and the probability function (i.e the normalised sub-324 
band spectral energy) respectively. The entropy is then computed using the normalised spectral 325 
energy 𝑠𝑗 according to the equation: 326 




Nevertheless this sub-division, Equation (18) gives the full-band entropy for the signal frame [54]. Its 327 
value is low for a flat frequency distribution and high for a spectrum dominated with sharp peaks. 328 
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4 Experimental setup 329 
Experiments were conducted using the Glasgow Caledonian University’s multiphase flow test loop 330 
facility. The loop has two pressure tanks (sand feeder tank and reception tank) sharing the same air 331 
source, controls (PRV and nozzle bank) and has a total flowline length of 12 m and is made of mild 332 
steel internal diameter roughly 50 mm. The majority of the flowline sections had horizontal geometry 333 
and only about 2.5 m was geometrically vertical. The loop geometry also included five 90 degree 334 
oriented bends of standard radius dimensions. The gas required in the loop is supplied at 7.5 barg by 335 
two parallel SSR-ML 45 Ingersol Rand screw compressors each with a capacity of 7.4 standard cubic 336 
meter per minute through an integrated gas tank. The gas tank is capable of suppressing gas dew point 337 
temperature by 11
o












































Figure 7. Multiphase flow loop schematic diagram 341 
As shown in Figure 7 the test loop is also equipped with a flow nozzle bank that is used for the control 342 
and measurement of gas flow rate. Before the nozzle bank, a pressure control valve (PCV) is used to 343 
regulate the amount of gas that enters the nozzle bank. The nozzle bank consists of two rows of 344 
nozzles, one row for the transport line (i.e. the top row) and the other for the sand feeder unit (i.e. the 345 
bottom row), each of which has 8 nozzles. The total gas flow is determined through a blend of n 346 
nozzles on the nozzle bank using the formula in Equation (19): 347 









From this equation, 𝑁𝑁𝑖 is the nozzle number for each of the nozzles on the nozzle bank and has been 349 
estimated experimentally in relation to its cross-sectional area and the discharge coefficient of the 350 
nozzle, and 𝑐𝑓 is a constant with a value of 0.001𝐾
1
2⁄  𝑚 𝑠 𝑃𝑎/𝑏𝑎𝑟. It should be noted that for all 351 
these computations, 𝑃𝑈𝑝𝑠𝑡𝑟𝑒𝑎𝑚 and 𝑇𝑈𝑝𝑠𝑡𝑟𝑒𝑎𝑚 are required to be in absolute units. Invariably, the 352 
pressure and temperature sensors are used to monitor the test conditions, particularly the changes in 353 
pressure in the upstream, sand feeder, transport line and reception tank. The measuring ranges of the 354 
pressure sensors which are all single ended transducers were 0 – 10 bar or 0 – 6 bar. An RTD 355 
temperature sensor was installed upstream of the nozzle bank to measure the gas temperature. Sand 356 
particles were injected into the flow through the sand feeder. The concentration and velocity of the 357 
sand particles were varied by controlling the amount of gas supplied to the system and by varying the 358 
proportion supplied to the sand feeder and the transport line.  The mass flow rate of the sand particles 359 
was measured using load cells. The increase in reception tank mass over time and under stable flow 360 
conditions was used to compute this quantity. Through variation of the sand particles’ velocity, a wide 361 
range of flow conditions in the flowline can be established. The output from the sensor (acoustic) was 362 
processed based on the strong assumption that the signal output carries useful information on the flow 363 
characteristics parameters. The flow characteristics parameters are calculated as follows: 364 
 
?̇?𝑠 =  


















 (𝑚 𝑠⁄ )  
 
(22) 




Where ?̇?𝑠 denotes the sand particle flow rate, ?̇?𝑔 denotes the gas mass flow rate, 𝑉𝑔𝑎𝑠 denotes the gas 366 
velocity, 𝑃𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 𝑙𝑖𝑛𝑒 denotes the gauge pressure of the transport line, 𝑅 indicates the gas rate 367 
constant, 𝑇 represents the upstream temperature, 𝐴 is the cross-sectional area of the flowline, ∆𝑃𝐿𝑖𝑛𝑒 368 
denotes the line pressure drop and 𝑃𝑅𝑒𝑐𝑒𝑝𝑡𝑖𝑜𝑛 𝑡𝑎𝑛𝑘  is the reception tank pressure. These parameters are 369 
essentially important in influencing optimum hydrocarbon production through continuous monitoring 370 
and subsequent control of flows. 371 
5 Results and discussion 372 
5.1 Experimental traces 373 
Sand particles with diameter ranging from 63 – 2000 μm were used to evaluate the proposed 374 
prototype measurement system. A series of experiments was conducted using the multiphase flow test 375 
loop facility described in Section 4.  Table 1 summarises the physical properties of the test material 376 
and the experimental conditions and Table 2 shows the sand concentration (SC) by mass for five 377 
different acoustic signals from the database. Figure 8 shows a typical acoustic signal from the 378 
impingements of sand particles on the pipe wall of the bend. These SC values are used in the analysis 379 
of the features (spectral centroid and spectral entropy) selected through the NCA input selection 380 
process. The results of the analyses are illustrated in Figure 9 and 10 respectively. 381 
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As shown in Figure 8, there are many peaks in the signal due to the dynamics of the particle-laden 386 
flow which is determined by the concentration of the sand particles, gas pressure and flow rate.  387 
Figure 9 and Figure 10 show the probability density distribution of the mean value of sequences of the 388 
selected features (spectral centroid and spectral entropy) extracted from the signal. It can be seen from 389 
Figure 9 that the spectral centroid for the SC = 3.0, 11.6 and 43.7 are clearly shown with high values. 390 
It seems to imply that the spectrum of the signals for those sand concentrations is inherently 391 
dominated by high frequencies. The only unexpected component of the results is the higher spectral 392 
centroid value for the SC = 43.7 signal as the high frequency band implies suspension of the sand 393 
particles in the medium. Probable reason for this trend could be that the flow mechanism for that sand 394 
concentration was in quasi-suspension flow. On one hand the respective values for this statistic are 395 
relatively lower for the other signals. However, taking the uncertainty of particle-laden gas flow 396 




Figure 8. A typical acoustic signal from particles impingements 399 
 400 
 401 
Figure 9. Probability density distribution of the mean of the spectral spread segments of the acoustic 402 
signals for different sand concentrations 403 
Spectral entropy provides a means to capture the complexity of a signal and uniformity in signal 404 
spectrum. Although the results for probability density distribution of the mean of the sequences for 405 
spectral entropy segments from the five signals under analysis given in Figure 9 shows the variation 406 
of probability density as a function of the spectral entropy values, it is not easy to explain the trends in 407 
terms of sand particles interaction with the bend of the flowline. In general, the spectral entropy value 408 
is low for a spectrum with flat distribution whereas spectra which contain sharp peaks exhibit higher 409 
values. As shown in Figure 10, the SC = 3.0 and SC = 43.7 signal yield the lowest spectral entropy 410 
value among the different sand particle concentrations. The reason seems clear: there are irregularities 411 
in the distribution of energy in the signal spectra. The values of this statistic for the spectral entropy of 412 
SC = 35.4 and SC = 28.9 stay almost identical to that of SC = 11.6 returning a relatively high spectral 413 
entropy value and thus implying small variations in the energy distribution. Likewise, the trend for SC 414 
15 
 
= 43.7 and SC = 3.0 but at relatively lower spectral value. Overall, these high values in the spectral 415 
entropy indicate the degree of randomness in the spectra of the signals. 416 
 417 
 418 
Figure 10. Probability density distribution of the mean of the spectral entropy segments of the 419 
acoustic signals for different sand concentrations 420 
Figure 11 and Figure 12 show the exploratory analyses of the spectral centroid and the spectral 421 
entropy features with the different flow characteristics parameters. The flow characteristics dataset 422 
has 2 acoustic features, a total of 800 samples and 4 response parameters (sand flow rate, sand 423 
concentration, line pressure drop and gas velocity). Moreover, the total different samples in the 424 
dataset were considered in the analyses. In these figures, the flow characteristics parameters were 425 
plotted against each of the respective features in an attempt to determine the kind of relationship 426 
existing between the variables in the system. As can be seen from these figures, the relationships 427 
between the spectral centroid and spectral entropy features with the response parameters are highly 428 
non-linear and rather too complex.  Mathematically, it is difficult to establish these underlying 429 
relationships. However, using the CIAD framework, it can be possible to predict the underlying model 430 
and to establish the relationship between the feature parameters and the response parameters. Hence, 431 












Figure 11. Exploratory analyses of the spectral centroid feature associations with the different 437 










Figure 12. Exploratory analyses of the spectral entropy feature associations with the different 443 
response parameters: (a) Sand flow rate (b) Sand concentration (c) Line pressure drop (d) Gas velocity 444 
The total 800 samples were randomly divided and 80% was set aside for training and the remaining 445 
for testing. The training samples were used for building the models and the testing samples for testing 446 
the performance of the built models. This dataset partitioning is usually acceptable when the dataset is 447 
adequately large [46],[55], [56]. The two features extracted from the signals were fed to the ANN-448 
GWO as an input vector. During the training of each of the ANN-GWO network, the desired response 449 
for each input vector was the expected values of the corresponding sand flow rate, sand concentration, 450 
line pressure drop and gas velocity. As mentioned earlier, GWO optimisation algorithm has been used 451 
in training the network and thus facilitating fast convergence and local minima avoidance. In the 452 
training process, it is assumed that the GWO optimisation process starts with random values in the 453 
range of [-5, 5] for all the abstract parameters. Other assumptions for the GWO and the underlying 454 
models for the different response parameters are presented in Table 3. 455 
However, selecting training parameters for an ANN network is an iterative process trying different 456 
parameters and evaluating performance. During the network training, after the performance gradient 457 
has reached a satisfaction pre-set goal, the training process is terminated. To demonstrate the 458 





parameters and the predictors (extracted signal features) used in this study, a three-dimensional plot 460 
was used as shown in Figure 13, 14, 15 and 16.  461 
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Figure 14. Correlation analysis of sand concentration with spectral centroid and spectral 467 
entropy 468 
 469 




Figure 16. Correlation analysis of gas velocity with spectral centroid and spectral entropy 472 
These figures have further confirmed the non-linear relationships existing between the signal 473 
characteristics and the flow characteristics measurands.  474 
5.2 Model performance evaluation 475 
A comparison between the predicted values using the CIAD models and the target value for each of 476 
the flow characteristics measurands was done for the testing data. The comparison for SFR, SC, PD 477 
and GV CIAD models is presented in Figure 17. The identity line (y = x) is represented by the black 478 
solid line in the figure. It is evident from this figure that significant percentage of the predicted values 479 









Figure17. Comparisons between the actual target response and the ANN-GWO based CIAD model 485 
predicted response of the different measurands 486 
The prediction performances of the proposed CIAD models are evaluated through the correlation 487 
factor (R
2
), standard deviation (SD), mean absolute error (MAE), maximum absolute error, minimum 488 
absolute error, mean absolute relative error (MARE), maximum absolute relative error and minimum 489 
absolute relative error. The results of these quantitative error analyses of the suggested CIAD models, 490 
in predicting the pressure drop, gas velocity, sand flow rate and sand concentration are presented in 491 
Table 5. According to Table 5, in the training samples, MAE and SD (%) for predicting the pressure 492 
drop, gas velocity, sand flow rate and sand concentration output are 0.1485 and 3.59 %, 0.9370 and 493 
15.54 %, 0.3525 and 20.48 %, and, 5.0019 and 29.12 % respectively. Also, for the testing samples, 494 
these error measures are 0.1612 and 4.51 %, 1.1224 and 20.02 %, 0.4427 and 28.86 %, and, 6.0802 495 
and 34.03 % respectively for pressure drop, gas velocity, sand flow rate and sand concentration 496 
output. Furthermore, based on the results presented in Table 5, R
2
 values of 0.5886, 0.6169, 0.6039 497 
and 0.6499 for the pressure drop, gas velocity, sand flow rate and sand concentration models 498 
respectively, were obtained from the training samples. Likewise, for the testing samples these values 499 
are 0.5152, 0.5045, 0.5125 and 0.5221 for the pressure drop, gas velocity, sand flow rate and sand 500 
concentration models respectively. Furthermore, it is worth discussing the significance of the R
2
 501 
values obtained in this subsection.  Though, these values appear not too great, however, they are 502 
generally acceptable particularly in situations where the relationship between the input and the output 503 
is highly complex and non-linear. This also applies to particle-laden multiphase flow where the flow 504 
of particles is considered a time varying and dynamic process. Consequently, the acoustic signal 505 
emitted from particles collisions with the flowline can be considered as a random variable and so also 506 
are the flow characteristics parameters. Notwithstanding these fairly good performances from the built 507 
models, however, the approach is still a step towards providing a much needed cost-effective 508 
measurement solution to the long-standing challenge of sand production in the petroleum industry. 509 
 510 
 511 
  512 
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Table 5. Quantitative error analysis of CIAD model accuracy 513 
Statistical parameters  PD model GV model SFR model SC model  
      
Training      
𝑅2  0.5886 0.6169 0.6039 0.6499 
SD (%)  3.59 15.54 20.48 29.12 
MAE  0.1485 0.9370 0.3525 5.0019 
Maximum absolute error  0.6405 5.0648 1.4910 22.4362 
Minimum absolute error  0.0009 0.0025 0.0008 0.0049 
MARE (%)  22.82 7.15 39.47 25.45 
Maximum absolute relative error  1.9724 0.4327 5.4551 1.2821 
Minimum absolute relative error  0.0016 0.0002 0.0010 0.0002 
      
Testing      
𝑅2  0.5152 0.5045 0.5125 0.5221 
SD (%)  4.51 20.02 28.86 34.01 
MAE  0.1612 1.1224 0.4427 6.0802 
Maximum absolute error  0.6290 5.6356 1.4219 21.3501 
Minimum absolute error  0.0021 0.0112 0.0012 0.0834 
MARE (%)  26.73 8.62 43.29 45.24 
Maximum absolute relative error  1.7351 0.5186 3.6310 3.4522 
Minimum absolute relative error  0.0042 0.0009 0.0170 0.0040 
      
 514 
6 Conclusions  515 
A novel approach for the measurement of flow characteristics of particle-laden gas flow in a flowline 516 
has been presented in this paper using an acoustic sensor and CIAD framework. Performance of the 517 
developed models based on CIAD approach, using both quantitative and graphical error analyses. The 518 
results from the quantitative error analysis showed that the MAE for predicting the pressure drop, gas 519 
velocity, sand flow rate and sand concentration output using the test samples are 0.1485, 0.9370, 520 
0.3525, and 5.0019 respectively. The standard deviation of the measurement errors for predicting the 521 
pressure drop, gas velocity, sand flow rate and sand concentration output are 3.59 %, 15.54 %, 20.48 522 
% and 29.12 % respectively. This performance evaluation suggests that the proposed method is a 523 
promising approach to the development of a real-time measurement system.  524 
However, substantial further research and development work is required to advance the technology.  525 
Firstly, constituent technique of CIAD framework should be explored to model temporal dynamics in 526 
the emitted acoustic signal. Secondly, effective denoising techniques should be employed to denoise 527 
the signals prior to feature extraction processes. It is envisaged that denoising the signals would help 528 
establish greater degree of accuracy in the predicted variables. Thirdly, the practical implementation 529 
of the proposed technique on industrial plant conditions should also be conducted to determine its 530 
effectiveness. Therefore, a future publication will present performance results in which these 531 
recommendations have been implemented. These results will further demonstrate that the proposed 532 
approach offers a robust practical solution to meet the difficult quantitative measurement 533 
requirements in the petroleum industry.   534 
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