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We study collisions of coherent structures in higher-order field-theoretic models, such as the φ8,
φ10 and φ12 ones. The main distinguishing feature, of the example models considered herein, is that
the collision arises due to the long-range interacting algebraic tails of these solitary waves. We extend
the approach to suitably initialize the relevant kinks, in the additional presence of finite initial speed,
in order to minimize the dispersive wave radiation potentially created by their slow spatial decay. We
find that, when suitably initialized, these models still feature the multi-bounce resonance windows
earlier found in models in which the kinks bear exponential tails, such as the φ4 and φ6 field theories
among others. Also present is the self-similar structure of the associated windows with three- and
more-bounce windows at the edges of two- and lower-bounce ones. Moreover, phenomenological, but
highly accurate (and predictive) scaling relations are derived for the dependence of the time between
consecutive collisions and, e.g., the difference in kinetic energy between the incoming one and the
critical one for one-bounces. Such scalings are traced extensively over two-bounce collision windows
throughout the three models, hinting at the possibility of an analytical theory in this direction.
I. INTRODUCTION
Topological solitons play an important role in modern physics [1–3]. In this regard, for many decades, field-theoretic
models in (1 + 1)-dimensional space-time have been actively studied. In addition to being of particular interest in
their own right, such models are relevant to a wide range of physical applications [4–6]. The understanding of models
with one real scalar field with both polynomial and non-polynomial self-interaction (potential) is continuing to grow.
More specifically, methods of constructing new models with interesting properties, such as the deformation procedure
[7–9] have been proposed, parametric field theories have been considered [10], and ideas such as those involving
quasi-normal modes have been used to explain dynamical model features [11]. Additionally, topologically nontrivial
solutions are actively investigated in models with two real scalar fields [12–16], as well as in models with a richer set
of fields [17–19]. As some of the prototypical uses of these field theories one can mention toy models for dark matter
halos [20], as well as cosmological applications of the Higgs field [21].
Among the topological defects in (1 + 1)-dimensional field-theoretic models, a special place is reserved for kinks
— topologically nontrivial field configurations connecting degenerate minima of the model’s potential [2, Chap. 5].
Kinks arise in various physical processes and represent coherent structures in the form of heteroclinic connections.
For example, in cosmology a flat domain wall separating regions of space with different vacua, in the direction
perpendicular to the wall, is a kink-type field configuration [3, 22]. In addition, kinks arise in models of defects within
crystals and in various phenomena in graphene [23–25]. The effort to understand the processes of kink interactions,
such as collisions and scattering thus has a time-honored history, detailed, e.g., recently in [5].
Starting with the work of Ref. [26] it was noted that, in the collision of the kink and antikink of the φ4 model
at small initial velocities (therein vin = 0.1 is in units of the speed of light), the kinks are captured and form a
“bion,” which is a bound state of a kink and an antikink. Subsequently, the bion slowly decays. This situation
was somewhat at odds with the naive idea that the kink and antikink should annihilate upon colliding, immediately
disintegrating into radiation of small-amplitude waves, which take away the energy of the colliding kinks. It is also
fundamentally distinct from the elastic kink-antikink collision featured in integrable models such as the sine-Gordon
equation [2, Sec. 5.3]. Nevertheless, it is a natural manifestation of the non-integrability of this partial differential
equation (PDE). Then, it was found that there is a critical value vcr of the initial velocity (vcr ≈ 0.26 for kinks of the
φ4 model) separating two different regimes of the collision: for vin < vcr, the capture and formation of a bound state
occurs, while for vin > vcr the kink and antikink escape to infinity after their collision, see, e.g., Ref. [27].
2Further investigation of this phenomenon led to the discovery of escape windows. It was found that in the range
vin < vcr there are intervals of the initial velocities within which kinks scatter and eventually escape to the spatial
infinities. The difference from the case of vin > vcr, however, is that inside the escape windows the kinks scatter to
infinity, not after a single impact, but after two or more successive collisions. This phenomenon has been explained
on the basis of a resonant energy exchange mechanism [28–31], see also Ref. [32] for a review. The essence of the
mechanism is as follows. In the first collision, part of the kinetic energy of the kinks is transferred into the excitation
of the vibrational mode of each kink. After that, the kinks scatter, but because of the decreased kinetic energy they
are unable to overcome mutual attraction and go to infinity. Instead, they stop at some distance and then return
to collide again. In the second collision, provided some resonance condition is fulfilled, part of the energy of the
vibrational mode can be returned to the kinetic energy of the kinks, which allows them to escape to infinity. The
intervals of the initial velocity from the range vin < vcr, within which the kinks escape to infinity after two collisions,
were named two-bounce escape windows. Note that the resonant energy return from the vibrational mode of kinks
to their kinetic energy can occur not only in their second collision, but in the third, fourth, and further collisions.
Intervals of the initial velocities, within which kinks escape to infinity after three, four, and further collisions were
named three-bounce, four-bounce, and so on escape windows. The resonance condition mentioned above relates the
frequency of the vibrational mode of the kink and the time interval between the first and second collisions of kinks (for
two-bounce escape windows), or between the second and third collision of kinks (for three-bounce escape windows),
and so on. It turned out that the frequency of the vibrational mode of the φ4 kink fits very well into this picture.
Similar scenarios were also found in the kink-antikink collisions in other field-theoretic models, e.g., in the φ6
model [33, 34], the modified sine-Gordon [35], the double sine-Gordon [36–38], and the sinh-deformed φ4 model
[39]. However, noticeable deviations from this clear and rather simple phenomenology, developed on the basis of
the φ4 kinks’ scattering, have emerged. In the scattering of kinks of the double sine-Gordon model the so-called
quasiresonances were found [36, Fig. 20] in suitable parametric regimes, and maxima in the dependence of the time
T23 between the second and third collisions of kinks on the initial velocity were observed instead of some two-bounce
escape windows. It was shown that quasiresonances and escape windows are phenomena of the same nature, and
for some values of the model parameter they coexist [37, Fig. 3]. In the same model, for some values of the model
parameter, a deviation of the resonance frequency from the frequency of the vibrational mode of a solitary kink was
also found. In Ref. [37], a mechanism was proposed that qualitatively and semi-quantitatively explains the frequency
shift of the vibrational mode, based on the mutual influence of the vibrational modes of the kink and antikink when
the modes are localized near the continuum.
The subject of the present work is kinks with power-law asymptotics (or, as they are sometimes referred to, power-
law tails) [40–47] and, in particular, their scattering properties upon collision with each other starting with finite
(nonzero) initial velocity. In all the field-theoretic models mentioned above, the kink solutions have exponential
asymptotics approaching the spatial infinity. This means that the field approaches the vacuum value exponentially
with increasing distance from the center of the kink. However, there are models (with both polynomial [48] and
non-polynomial potentials [46]) in which kinks exhibit one- or two-sided power-law asymptotics. This situation leads
to new physics compared to the exponential-tails case. For kinks with power-law tails the energy density of the kink
is only weakly localized, i.e., a large part of the kink’s mass is concentrated in its power-law tail, compared to the
exponential-tail case. Importantly, long-range interaction between kinks occurs when their power-law tails overlap.
This, in turn, implies that, in numerical experiments, the kinks are practically always interacting, and one needs to be
especially careful as to how to initialize the relevant configurations. In other words, ansa¨tze that are usually employed
as initial conditions for the numerical simulation of kink-antikink collisions are not applicable to problems involving
kinks with power-law tails.
In Ref. [40], it was shown that the use of the initial configuration (at t = 0) in the form of the sum of the kink
and antikink centered at x = ±x0 and “facing” each other by their power-law tails, leads to significant disturbances
arising for t > 0 and distorting the picture of the kink-antikink interaction. In particular, the illusion of repulsion
between a kink and an antikink may arise [42], while they are attracted to each other, in fact. In Ref. [40], employing
examples of φ8, φ10 and φ12 polynomial field-theoretic models, we proposed a minimization procedure that allows
one to obtain an effectively static (in that the kink and antikink initially bear vanishing speed) configuration of the
type of “kink+antikink” suitable for numerical simulations. This configuration enabled the study of the interaction
of an initially static kink and its corresponding antikink, without the generation of numerical artifacts caused by
a naive ansatz selection. However, the prior work has not addressed the collisional dynamics of kinks interacting
via power-law tails. Therefore, within the context of higher-order field theories, the goal of the present study is a
systematic investigation of collisions of a kink and an antikink, exhibiting long-range interactions via power-law tails,
and starting with nonzero initial velocities. Specifically, we seek to address the multi-bounce resonance windows
in these higher-order models and provide an interpretation of the associated phenomenology. Note that the φ8 field
theory is a model for describing massless mesons with long-range interactions [49]. Similarly, φ10 and φ12 field theories
are necessary to capture multiple successive phase transitions, within the Ginzburg–Landau phenomenological theory
3of the latter, as discussed in Ref. [48] and those therein.
This paper is organized as follows. In Section II, we present the example model potentials of the φ8, φ10, and φ12
type having kinks with power-law tails, which will be studied here, and also describe the method used to perform the
numerical simulations of kink-antikink collisions. In Section III, we discuss the construction of initial conditions for
numerical simulation of the kink-antikink collisions starting from nonzero initial velocities. Then, in Section IV, we
summarize the results of a detailed study of the kink-antikink collisions in the chosen φ8, φ10, and φ12 models, taking
into account the effect of nonzero initial kink velocity. We also compare the results obtained by using different initial
conditions. In Section V, we establish a one-to-one correspondence between the initial velocities of the colliding kinks
at various initial separation distances, including an infinitely large one. Finally, Section VI provides a summary of
our findings and a number of directions for future work.
II. OVERVIEW OF THE MATHEMATICAL MODEL AND THE NUMERICAL APPROACH
Our aim is to simulate collisions between kinks and antikinks (K-AK collisions) in φ2m+4 models for m = 2, 3, 4,
for which the potential has the functional form
V (φ) = φ2m(1− φ2)2 for m = 2, 3, 4. (1)
In keeping with the traditional notation, these models will be referred to as φ8, φ10, and φ12 based on the highest-
order term in the polynomial potential, respectively. All kink solutions (kinks and antikinks) of these models have
one power-law and one exponential tail, see [40, Sec. 2] for more details. For the models considered in this work,
without loss of generality, the kinks and antikinks connect the constant solutions (vacua) φ = 0 and φ = −1.
Denote by u = u(x, t) a real scalar field. Then, its dynamics, given a potential of the form in Eq. (1), is described
by an equation of motion obtained from Hamilton’s principle, namely the PDE
∂2u
∂t2
=
∂2u
∂x2
− V ′(u). (2)
For our numerical simulations based on Eq. (2) we use a Fourier-based spectral method [50] with N = 500 nodes in
the x-direction in the interval x ∈ [−L,+L] with L = 50. We have added damping at the edges of the x interval, using
an infinitely differentiable “bump” function (damping starts 20 units from the boundaries of the interval, that is, from
x = ±30 to x = ±50). The damping function has compact support; it is exactly zero in the interval x ∈ [−30, 30],
and then rises to a value of five on the intervals x ∈ [−50,−30] and x ∈ [30, 50] (thus there is no effect on any motion
for |x| ≤ 30). There is no “corner” at x = ±30 due to the damping function being infinitely differentiable with zero
derivative there; this minimizes any radiation bounce. We track the position of a kink, which we label xc(t), as in
[40]. Briefly, we define xc(t) as the x position such that u
(
xc(t), t
)
= −0.83356, a value that was selected judiciously
based on the asymmetric form of the kink.
The panels in Fig. 1 show the PDE simulations (contour plots) of the φ8 model for the same incoming velocity;
in (a) damping is added, whereas there is no damping for the result shown in (b). In the next section we discuss
in detail how initial conditions for such simulations are created. In (a), all radiation created at the time of the first
bounce is damped to zero before reaching ±50, whereas in (b) the radiation from the first bounce is reflected back
and reaches the moving kink before the second bounce. In this case, the interfering radiation changes the number of
bounces from infinitely many bounces (bound state) to two bounces. Without the added damping, this case would
be mistakenly classified as belonging to a two-bounce resonance window. This example, featuring a kink-antikink
collision with initial (symmetric) velocities of 0.148673 and a half-separation of 10, highlights the need for adding
appropriate damping in the simulations.
III. CREATING INITIAL CONDITIONS WITH NONZERO KINK VELOCITY
As was shown in Refs. [40, 41], in order to create initial conditions for the case of zero initial velocity (for various
separation distances of the kink and antikink), the methods used for the φ4 and other models that exhibit kinks with
exponential tails are not appropriate. Instead of a sum or product ansatz, a minimization procedure needs to be
applied to any ansatz to obtain the initial position for a kink-antikink combination. The same applies when the initial
velocities are not zero (to obtain the initial position) and, additionally, an appropriate initial velocity function must
be generated.
In advancing the state of the art beyond kink-antikink interaction with zero initial velocity and towards interactions
with nonzero initial velocities, we need to generate initial conditions that represent a moving kink (and a moving
4(a) (b)
FIG. 1. Space-time contour plot of the PDE simulation of the φ8 kinks collision with (a) damping starting at x = ±30, and
(b) no damping.
antikink), each starting at a specified position, and moving with a specified velocity, at the initial instant of time. We
can then check whether our initial conditions are correctly prescribed by running a simulation of the PDE (equation
of motion) and tracking the position of each (kink and antikink). From the graphs of their position and velocity, we
can ascertain whether the dynamics are ensuing from the intended (specified) initial position and velocity.
To this end, we start by creating initial conditions for a single coherent structure moving at a specified velocity. This
structure is, specifically, a traveling wave of the form u(x, t) = φ(x− ct). From the governing equation of motion (2),
we obtain an ordinary differential equation (ODE) for the shape with the speed c as a parameter:(
1− c2)φ′′(ξ)− V ′(φ(ξ)) = 0, (3)
where ξ = x − ct is the moving frame coordinate. Implicit solutions to this ODE are known from [48]. Since
ut = −cφ′(x− ct), we have
u(x, t = 0) = φ(x) and ut(x, t = 0) = −cφ′(x) (4)
for the initial conditions of our dynamic PDE simulations. Here, t subscripts denote partial derivatives with respect
to t.
For the kink-antikink case, we start with a split-domain ansatz [40, Sec. III.D], using a single kink shifted to the
left and moving to the right for x < 0 and an antikink shifted to the right and moving to the left for x > 0. Since this
split-domain curve has a “corner” at t = 0 (a discontinuity in the derivative) it is not suitable as an initial condition
for the PDE. Instead, it is used as an initializer in a nonlinear minimization of the norm of the left side of Eq. (3), as
done in our previous works [40, 41]. The difference now, compared to the previous works, is that c 6= 0 in Eq. (3) in
the present work.
Now that we have generated an initial condition u(x, t = 0) from the shape function φ(x) (calculated from the
minimized split-domain ansatz), we need to create an initial velocity ut(x, t = 0) that sends the kink and antikink
towards each other at speeds c. Since we are no longer working with a sum or product ansatz, we need to create the
initial velocity function directly from the shape function φ(x). As for the single kink case, −cφ′(x) would seem like a
reasonable choice, except that this would send both the kink and antikink in the same direction, rather than at each
other. Therefore, we choose
ut(x, t = 0) = c sgn(x)φ
′(x) (5)
for the initial velocity function.
Figure 2 shows graphs of the functions −cφ′(x) and c sgn(x)φ′(x) for the φ8 kink-antikink configuration. While
−cφ′(x) is smooth, c sgn(x)φ′(x) has a “corner” (discontinuity in the derivative of the velocity field, i.e., in the
acceleration) at t = 0. Thus, after minimization, we have eliminated the corner in u(x, t = 0) = φ(x), but there is now
one in ut(x, t = 0) = c sgn(x)φ
′(x). Next, we assess how “well” these initial conditions work in a dynamics simulation.
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FIG. 2. (a) Graph of −cφ′(x) for the kinks of the φ8 model. (b) Graph of c sgn(x)φ′(x).
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FIG. 3. Initial kink half-separation x0 = 10, initial kink velocity c = 0.1, using ut(x, t = 0) as in Fig. 2(b) for the φ
8 model.
(a) Evolution of the kink velocity function over time. (b) Space-time contour plot of ut(x, t).
The effect of the discontinuity (in the acceleration field) becomes apparent in Fig. 3. Figure 3(a) shows “bumps” in
the velocity function of the kink at around t = 10 and t = 27. Figure 3(b) is a contour plot of ut(x, t) (with carefully
chosen contour levels to emphasize the effect being described next). One can observe the resulting small amplitude
waves in the ut(x, t) field after t = 0 propagating in both directions, and intersecting the path of the kink (in red)
and antikink at about t = 10, causing the bump in the velocity function.
The goal of finding “good” initial conditions for a given initial kink velocity is to simulate kink-antikink collisions,
with the initial conditions given at any prescribed separation. This is relatively easy with the φ4 model, since tails
are exponential at both ends and the sum ansatz with a relatively small separation is sufficient because the kinks’
overlap is exponentially small in this case.
To understand what a “correct” ut(x, 0) should look like in the more subtle case considered herein, we propose the
following approach. We assume that ut(x, 0) = 0 would give an “ideal” initial velocity. We start with a half-separation
of x0 = 30 units and zero initial velocity, and let the simulation run to the point at which the half-separation is (very
close to) 10 units. Then we restart the simulation in three different ways.
1. The first way is to restart the simulation with the field configuration, i.e., u and ut, obtained at the end of the
first simulation. These should represent an “ideal” set of initial cond
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FIG. 4. Ideal initial conditions by restarting PDE from x0 ≈ 10 after initial run with half-separation x0 = 30 and initial
velocity zero for the φ8 model. (a) Kink velocity function. (b) Space-time contour plot of ut(x, t).
run starting at half-separation of 30 and a zero velocity. From Fig. 4, we see that both plots are smooth, as
expected. No irregularities are visible in either (a) the kink velocity plot or (b) the space-time contour plot of
ut(x, t). Also, there is no corner in the ut(x, 0) plot, thus there is no spurious propagation of small-amplitude
radiation/waves. This is the comparison case, representing what we believe we should observe if the correct
initial conditions are used.
2. The second way is to restart the PDE simulation with the “standard” initial conditions. This approach uses
a minimized u(x, 0), which uses the kink separation found at the end of the original run, and ut(x, 0) =
vin sgn(x)ux(x, 0), where vin is the final velocity at the end of the original run. As a consequence, a corner is
created in the ut(x, 0) plot, and propagating small amplitude waves are observed in the ut(x, t) contour plot, as
discussed above.
In Fig. 5(a), we show the kink velocity for the ideal case alongside the one for the current case; one can easily
see the difference between the two.
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FIG. 5. Initial conditions using minimized initial position, and initial velocity given by vin sgn(x)ux(x, 0) as shown in Fig. 2(b)
for the φ8 model. (a) Kink velocity function (red dash-dotted curve) with ideal kink velocity from Fig. 4 (solid blue curve);
inset shows vc versus t at late times. (b) Space-time contour plot of ut(x, t).
3. The third way is to take the minimized field configuration u(x, 0), and then minimize it again to obtain ut(x, 0).
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FIG. 6. Initial conditions using minimized initial position, and (subsequently) minimized initial velocity for the φ8 model; see
the relevant explanation in the text. (a) Minimized initial velocity plot. (b) Kink velocity function (red dash-dotted curve)
and ideal kink velocity function (blue solid curve); inset shows vc versus t at late times. (c) Space-time contour plot of ut(x, t).
Here, by “minimize again” we mean that the search algorithm fixes u(x, 0) (the minimized u(x, 0) from the
previous case) and varies only ut(x, 0) to find a minimum for the 2-norm of the PDE itself. This requires a
t-interval over which to minimize the norm of the PDE; we settled on the interval [0, 0.04] (longer intervals did
not lead to any appreciable difference in the result). We also add constraints that keep the starting kink velocity
at the specified value (determined by the end of the first run in which x0 = 30 and the initial velocity is zero).
The constraints that we use are ut = −vinux in the intervals x0−1.6 ≤ x ≤ x0+2 and −x0−2 ≤ x ≤ −x0+1.6.
Figure 6(a) shows the initial velocity plot after the second minimization showing that the corner has been
smoothed (compared to non-minimized initial velocity in Fig. 2(b)).
Figure 6(b) shows the kink velocity for the ideal case alongside the one for the current case; there is no noticeable
variation between the two, at this scale. Figure 6(c) shows the velocity contour plot, which is very close to
the ideal velocity contour plot from Fig. 4(b). A drawback to minimizing a second time is that the second
minimization requires simulating the evolution of the PDE over some time interval, for each iteration of the
minimization procedure. This step increases the computation time required to create the initial conditions
by about an order of magnitude, compared to the case in which only the initial position function undergoes
minimization. Thus, while this procedure is more accurate in terms of its proposed initial waveform, it is also
more computationally costly.
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FIG. 7. (a) Plot of the escape velocity vout as a function of the initial velocity vin for the φ
8 model where the critical velocity
vcr = 0.1499. (b) Zoomed portion of the left figure about the two-bounce interval [0.12932, 0.13073]. Black represents a
one-bounce scenario, blue represents a two-bounce resonance window, green represents the three-bounce case, while red (dots)
denote the four-bounce windows.
IV. THE RELATIONSHIP BETWEEN VELOCITY-OUT AND VELOCITY-IN UPON COLLISION
In the previous section, we showed that initial conditions generated by first minimizing a split-domain ansatz for
the initial field configuration u(x, t = 0) of the kink-antikink combination and then minimizing again to obtain an
improved initial velocity ut(x, t = 0) yields the “best” initial conditions for analyzing kink-antikink collisions via
numerical simulation of the PDE. However, there is a cost: the computational time required to create many such
initial conditions makes it less feasible to run a sufficient number of PDE simulations to generate accurate velocity-
out (vout) versus velocity-in (vin) plots. Fortunately, we have found that the vin – vout relationships predicted by the
once-minimized initial conditions (no ut minimization) and the corresponding relationship obtained via the twice-
minimized initial conditions have a very similar structure, which we will elaborate on further towards the end of this
section. Therefore, we now discuss the numerical results for the once-minimized case.
A. φ8 case
In Fig. 7, we show the vin – vout curves for the chosen example φ
8 model. The panel on the left shows the first
several two-bounce windows (in blue) as they accumulate at the critical velocity vcr = 0.1499. On either side of
each two-bounce window one can see three-bounce windows (in green) which accumulate at the boundaries of the
two-bounce windows. The panel on the right shows a zoomed-in version of this for the two-bounce window centered
at about vin = 0.13. This fractal-like structure appears to continue for four-bounce windows at the edges of the
three-bounce window and so on, but it becomes very difficult to calculate the four-bounce and higher-bounce windows
to any reasonable degree of accuracy. Four-bounce values of (vin, vout) in Fig. 7 appear as points (red dots). Black
color represents one-bounce values which occur beyond the critical value vcr.
Figure 7 shows many similarities with published vin – vout graphs for the φ
4 model, such as a self-similar structure
[51], as well as some differences. In particular, the maximum values of vout for the two-bounce windows linearly
increase for the φ4 model, whereas for the φ8 model the maximum values, while increasing overall, also show a pattern
of alternately increasing and decreasing.
We now dig deeper into the behavior of the two-bounce windows. In Fig. 8 we look at space-time contour plots
and center-point field value u(x = 0, t) versus time plots for the φ8 model. Following Ref. [28], we define a “bounce
number” M that counts the number of small oscillations of the field at the center point, i.e., u(x = 0, t), that occur
inside a two-bounce window. In the contour plots these small oscillations appear as alternating light and dark vertical
stripes, and in the center-point plots they appear as alternating relative maxima and minima. For this we count both
of the large bounces that define the two-bounce window as well as the small oscillations that occur between the two
large bounces. For example, in Fig. 8(b), we count the larger local minima at about t = 40 and t = 120 and the six
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FIG. 8. Space-time contour plot (u(x, t)) of the kink-antikink interaction in the φ8 model for (a) vin = 0.13 and (c) vin = 0.1357.
Position plot of the field’s value at the center point, u(x = 0, t) for (b) vin = 0.13 corresponds to M = 8, and (d) vin = 0.1357
corresponds to M = 9. Here M counts the number of small oscillations of u(x = 0, t) occurring inside a two-bounce window.
smaller local minima in between (we do not count the very small “blips” near the large local minima) for a value
M = 8. We can also refer to this window as the n = 2 two-bounce window, since it is represented by the second blue
curve in Fig. 7. We call n the window number.
Next, we define the width T of a two-bounce window as T2 − T1 where T1 and T2 are the t-values where the larger
local minima occur in the center-bounce plots (the t-width of the bounce interval). For example, in Fig. 8(b), we
have T1 = 40.5 and T2 = 117.8. Now we assume T = aM + b and T = C
(
v2cr − v2in
)k
where vin is the midpoint of
the interval that results in bounce number M . This is inspired by the approach in Ref. [28], except the latter took
T = C
(
v2cr − v2in
)
−1/2
, and they used the window number n in place of the bounce number M . Using the windows
with M values 24 through 29, the fitted equations are T = 16.00M − 69.96 and T = 49.98(v2cr − v2in)−0.2019. These
relationships are assumed to apply for windows that are close to vcr, and so we only use the last few M values that
we calculated. Figure 9 shows the quality of these curve fits. Combining these equations results in
vin =
√
v2cr −
(
aM + b
C
)1/k
. (6)
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For our particular parameter values:
vin(M) =
√
0.02247− (0.3202M − 1.400)−4.952 . (7)
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FIG. 9. (a) Width T of the two-bounce window versus the bounce number M for the φ8 model. (b) T versus v2cr − v
2
in curve.
Using Eq. (7), we were able to predict the midpoints of some two-bounce intervals that our original search method
missed, showing the promise of this approach. Consequently, we now have two-bounce windows for the φ8 model for
M values 7 ≤ M ≤ 29. One major difference between the collision phenomenology in the chosen example φ8 model
and the classical φ4 field theory appears to be that, for the φ8 case, the first two-bounce window occurs for M = 7,
whereas for the φ4 case the first two-bounce window occurs for M = 3. We find that n = M − 6 for the φ8 model
(instead of n = M − 2 for the φ4 model). For the φ8 model, following the first two-bounce window at M = 7, the
second two-bounce window occurs at 8 oscillations, the third at 9 oscillations, and so on, keeping the n = M − 6
pattern. We have shown that this pattern continues up to at least M = 29 oscillations (i.e., window number n = 23).
B. φ10 and φ12 cases
The vin – vout graphs for the φ
10 and φ12 models show the same fractal-like structure and alternately increasing
and decreasing maximum values as for the φ8 model, see Fig. 10. Similar to the φ8 case we were able to find equations
for the φ10 and φ12 cases that relate the bounce number M to the midpoint of the corresponding window (in terms of
vin), using the windows with values M = 24 through M = 29. Again, we assume T = aM + b and T = C
(
v2cr − v2in
)k
,
fit the parameters to the data, and obtain equations in the form of Eq. (6).
The graphs comparing the data to the fitted equations are similar to Fig. 9. For the φ10 model, we obtain the fits
T = 24.06M − 142.5 and T = 58.78 (v2cr − v2in)−0.2407, and for the φ12 model we obtain the fits T = 24.87M − 132.8
and T = 85.80
(
v2cr − v2in
)
−0.1810
. These fits are highly accurate descriptions of the underlying data (the coefficient of
determination is r2 ≈ 0.999). The equation that predicts the location of a two-bounce window with a given M value
for the φ10 model (and that is analogous to Eq. (7) for the φ8 model) is
vin(M) =
√
0.04393− (0.4093M − 2.425)−4.155 . (8)
Meanwhile, for the φ12 model, the fit is
vin(M) =
√
0.07383− (0.2899M − 1.5478)−5.526 . (9)
The non-monotonicity of the relevant exponents as the order of the field theory gets higher is a topic meriting further
investigation.
Finally, for the φ10 model, the first window (n = 1) has bounce number M = 10 and the pattern n = M − 9
continues for all cases that we considered. For the φ12 model, the first window has bounce number M = 8; the
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FIG. 10. The escape velocity vout as a function of the initial velocity vin for (a) the φ
10 model and (b) the φ12 model. Black
represents a one-bounce solution, blue represents a two-bounce solution, green represents a three-bounce solution, and red
(dots) represents a four-bounce solution.
pattern n = M − 7 continues up through the M = 19 window. Surprisingly, there is no M = 20 window; this is the
only case encountered so far of a “missing” window. Windows numbers M = 21 through M = 36 have been shown to
exist (numerically). We will not pursue this further here, but it appears that the missing window occurs at a point
in the window pattern where the local maximum of the vin – vout graph would be very small (if it existed, based on
nearby windows). This could also help to explain why there are “missing” windows at the beginning of the sequence
of two-bounce windows, where the local maxima are small (the first two-bounce window could theoretically be as
small as M = 2).
It is important to highlight that while these relations are phenomenological in nature (they were introduced as such
even in the pioneering work of Ref. [28]), nevertheless, there as well as here, they are found to be in extremely good
agreement with the numerical results. This, in turn, is a finding that suggests further mathematical investigation
along this vein. However, equally importantly, for our purposes, these relations do hold predictive value as while they
were only identified for a range ofM values, they were confirmed to be very accurate for a far wider range ofM values.
In fact, in some cases, the delicate nature of the corresponding computations had not revealed the associated window
during a first parametric search, yet this prediction enabled a finer search that eventually identified the relevant
resonance.
C. Once-minimized versus twice-minimized initial conditions
We now come back to the issue of how the vin – vout graphs for once-minimized versus twice-minimized initial
conditions (as explained in Section III) for the φ8 model are related. In Fig. 11(a), we show the vin – vout curves for
both cases; once-minimized in red and twice-minimized in blue. The critical value vcr, where the one-bounce interval
begins, is slightly different for the once- versus twice-minimized initial conditions. We first shifted the twice-minimized
windows by the amount equal to the difference in the two critical values so that the windows were accumulating at the
same value for both cases. We then scaled the vin values of each blue window by a factor H that is dependent on the
bounce number M , given by H = 11.51 exp(−0.6877M)+1 (obtained using judicious curve fitting). The point here is
not so much the exact amount of scaling and shifting, but rather that the vin – vout curves using the improved initial
conditions (twice-minimized) can be mapped to the corresponding curves for the once-minimized initial conditions,
thereby justifying the use of the somewhat “imperfect” initial conditions to generate the large amount of data required
to construct these curves. Figure 11(b) shows the result of shifting and scaling.
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FIG. 11. The vin – vout relationship for the first six two-bounce windows of the φ
8 model. (a) Once-minimized initial conditions
in red, twice-minimized in blue. (b) Same as (a) but the blue curves have been shifted left and then scaled.
D. Three-bounce intervals
The structure of three-bounce windows shows a number of similarities to the structure of two-bounce windows. In
Fig. 12, we show contour plots and center-point plots for two three-bounce windows for the φ8 model. AnM value can
be defined for the three-bounce windows, as for the two-bounce windows, by counting the number of small oscillations
of the field between the second and the third bounces. In Fig. 12(a,b), we count M = 6 for the first case, while we
count M = 5 for the case in panels (c,d). Using these M values, we can perform curve fitting to obtain functional
relationships, as for the two-bounce windows, using the edges of the two-bounce window as vcr.
The resulting equations can be used to predict new three-bounce windows with some success. One major difference,
compared to two-bounce windows, is that three-bounce windows that accumulate at the left of a two-bounce window
appear to be unique in the same sense as two-bounce windows; no two windows have the same bounce number M .
However, the three-bounce windows that accumulate at the right of a two-bounce window are not unique; there can
be separate three-bounce windows with the same M value. This issue merits further investigation.
V. CORRESPONDING INITIAL CONDITIONS AT t = −∞
To investigate kink-antikink interactions, we need to choose the same initial half-separation for all of the runs.
Because of the polynomial tails (which face each other) we can never achieve a large enough separation to effectively
simulate an initial infinite separation (the simulation run times would be too long). We settled on using an initial
half-separation of x0 = 10. Every initial kink velocity vin at x0 =∞ will correspond to some velocity at x0 = 10 and
vice versa, thus there is a one-to-one correspondence between the velocities of a kink at any two x0 values (including
infinity). Then, when we determine quantities like critical vcr and the various bounce windows (two-bounce, three-
bounce, and so on) in terms of vin at x0 = 10, we can, if we want, calculate the velocities these would correspond to
at a different separation, including, possibly, an infinite one.
In Ref. [41], accelerations (starting from rest) between kink and antikink were numerically calculated for various half-
separation distances x0. For the φ
8 model, as long as x0 ≥ 50, these numerically calculated accelerations agree with
those calculated from theory (“Manton’s method” [52, 53]) to within 0.4%. In fact, as the separation distance becomes
larger, the error decreases (presumably, to zero). Thus for large separations, we can use the ODE x′′ = −11.08/x4
[41, Table II] corresponding to the φ8 model. That is, taking a given initial velocity at a given x0, we can run it
backwards (t → −∞) to obtain the vin that corresponds to a different (or even possibly infinite) initial separation.
The equation x′′ = −11.08/x4 integrates to x′2 = 22.163 x−3 + C; then letting t → −∞ (and hence x → ∞) we find
x′(−∞) = √C =
√
x′(0)2 − 22.163x(0)3 . Letting vin(x0) represent the vin value at an initial half-separation of x0, and
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FIG. 12. Space-time contour plot of u(x, t) for the φ8 model with three-bounce windows: (a) vin = 0.131275, (c) vin = 0.13143.
Time dependence of the field’s value at the center point, u(x = 0, t): (b) vin = 0.131275 corresponding to M = 6, and (d)
vin = 0.13143 corresponding to M = 5.
vin(∞) be the corresponding vin value at an infinite separation, we have
vin(∞) =
√
v2in(x0)−
22.16
3x30
. (10)
For the φ10 and φ12 models, the same reasoning applies (and so similar formulas can easily be derived), however,
the acceleration formulas of Ref. [41] for these cases will not be accurate to the degree of the φ8 case until the
half-separation becomes much larger than x0 = 50.
As shown in Ref. [41], for separations smaller than those for which the acceleration formulas become accurate, we
can still use the methods of that paper to generate a very accurate ODE whose solution tracks the centers of the kink
and antikink for virtually any separation distance. We do this by creating an interpolating function a(x) that gives
the correct acceleration for different separations using data points for acceleration versus half-separation x (calculated
numerically as in Ref. [41] for x from 50 to 300). Then, the ODE x′′(t) = a(x(t)) tracks the position of the kinks of
the PDE quite well (even for small x(t)).
In Fig. 13, we show the position and velocity of the φ8 kink, with initial half-separation x0 = 150 and initial velocity
vin = 0.1, as calculated by the PDE, versus position and velocity as calculated by the ODE x
′′(t) = a(x(t)), showing
that the PDE and ODE give nearly identical results over a large scale. The insets show zooms indicating where
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FIG. 13. (a) Plot of the kink’s center point xc(t), and (b) its velocity vc(t) for the φ
8 model. PDE solution is shown as the blue
dashed curve, while the ODE solution is shown as the solid red curve. Insets show magnification of the plots near the “peaks”.
the two methods diverge somewhat, though still very little, for separations less than 10. Of course, it is relevant
to remind the reader that these ODE results cannot match the PDE results after the point of interaction between
kink and antikink. Given the absence of internal mode considerations in this ODE, it is not possible for the latter to
reflect, e.g., the multi-bounce window behavior of the PDE.
VI. CONCLUSIONS, CHALLENGES, AND FUTURE WORK
In this paper, we have investigated kink-antikink collisions in the φ8, φ10, and φ12 models. To accomplish this, first
of all, we asked ourselves how to correctly formulate the initial conditions in a situation when the kinks face each other
with power-law tails. The main problem is that the power-law kinks’ tails overlap significantly at any acceptable finite
initial separations. As a consequence, it is far less straightforward to select an initial distance that can be considered
as “infinitely large”, i.e., large enough so that the kink and antikink could be considered non-interacting.
In Ref. [40], a “minimization” procedure was developed to allow us to obtain the static “kink+antikink” configuration
at any finite initial separation distance, and to ensure that this configuration is a solution of the equation of motion.
In this paper, we advanced the approach further and showed how to build initial conditions in the form of a kink and
an antikink moving towards each other with a given nonzero initial velocity. We started with the split-domain ansatz
[40, Sec. III.D] and minimized it for the case of a moving kink and antikink configuration. Thus, we obtained the
x-dependence of the field at t = 0, i.e., u(x, 0). To numerically solve the equation of motion, however, we also need
the x-dependence of the time derivative of the field at t = 0, i.e., ut(x, 0). We proposed two different methods for
obtaining appropriate initial conditions for the numerical simulation of the kink-antikink collisions. The two proposed
approaches differ in the method of obtaining ut(x, 0): once-minimized and twice-minimized.
Using the once-minimized initial conditions, we investigated the collisions of a kink and an antikink in the case
of the φ8, φ10, and φ12 field-theroretic models in which the kinks exhibit power-law tails. We constructed a typical
picture of the interactions: there is a critical initial velocity vcr such that for vin > vcr the kinks escape to infinity after
a single impact. At vin < vcr the kinks’ capture leads to the formation of a bound state. Besides that, two-bounce,
three-bounce, and so on escape windows were found in the range vin < vcr. For the φ
8 model, the critical velocity is
vcr ≈ 0.15, while for the φ10 and φ12 models the respective values are vcr ≈ 0.2096 and vcr ≈ 0.2717. Using a fit similar
to the one in Ref. [28], we obtained formulas that relate the incoming velocity associated with a two-bounce window
(vin in the middle of the window) with vcr and the bounce number M , as well as with the time between adjacent
collisions. Moreover, for the φ8 model, a similar analysis can be performed for three-bounce windows (although only
for the ones arising to the left edge of their corresponding (adjacent) two-bounce windows). Importantly, the definite
power law nature of the associated results (and associated exponents), as well as the wide range (e.g., over M) of
their applicability suggests that it would be particularly interesting to seek a coherent physical explanation behind
such phenomenological relations.
Next, we compared the results of the study of the two-bounce windows in the φ8 model obtained using the once-
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minimized and the twice-minimized initial conditions. Despite the fact that these two methods lead to slightly different
patterns of the escape windows, we showed that using simple scaling, the results of the two methods can be mapped
to each other. This is an important observation since it means that for calculations one can use a much faster (but
less accurate) method based on the once-minimized initial conditions.
Finally, in the φ8 model, using the formulas for the kink’s accelerations obtained in prior work [41], a one-to-one
correspondence was established between the initial velocities at any finite kink-antikink separation and the initial
velocity formally corresponding to an infinitely large initial separation.
It is interesting to note that the presence of escape windows suggests the possibility of a resonant energy exchange
between the kink translational mode and some vibrational mode. On the other hand, a kink with one or two power-law
tails does not have a vibrational mode in the discrete spectrum, see, e.g., [42, Sec. 4] or [46, Sec. 3]. In particular, the
continuous spectrum exists throughout the imaginary axis of the spectral plane and the only localized eigenmode is
associated with translational invariance (with an associated eigenfunction corresponding to the spatial derivative of
the solution, i.e., the Goldstone mode). Whether embedded eigenvalues may exist within the continuous spectrum is
a mathematically interesting question, meriting further investigation. From a physical perspective, a natural question
is: where is a part of the kinetic energy of kinks temporarily accumulated during the time interval between the first
and the second impacts within a two-bounce window? The answer may be in the mechanism proposed in Ref. [33]
for kinks of the φ6 model. In Ref. [42], a similar approach was applied to the kink-antikink system of the φ8 model.
It was shown that in the excitation spectrum of the “kink+antikink” system as a whole there are several discrete
eigenmodes. One of these can be considered to be excited in the kink-antikink collision, this level may accumulate
energy, which in turn may lead to the appearance of escape windows in the kink-antikink collisions at vin < vcr.
However, we caution the reader that such an interpretation involves linearization around a nonstationary state, so the
mathematical foundation of such an approach is presently far from rigorous.
The above considerations also suggest that the search for the suitable resonance frequency, i.e., the frequency of
the vibrational mode into which the kinetic energy of kinks is transferred, remains an open problem to be pursued
in future work. Furthermore, knowing the frequency of the vibrational mode could make it possible to investigate
the origin of this mode. Once such a (potentially embedded spectrum) mode is identified, this may, in turn, pave
the way for developing a reduced description of such algebraically-decaying kinks, on the basis of a suitable choice of
collective coordinates [27]. Understanding the degree to which these reductions via collective coordinate approaches
may capture the effective phenomenology of the infinite-dimensional system, is an interesting research program in its
own right and will be addressed carefully in future work.
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