Abstract-Eyeglasses removal is challenging in removing different kinds of eyeglasses, e.g., rimless glasses, full-rim glasses and sunglasses, and recovering appropriate eyes. Due to the significant visual variants, the conventional methods lack scalability. Most existing works focus on the frontal face images in the controlled environment such as laboratory and need to design specific systems for different eyeglass types. To address the limitation, we propose a unified eyeglass removal model called Eyeglasses Removal Generative Adversarial Network (ERGAN), which could handle different types of glasses in the wild. The proposed method does not depend on the dense annotation of eyeglasses location but benefits from the large-scale face images with weak annotations. Specifically, we study the two relevant tasks simultaneously, i.e., removing and wearing eyeglasses. Given two facial images with and without eyeglasses, the proposed model learns to swap the eye area in two faces. The generation mechanism focuses on the eye area and invades the difficulty of generating a new face. In the experiment, we show the proposed method achieves a competitive removal quality in terms of realism and diversity. Furthermore, we evaluate our method on several subsequent tasks, such as face verification and facial expression recognition. The experiment shows that our method could serve as a pre-processing method for these tasks.
I. INTRODUCTION
T HE eye is viewed as " a window to the soul " [1] , containing rich bio-metric information, e.g., identity, gender, and age. Recent years, there are increasing interests in the facerelated applications. Among these applications, eyeglasses are usually considered as one kind of occlusion in the face images. As a result, the occlusion compromises sub-sequential tasks, such as face verification [2] - [5] , expression recognition [6] - [8] . One way to address occlusion is by ignoring the occluded area, which successfully applied in the field of person reidentification [9] - [12] . Differ from the human body, the face is rich in identity information, and the eye area is the most discriminative facial field. The retained information is insufficient to support us make an accurate decision while the occluded area is Ignored. Therefore, we propose an eyeglasses removal method to transform the occlusion area into a non-occlusion area. Despite significant advances in the image manipulation, eyeglasses removal in the unconstrained environment, as known as in the wild, has not been well-studied. In this work, we intend to fill this gap.
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W. Yang is with the School of Automation, Southeast University, Nanjing 210092, China. (e-mail: wkyang@seu.edu.cn) contains two frontal faces of the same identity with and without glasses. When testing, given one frontal testing image, the framework first detects the eye area and then replaces the original eye area with the reconstructed eye. The crafted eye area fuses the no-glasses training samples by Principal Component Analysis (PCA) [18] . These line of works adopt a strong assumption that faces are in a frontal pose, and the types of eyeglasses are limited. In the realistic scenario, however, there are three main drawbacks: (1) It is hard to collect a large number of pair-wise training data of the same people with and without eyeglasses; (2) Eyeglasses are usually made of different material with significant visual variants, such as color, style, and transparency (see Fig. 1 (a) ). It is infeasible to train dedicated removal systems for different eyeglasses types; (3) Existing works could not be applied to the face images in different poses. The model trained in the laboratory environment usually lacks scalability to significant visual variants.
This paper addresses these three challenges. First, the previous methods [13] - [17] demand the pair-wise training face images of the same person in a controlled environment. Some works [13] - [15] also require an extra detector to locate the eyeglasses. Instead, we propose an unsupervised eyeglasses removal method. The only information that we need is whether the training image contains eyeglasses on the face. In partic-ular, we collect the large-scale training images from public datasets on the web and divide them into two sets, i.e., the images with glasses and without glasses, respectively. The weak demand for training set largely saves the annotation cost.
Second, eyeglasses usually have significant intra-class variants in terms of geometry shape and appearance. It is infeasible to build dedicated models for every kind of eyeglasses. We, therefore, exploit an alternative method that let the model "see" various eyeglasses and learn the scalable weights from a large number of face images. In particular, we propose the Eyeglass Removal GAN (ERGAN) to learn the general structure of glasses and encode different types of eyeglasses. The proposed method not only remove the eyeglasses but demands the model to generate the eyeglasses, which further enforces the model to learn the local patterns of different eyeglasses (see Fig. 1 (b) ).
Third, the problem of eyeglasses removal from arbitrary face poses is common and challenging in a realistic scenario. The previous works mostly assume that we could obtain frontal face images and accurately align the eye area. In the realistic scenario, the user, however, may upload the non-frontal face images and the eye-area is not well aligned. One solution is to resort to the complicated alignment calibration, e.g., generating the frontal faces. By contrast, the proposed method does not need alignment densely. The only pre-processing we needed is to rotate the face images according to the center of the face. Thank to an extensive collection of face images of the arbitrary poses, the proposed method does not need complicated alignment and is robust to the various pose variants.
In an attempt to address the challenges mentioned above, we propose a unified eyeglasses removal generative adversarial network (ERGAN) to take advantages of large-scale training images with weak annotations fully. We learn two representations of the input face image, i.e., face appearance code, and eye-area attribute code. Face appearance code mainly contains the low-level geometric structure of the face, while the eyearea attribute code captures the semantic pattern in the eye area. In more details, we first utilize two different encoders to decompose the face image into face appearance code and eye-area attribute code, respectively. Then, one decoder is learned to combine the face appearance code with the eyearea attribute code to reconstruct the face image. The selfreconstruction loss is applied to ensure that the two latent codes are complementary to each other and preserve the information of the original image. To enforce the model focuses on the eye area of the input image, we introduce the eye-area reconstruction loss. Furthermore, the face appearance reconstrution loss and the cycle consistency loss are adopted to encourage that the mapping function is invertible between the reconstructed face image and the two latent codes. When testing, we could combine the face appearance code of the target face with the eye-area attribute code to remove or wear any specific eyeglasses.
To evaluate the generation quality, we adopt the FID [19] and LPIPS [20] as an indicator to test the realism and diversity of the generated face images, respectively. Extensive qualitative and quantitative experiments show that our method achieves superior performance to several existing approaches [21] - [23] and could serve as a good pre-processing tool for subsequent tasks, such as face verification and facial expression recognition.
In a summary, the main contributions of this work are as follows:
• We propose a unified framework called ERGAN that enables different types of eyeglasses removal from faces in the wild. Compared with previous works, the proposed method does not need densely-aligned faces nor pair-wise training samples. The only weak annotation that we need is whether the training data contains eyeglasses or not.
• Due to the large visual variants of the eyeglasses, including shape and color, eyeglasses removal demands to learn a robust model. In this work, we propose a dual learning scheme to simultaneously learn two inverse manipulations, i.e., removing eyeglasses, and wearing eyeglasses. Furthermore, we utilize the eye-area reconstruction loss to explicitly make the model pay more attention to the eye area. The ablation study verifies the effectiveness of the dual learning scheme and the eye-area reconstruction loss.
• The qualitative and quantitative experiments show that our method outperforms other competitive approaches in terms of realism and diversity. Furthermore, we evaluate the generated faces with other face-related tasks. Attribute to the high-fidelity eyeglass removal, generated faces benefit the subsequential tasks, such as face verification and facial expression recognition.
II. RELATED WORK

A. Statistical Learning
Most pioneering works on eyeglasses removal are based on statistical learning [13] , [14] , [16] , [17] , [24] . One line of works adopts the assumption that the target faces could be reconstructed from other faces without eyeglasses. Based on this assumption, previous methods widely adopt Principal Component Analysis (PCA) [18] to learn the shared components among the face images. In one of the early works, Wu et al. [13] proposes a find-and-replace approach to remove eyeglasses from frontal face images. This method first finds the location of eyeglasses by an eye-region detector and then replaces it with a synthesized glasses-free image. The synthesized glass-free image is inferred by combining the original eye area and different weighted glasses-free faces in the training data. Furthermore, Park et al. [14] applies the recursive process of PCA reconstruction and error compensation to generate facial images without glasses. Due to the different temperature between glasses and human faces, another line of works take advantage of thermal images to remove the eyeglasses. Wong et al. [17] proposes a nonlinear eyeglasses removing algorithm for thermal images based on kernel principal component analysis (KPCA) [25] . This method performs KPCA to transfer the visible reconstruction information from the visible feature space to the thermal feature space, and then apply the image reconstruction to remove eyeglasses from the thermal face image. Different from the method based on PCA mentioned above, some researchers resort to sparse coding and expectation-maximization to reconstruct faces. Yi et al. [16] deploys the sparse representation technique in a local feature space to deal with the issue of eyeglasses occlusion. De Smet et al. [24] proposed a generalized expectation-maximization approach, which applies the visibility map to inpaint the occluded areas of the face image.
However, these methods [13] , [14] , [16] , [17] , [24] are usually designed for frontal faces and specific eyeglasses in a controlled environment. Different from the existing work, our model is trained on a large number of face images collected from the realistic scenario, and is scalable to visual variants, such as pose, illumination, and different types of glasses.
B. Generative Adversarial Network
Recent advance in facial manipulation is due to two factors: (1) large-scale public face datasets with attribute annotations, e.g., CelebA [26] ; (2) The high-fidelity images generated by Generative Adversarial Network (GAN). GAN is one kind of the generative model benefiting from the competition between the generator and the discriminator [27] . The facial image manipulation algorithm based on GANs have taken significant steps [21] - [23] , [28] - [30] . One line of previous work directly learns the image-to-image translation between different facial attributes. Shen et al. [28] presents a GAN-based method using residual image learning and dual learning to manipulate the attribute-specific face area. Liu et al. [30] presents a unified selective transfer network for arbitrary image attribute editing (STGAN), by combining difference attribute vector and selective transfer unit (STUs) in autoencoder network. Another line of works first learn the embedding of the face attributes and then decode the learned feature to generate images. Liu et al. [22] proposes an unsupervised image-toimage translation (UNIT) framework, which combines the spirit of both GANs and variational autoencoders (VAEs) [31] . UNIT adopts the assumption that a pair of images in different domains can be mapped to a shared latent feature space, and thus, could conduct the face images translation by manipulating the latent code. Furthermore, Huang et al. proposes a method for the multimodal unsupervised imageto-image translation (MUNIT) [23] . MUNIT assumes that a pair of images in different domains share the same content space but the style space. Sampling different style codes could produce diverse and multimodal outputs while preserving the principle content.
In this work, we also adopt the GAN-based network, called ERGAN, but we are different from these GAN-based approaches [21] - [23] in the following main aspects: (1) Attribute to the eye-area loss and invertible eye generation, the proposed ERGAN explicitly focuses on the manipulation of the eye region, while the existing works focus on generating the whole face. The conventional generation mechanism inevitably introduces the noise to other areas of the original face when removing glasses; (2) We adopt the instance generation mechanism, which could swap the eye area of any two facial images. Compared with the CycleGAN-based methods, we could generate more diverse images; (3) Different from the previous works treat the face with different attributes as two or multiple domains, we view the face images as one domain with two codes, i.e., face appearance code and an eyearea attribute code. We could further manipulate the code to generate conditional outputs to meet the user demands.
III. METHODOLOGY
We first formulate the problem of eyeglasses removal and provide the overview of the proposed eyeglasses removal generative adversarial network (ERGAN) in Section III-A. In Section III-B, we describe the details of each component in ERGAN, followed by the full objective function in Section III-C.
A. Formulation
The architecture of the proposed unified eyeglasses removal generative adversarial network (ERGAN) is presented in Fig.  2 (a). In this paper, we attempt to handle two inverse manipulations at the same time, i.e., eyeglasses removal and eyeglasses wearing. We denote face images with glasses and without glasses as X and Y ( X , Y ⊂ R H×W ×3 ), respectively. The goal of the proposed method is to learn two mappings: X → Y and Y → X that could transfer an image x ∈ X to another image y ∈ Y, and vice versa. In this work, we assume each face image can be decomposed into a face appearance code and an eye-area attribute code. Then we combine a face appearance code with an eye-area attribute code from an example face image to remove or wear eyeglasses. In this case, two inverse manipulations can be achieved.
Generator. As illustrated in Fig. 2 (a) , given a pair of images (x, y), the generator of the proposed method adopts a similar framework of auto-encoder, which consists of face appearance encoders (E f x , E f y ), eye-area attribute encoders (E e x , E e y ), and decoders (G x , G y ). Specifically, the role of encoders (E f . , E e . ) is to encode a given face image into the face appearance code f . and the eye attribute code e . , respectively. Moreover, f . and e . are combined to generate a new image with the decoder G . .
Discriminator. (D x , D y ) are two discriminators for X and Y respectively. For instance, given a pair of images x ∈ X and y ∈ Y, the discriminator D x aims to distinguish images generated by decoder G x (E f x (x), E e y (y)) from real images in X . In the same way, the discriminator D y aims to distinguish images generated by decoder
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Face image self-reconstruction. As shown in Fig. 2 (b) , to enforce the generator focuses on the eye-area of the input face image x, we first mask out the eye region to generate x mask and then encode x and x mask by encoders (E f x , E e x ) to obtain the eye-area attribute code e x and the face appearance code f x . Finally, e x and f x are combined to generate the self-reconstructed image x recon with the decoder G x , where
. It is straight-forward that the generated result of self-reconstruction approximates the source image. We introduce the face self-reconstruction loss, which is defined as:
where x ∈ X and y ∈ Y. The pixel-wise 1 -norm · 1 is employed for preserving the sharpness of self-reconstruction images. The face self-reconstruction loss enforces the encoders {E f x , E e x } to learn two representations of the input face image, e.g., eye-area attribute code and face appearance code, respectively.
Eye-area reconstruction. The self-reconstruction loss encourages the model to focus on the global features of the input image. For the task of glasses removal, to enforce the model pay more attention to the eye region, we introduce the eye-area reconstruction loss:
where x eye and x eye recon are denoted the eye-area of x and x recon , respectively. Similarly, y eye and y eye recon are denoted the eye-area of y and y recon . In practice, since the face images are all center-aligned, the eye area is defined as (x 1 = 0.4h, x 2 = 0.2w, y 1 = 0.65h, y 2 = 0.75w) area of the input image, where (h, w) is the size of the input face image.
Dual learning. The proposed method is based on the assumption that the face image can be decomposed into a face appearance code and an eye-area attribute code. When the face appearance code is fixed, combining the face appearance code with the eye-area attribute code from the target face image to generate an image with or without glasses. Fig. 2 (c) shows the example of eyeglasses removal. The two related tasks of removing glasses and wearing glasses can be regarded as a dual process. Therefore, we apply a dual learning scheme [32] to learn two inverse manipulations simultaneously. The ablation study (in Section IV-F) confirms the effectiveness of the dual learning scheme.
We show the process of dual learning in Fig. 2 (d) . For given images x and y, we encode them into (f x , e x ) and (f y , e y ), where (f x , e x ) = (E f x , E e x ) and (f y , e y ) = (E f y , E e y ). The dual tasks (i.e.,, removing eyeglasses and wearing eyeglasses) is performed by swapping codes. We adopt decoders G x and G y to generate the final output images u = G y (f x , e y ) and v = G x (f y , e x ). We learn the face appearance code and the eye attribute code of the input face image, respectively. The face appearance code mainly contains the low-level geometric structure of the face. Since the geometries of different faces are approximate that we can map face appearance codes into the same latent space. During the training, therefore, we employ the weights sharing between E f x and E f y to update the model synchronously. By contrast, the eye-area attribute Furthermore, the proposed method should be able to reconstruct (f x , e x ) and (f x , e y ) after decoding u and v. As illustrated in Fig. 2 (d) , we apply encoders E f x and E e y obtain the face appearance code f x and the eye-area attribute code e y , then f x and e y are concatenated together to generate u. A similar process is utilized to generate v. Then we encode u and v into (f u , e u ) and (f v , e v ). To ensure that generated images u and v retain the original information, we define the face appearance reconstruction loss L 
where
and (e u , e v ) = (E e x (u), E e y (v)). Notably, we find that the performance of the model is declined by introducing the eye-area attribute reconstruction loss L e recon . To achieve the highest performance, we ignore this loss. The detailed discussion in our ablation study (in Section IV-F).
Then we recombine face appearance codes (f u , f v ) and eyearea attribute codes (e u , e v ) to generatex
respectively. To ensure the generated images u and v reconstruct the origin images x and y, we introduce the cycle consistency loss [21] . The cycle consistency loss L cc is defined as:
where u = G y (f x , e y ) and v = G x (f y , e x ).
Adversarial loss. To encourage the generated face image indistinguishable from the real face image, we adopt the adversarial loss [27] . In this case, G x and G y attempt to generate high-fidelity face images (e.g., with glasses and without glasses), while D x and D y attempt to distinguish real face images from generated face images. The adversarial loss is defined as:
(6)
C. Objective Function
Taking all above loss functions into account, we jointly train the encoders, decoders, and discriminators. We formulate the full objective function as:
where the hyper-parameters λ f ace and λ eye control the weights of the face self-reconstruction loss and the eye-area reconstruction loss.
IV. EXPERIMENT
A. Datasets
CelebA. The CelebA dataset [26] consists of 202,599 aligned face images collected from 10,177 celebrities in the The residual images obtained by our method and three competitive methods, e.g., CycleGAN [21] , UNIT [22] , and MUNIT [23] .
wild. Each image in CelebA is annotated with 40 face attributes (e.g., with/without eyeglasses, smiling/no-smiling). We split the CelebA dataset into one subset with glasses and another without glasses, based on the annotated attributes. Accordingly, we obtain 13,193 images with glasses and 189,406 images without glasses. All face images are center-cropped to 160 × 160 and resized to 224 × 224 with a probability of 0.5 horizontal flipping.
LFW. The LFW dataset [33] contains 13,233 face images of 5,749 identities collected from the uncontrolled surroundings. All images are aligned by deep funneling [34] . We choose 1600 face images with glasses and 8000 face images without glasses from the LFW dataset to verify the effectiveness of the proposed method. The preprocessing of the LFW dataset is same as the CelebA dataset.
B. Evaluation Metrics
Fréchet Inception Distance (FID). Most image generation tasks [35] - [38] adopt the FID metric [19] , which is utilized to measure the distance between generated images and real images through feature extracted by Inception Network [39] . In this work, we apply the FID metric to measure the realism of the generated face images.
Learned Perceptual Image Patch Similarity (LPIPS).
The LPIPS [20] distance is used to evaluate the diversity of generated images. Follow several typical image-to-image translation approaches [23] , [37] , [40] , [41] . We employ the LPIPS distance to measure the diversity of manipulated face images. Note that the proposed method focuses on the task of eyeglasses removal. Therefore, to fairly compare the diversity of the generated images from different methods, we only capture the eye area to measure the LPIPS distance. We denote the modified LPIPS metric as eLPIPS.
C. Implementation Details
Here we provide details about the network architecture of ERGAN. (1) The eye-area attribute encoder E e . consists of several convolutional layers and residual blocks [42] as well as a global average pooling layer and a fully connected layer. . and E f . through four residual blocks followed by several convolutional layers and upsampling. In particular, we finally append a refine block which consists of a convolutional layer and a fully connected layer. The refine block is used to concatenate the reconstructed image with the input image to produce a higher quality generated image. Additionally, all convolutional layers are followed by instance normalization [43] . Similar to MUNIT [23] , each residual block contains two adaptive instance normalization layers [44] . (4) For the discriminator D, we apply multi-scale discriminators (PatchGAN) proposes by Wang et al. [45] . We adopt the Leaky ReLU with slope 0.2 in both generator and discriminator. We show detailed network architectures of E e . , E f . , and G . in Tab. I, Tab. II, and Tab. III. During the training, we adopt Adam optimizer [31] to optimize the generator and the discriminators. In addition, we set the initial learning rate to 0.0001, weight decay 0.0005, and exponential decay rates (β 1 , β 2 ) = (0, 0.999). Following several typical image-to-image translations [22] , [23] , [41] , we set hyper-parameters λ f ace = 10 for the face self-reconstruction loss. To encourage the model to focus on the eye region, we set a large weight of λ eye = 10 for the eye-area reconstruction loss. For the adversarial loss L adv , we employ the LSGAN objective proposes by Mao et al. [46] . Moreover, the gradient punishment strategy [47] is also adopted to stabilize our model training procedure.
D. Competitive Methods
We compare the proposed method with several twodomain image-to-image translation frameworks including CycleGAN [21] , UNIT [22] , and MUNIT [23] . To fairly evaluate the performance of our method with three competitive methods, we train the proposed method and these methods with the same training data and test on both CelebA and LFW.
CycleGAN [21] . CycleGAN combines adversarial loss and cycle consistency loss to train two generative adversarial networks for image-to-image translation. UNIT [22] . The UNIT model assumes that images of different domains can be mapped to the same latent representation, and the images generated by the model can be associated with input images of different domains by variational autoencoders [48] , respectively.
MUNIT [23] . The MUNIT model is a multi-modal unsupervised image-to-image translation framework. It assumes that images from different domains can be decomposed into a shared content space and a style specific space. Therefore, an image can be translated to the target domain by recombining the content code of the image with a random style code in the target style space.
These competitive methods usually treat the face with different attributes as two or multiple domains. By contrast, we view the face images as one domain with two codes, e.g., face appearance code, and an eye-area attribute code. Besides, these three competitive methods manipulate the whole image to remove glasses, while our method only operates the eye area and other regions remain unchanged.
E. Evaluations
Qualitative evaluation. We first qualitatively compare our method with three generative approaches above-mentioned. As shown in Fig. 3 and Fig. 4 , we evaluate the generated results quality after eyeglasses removal from face images on the CelebA dataset and the LFW dataset, respectively. We re-implement the competitive methods, i.e., CycleGAN [21] , UNIT [22] , and MUNIT [23] by the open-source code. As shown in Fig. 3 and Fig. 4 , CycleGAN, UNIT, and MUNIT still have limitations in the manipulation of eyeglasses removal. These competitive methods are prone to generate blurry or over-smoothing results and remove glasses insufficiently. In comparison, our generated images are natural and realistic, suggesting that the proposed method is effective in removing eyeglasses from face images. In particular, as illustrated in Fig.  5 , the manipulation of eyeglasses removal by three competitive methods also change rest regions outside the eye area, which dramatically reduces the quality of the generated image. By contrast, our method only manipulates the eyes region while keeping the rest regions unchanged. Additionally, we show example-guided eye-area attribute manipulation results in Fig. 6 . We observe that our method achieves high-quality results for eyeglasses wearing and eyeglasses removing. We also find that the eye-area feature maintains faithfully. Furthermore, we perform linear interpolation between two eye-area attribute codes and generate the corresponding face images, as shown in Fig. 7 . The linear interpolation results demonstrate that the eye-area attribute of face images change smoothly with latent codes.
Quantitative evaluation. Here we report the results of quantitative evaluations based on FID and eLPIPS metrics aiming to measure the realism and the diversity of our generated face images. As shown in Tab. IV, our method obtains the minimum FID and the maximum eLPIPS on the CelebA dataset, suggesting that generated face images by our method have a closet distribution of real face images. We proceed to perform our method on the LFW dataset. As shown in Tab. V, our method also achieves the minimum FID and the maximum eLPIPS. The result indicates that the proposed method has scalability compared to three competitive methods. Moreover, the quantitative evaluation verifies the authenticity of qualitative evaluation, and our method is significantly superior to three competitive methods on both realism and diversity.
F. Ablation Study
To study the contribution of each component in the proposed method, we perform several variants of ERGAN and evaluate them on the CelebA dataset. Specifically, we evaluate six variants, i.e., We show the qualitative results of six variants in Fig. 8 . Without using the face self-reconstruction loss, our method can still generate plausible results. However, some noise is introduced into the generated results, suggesting that the face self-reconstruction loss is a critical factor in keeping the rest regions except the eye area remain unchanged. Without adopting the face appearance reconstruction loss and the cycle consistency loss, our method generates slightly distorted results. The results can not preserve the consistency of the input image. Without employing the dual learning scheme and only implementing the task of eyeglasses removal, the model produces much lower quality results, demonstrating that the dual learning scheme is effective in learning features. We also evaluate the variant of our method with the eye-area attribute reconstruction loss. The results show that adopting the eye attribute reconstruction loss can not improve the quality of generated images. We suspect that this constraint is too strong, increasing the interferences in such a small region of the eye area. To achieve the best performance of our method, we remove the eye attribute reconstruction loss. We report the quantitative ablation study results of six variants in Tab. IV. It can be observed that the full method obtains lower FID score than six variants, suggesting that the proposed method can generate more realistic images on two tasks. For diversity, the scores drop dramatically without applying the face self-reconstruction loss, which indicates that this constraint is the key component to generate diversity outputs. In comparison to the variant which only implements the single task of eyeglasses removal, our method achieves lower FID scores and higher eLPIPS scores. It demonstrates that adopting the dual learning scheme can generate higher quality images in terms of realism and diversity. We observe that our method introduces the eye-area attribute reconstruction loss performs slightly better on glasses wearing in the diversity metric. The proposed method achieves the best performance on all the other indications, especially on eyeglasses removal in the realism metric.
G. Further Analysis and Discussions
Limitation. We notice that the proposed method tends to produce low-fidelity results when the input face image pairs have large pose changes. As shown in Fig. 9 , given two face images with a similar gesture, our method could generate highquality results. By contrast, the quality of generated images is degraded when the input images have significant pose changes (e.g., one front face and one profile face). There are two main reasons for the limitation. One is the limited amount of training data. Therefore, our method unable to thoroughly learn the two representations (e.g., face appearance code and eye-area attribute code). Another reason is that the profile face usually contains the noises such as background and hairs, compromising the eye attribute code learning. As a result, the generated face is hard to simulate the target eye.
Face verification. To further evaluate the performance of the proposed glasses removal method, we first test whether this method is beneficial to face verification. We apply the off-theshelf face verification model FaceNet [2] . Three test subsets of the LFW dataset are taken into consideration, i.e., original test images P 1, selected images P 2 with eyeglasses, and selected images P 2 r removed glasses by the proposed method. P 1 is the standard test set of the LFW dataset. Due to the limited number of the face images with eyeglass, we further sample a test set P 2 from the original test set, which contains 736 matched pairs (one with glasses and another without glasses) and 3864 mismatched pairs (both with glasses). The set P 2 r contains the same images as P 2 while those images are manipulated with glasses removal by our method. We report the face verification results in Tab. VI. Comparing the face verification results obtained on P 1 and P 2, we observe that the accuracy obtained on the test set P 2 is lower than obtained on P 1. This result shows that the occlusion of glasses compromises the accuracy of the face verification model. Moreover, comparing the results between P 2 and P 2 r , we find that the performance of face verification slightly improved after eyeglasses removal by the proposed method. One possible reason for the slightly improved performance is that the matched pairs (one with glasses and another without glasses) in the LFW dataset are limited. Furthermore, we show the qualitative face verification results in Fig. 10 . It demonstrates shows that the Euclidean distance decreases between matched images and generated images by our method.
Facial expression recognition. Besides, we demonstrate that the proposed method benefits the facial expression recognition. To evaluate our method, we adopt a facial expression recognition algorithm 1 , which effectively classifies the emotion into six adjectives (e.g., angry, scared, happy, sad, surprised, neutral). We perform experiments on the CelebA dataset. Notably, the CelebaA data set only labels the attribute of smiling or not. Accordingly, we view that smiling represents the emotion of happy, and no-smiling represents other emotions. During the test, three sets are taken into consideration. S1 denotes that the set contains face images with attributes of smiling and no-glasses, S2 indicates that the set contains face images with attributes of smiling and glasses. S2 r includes the same samples as S2 while all images are manipulated with eyeglasses removal by our method.
We show the qualitative results of facial expression recognition in Fig. 11 . We observe that face images with glasses in the first row are all misidentified as other expressions. By contrast, after the manipulation of eyeglasses removal by our method, all images are recognized as the happy expression in the second row. We present the quantitative results in Tab. VII. Comparing the facial expression recognition results between S1 and S2, we find that the accuracy drops by 6.9%. This result indicates that facial expression recognition is affected by the occlusion of glasses. Besides, comparing the results between S2 and S2 r , the accuracy of expression recognition gains by 4.9%. The performance is close to the result on S1, which demonstrates the benefit of eyeglasses removal for facial expression recognition.
V. CONCLUSION
In this paper, we have proposed a GAN-based framework for eyeglasses removal in the wild. We adopt a dual learning scheme simultaneously to learn two inverse manipulations (removing glasses and wearing glasses), which enforces the model to generate high-quality results. Extensive qualitative and quantitative experiments demonstrate that our method outperforms previous state-of-the-art methods in terms of realism and diversity. Furthermore, we remark that the proposed method has the potential to be served as a pre-processing tool for other face-related tasks, e.g., face verification and facial expression recognition.
