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Introduction
To determine whether samples are drawn from the same distribution, Empirical Distribution Function (EDF) tests can be used if the underlying population distributions are not known. Examples include the Kolmogorov-Smirnov (KS) test (see Kolmogorov (1933) and Smirnov, 1939) , the Fisz-Cramér-von Mises (FCvM) test (see Cramér (1928) , Fisz (1960) and von Mises, 1931) , the Kuiper (K) test (see Kuiper, 1960) , and the Anderson-Darling (AD) test (see Anderson and Darling, 1952) . Unfortunately the finite sample distribution is unknown for any of the concomitant statistics.
EDF tests quantify in one way or the other percentile-percentile (p-p) plots: the scatter plot of percentiles of two distributions for all entries of their joint support. 1 In this paper we introduce a new EDF statistic: the Harmonic Weighted Mass (HWM) index. It corresponds to the surface between the p-p plot and the diagonal, up to a scaling factor that depends on sample sizes. In case of two balanced samples absent ties we are able to derive the finite sample distribution of the test statistic. This is particularly useful for applications where samples are small, such as in experimental economics. Note that absent ties, in the limit the HWM index coincides with the L 1 -version of the FCvM statistic. The HWM index differs from the FCvM statistic when there are ties in that it is invariant to the position of the tie in the sequence of order statistics. This makes it a more robust statistic.
We derive a formula with which the HWM index can be computed exactly under all circumstances. For that we introduce the diagonal-deviation (d-d)
plot: the projection of the p-p plot onto the diagonal. Being able to compute the HWM index exactly allows us to simulate its distribution in all cases for which it is unknown. These reveal that in most cases the effect of ties on the distribution of the HWM index is negligible, and that the sample size correction factor deals adequately with unbalanced samples.
Extending the HWM index to the simultaneous comparison of K > 2 samples requires first the introduction of the K-dimensional p-p plot. The diagonal of this plot corresponds to the line that cuts all 2-dimensional spaces in equal halves. The K-sample HWM index then corresponds to the surface between this diagonal and the K-dimensional p-p plot. This surface is not uniquely defined however. An obvious norm is to consider for every point the shortest distance between the K-dimensional p-p plot and the diagonal.
For this version of the K-sample HWM index we also derive a formula to compute it, relying again on the d-d plot. As we have not been able to identify analytically the distribution of the K-sample HWM index for K > 2,
we provide significance tables up to K = 15.
None of the existing EDF tests dominates any of the other under all circumstances. Strictly speaking therefore, any sample comparison must involve the computation of all tests to rule out type-II errors as much as possible.
The HWM test has more power than any of the other EDF tests when the p-p plot remains "close" to the diagonal over the entire probability space as it is the only EDF test that assigns equal weight to all distances between the respective distributions. It should therefore join the basket of EDF tests, also because in these cases a visual inspection of the p-p plot easily leads to incorrect conclusions. To illustrate this point the power of the HWM test is compared with that of the extended AD test (Scholz and Stephens, 1987) under circumstances where the latter is known to outperform existing alter-natives. In particular, we compare the distribution of economic growth rates of all G7 countries where the distributions of two countries have significantly different tails. It appears that either test can have more power, depending on the subset of G7 countries that is considered.
The 2-sample HWM index
Consider the set of cumulative density functions Ξ 1 = {F : R → [0, 1]| ∀x, h ∈ R: lim x→−∞ F (x) = 0, lim x→∞ F (x) = 1, lim h↓0 F (x + h) = F (x), and a < b =⇒ F (a) ≤ F (b)}. For F 1 and F 2 belonging to Ξ 1 the p-p plot depicts for every domain value z from the joint support of F 1 and F 2 the percentiles of one distribution relative to the other:
This is a plot in the 2-dimensional simplex. Written as a function rather than a plot it reads as: between the two underlying distributions in probability space. They are key to the hypothesis underlying EDF tests:
As the p-p plot coincides with the diagonal if, and only if, the two underlying distributions are identical, there are various well-known statistics to 2 Although limiting distributions of these statistics are available (see Rosenblatt (1952) , and Fisz, 1960) , the finite sample distribution is not known for any of them.
Definition
We propose the area between the diagonal and the p-p plot as the criterion for validating H 0 (see Panel b of Figure 1 ) as it is possible to derive under certain conditions the exact distribution of this area. Also, the related test can have better power than the existing alternatives. As the area reflects the extent to which the probability mass of the two underlying distributions is in harmony, we label it the Harmonic Weighted Mass (HWM) index.
The HWM index requires a continuous p-p plot. But for discrete random variables the p-p plot is also discrete. The continuous analogue of a discrete p-p plot is obtained by connecting the points of the discrete p-p plot through straight lines (Girling, 2000) . Let X 1 and X 2 be two random variables with cumulative density functions F 1 (x) and F 2 (x) respectively. The coordinates of the resulting piece-wise linear continuous p-p plot can be defined as:
where z ≡{z 1 , ..., z m } are the ordered domain values of the joint support of X 1 and X 2 , and where α is uniformly distributed over the unit interval. The 2-sample HWM index is then formally defined as:
where the sample size correction factor S(n 1 , n 2 ) follows Rosenblatt (1952) and Fisz (1960) and reads as: Property P1 (equality):
Property P2 (order irrelevance):
In practice the sample counterpart of a p-p plot needs to be considered.
Let X 1 = {x 1,1 , ..., x 1,n 1 } be n 1 realizations of the random variable X 1 with discrete sample CDF F 1,n 1 , and let X 2 = {x 2,1 , ..., x 2,n 2 } be n 2 realizations of random variable X 2 with discrete sample CDF F 2,n 2 . The ordered set of values which either X 1 or X 2 assumes is denoted by z 1 , ...z m , whereby m ≤ n 1 +n 2 . In addition let z 0 and z m+1 denote −∞ and ∞ respectively and define z ≡ {z 0 , ..., z m+1 }. The vertical coordinates of the discrete sample p-p plot are then defined by Bamber, 1975 
Accordingly, we also refer to the index value in Definition 1 as "the HWM index" if it is based on distributions of samples rather than population distributions.
As an illustration consider the water level of the river Meuse as it enters
The Netherlands at Borgharen Dorp in 1990 and 1993. In 1993 the Southern part of Holland was plagued by severe floods and it is of interest to know whether the entire year 1993 was exceptional. Table 1 
Computation
We have derived a method to compute the HWM index exactly for any
Note that the value of the shaded area in Panel c of Figure   2 , which equals 7 72 , is straightforward to obtain. For samples with ties this is not necessarily the case. Within-sample ties impact on the number of coordinates that make up the p-p plot. As such they have no effect on the possible slope of the p-p plot. Between-sample ties may induce the p-p plot to have linear pieces with any positive slope. This complicates the exact computation of the HWM index.
For computing the HWM index we introduce the diagonal-deviation plot:
the projection of the p-p plot onto the diagonal. 3 This means that each point (F 1 (z), F 2 (z)) on the p-p plot is projected on the average probability
Because the length of the projection vector equals
we arrive at the following definition:
Definition 2 The diagonal-deviation plot is the projection of the p-p plot onto the diagonal: Lemma 1 When the p-p plot cuts the diagonal between points z i and z i+1 ,
if at probability p h we have that
e. the diagonal is "cut from below", and
Obviously, the p-p plot can cut the diagonal at points that are not in D.
Let L be the set with these diagonal cutting points consisting of l entries
The HWM index can then be calculated exactly (the proofs of all propositions are in Appendix A, Section 6.3):
¾ .
Hypothesis testing
Being able to compute the value of the HWM index exactly allows for the simulation of significance tables under varying circumstances. For a special case however the exact finite sample distribution of the HWM index is known.
Finite sample distribution
Consider the set of continuous distribution functions Ξ 2 = {F | ∀x, h ∈ R: Assumption A1:
Assumption A2:
Observe first some properties of the possible HWM index values:
Lemma 2 Under A1 -A2, the number of possible distinct values of the
Lemma 3 Under A1 -A2, the vector containing all possible distinct values of the HWM index is
where
The number of possible distinct outcomes of the HWM index varies quadratically with n. For example, Θ(20) = 191 and Θ(100) = 4, 951. The number of possible distinct p-p plots increases much more rapidly, and goes from 1.38 × 10 11 for n = 20 to 9.05 × 10 58 for n = 100. Yet, the recursive pattern in which HWM n varies with n allows us to identify its pdf for finite samples. . Further let HM(1) ≡ 2 and let HM(n) be a Θ(n) × n matrix with elements hm jk (n) defined as:
where A(n+1) ≡ HM(n)BM(n), whereby A(1) ≡ 2, and a jk is an entry from the auxiliary matrix A(n + 1). Note that A(n + 1) is needed to construct HM(n + 1). Finally, let Ω(n) = P i P j a ij (n) denote the number of all possible p-p plots and let HM j (n) denote row j of HM(n). The following then holds:
Proposition 2 Under H 0 and A1 -A2, HW M n (j) has probability p n (j),
The exact critical percentiles of the HWM index thus follow. They are given in Table 2 for sample sizes n = 3, ..., 20 at commonly applied significance levels. 4 High values of the HWM index imply a low probability that the underlying samples are drawn from the same distribution. For instance, for the data in Table 1 the HWM index value is 0.2381, which is substantially smaller than the critical percentiles at common significance levels. Although the southern part of The Netherlands was flooded in 1993, considering the entire year shows that the monthly maximum water levels of the river Meuse at Borgharen Dorp in 1993 were not significantly different from the levels in 1990.
Limiting distribution
In case of two continuous population distributions the HWM index converges asymptotically to the L 1 -version of the FCvM statistic. In this case no distinct points of the p-p plot exist which makes interpolation redundant. 
Ties
Ties can be present in any sample, even for continuous population distributions due to rounding. Within-sample ties reduce the number of coordinates that constitute the p-p plot. Between-sample ties allow the p-p plot to remain closer to the diagonal. Ties therefore affect every EDF that quantifies a p-p plot. One way of dealing with ties is to use a randomized tie-breaking procedure (Dufour (1995), Dufour and Kiviet, 1998). Let U i , i = 1, ..., n 1 +n 2 be a random sample of n 1 + n 2 observations from a uniform continuous distribution. The observations Z = X 1 ∪ X 2 can then be arranged following the order:
which results in n 1 + n 2 different order statistics. The test statistic is then computed for these n 1 +n 2 different order statistics rather then the q < n 1 +n 2 order statistics from the original samples.
Alternatively the q order statistics are used and Proposition 2 is applied at the possible cost of a small size distortion in the critical area. Indeed, within-sample ties possibly increase the value of the HWM index whereas between-sample ties possibly reduce it. To assess the impact of ties on the distribution of the HWM index we have to rely on numerical simulations because assumption A1 is violated.
As the influence of ties on the distribution of the HWM index turns out to be negligible in most cases, we report only on an extreme situation in that all observations constitute a tie. 5 Table 3 lists the size distortions of the critical percentiles implied by Proposition 2. This distortion is defined as
where cv is the critical value of the HWM index under A1 -A2 and cp is the concomitant probability (i.e. 10%, 5%, 2.5% and 1%).
Clearly what matters is the number of classes that underlie the sample CDFs. 
Unbalanced samples
The second assumption underlying Proposition 2 is that samples are of equal size. To assess the influence of unbalanced samples we again have to revert to numerical simulations. Tables 6 through 9 in Appendix B (Section 7.1)
list the simulated percentiles of the HWM index under H 0 for all possible unbalanced samples up to n = 20. Note the accuracy of these simulations in the extent to which the diagonal entries coincide with those in Table 2 .
It appears that the sample size correction factor (3) adequately deals with unbalanced samples. For larger samples the simulated percentiles suggest a simple rule of thumb: in case of unbalanced samples that are not in Appendix B take the analytical value of the HWM index for the largest sample size.
Even in an extreme case where one sample consists of 3 entries while the other has 20 entries this yields a small approximation error.
3 The K -sample HWM index
For extending the HWM index to the simultaneous comparison of K samples we first have to introduce the K-sample p-p plot:
The K-sample p-p plot depicts for every domain value z from the joint support of F 1 ,..., F K the percentiles of one distribution relative to the others:
Obviously K-sample p-p plots are mappings from [0, 1] to [0, 1] K−1 . Hypothesis H 0 then extends to:
And the generalized assumptions A1 and A2 respectively read as:
Assumption A2 * : n 1 = ... = n K = n.
Definition
The K-dimensional HWM index is defined as the surface between the Kdimensional p-p plot and the diagonal that cuts all 2-dimensional spaces in equal halves. For K > 2 this surface is not uniquely defined however. It depends on the point of the diagonal on which probabilities are projected.
An obvious candidate is to take the shortest distance between the p-p plot and the diagonal, which implies that each point of the p-p plot is projected on the concomitant average probability. 6 For characterizing this distance we use the Mahalanobis distance:
where e F i (x) is the continuous analogue of the possibly discrete CDF of X i ,
is the average probability at x, where S(n 1 , ..., n K ) is a multi-sample scaling factor, and where P S(K) is a factor that scales the projection. In particular we generalize (3) to:
And the projection scaling factor P S(K) maintains the correspondence between the surface below the d-d plot and the surface between the K-dimensional p-p plot and the diagonal. It equals the length of the diagonal of the Kdimensional p-p plot:
Note that the 2-sample version of the HWM index in Definition 1 corresponds to Definition 4 with K = 2.
The properties of the 2-sample HWM index carry over to the K-sample version:
Property P1 (equality):
, where G(·) is any perturbation of the order of its entries.
Property P3 (consistency):
Computation
Computing the K-sample HWM index involves again the construction of the underlying d-d plot. In case the p-p plot is projected on the average probabilities, the coordinates of the corresponding d-d plot for any z i ∈ z are:
i = 1, ..., m, m ≤ P K j=1 n j , and (p(0), d(0)) ≡ (0, 0). Obviously Proposition 1 applies such that the K-sample HWM index can be computed as follows:
where the notation of Proposition 1 applies.
Hypotheses testing
An exact formulation is not known for the finite sample distribution of any of the existing K-sample EDF tests with K > 2 (Kiefer, 1959). We also have not been able to identify an exact formulation along the lines of Proposition 2 for the distribution of the K-sample HWM index. However, as it is distribution free under assumptions A1 * -A2 * , we can simulate its distribution. The concomitant critical percentiles are in Tables 10 through 13 in Appendix B for K = 3, ..., 15 for sample sizes up to the point of convergence. 7 
GDP growth rates across G7 countries
The performance of the HWM test ultimately must be measured against its ability to discriminate between samples that are not drawn from the same 7 Do note that ties can have a non-negligible effect on the distribution of the K-sample HWM index for K > 2, even if the underlying population distributions consist of many classes. This is because the probability of a between-sample tie increases with K relative to the probability of a within-sample tie. As an illustration consider the economic growth rates of all G7 countries from the mid twentieth century up until 2006 (see Table 4 ; these data are from IMF, 2007). The samples are unbalanced and ties are absent. The seven countries can be arranged in three groups: those with an average growth rate (i) between 2 and 3 percent (Italy, the United Kingdom, and Germany), (ii) between 3 and 4 percent (United States, France, and Canada), and (iii) above 4% (Japan). The distributions of growth rates for all countries are depicted in Figure 3 . These distributions differ more clearly between some countries than others, and EDF tests can be used to determine whether these differences are statistically significant. while that of Japan clearly is above all the others. We therefore compare the performance of the HWM index with the alternative EDF test that is specifically designed to deal with this situation, the AD test. Including either Japan or Italy in a group of countries is expected to be picked up most quickly by the latter. On the other hand, the HWM test should outperform the AD test whenever a country is added to a group of countries that have comparable distributions of growth rates.
The results of the two tests are in Table 5 . 8 Both tests reject equally strongly the equality of economic growth rates across all G7 countries. This holds also for all possible subsets of 5 or 6 countries (not shown in the table).
Further, both tests do not reject at any of the significance levels considered the equality of growth rates within groups (i) and (ii). There are differences 8 We use the AD test in modified form. In the notation of Scholz and Stephens (1987) : 
Discussion and conclusions
The quantification of the p-p plot we propose assigns equal weight to all distances between the respective distributions. This allows us to derive the and e p(z):
QED
Proof of Property P3 By application of Slutsky's theorem: Figure 4 : A p-p plot cutting the diagonal "from below" at point (p h , p h ).

Proofs of Lemmata
Proof of Lemma 1 A p-p plot that cuts the diagonal from below at probability p h between observations z i and z i+1 (i.e. F 1,n 1 (z i ) ≥ F 2,n 2 (z i ) and Figure 4 . The diagonal runs from (F 1,n 1 (z i ), F 1,n 1 (z i )) to (F 1,n 1 (z i+1 ), F 1,n 1 (z i+1 ) ) while the p-p plot connects
From T AN(t) = d/c = (a + b)/a we obtain that a = bc/(d − c). Hence, p h follows. A similar argument applies in case the diagonal is cut from above.
QED
Proof of Lemma 2 Define a "step" on the grid of the sample p-p plot as an increase of the p-p plot of length 1/n in either the horizontal or vertical direction. Under A1-A2 the smallest value of the sample HWM index obtains when each next step of the p-p plot is vertical (horizontal) after a horizontal (vertical) step. In that case the p-p plot consists of n triangulars yielding as HWM index: S(n, n)n/2n 2 = 1/ √ 8n. The index obtains its largest value when n consecutive steps are either vertical or horizontal, yielding as index value: S(n, n)/2 = p n/8. The smallest difference between two sample HWM index values is the surface of a square with length 1/n corrected for sample size: S(n, n)/n 2 = 1/ √ 2n 3 . Hence, the number of distinct sample HWM
Proof of Lemma 3 First note that HW M n (j), j = 1, ..., 1 + n(n − 1)/2 is decreasing in j. It then follows that HW M n (1) = p n/8 is the largest value of the sample HWM index, and that HW M n (1 + n(n − 1)/2) = 1/ √ 8n is the smallest sample HWM index value. As HW M n (j + 1) − HW M n (j) = 1/ √ 2n 3 , the lemma follows. To capture the recursive pattern in which the set of possible p-p plots evolves when the sample size increases, we identify border points: all points on the grid of the p-p plot that are one step short of one, and only one probability being unity. Point e in panel c is a border point, while it is (1) 3 (1) 3 (2) 4 (1) 3 (2) 4 (1) 4 (3) 5 (1) 3 (6) 3 (6) 4 (3) 5 (1) Let x(n) be a border point given sample size n and let X(n) denote the set of all border points for this sample size. For each border point we introduce two numbers. The border number, bn(x(n)), is the number of border points that can be reached when the sample size increases with one observation. hn(h) = 3. History numbers are one-to-one related to the relative frequency of the concomitant border point: the higher is the history number, the larger is the probability that the particular border point is part of a p-p plot.
In Figure 5 both the border numbers and history numbers are depicted whereby the history numbers are in brackets. For any n > 1 the number of distinct p-p plots then equals:
bn(x(n))hn(x(n)).
This corresponds to
in the notation of Proposition 2. To keep track of all possible p-p plots when n expands it suffices to identify the recursive pattern in the development of both border numbers and history numbers when the sample size increases. For that we introduce a logical tree as in Figure 6 . It combines all border points with the same border number, split up according to the border points they emanate from. Note that there is a one-to-one correspondence between this tree and the p-p plots in Figure   5 . Going from n = 0 to n = 1 creates two possible p-p plots such that the history number is 2 at the start of the tree. Figure 5, panel d) . Obviously, the probability that a p-p plot that runs through i passes through d or e is twice as large as the probability that it passes through c or f.
Considering then the development of border numbers when the sample size increases, Figure 6 suggests that border numbers for sample size n always give rise to the same logical sequence of border numbers for sample size n + 1. In particular, bn(x(n)) splits into bn(x(n)) − 1 border numbers with values {3, 4, ..., bn(x(n)) + 1} when the sample size increases from n to n + 1. For example, border number 3 is split into {3, 4} while border number 4 evolves into {3, 4, 5}. This is due to a recursive pattern indeed. In general, from any border point x(n) all border points with respective border numbers {3, 4, ..., bn(x(n))} can be reached at least once. In addition, there is one border point with border number bn(x(n)) + 1 that can be reached as well. These possibilities yield the recursive pattern in the evolution of border numbers in Figure 6 as the sample size increases.
Regarding the development of history numbers, first note that in Figure 6 the history numbers of all border points that enter the tree at the same position are summed up. This is because these entries give rise to pp plots that yield the same value for the HWM index. Then observe that from any border point x(n) all border points with respective border numbers {4, 5, ..., bn(x(n)) + 1} can be reached once, and only once. Accordingly, the history numbers do not change. For instance, the history number for point h insofar the p-p plot runs through point c is the same as the history number at point c, while it is equal to the history number of point d for all p-p plots that run through point h via point d. That is, hn(h| c) = hn(c) = 1, and
The only exception to this rule are the border points with border number 3. These can be reached from two different border points that have the same border number and history number. And because these border points are grouped together in the logical tree in Figure 6 , the history number of border points with border number 3 is twice the history number of the border point they emanate from. For instance, as of point c border points g, h, i, and j can be reached, with respective border numbers 5, 4, 3, and 3. Border points i and j can also be reached from point f, while points g and h cannot. Therefore, in the bottom branch of Figure 6 we have that hn(i| c, f) = hn(j| c, f ) = hn(c) + hn(f) = 2, while hn(h| c, f ) = hn(c) = 1, and hn(g| c, f ) = hn(f ) = 1. Recall that bn(x(n)) is one-to-one related to the distance between the diagonal and the p-p plot that runs through x(n). This implies that the sum over all border numbers passed through to complete the p-p plot is uniquely related to the surface between the p-p plot and the diagonal. These border sums are included as the last column in Figure 6 Table 6 : Simulated critical values at percentile 90 for unbalanced samples absent ties. The underlying distribution consists of 10,000 independent HWM index values that are computed for samples that are drawn from a standard normal distribution. Note that the joint number of sample entries must be at least 6 for percentile 90 to be defined properly. Table 7 : Simulated critical values at percentile 95 for unbalanced samples absent ties. The underlying distribution consists of 10,000 independent HWM index values that are computed for samples that are drawn from a standard normal distribution. Note that the joint number of sample entries must be at least 7 for percentile 95 to be defined properly. Table 8 : Simulated critical values at percentile 97.5 for unbalanced samples absent ties. The underlying distribution consists of 10,000 independent HWM index values that are computed for samples that are drawn from a standard normal distribution. Note that the joint number of sample entries must be at least 8 for percentile 97.5 to be defined properly. Table 13 : Simulated values of the HWM index at percentile 99 under A1* -A2*. The underlying distribution consists of 10,000 independent HWM index values that are computed for samples that are drawn from a standard normal distribution.
