Asbstract-Differentiated Services (DiffServ) and other scheduling strategies are now widespread in the traditional, "best effort" Internet. These Internet Architectures offer Quality of Service (QoS) guarantees for important customers at the same time as supporting less critical applications of lower priority. Strict priority queuing (PQ), weighted round robin (WRR), and class-based weighted fair queuing (CBWFQ) are three common scheduling disciplines for differentiation of services in telecommunication networks. In this paper, a comparative performance study of the above PQ, WRR and CBWFQ queuing scheduling policies applied on a double-buffered, 6-stage Multistage Interconnection Network (MIN) that natively supports a 2-class priority mechanism is presented and analyzed using simulation experiments. We also consider a 10-stage MIN, to validate that the conclusions drawn from the 6-stage MIN apply to MINs of different sizes. The findings of this paper can be used by MIN designers to optimally configure their networks.
bandwidth reservation technique. IntServ exhibits however scalability problems, being not recommended for core networks [9] , since the task of reserving paths would be very tedious in a busy network such as the Internet. DiffServ then tried to answer some of the problems that came up using IntServ by differentiating the traffic. Integrated Services, which is also called "Hard QoS", can reserve resources or bandwidth between networking devices by employing protocols like RSVP [46] (Resource Reservation Protocol), while Differentiated Services, which is also called "Soft QoS" is using a tag in the Network Layer to mark the packets' priority. Subsequently, a number of packet scheduling algorithms have been proposed, with the most prominent ones including strict priority queuing (SPQ) [20] [also known as simply "priority queuing" (PQ)], round-robin (RR) [44] and its variations -e.g. weighted round-robin (WRR) [4] , deficit round-robin (DRR) [27] , and smoothed round-robin (SRR) [10] ) -, generalized processor sharing (GPS) [6] , weighted fair queuing (WFQ) [18] [also known as packet-by-packet generalized processor sharing (P-GPS)] [5] , class-based weighted fair queuing (CBWFQ) [26] [45] , and a hybrid algorithm named PQ-CBWFQ called also low latency queuing (LLQ) [12] .
Regarding the network switch internal architecture, Multistage Interconnection Networks (MINs) with crossbar switching elements (SEs) are often used as communications infrastructure in the domains of networked systems and multiprocessor systems [31] and have also recently been identified as an efficient communication backplane of highperformance networking elements including gigabit Ethernet switches, terabit routers and ATM switches [28] , [32] , while they are also used as underpinnings for delivering broadband services [15] .The spread of MINs can be attributed to their potential to concurrently route multiple packets resulting in good exploitation of the available hardware and the ability to provide increased fault tolerance [17] as well as to their appealing cost/performance ratio, which is quite small, compared to other approaches.
In the current literature, the performance of multi-priority MINs under the strict priority queuing algorithm has been studied extensively through both analytical methods and simulation experiments (e.g. [36] , [37] , [33] ), considering various buffer sizes (mainly buffers of sizes 1, 2 and 4), buffer size allocation to different priority classes (symmetric vs. asymmetric [37] ), arrival processes (e.g. uniform vs. bursty [11] ), traffic patterns (e.g. uniform vs. hotspot [39] , [40] ; unicast vs. multicast [13] , [29] ) and internal MIN architectures (e.g. single-layer vs. multi-layer [34] ). These studies have shown that under increased network load (packet arrival probability λ > 0.6) the QoS offered to low priority packets rapidly deteriorates, with throughput significantly dropping and delay sharply increasing. While strict priority queuing is the "gold standard" for high priority traffic, weighted roundrobin and class-based weighted fair queuing scheduling disciplines appear as a plausible solution for providing better QoS to low-priority packets under increased network load, since one of the goals of these scheduling techniques is to increase fairness, giving low-priority queues the opportunity to transmit packets even though the high-priority queues are not empty. Insofar, however, there are no studies to quantify and compare the gains obtained for low-priority packets (and conversely the losses incurred for high-priority packets) by employing the above queuing packet scheduling algorithms on Multistage Interconnection Networks.
In this paper, we investigate how the performance of the three dominant scheduling algorithms used in MIN networks, namely PQ, WRR and CBWFQ, can be tuned through the individual algorithms' parameters. This investigation is conducted by means of a simulation-based comparative performance study, targeting dual-priority, double-buffered, 6-stage MINs. In this performance study, we calculate and compare the QoS offered to packets of different priority classes, under varying loads, specific ratios of high/low priority packets and different priority-weights of service within the overall network traffic. The high priority to low priority packet ratios have been chosen to correspond both to the recent trends in network traffic, where traffic with realtime requirement dominates (e.g. [3] predicts that two-thirds of the world's mobile data traffic will be video by 2017) as well as corporate networking environments where businessoriented applications do not typically exhibit real-time characteristics. The findings of this paper can be used by MIN designers in predicting the performance of their networks before actual network implementation, and in understanding the impact of the examined scheduling algorithms and their parameters on the QoS offered to packets of different priorities.
Our work extends the results of the published literature as follows:
1. it examines and compares the behavior of all three dominant scheduling algorithms offered by network devices. 2. it considers a normal scenario, corresponding to the current analogy of high/low priority packets) and an extreme scenario, corresponding to the projected analogy of high/low priority packets in the near future. We believe that this insight is valuable for network designers and administrators, allowing them to prepare their networks for the forthcoming traffic patterns. 3. we examine networks of different sizes, allowing us to generalize our conclusions regarding the behavior of these algorithms.
The rest of this paper is organized as follows: in section II we briefly present the commonly used scheduling algorithms considered in this paper, while in section III we analyze a 2-class priority MIN and give details on its operation under different queuing scheduling disciplines. In sections IV and V we present the performance metrics and the simulation results, respectively, while in section VI conclusions are drawn and future work is outlined.
II. ANALYSIS OF QUEUING SCHEDULING ALGORITHMS
Among the commonly used queuing algorithms, strict priority queuing (PQ) [20] [4] [12] scheduling allows higher priority packets to be de-queued and sent before any other packet in lower-priority queues. Strict priority queuing assumes that types of traffic can be differentiated and treated preferentially. Priority queuing can support multi-priority classes, usually ranging from high to low. Separate FIFO queues are created for each defined priority level and the arriving traffic is sorted into its proper queue as it arrives. Queues are serviced in strict order of priority, so the high priority queue always is serviced first; only if the high priority queue is empty the next-lower priority is served, and so on. Consequently, if a lower-priority queue is not empty and a packet enters a higher queue, the processing of the lowerpriority queue would be deferred in favor of the higherpriority queue. This mechanism is good for prioritizing delaysensitive high-priority data such as voice, but unfortunately this policy may lead to the low priority traffic to starvation, especially when the offered load of higher priority packets is considerable. In fact, strict priority queuing is the gold standard for high priority traffic, giving high priority traffic the best treatment among all available policies. On the other hand, if the amount of high-priority traffic is great, other will rarely get the chance to transmit packets, leading to considerably worse performance for lower-priority packets than if a single FIFO queue were used.
Round-robin (RR) [43] [44] is one of the simplest scheduling algorithms. It was initially used for processes scheduling in operating systems, assigning time slices to each process in equal portions and in circular order, handling all processes without priority (also known as cyclic executive). Round-robin scheduling is both simple and easy to implement, being also starvation-free. Round-robin scheduling is also applied to other scheduling problems, including data packet scheduling in computer networks. To augment RR with the capability to offer diverse treatment to data packets, the weighted round-robin (WWR) scheduling method [4] was introduced, where the weighting factor applied to a specific class queue determines how many bytes of data the processor delivers from this queue before it moves on to the next one. Thus, as WRR mechanism cycles through the queues, servicing an amount of packets from each queue until the number of bytes transmitted exceeds the bandwidth determined by the queue's weighting factor or the queue is empty. In the case of an empty queue, it is obvious that the corresponding switching element will try to forward packets from the next active queue that has packets ready to send.
WRR algorithm uses a predefined relative weight for each priority-class queue defining thus the percentage of time the processor services the specific queue before moving on to the next one. This mechanism prevents the head-of-line blocking that can occur with a strict priority queuing (PQ) scheduling.
Weighted fair queuing (WFQ) [12] is a data packet scheduling technique allowing different sessions to have different service shares. In WFQ, with a link data rate of R, if N data flows currently are active, with weights w 1 ,w 2 ...w N , data flow number i will achieve an average data rate of R*w i /(w 1 +w 2 +...+w N ) [26] . Native weighted fair queuing (WFQ) assigns a weight to each conversation, and then schedules the transmit time for each packet of the different flows. The weight is a function of the IP precedence of each flow, and the scheduling time depends usually on the packet size. WFQ was implemented for slow speed links (such as serial) to provide a fair treatment for each type of traffic. On the other hand, class-based weighted fair queuing (CBWFQ) [26] [38] is usually applied at high speed networks (such as ATM) providing user defined traffic classes and allowing more control and functionality than weighted fair queuing (WFQ) scheduling. CBWFQ uses matching criteria obtained i.e. by Network Based Application Recognition (NBAR), or Access Control Lists (ACLs). A queue is reserved for each class and matching traffic is directed to that queue. CBWFQ divides user traffic into a hierarchy of classes based on criteria which may consider any combination of IP addresses, protocols and application types. Since a company's accounting department, for example, may not need the same Internet access privileges as the engineering department, it is vital for traffic management technology to provide flexibility and granularity in classifying traffic flows.
The selection of the packet scheduling algorithm can drastically affect the quality of service observed by the packets traversing the network and the overall network performance, since different algorithms aim to optimize different metrics of packet QoS, such as delay, delay jitter, throughput and fairness, while additional factors -e.g. multiuser diversity [14] -can be also considered. Other algorithm properties that are taken into account for choosing the packet scheduling algorithm that will be implemented in a network are its space and time complexity [10] (since they affect the memory and the processing required to implement the algorithm, respectively) and the ease of implementation, since more complex algorithms are generally more demanding in space and time and their implementations are more prone to errors. The packet scheduling algorithms outlined above have been adopted by the industry and implemented in most commercial products (e.g. [19] , [2] , [4] , [12] ) mainly due to their following characteristics (a) they are easy to implement and verify (b) they exploit well the available network bandwidth (c) they have very small memory processing power requirements and (d) network administrators find them easy to understand and configure.
III. TWO-CLASS PRIORITY MIN AND QUEUING SCHEDULING DISCIPLINES
Multistage Interconnection Networks (MINs) are used to interconnect a group of N inputs to a group of M outputs using several stages of small size Switching Elements (SEs) followed (or preceded) by link states. All types of blocking Multistage Interconnection Networks (Delta Networks, Omega Networks and Generalized Cube Networks) with the Banyan property [8] are self-routing switching fabrics and they are characterized by the fact that there is exactly a unique path from each source (input) to each sink (output).
A typical configuration of a Multistage Interconnection Network is depicted in Fig 1. Each (2X2) SE has been implemented using two transmission queues per link [24] , [25] , accommodated in two (logical) buffers, with one queue dedicated to high priority packets and the other dedicated to low priority ones. Under this scheme, the queue scheduling algorithm selects the next packet to be forwarded from each SE's queues to the outgoing links of the SE. In this paper, we consider three different queuing scheduling algorithms (PQ, WRR and CBWFQ) which are applied on a banyan-type dualpriority Multistage Interconnection Network operating under the following assumptions:  Routing is performed by all SEs in parallel, thus the MIN can be considered to operate in a pipeline fashion. The pipeline is synchronized using an internal clock and operates in a slotted time model [30] . The service time for all SEs is deterministic.  Each input of the MIN accepts only one packet within each time slot. A packet entering the MIN comprises of (i) the routing tag, which effectively contains the routing instructions for all SEs that the packet will traverse (ii) the packet priority; since in this paper we consider a dualpriority scheme, the priority specification is a single bit designating the packet as high-or low-priority one and (iii) the packet payload, i.e. the actual data that are sent to the destination. Upon reception, packets are first classified according to their priority, and are then assigned to the queue specifically dedicated to the particular priority ( Fig.  2 ). Both high-and low-priority packets are considered to be uniformly distributed across all destinations.  All packets have the same size, arrivals are independent of each other and packets arrive with equal probability at all inputs. The arrival process of each input of the network is a simple Bernoulli process. We will denote this probability as λ. This probability can be further broken down to λ h and λ l , which represent the arrival probability for high and low priority packets, respectively. It holds that λ = λ h +λ l .  All SEs operate in a store-and-forward fashion, i.e. each packet received by a SE is stored in a buffer until it can be forwarded to the next SE (or sent to the MIN output, if the SE is at the last stage of the MIN). To enable its store-andforward operation, each SE incoming link is associated with two FIFO buffers, one dedicated to high-priority packets and one dedicated to low-priority ones. When a FIFO buffer of a specific (high or low) priority-class queue within a SE is full, the SE cannot accept further input packets of the same priority-class from its predecessor SEs (or the MIN input), and a backpressure mechanism is employed to force this priority-class packets to remain in the previous MIN stage until amble buffer space is available. Under this scheme, no packets are lost inside the MIN.
Regarding the PQ scheduling algorithm the low-priority queue is only serviced if the high-priority queue contains no packets. On the other hand, WRR uses a weight value to decide how many packets to transmit from one queue before it switches to the other queue. The higher the weight assigned to a queue, the more transmission bandwidth is allocated to it. For example in a dual-priority system with w h =7 and w l =3 the weighted round-robin algorithm checks first, for 7 continuous time-slots, the high-priority queue of each SE, while for the next 3 time-slots the low-priority queue of each SE is examined first for forwarding a ready packet. Similarly, CBWFQ assigns a weight to each class, which determines the transmit order for queued packets. Each packet priority queue is statically assigned a weight, which specifies the bandwidth ratio that will be dedicated to the particular queue. Naturally, the sum of all weights must be equal to 1. At each network cycle, the class-based weighted fair queuing algorithm examines the priority queues to select the packet to be forwarded through the output link, always observing the bandwidth ratio that has been assigned to each queue. A prominent method for achieving this is to determine the set S of non-empty queues in the system and choosing a queue among them with probability
, where w i is the weight assigned to i-queue [26] . This is analogous to lottery scheduling used in operating systems [42] .  All queuing scheduling algorithms considered in this paper are work conserving, i.e. a packet is always transmitted when there is traffic waiting, as opposed to non-work conserving algorithms which do not transmit a packet if the queue whose turn is to transmit a packet is found to be empty [16] . If a queue does not use its bandwidth ratio within a time window, this bandwidth is divided among the queues that do have packets to transmit, proportionally to their weights.  The contention is solved randomly with equal probabilities. Thus, when two packets at a stage contend for a buffer at the next stage and there is no adequate free space for both of them to be stored (i.e. only one buffer position is available at the next stage), one packet will be accepted at random and the other will be blocked by means of upstream control signals. Note that since packets of different priorities are stored in different queues, the contention for buffer space always occurs between packets of the same priority.  Packets are removed from their destinations immediately upon arrival, thus packets cannot be blocked at the last stage. 
IV. PERFORMANCE EVALUATION OPERATIONAL PARAMETERS AND METRICS

A. MIN Configuration and Traffic Load Parameters
In this paper we extend previous studies on performance evaluation of MINs by comparing the performance metrics of a 2-class priority MIN under various queuing scheduling disciplines and under different traffic load scenarios. More analytically, we consider and compare the performance of the three aforementioned scheduling algorithms (PQ, WRR and CBWFQ), while the operational parameters of the MIN evaluated in this chapter are as follows:  Buffer size (b) of a queue is the maximum number of packets that an input buffer of a SE can hold. In this study, symmetric double-buffered SEs (b=2) are considered for both high-and low-priority packets of MIN, since blockings can occur and thus additional buffers may be needed to store blocked packets and newly arriving packets. We note here that the particular buffer size has been chosen since it has been reported [35] to provide optimal overall network performance, offering high throughput and avoiding excessive increases of delay.  Number of stages n is the number of stages of an (N X N) MIN, where n=log 2 N. In our case study n is assumed to be6, thus the MIN size is (64 X 64).  Offered load (λ) is the steady-state fixed probability of arriving packets at each queue on inputs. In our simulation λ is assumed to be λ = 0.1, 0.2… 0.9, 1.λ can be further broken down to λ h and λ l , which represent the arrival probability of the high and low priority traffic of the offered load respectively. It holds that λ=λ h +λ l .  Ratio of high priority packets (r h ), is the ratio of high priority offered load, where r h = λ h /λ; this traffic is uniformly distributed among all output ports. In our study r h is assumed to be r h =0.30 (normal scenario) or 0.70 (extreme scenario). It is obvious that the corresponding ratio of low priority packets (r l ), where r l = λ l /λ, is always equal to 1 -r h and is therefore assumed to be r l =0.70 or 0.30 respectively.  Weight of high priority queues (w h ), is the percentage rate of processor dedicated to high priority packets in each queue by the applied scheduling algorithm. In WRR discipline the w h factor determines the number of continues cycles in which the high-priority queues are examined first and subsequently serviced if the corresponding queues are not empty. It is obvious that the weight of low priority queues(w l ) declares in the same way the number of cycles in which the low-priority queues are examined first. Considering the above two scenarios for high priority ratios (30% or 70%), w h is assumed to be6 or 8, whereas the corresponding w l is configured to be 4 or 2 respectively. Naturally, in both cases the ratio w h /(w h +w l ) is configured to a higher value than the corresponding r h , so as to offer better QoS to high priority packets. Similarly, in the case of CBWFQ discipline the corresponding w h is assumed to be0.6 or 0.8, whereas the w l is considered to be 0.4 or 0.2 respectively, expressing thus the probability that a particular class queue is examined first; this probabilistic mechanism applied individually in each SE for every cycle repeatedly.
B. MIN Performance Metrics
In this section the two most important network performance factors, namely packet throughput and delay are evaluated and analyzed under the operational parameters of MIN described previously. We also investigate the universal performance factor introduced in [35] and also used in [41] , which combines the above two metrics into a single one. 
This extra normalization of both high and low priority traffic leads to a common value domain needed for comparing their absolute performance values in all configuration setups.  Universal performance factor Upf is defined by a relation involving the two major above normalized factors, D and Th [35] : the performance of a MIN is considered optimal when D is minimized and Th is maximized, thus the formula for computing the universal factor arranges so that the overall performance metric follows that rule. Formally, Upf can be expressed by Where w d and w th denote the corresponding weights for each factor participating in the Upf, designating thus its importance for the corporate environment. Consequently, the performance of a MIN can be expressed in a single metric that is tailored to the needs that a specific MIN setup will serve. It is obvious that, when the packet delay factor becomes smaller or/and throughput factor becomes larger the Upf becomes smaller, thus smaller Upf values indicate better overall MIN performance. Because the above factors (parameters) have different measurement units and scaling, they are normalized them to obtain a reference value domain. Normalization is performed by dividing the value of each factor by the (algebraic) minimum or maximum value that this factor may attain. Thus, equation ( (4) is close to 0, the performance a MIN is considered optimal whereas, when the value of Upf increases, its performance deteriorates. Moreover, taking into account that the values of both delay and throughput appearing in equation (4) The extra normalization of both high and low priority traffic considered in the evaluation of relative normalized throughput leads to the following formula at dual-priority MINs
Where p={h, l} stands for high and low priority traffic respectively. In this study, when calculating the value of this combined factor, we have considered the individual performance factors (packet throughput and delay) to be of equal importance, setting thus w d =w th =1. However, for some specific application classes, e.g. batch data transfers (where the throughput is more important) or streaming media (where the delay must be optimized), different weight values for the above metrics would be considered.
V. SIMULATION AND PERFORMANCE RESULTS
Recall from section III that in this paper we assume that all packets entering the MIN have the same size; this behavior is similar e.g. to what would be expectedly found in fix-length, cell-based ATM networks. Under fixed-length packet traffic, both WRR and CBWFQ scheduling disciplines are proved to be fair in serving process [27] . In the presence however of variable-length packet sizes, the service class with the larger average packet size obtains more than its configured share of output port bandwidth. In that case, the DWRR [27] queuing algorithm would be similarly applied to guarantee fair queue serving.
In order to perform the experiments presented in this paper, we developed a special simulator in C++, capable of handling finite-buffered MINs natively supporting 2-class priority. The simulator encompasses implementations of the three queue scheduling algorithms considered in this paper, namely PQ, WRR and CBWFQ.
Packets entering the MIN are appropriately tagged as either high-or low-priority. Internally, each (2X2) SE was modeled using four non-shared buffer queues, where buffer queue operation was based on the first come first serviced (FCFS) principle; the first two buffer queues dedicated to high priority packets (one per incoming link), and the other two dedicated to low priority ones. When an SE receives a packet, it first classifies it i.e. it examines its priority tag and then inserts it in the appropriate queue. Subsequently queues are served according to the scheduling discipline in effect for the particular simulation run.
In this simulator, several operational parameters have been modeled and can be defined by the user, such as the bufferlength, the number of input and output ports, the ratio of highpriority packets, the offered load; when either WRRR or CBWFQ are employed, the weight of high-priority queues can be also defined.
Finally, the simulations were performed at packet level, assuming fixed-length packets transmitted in equal-length time slots, while the number of simulation runs was again adjusted at 10 5 clock cycles with an initial stabilization process 10 3 network cycles, ensuring a steady-state operating condition.
A. Simulator Validation
Our simulator was validated by comparing the results obtained from our simulation experiments against those reported in other works that also examine MINs natively supporting a dual-priority mechanism, and selecting among them the ones considered most accurate under uniform traffic conditions. Since no other related works on simulators for dual-priority MINs operating under weighted round-robin (WRR) and class-based weighted fair queuing (CBWFQ) scheduling disciplines have been reported insofar in the literature 1 , we validated our simulator only against those that use strict priority scheduling (SP). More specifically, we compared our measurements against those obtained from Shabtai's Model reported in [24] , and have found that both results were in close agreement (the maximum difference was only 3.8%). Fig. 3 illustrates this comparison, involving the total normalized throughput for all packets (both high-and low-priority) of a dual-priority, singlebuffered, 6-stage MIN vs. the ratio of high priority packets under full offered load conditions.
B. Overall MIN throughput
Before examining the QoS offered to each priority class under the examined scheduling disciplines, we will present the simulation results regarding the effect that each scheduling algorithm has on the overall throughput of the MIN. Fig. 4a and Fig. 4b depict the total normalized throughput [th=th(h)+th(l)] of MIN using a dual-priority scheme when different scheduling algorithms are employed. In these diagrams, curves CBWFQ:R[X%]W[Y%] depict the total normalized throughput of MIN, when the CBWFQ scheduling algorithm was employed, the ratio of high priority offered load was set to X% and the weighting probability of servicing a high priority queue was configured to be Y%. Similarly, curves WRR:R[X%]TS[Z/W] show the performance evaluation of the same metric, employing the WRR scheduling discipline, when the ratio of high priority packets is again X% and the servicing cycles of each high priority queue is set to Z time-slots per totally W time-slots in every SE. Finally, curves PQ:R[X%] illustrate the total normalized throughput of MIN, employing the PQ scheduling algorithm, under a ratio of high priority offered load equal to X%.
In these diagrams we can observe that when the MIN operates under low and medium load (λ0.6), the overall MIN throughput is practically the same under all scheduling disciplines in both scenarios. Nevertheless, when the MIN 1 notably, [7] reports on simulating the performance of a class-based weighted fair queuing system, but its focus lies on simulation quality and convergence, not network performance; additionally [21] reports on the performance of WRR over WiMax environments but the simulation design in this study is greatly affected by WiMax-related parameters such as topology, MAC layer intrinsics etc., and therefore its results are not directly comparable to the ones reported in this paper. operates under high load (λ0.7), the WRR algorithm is found to provide the best overall normalized throughput, followed by CBWFQ, while PQ exhibits the minimum normalized throughput among the three algorithms. The improvement of WRR over PQ is up to 2.3% in the normal scenario (r h =0.3), while in the extreme scenario (r h =0.7) it reaches 6.3%; the corresponding improvements for CBWFQ are 1.9% and 3.9%. This performance improvement can be attributed to the fact that network resources are better exploited when using WRR and CBWFQ. This particularly applies to network buffers dedicated to low-priority queues within the SEs: under the strict priority mechanism, these buffers have decreased probability of transmitting the packets they hold, which in turn leads to increased probability of blockings, in the event that a new low-priority packet arrives at the corresponding SE. The total normalized throughput achieved by WRR is slightly superior to the one observed under CBWFQ, due to the synchronization on rotational servicing of high and low priority queues in all SEs, which reduces the probability of blocking due to having full buffers.
Since PQ is the "gold standard" for high priority packets, from the results depicted in Fig. 4a and Fig. 4b we can intuitively derive that there exists a tradeoff between choosing to offer high-priority packets better quality of service (i.e. employing PQ) and achieving optimal MIN performance (by utilizing either WRR or CBWFQ). In the following paragraphs, we will examine the QoS level delivered to packets of different priority classes under the three scheduling disciplines. Fig. 5a and Fig. 5b present the relative normalized throughput of a double-buffered, 6-stage MIN using a 2-class priority scheme under various scheduling disciplines. Since strict priority queueing (PQ) is the gold standard for high priority traffic, the relative normalized throughput of high priority packets was found to be at extremely high levels, approaching the optimal value [RTh(h) max =1] of this performance factor, under full load traffic conditions, when the first scenario was employed [i.e. the offered load of high priority packets accounts to 30% of the overall traffic (Fig.  5a) ]. Practically, under the above traffic classification the blocking events for high-priority packets were very rare. It is also worth noting that the relative normalized throughput of high priority packets remains at satisfactory levels Rth(h)≈0.78, even in the extreme scenario (Fig. 5b) , in which the ratio of high priority packets was set to 70% of the total input load.
C. Relative Normalized Throughput
Comparing the CBWFQ and WRR scheduling disciplines, we observe that the curves referring to high priority traffic exhibit similar behavior. Recall that the rationale behind applying one of the two previously mentioned algorithms is to provide fair treatment for packets of all individual priority classes, avoiding thus a potential starvation of lower-priority queues. In these implementations, we noticed that the additional buffer space of high-priority packets was exploited only under very high input loads (λ>0.7). This phenomenon was more evident at the extreme scenario, where the proportion of high-priority offered load was set to the 70% of the overall traffic, under a process throttling 20% for servicing first the low-priority queues if they were not empty. However, when applying the CBWFQ or WRR algorithm, the throughput loss for high priority packets was found to be only up to 7.7% for the first scenario (Fig. 5a ), whereas the corresponding loss at the second case study was again found to be at tolerable levels, approximately 11% (Fig. 5b) as compared to the case of using PQ scheduling (both maxima occur under full load traffic conditions i.e. λ=1).
Regarding the quality of service offered to low-priority packets (Fig. 6a and Fig. 6b ), we can observe that the relative normalized throughput of these packets is considerably better in all configuration setups, when either the CBWFQ or WRR scheduling discipline was employed, as compared to the case of having applied the classical strict priority queuing (PQ) algorithm.
At the first scenario (Fig. 6a) , where the proportion of lowpriority offered load was set to 70% of the overall traffic and the weighting probability of servicing first the low-priority packets was configured to be 40%,the gain for low-priority traffic was approximately 11.2% under both CBWFQ and WRR scheduling disciplines. Fig. 6a Relative normalized throughput of low-priority packets through various queuing scheduling disciplines, normal scenario. On the other hand, regarding the second scenario (Fig. 6b) , where the proportion of low-priority offered load was set to 30% of the overall traffic, we observed that the WRR scheduling algorithm had a small performance edge over CBWFQ. It is worth mentioning that the relative normalized throughput of low-priority traffic exhibits spectacular improvement rates under both scheduling mechanisms (132% and 117% respectively), as compared to the corresponding classical PQ scheduling. This performance gain is owing to the fact that low-priority queues have 20% probability to be examined before the adjacent high-priority ones for packet forwarding, while in parallel the amount of high-priority traffic is great (70% of the overall traffic) and thus the probability of finding a high-priority queue empty is low. Finally, considering the above two fair queuing algorithms, it is also worth noting that the normalized throughput for lowpriority packets is slightly superior under the WRR scheduling discipline as compared to CBWFQ, due to the synchronization on rotational servicing of high and low priority queues in all SEs, which reduces the probability of blocking due to having full buffers. Fig. 7a and Fig. 7b illustrate the normalized delay for highpriority traffic under the above two testbed scenarios, where the ratio of high-priority packets is 30% and 70% respectively.
D. Normalized Delay
Regarding Fig. 7a , the normalized delay of high-priority traffic was found always to be less than 1.15, and thus close to the optimum value 1 under the PQ scheduling discipline, indicating rare blockings for high-priority packets and consequently lower exploitation of the second buffer-space allocated to queues of this particular priority class in all SEs. Considering the other two fair scheduling algorithms (CBWFQ and WRR), we noticed that normalized delay went up slightly reaching the values of 1.34 and 1.32 respectively, indicating better exploitation of resources (buffer spaces) under a tolerable level of the delay factor. We also observed that the WRR algorithm had a small performance edge as compared to the CBWFQ scheduling when the total offered load was greater than 50% (λ>0.5).
Regarding the second scenario (Fig. 7b) , both CBWFQ and WRR algorithms were observed to exhibit identical behavior. Employing the above two fair algorithms, we found that the worst value for normalized delay metric of high-priority packets was approximately 1.78 and slightly better than the corresponding value obtained by the PQ algorithm implementation, which was just 1.83 under full load traffic conditions. However, when the input load did not exceed the 90% of its allowed maximum value (i.e. λ<0.9), high-priority queues were found to exhibit a smaller number of blocking events under the configuration of a strict priority queuing (PQ) mechanism providing thus better servicing-times (i.e. lower delay).
Similarly Fig. 8a and Fig. 8b present the normalized delay for low-priority traffic under the above two testbed scenarios, where the ratio of low-priority packets was 70% and 30% respectively. In both these configurations we found that both CBWFQ and WRR algorithms exhibit identical behavior in normalized delay of low-priority traffic. Contrary to the case of normalized throughput discussed in the previous subsection, we can observe in Fig. 8a that CBWFQ algorithm had a small performance edge over the corresponding WRR counterpart. In this case the worst values for the delay factor were found to be 1.93 and 1.97 under full load traffic conditions, when the WRR and CBWFQ scheduling algorithms were employed respectively. Since both scheduling disciplines are fair in serving all class-priority traffic the gains for low-priority traffic were found again to be considerable. Fig. 7a Normalized delay of high-priority packets through various queuing scheduling disciplines, normal scenario. At the second scenario (Fig. 8b) , where the amount of highpriority traffic is great (70% of the overall traffic) the normalized delay for low-priority traffic was found to reach higher values. More analytically, under the PQ scheduling discipline, the value of this metric was found to be 2.37, when the corresponding normalized delay for the other two fair algorithms was only 1.75 (gain 26.16%). Consequently, employing either the CBWFQ or WRR mechanism a considerable number of head-of-line blockings of low-priority packets that could be occurred under a strict priority queuing (PQ) scheduling configuration is prevented. Fig. 9a and Fig. 9b show the universal performance factor for high-priority traffic under the two examined scenarios, where the ratio of high-priority packets is 30% and 70% respectively. In Fig. 9a we can notice that the combined performance metric (Upf) approaches its optimal value 0 under a strict priority queuing (PQ) implementation, since this discipline is the gold standard for high priority traffic. PQ begins to outperform CBWFQ or WRR for loads λ>0.6, since below this load the MIN has amble bandwidth available to optimally service high priority packets under all examined scheduling disciplines. We can also observe that in the first scenario the PQ algorithm had a greater performance edge over the other two fair scheduling disciplines as compared to the improvement it offers in the second scenario, since the ratio of high-priority offered load at this example was at low levels (only 30% of the overall traffic) and thus almost all high-priority packets were serviced within the minimum packet delay. On the other hand, when employing a fair queuing scheduling (CBWFQ or WRR) a small side-effect in the overall performance of high-priority traffic appears, which was however found to be tolerable at all examined configuration setups. Fig. 9a Universal performance factor of high-priority packets through various queuing scheduling disciplines, normal scenario. Finally, regarding the low-priority traffic the gains in the overall performance were found to be spectacular when one of the two fair algorithms (CBWFQ or WRR) was employed. At the first scenario (Fig. 10a) , where r h was set to a value commonly observed in IP networks, we observed a small performance edge of CBWFQ algorithm over the WRR scheduling discipline, whereas at the second more extreme case study, where the amount of high-priority traffic was great (70% of the overall traffic), the WRR algorithm appeared to have a small performance edge over CBWFQ (Fig. 10b) . More analytically, employing one of the two fair queuing algorithms (CBWFQ or WRR), we observed that the overall performance gain at the first test bed example was approximately 16.2%, while at the second scenario the corresponding gain was found to be 64.5% -extremely highunder full offered load (λ=1) traffic conditions as compared to the classical PQ scheduling implementation. Fig. 10a Universal performance factor of low-priority packets through various queuing scheduling disciplines, normal scenario. Fig. 10b Universal performance factor of low-priority packets through various queuing scheduling disciplines, extreme scenario.
E. Universal Performance Factor
F. Performance Metrics for a 10-Stage MIN
In order to validate that the results presented in the previous paragraphs hold for MINs of different sizes, we have conducted the same experiments for a 10-stage MIN. Fig. 11a presents the relative normalized throughput of low-priority packets as determined by this experiment, while Fig 11b illustrates the normalized delay of low priority packets. We can observe that the shape of the curves in Fig. 11a is identical to that of Fig. 6a (depicting the relative normalized throughput of low-priority packets for a 6-stage MIN), thus the behavior of the scheduling algorithms in the two MINs regarding this metric is very similar. All scheduling algorithms achieve smaller throughput for low-priority packets in the 10-stage MIN: this is due to the fact that each additional stage introduces an extra point that a blocking can occur, and the increased number of blockings lead to degraded throughput. The fact that low priority packet throughput drops when the MIN size increases has also been reported in other performance studies, e.g. [41] .
Similarly, the shape of the curves in Fig. 11b is identical to that of Fig. 8a (illustrating the normalized delay of low priority packets for a 6-stage MIN), thus the behavior of the scheduling algorithms in the two MINs regarding this metric too is very similar. All scheduling algorithms exhibit higher normalized delay for low-priority packets in the 10-stage MIN, again owing to the increased probability of blockings in the extra stages. The finding that low-priority packet delay deteriorates when the number of MIN stages increases is consistent with the results of other works, e.g. [41] . We have thoroughly analyzed the behavior of the 10-stage MIN, considering all performance metrics examined in subsections C-F of section V, we do not include here the diagrams for conciseness purposes: all results indicate that the behavior of the scheduling algorithms is very similar among the 6-stage and the 10-stage MINs in all cases. The performance metrics for high-priority packets (throughput, delay, universal performance factor) are practically unaffected when the MIN size increases, but the performance metrics for low priority packets deteriorate, for the reasons explained above. These findings indicate that we can generalize our conclusions to apply to MINs of any size.
VI. CONCLUSIONS
In this paper, we have presented a comparative performance study of three scheduling algorithms, namely strict priority queuing (PQ), class-based weighed fair queuing (CBWFQ), and weighed round-robin (WRR) through simulation experiments. More analytically, the performance evaluation conducted in a double-buffered, 6-stage Multistage Interconnection Network that natively supported 2-class priority traffic, considering additionally a 10-stage MIN to validate that the conclusions drawn are valid for MINs of different sizes.
The performance metrics obtained through simulations reascertained the belief that the strict priority algorithm is the "gold standard" for high priority traffic, but on the other hand it was found to considerably degrade the quality of service offered to low-priority packets, and in parallel deteriorated the overall throughput of MIN. Regarding the other two examined fair algorithms, it is noticed that both CBWFQ and WRR mechanisms exhibited similar behavior in the quality of service offered to each particular priority class traffic, with both of them considerably improving the QoS offered to lowpriority traffic. For instance, the relative normalized throughput of low-priority traffic was found to be spectacularly improved (117% under CBWFQ and 132% under WRR) as compared to the case of having applied the PQ discipline, under the scenario of setting λ h =70% and w h =80%. Table I summarizes the results presented in section V for the normal scenario, presenting the improvements and deteriorations of performance metrics when CBWFQ and WRR is employed, as compared to the corresponding metrics of PQ (in Table I , we consider 100% to be the value of the metric under PQ).In this table, only loads λ≥0.3 are taken into account, since for smaller loads the MIN has amble resources to serve all packets close to optimally. Similarly, Table II summarizes the results for the extreme scenario.
Since the WRR discipline was based conceptually on the round robin scheduling, it could be simply implemented at hardware level. Such an approach is considered to be fast: it simplifies the translation of the QoS requirements into a number of time-slots serviced by a particular class queue. On the other hand, the CBWFQ discipline provides support for user-defined traffic classes, but the probabilistic mechanism which was applied individually in each SE was more complicated. Consequently, a Class-Based Queuing (CBQ) version of WRR scheduling discipline called CB-WRR [1] , where a network operator will be allowed to define traffic classes and apply parameters, such as bandwidth and queuelimits, could be adopted as a solution to QoS guarantees in the MIN technology.
Future work will focus on examining other load configurations, including hot-spot and burst loads. 
