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1. INTRODUCTION 
This paper contains some sufficient conditions for existence of the 
k-parametric class of b-bounded solutions of the system 
Y’ = A(X)Y, (1) 
where x~Z,=(x~-~,+a), xO=const, O<s=const, PER”, n>l, and 
A(x) is a square n x n real matrix with elements Q(X) E C’(Z,), i,j= 1, . . . . n. 
We define the concept of a b-bounded solution of system (1) in the 
following way. 
DEFINITION 1. The solution y(x) = (yr(x), y*(x), . . . . y,(x))’ of system 
( 1) is called d-bounded on interval I = [x0, + co ) if there is such a vector- 
function 6(x)= (6,(x), 6,(x), . . . . 6,(x)), where 6,:Z--+ R, = (0, + co) and on 
Z the inequalities 
hold. 
IYzb)l <h(x), i = 1, . ..) n 
As a conclusion of our investigations the main result (Theorem 5) is 
proved. The obtained results on existence of d-bounded solutions are 
applied to the study of existence of solutions of singular Cauchy problems 
and conditional stability of solutions. 
Many works (e.g., [6,8,9]) are devoted to asymptotic behaviour of 
solutions of systems of ordinary differential equations. Therefore some 
comparisons to known results will be made in the text of the paper. 
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2. PRELIMINARY 
To obtain our results we need the following results concerning the 
applicability of the topological method of T. Waiewski (e.g., [S, lo]). Let 
~2’ be an open subset of an open set Q in the space of variables (x, y). We 
will consider the system 
(2) 
where the vector-function is assumed to be sufficiently smooth. 
The following definition generalizes the notion of the so-called (n, p, z)- 
subset [3]. 
DEFINITION 2. An open subset sZ” of the set Q is called a generalized 
(n, p, z)-subset of Q with respect to the system (2) if the following condi- 
tions are satisfied: 
(1) There exist functions n,(x, y) E P(Q), i = 1, . . . . Z, pi(x, y) E 
CJ’J(B), j= 1, . . . . m, and zk(x, y) E P(G), k = 1, . . . . Y, where f2 + m2 + r2 >, 1, 
ni,pj are odd numbers, and zk are even numbers such that 52’= ((x, y): 
ni(x, y)<O, pj(x, y)<O, zdx,y)<O, for all i,j, k}. 
(2) dsn,r(X, y)/dx” = 0, s = 1, . ..) n, - 1; d”ma(x, y)/d~“~ <0 hold for 
the derivatives of the function n,(x, y), a = 1, . . . . Z, along trajectories of 
system (2) on the set N,= {(x, y): IZJX, y) =O, n,(x, y) ~0, p,(x, y) GO, 
z,(x, y) 6 0 for all i # a, j and k}. 
(3) dSpp(x, y)/dx” = 0, s = 1, . ..) pp - 1; d”flps(x, y)/dxPa > 0 hold for 
the derivatives of the function p&x, y), fl= 1, . . . . m along trajectories of 
system (2) on the set P, = {(x, y): p&x, y) = 0, n,(x, y) 6 0, pj(X, y) < 0, 
z,(x, y)<O for all i, j#b and k}. 
(4) The sets 2,~ {(x,Y): z~(x,Y)=O, ni(x,y)dO, pj(x,y)<O, 
z,(x, y) < 0 for all i, j and k # y }, y = 1, . . . . r can be represented as unions 
of disjoint nonempty subsets Z: , ZF, and Zy , i.e., Z, = Z: u Zt u Zy , 
such that the derivatives of the function z,(x, y), y = 1, . . . . I, along trajec- 
tories of the system (2) are such that &z.,(x, y)/dx” = 0, s = 1, . . . . zy - 2, for 
(x, y) E z,, d’r- ‘z,(x, y)/dx27- ’ is positive for (x, y) E Z;’ , negative for 
(x, y) E Zy , and zero for (x, y) E Zy , and, moreover, di;zy(x, y)/dx’y > 0 
for (x, y)EZt. 
LEMMA 1. Let the right-hand sides of system (2) satisfy the abovemen- 
tioned conditions and let Q” be a generalized (n, p, z)-subset of Q with 
respect to the system (2). Then the set Szz of all egress points from 52’ with 
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respect to the system (2) is the set Qye of strict egress points with respect to 
the system (2) and the equality 
sz; = s2yr = ~‘,.N, 
where 
and 
Jv.=[,;, +[ v, (Z;uz, )] 
holds. 
Proof: We notice that a0’nQ CPU Jf. Besides QznJf= 0. Really, 
if for some point (x0, y,)~,lr and CI = CX~E {l, . . ..p) the relation 
(x0, y,) E NXOc A’” holds and y(x) is a solution of system (2) with 
y(xo) =y, then, because of condition (2), also n,,(x, y(x)) > 0 holds for 
x E (x0 - E, x0) where 0 < E is a sufficiently small number and, consequently, 
(x, y(x)) $ sZ” on interval (x0-s, x0). The same conclusion holds if 
(x0, yo) E Zy c A” for some y = y. E { 1, . . . . r}. In the end we consider the 
case that (x0, y,) E ZF for some y = y. E { 1, . . . . r}. In virtue of condition (4) 
we conclude that there is a sufficiently small positive number E such that 
(x, y(x)) $Q” on (x0 -E, x0) u (x0, x0 + E). Then the point (x0, yo) is a 
point of exterior tangency for the set 52’ with respect to the system (2). 
Hence 
Suppose that (x0, yo) E P\JV. If (x,, y,) E P, for some /I = /IO E { 1, . . . . p} 
then for the corresponding solution y(x) by virtue of condition (3) the 
following inequalities hold: 
PS,(X? Y(X)) < 0 if xE(xo-~,xo), 
P/3,(4 Y(X)) ’ 0 if XE(X~,X~+E), 
where E > 0 is a sufficiently small number. Therefore (x0, y,) EL$~. The 
same conclusion holds in the case when (x0, y,) E ZT for some 
Y = Yo E { 1, . ..> r}. In that way ~“\JV c QSb. Thus the proof is complete. 
Using the concept of a generalized (n, p, z)-subset we can obtain the 
following generalization of a certain theorem of T. Waiewski [S, lo]. 
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THEOREM 1. Let the right-hand sides of the system (2) be continuous and, 
where necessary, continuously differentiable of the order s (s is a sufficiently 
large number) on the open (x, y)-set Sz and let them have the property that 
the solutions of (2) are uniquely determined by initial data. Let sZ” be a 
generalized (n,p, z)-subset of Sz with respect to (2). Assume that S is a non- 
empty subset of Q” v 52: such that the set S n Szg is not a retract of S but 
it is a retract of Szg. Then there is at least one point (x0, yo) E Sn Go such 
that the graph of the solution of y(x) of the Cauchy problem y(xo) = y. for 
(2) lies in Q” on its right-hand maximal interval of existence. 
The proof of this theorem follows immediatelly from Theorem 2.1 in 
[5, Chap. X, Sect. 21 and from Lemma 1. 
3. SOME ESTIMATIONS 
In this section we obtain some auxiliary estimations. Let there be 
functions B,(x) E C’(Z,), i, j= 1, . . . . n, such that B,(x)-B,,(x) and the 
determinants of the matrices Bk(x) = (B,(X)),j= I ,,,_, k, k = 1, . . . . n, are 
positive on I,. On I, we define the function W(x, y) as 
W(x, Y) = (Kl(X)Y, Y) - w(x), (3) 
where Y = (yl, Y,, . . . . Y,)~, symbol (.,.) denotes the inner product, and 
w(x) is some function positive on I, such that o(x) E C2(Z,). It is clear that 
the relation 
wx, Y) = 0 (4) 
defines some surface which is homeomorphic to a cylinder in the space 
(x, y) and the cut set W(x*, y) =0 where x* EZ~ of this surface is 
homeomorphic to the sphere in the y-subspace. 
In the following reasonings we need to know max y:(x), i= 1, . . . . n, for 
each fixed XEZ, if the relation (4) holds. We introduce the matrices 
Ei={e,j},,,=, ,,,,, nwhere e,,=l and e,=O if (r-i)2+(j-i)2>0. 
THEOREM 2. Let x E I, be fixed and W(x, y) = 0. Then 
max y:(x) = Ai w(x), i = 1, . . . . n, (5) 
where 
ni(x) = maxCb(x), Ai2(x), -., Ain (6) 
and I,(x), j= 1, . . . . n, are roots of the equation 
det(E, - M,(x)) = 0. (7) 
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Proof: We will find the maximum of y;?, i = 1, . . . . n, for each fixed x E I, 
if (4) holds. By a method of Lagrange’s multipliers we consider the 
auxiliary functions 
4b,Y)=Yf-~wx,Y), i=l n 5 ..., 
and we will find its partial derivatives with respect to y,, a = 1, . . . . n. As 
W(x, y) may be written in the form W(x, y)=C:,=, B,,(x)y,y,-o(x) 
then we receive the following homogeneous ystem of linear equations with 
respect o y, and ;1: 
This system has nontrivial solutions if 1 is any root of Eq. (7). As the 
matrix B,(x) is symmetric and positive definite then (see, e.g., [4, 71) 
Eq. (7) has only real roots n,(x), j= 1, . . . . n. The existence of max yf , 
i = 1, . ..) n, follows immediately from geometrical considerations. Then, as 
it follows from (8) for extremal values Feq(x) of function I;l(x, y), 
i,j=l , . . . . n, we have 
F,,(x) = iii(x) o(x). 
From this the equalities (5) follow. The proof is complete. 
Now we compute the derivative of the function W(x, y) along trajec- 
tories of system (1). We have (see (3)) 
dW(xt Y1 
dx 
= ((87(x) + 2&(x) A(x)) Y, Y) - w’(x). 
It is easy to verify that 
dW(x, Y 1 
dx 
= wx, Y 11 
where 
M(x,y)=(B’(x)y,y)-o’(x), 
B’(x) = (Bb (x))~,,= ,,..., nis a symmetric matrix, 
B’(x) = B:, (x) + B,(x) .4(x) + AT(x) B,(x), 
(9) 
(10) 
Bf; (x) = B17(x) + c 1 B,,(x) a,,(x) 
p.q=i,j I=1 
PZY 
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if i, j= 1, . . . . n, i#j, and 
Bf;(X)=B:i(X)+2 1 Bi,(x) U/i(X) 
I= 1 
for i = 1, . . . . n. 
THEOREM 3. Let XE I, be fixed and W(x, y) = 0. Then the extremal 
values M,, (x), i = 1, . . . . n, of function M(x, y) are equal to 
M,i(x) = l,;(x) o(x) - o’(x), i=l n, > ..., (11) 
where AMi are roots of the equation 
det (B’(x) - L,B,(x)) = 0. (12) 
Proofi We will find the extremal values of function M(x, y) under 
condition (4). By analogy with the proof of Theorem 2 we consider the 
auxiliary function 
F(x, Y) = wx, Y) - AA4 W(X> Y) 
and compute its partial derivatives with respect o y,, GI = 1, . . . . n. By (lo), 
M(x, y) = CT j= 1 B:(x) yi y, - o’(x) and then we receive a homogeneous 
system of linear equations 
C (B~i(x)-l,B,(x)y,=O, i= 1, . . . . n. 
j=l 
This system has nontrivial solutions if %,+, is any root of Eq. (12). By 
analogous arguments as in the proof of Theorem 2 we verify that the 
extremal values of function M(x, y) are given by formula (11). 
At the end we compute the second derivative of the function W(x, y) 
along trajectories of system (1). From (9) we obtain 
d2 Wk Y) = dM(x, Y) 
dx2 dx 
= M,(x, YL (13) 
where 
M,(x, Y) = (B2(x) Y, Y) - O”(X), 
P(x) = (B’(x))’ $ B’(x) A(x) + A=(x) P(X), 
B’(x) = (B:.(x)) ,,,= ,,.,,, nis a symmetric matrix, 
(14) 
B;(x) = (B@))’ + 1 i BAqb) a,,(x) 
p,q=i,j i=I 
P#Y 
409/165/l-20 
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for i, j = 1, . . . . n, i #j, and 
B;.(x) = (B;,(x))’ + 2 E Bf,(x) a,,(x) 
/= I 
if i = 1, . . . . n. 
Later on we need to know the maximal values of function 
44,(x, y) - t(x) M(x, y) for each fixed XE I, where t(x) E C(Z,) is some 
arbitrarily taken function, under condition (4). 
THEOREM 4. Let x E I, he fixed, W(x, y) = 0, and T(x) E C(Z,). Then the 
extremal values MLei(x), i = 1, . . . . n, of function M,(x, y) - t(x) M(x, y) are 
equal to 
M,,,(x) = lbIMj(x) w(X) + t(x) w’(x) -w”(x), i=l , . . . . n, (15) 
where A,,i(x) are roots of the equation 
det (B’(x) - <(x)B’(x) - A,,B,,(x)) = 0. (16) 
Proof: This statement may be proved by analogy with the proofs of 
Theorems 2, 3. Equation (16) has only real roots too. 
4. &BOUNDEDNESS OF SOLUTIONS 
We will suppose that Theorem 2 holds and we denote by 9 the region 
g={(x,y): xEZ,, Iy,IQ[o(x)A,(x)]“*, i=l,..., n}. (17) 
In (17), A,(x), i= 1, . . . . n, are defined by formula (6). 
Now we will formulate and prove the main result about existence of 
S-bounded on interval I solutions (in the sense of Definition 1) of system 
(1). 
THEOREM 5. Let ,4(x) E C’(Z,), there are functions B,(x) E C2(Z,), 
i, j= 1, . . . . n, such that B,(x) 5 Bji(x) and det Bk(x) > 0, k = 1, . . . . n, on I,. 
Let there be the function w(x) E C2(Z,) positive on I, such that on I, 
Me?(x) -co if i = 1, . ..) k; l<k<n, (18) 
Mei(X) I=- 0 if i=k+ 1, . . ..n. (19) 
where Mei are defined by formula (11) in Theorem 3. If, moreover, there 
is function c(x) E C(Z, ) such that on I, 
Mlt+(x) > O9 i=l 9 . . . . n, (20) 
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where Ml,,(x) are defined by formula (15) in Theorem 4, then there is at 
least a k-parametric class of d-bounded on interval I solutions of system (1) 
where 
6,(x) = [w(x) /Ii(X)]“*, i= 1, . ..) n (21) 
and A,(x) are defined by formula (6). 
Proof We will apply Theorem 1. Therefore we prove that the set 
~“={(x,~):nl(x)~O,zl(x,y)<O}~~, 
where nl(x) = x0 - s/2 - x and z,(x, y) s W(x, y) is some generalized 
(n, p, z)-subset in the sense of Definition 2. We compute the derivatives of 
functions nl(x) and z,(x, y) along trajectories of system (1). We obtain 
dn,(x)/dx = - 1 < 0. Further by (9) 
dz,(x, y) d@‘(xt y) 
dx = dx 
= Mx, Y). 
In view of (18) and (19) we can represent he set 
Zl={(x,y):nl(x)~O,zl(x,~~)=O) 
as a union of disjoint nonempty subsets Z: , Zy , and Z; . We put 
d4w)>o 
(X,YW,,~ , 
(X,Y)EZl, dx 
Ww)=o 
, 
and 
z,= (X,.Y)EZ,r dx 
i 
&,(x,y)<o 
. 
Now we compute d*z,(x, y)/dx’ on the set Zy. By (13) and (14) we obtain 
d*z,k y) = d* Wx, Y) 
dx2 dx2 = Ml(X, Y) = Ml(X, Y) - t(x) wx, Y). 
As Zy c Zi then we can apply the inequalities (20) and therefore on Zy 
d*z,k Y) 
2 min (Ml,,(x)) >O dx* i= l,...,n 
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holds. Consequently, we conclude that all assumptions of Definition 2 are 
fulfilled and the set Q” is the generalized (n, p, z)-subset. 
Now we will transform the variable y into a variable Y = ( Y, , Y,, . . . . Y,1)7 
by means of the transformation 
y=ZY, det Z # 0, (22) 
where Z is a principal matrix of regular sheaf of quadratic forms 
(B’(x) Y, II) - ~M(&l(X) Y> Y). 
The transformation (22) reduces the forms (B’(x) y, y) and (B,(x) y, y) to 
the forms 
,f, iMi(X) y; and ,$, Yf 
simultaneously (see, e.g., [4]). Moreover, the transformation (22) trans- 
formed the set 52’ one-to-one into the topologically equivalent set 
Qo,= { (4 n n1(x) < 0, z,(x, ZY) co> 
and, consequently, we may make the rest of the proof with respect to the 
set Q’$. (Further we will denote as A y the result of mapping of the set A 
by means of (22).) 
We denote 
O,(x)= max 
i = 1, . . k 
0,(x)= min 
I = k + 1. . . . n 
and we introduce the set 
Yj = Ci = const, i = 1, . . . . k, i Cf = (1 - 6) 0(x0), 6 = const, 
i= 1 
(23) 
(24) 
(25) 
dE fJl(XO) 
‘I(XO)+‘Z(XO)’ ’ 1 
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We notice that S,n X$C SzO, where SzO, = Z&. Indeed, if (x, Y) E S, 
then we obtain (see formulas (9t(12), (23) and (24)) 
dW(x, ZY) 
dx sy 
= MC? m I sy 
= ,$, ~MibO) yt - w'(xo) 
=ii, iM;(XO) CT +,=$+, AMi yZ-"'(xO) 
>i ( - I, + - 
~‘(Xcl) (-f 
i= 1 ) dxo) ’ 
+i 
( 
o’(x,) 
i=/C+1 
~2h) + y-J-g 
) 
y: - w’h) 
= 
( 
-I, + $$) (1 - 6) Q4-h) 
+ ~2(xo)+- 
( 
~‘(XCJ 
M&J ) 
~&%) - w’(&J 
= &d C&Q,(x,) + f%(xo)) - ~,hl)l > 0. 
Now we may conclude that S,C sZ:u Q”, and, obviously, Sy# @. We 
verify that S ,, n 520, is a retract of SzO, but it is not a retract of S,. At first 
we prove that the set S, n Q”, is a retract of QO,,. With that end in view 
we constructed the mapping 
where 
rp= yi 
(-yki- 1 y/2)1/2 . (~4%))“2~ i = k + 1, . . . . n. 
The mapping n is the desired retraction because it is continuous and the 
restriction 7c on S, n SzO, is the identity map. 
At the end the set S,n Cl’& is not a retract of S, as the boundary 
CY=k+ 1 Y,? = &B(x,) of (n - k)-dimensional ball Cyzk+ r Y,? <60(x,) is 
not its retract (see, e.g., [ 11). 
All reasonings may be made by analogy in the space (x, y) if we apply 
the inverse transformation Y= ZP’y with respect o (22). 
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In that way all assumptions of Theorem 1 are fulfilled and, consequently, 
the existence of at least one solution, which is d-bounded on interval Z, is 
proved. As analogous reasonings may be repeated for all admissible values 
of parameters Cl, Cz, . . . . Ckr 6 (among these parameters k parameters are 
independent) and as at least one d-bounded on interval I solution of system 
(1) corresponds to any tuple (C,, Cz, . . . . C,, 6) of these parameters then 
there is at least a k-parametric family of b-bounded on interval I solutions 
of system (1) and as it follows from the form of the set Q”, the functions 
6,(x) are given by (21). The proof is complete. 
As a consequence of Theorem 5 we receive the following theorem that is 
more suitable for applications. 
THEOREM 6. Let there be real and positive on I, functions pi(x) E C’(Z,), 
i = 1, . . . . n, and o(x) E C*(Z,) such that on I, the inequalities 
M,;(x) < 0 if i=l,...,k, ldk<n 
and 
Mei(x) ’ O if i=k+ 1, . . . . n 
hold. Let, moreover, on I, 
Mlci(x) >‘O, i = 1, . . . . n. 
Then there is at least a k-parametric class of d-bounded on interval Z 
solutions of system (1) where 6(x) = (6,(x), 6,(x), . . . . 6,(x)) and 
o(x) I’* fJ,(x)= pi(x) 3 ( ) 
i=l n. , ...? 
Proof. The conclusion of Theorem 6 follows from Theorem 5 if we put 
Bii(x) -b;(x), BU(x)=O, i#j, i, j= 1, . . . . n, in its formulation. Then, as it 
follows from Theorem 2, d,(x) E fli(x) and /i,(x) = pi(x) forj= 1, . . . . n and 
i = 1, . . . . n. 
From the proofs of Theorem 5 and Theorem 6 we may obtain the 
following three theorems whose assumptions may all be more easily 
veriliable. 
THEOREM 7. Let all assumptions of Theorem 5 be fulfilled if in its 
formulation the condition (20) is replaced by 
det (Bs(X))i,i= I, . k > 0, k = 1, . . . . n; w’(x) < 0 vu 
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and if t(x) s 0. Then the conclusion of Theorem 5 holds. If, moreover, 
B,i(x)~~i(x), B,(x)~0, i#j, i,j= 1, . . . . n then for hi(x), i= 1, . . . . n, the 
formulas (26) hold. 
Proof If the condition (20) is replaced by (20’) then it is necessary to 
verify in the proof of Theorem 5 that d2z,(x, y)/dx2 > 0. By (13) (14), and 
(20’) we have 
d2zfx: y, = (P(X) y, y) -o”(X) > 0 
on the set Z, 
THEOREM 8. Let all assumptions of Theorem 5 be fuljXed tf in its 
formulatiun o(x) E co = const and conditions (18), (19) are replaced by: 
(i) the form (B’(x) y, y) is neither positive definite nor negative 
definite and 
(ii) det(Z?‘(x)) # 0. 
Then there is at least a one-parametric class of &bounded on Z solutions 
of system (1) where 
Si(X) = [wA;(x)]“2, i=l n. , ...? 
Proof: In view of (ii) there are n nonzero roots of Eq. (12) on inter- 
val I,. By (i) at least one root is positive on I, and at least one root is 
negative on I,. In accordance with (ii) the number of positive and negative 
roots of Eq. (12) is the same on I,. Therefore the proof of Theorem 8 is 
identical with the proof of Theorem 5 but in this case we only know that 
the number k in (18) is equal to at least one. 
THEOREM 9. Let A(x)EC’,B~~(X)-/?~(X)>O, B,(x)=O, i#j, i,j= 
1 , . . . . n, det(B’(x))#O, det(Bi(x))i,j= 1 ,,,,, k>O, k= 1, . . . . n, and let the 
expression ((B’(x) - (o’(x)/o(x)) B,(x)) y, y) be neither positive definite 
nor negative definite on I,. Then for each co > 0, co = const there is at least 
a one-parametric class of S-bounded on Z solutions of system (1) where 
( ) 
112 6,(x)= 6 2 i=l , . . . . n. 
Proof The conclusion follows from Theorems 5, 7, and 8. 
As an application of Theorem 7 we consider the following system of two 
equations 
Y; = a(x)y, + 4xh 
(27) 
Y; = C(X)Y, + d(x)y,. 
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THEOREM 10. Let a(x), b(x), c(x), d(x) E C’(Z,). Let there be a positive 
function w(x) E C*(Z,) and a positive constant K such that on I, 
(a) a(x)+~-[(a(x)+~)2+(b(x)+~~]“2-$$ 
<O<o(x)+fy 
+[(a(x)+~)?+(b(x)+~)2]“2-$+ 
(b) a’(x)+2a’(x)+c(x)(b(x)+$$>O, 
4[u.(s)+2a2(x)+c(x)(b(x)+$))] 
+2c(x)y+(a(x)+d(x))(b(x)+$)]*. 
(c) w”(X) < 0. 
Then the system (27) has at least a one-parametric class of &bounded on 
Z solutions where 6,(x) = (o(x))“’ and 6,(x) = (Ku(x))“*. 
Proof: Let B,,(x)rl, B**(x)=l/K, Bq(x)=O, i#j, i, j= 1,2. Then 
we can verify that B:,(x) = a(x), Bi2(x) = d(x)/K, B:*(x) = B&(x) = 
(l/2) (b(x) + c(x)/K) and in view of (a), M,,(x) < 0, Mr2(x) > 0. Moreover, 
B;,(X)=2U’(X)+ 'k,(X)+2C(X) b(X)+y ( c'xy 
d’(x) B;,(x)=2-+4 q+2b(x)(b(x)+$$ 
c’(x) 
B:,(x) = B:, (x) = b’(x) + K + 2a(x) b(x) 
+ 2 4x)4x) 
k 
+(u(x)+d(x))(b(x)+y) 
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and in view of (b) and (c) the conditions (20’) hold. Consequently all 
assumptions of Theorem 7 hold. 
Remark. Recently, the existence of at least a one-parametric lass of 
d-bounded solutions of system (27) on interval I where 6(x) 3 (r, K,r), 
0 < r, K, = const has been considered by Vrdoljak [9]. His conditions have 
the following form. On I,: 
(aI) 4x), b(x), c(x), &)E Cl. 
(b,) k(xW(x)l > K, ’ l4xYb(x)l. 
(Cl) 4x) 4x) -b(x) c(x) < j;[ {b(x)(a(xMx))‘> 4xw(x)lw)‘j. 
We note that the conditions which have been formulated in Theorem 10 
are independent of the conditions (aI)-( For example, if in (27) we put 
a(x) = - 3, b(x) = 4, c(x) = 1, d(x) = 3 then the conditions of Theorem 10 
are satisfied for w(x) = r* > 0, K = K:, and K, > 1; however, the condition 
(b,) is not satisfied. 
5. SINGULAR CAUCHY PROBLEM 
We will discuss the solvability of the following singular Cauchy problem 
lim u,(x) = 0, i= 1, . ..) n (28) ‘i++m 
for system (1). Usually the singular Cauchy problem is considered if the 
initial point is finite. In our case we suppose that the finite initial point is 
transformed to infinity with respect o variable x. 
THEOREM 11. Let all assumptions of Theorem 5 be valid. If, moreover 
lim o(x) A,(x) =0, i=l n, 9 . . . . 
x- +a0 
then the singular Cauchy problem (1) (28) h as at least a k-parametric class 
of solutions. 
Proof. From Theorem 5 existence of the k-parametric class of 
d-bounded on I solutions of system (1) follows. Each solution of this class 
satisfies condition (28) because 
lim hi(x) = 0, i = 1, . . . . n. 
J’+m 
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Remark 2. The existence of vanishing solutions of system (27) if 
x + + cc was considered by Radzikowski [S]. He asserts that this system 
has at least a one-parametric lass of such solutions if on [0, + co ) : 
(a2) a(x), b(x), 4x1, do C’. 
(b2) There are positive numbers A, B such that 
la(x!l < 4 Id(x)I < 4 lb(x)1 > B, Ic(x)l 2 B. 
(c2) There is a positive number g 6 A such that 
We note that the conditions which are formulated in Theorem 11 are inde- 
pendent of the above formulated conditions. For example, if n = 2, 
all(x) = a(x) = - 5, a12(x) = a2,(x) = b(x) = c(x) = 7, a22(x) = d(x) = 5 then 
all assumptions of Theorem 11 hold if x0 = 0; E = 0, 1; Bii(x) G 1, i = 1, 2; 
B,(x) -0, i#j, i,j= 1,2, and o(x) E exp( -x). Therefore, for this choice 
the singular Cauchy problem (1 ), (28) has at least a one-parametric lass 
of solutions. In this case the condition (c2) is not satisfied. 
6. CONDITIONAL STABILITY 
DEFINITION 3 [2]. We shall call the solution { = t(x) of the n-dimen- 
sional differential system y’ = f(x, y) conditionally stable at x + + co if in 
space R; there exists such a k-dimensional set Sk of initial points 
(1 <k < n) that for every solution y = y(x) under condition y(x,) E Sk and 
IIy(xO) - [(x0)11 <8(s) the inequality IIy(x) - <(x)11 <E holds on interval 
c-b co). The conditional stability is called asymptotical if, besides, 
lim X++CD IlY(x)-~5(x)ll =a 
We will use the norm IIy(x)ll= (C;j=l B,i(X)y,(X)yj(X))"' where 
det B,(x) > 0 on I,. 
THEOREM 12. Let all assumptions of Theorem 5 be furfilled and 
wg (w(x))“’ = Q < co. (29) 
Then the trivial solution of the system (1) is conditionally stable with 
respect to some k-dimensional set Sk of initial values. 
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If, moreover, 
lim w(x)=0 
x+ +30 
then this stability is asymptotical. 
Proof We note that the Theorem 5 remains valid if in its formulation 
the function o(x) is replaced by Em(x) where E” is positive constant. By 
analogy with the proof of Theorem 5 we define the k-dimensional set Spy 
(see (25)): 
Sk, = SRY( y, > y2, .‘., Yk, 4 -3 
= 
i 
(4 y,, Y,, . . . . Yk):x=xg, i Y;=El(l-qO(Xg),&~ 
r=l 
= const, .EE (0, 1],6 E ( 
e,(xo) 
I, + &(x0)’ l I . 
As it follows from the proof of Theorem 5, for each ( Yp, Yt, . . . . Yz, do, 9) E 
S,, there is a solution y(x) such that (x, y(x)) c no. Then 
II Ybo)ll < (~4xo))“* 
and by (29), 
II~(xo)ll < 6 = C’ (4-~))~‘~, 
where E = Eli2 . Q. Further, on Z, 
(30) 
11 y(x)11 < (ko(x))“‘d E”“*Q = E. (31) 
From (30) and (31) it follows that the trivial solution of system (1) 
is conditionally stable (and if lim,_ +oo w(x) = 0 then conditionally 
asymptoticly stable) with respect to the k-dimensional set of initial points 
Sk where Sk is the result of the inverse mapping of the set S,, by the use 
of the transformation Y = Z-‘y (see formula (22)). 
Remark 3. The classical Liapunov’s result about conditional stability 
(see, e.g., [2]) is formulated for the system of the type 
dx 
z = Ax + cp(t, xl, XE R”. 
The conditions of Theorem 12 are independent of conditions of Liapunov’s 
result as in the case of the homogeneous ystem (i.e., if cp(t, x) = 0) we 
consider the non-constant matrix of linear terms. 
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