The empirical mode decomposition (EMD) method can adaptively decompose a non-stationary time series into a number of amplitude or frequency modulated functions known as intrinsic mode functions. This paper combines the EMD method with information analysis and presents a framework of information-preserving EMD. The enhanced EMD method has been exploited in the analysis of neural recordings. It decomposes a signal and extracts only the most informative oscillations contained in the non-stationary signal. Information analysis has shown that the extracted components retain the information content of the signal. More importantly, a limited number of components reveal the main oscillations presented in the signal and their instantaneous frequencies, which are not often obvious from the original signal. This information-coupled EMD method has been tested on several field potential datasets for the analysis of stimulus coding in visual cortex, from single and multiple channels, and for finding information connectivity among channels. The results demonstrate the usefulness of the method in extracting relevant responses from the recorded signals. An investigation is also conducted on utilizing the Hilbert phase for cases where phase information can further improve information analysis and stimulus discrimination. The components of the proposed method have been integrated into a toolbox and the initial implementation is also described.
Introduction
Neuronal recordings from electrodes placed in a neural site typically contain activities of both action potentials of neurons as well as extracellular field potentials. 1 The latter is usually called the local field potentials (LFPs), which represent cortical/ intercortical processing and interneurons activity. This activity can be synaptic potentials, afterpotentials or voltage-gated membrane potentials.
1
LFPs are low frequency signals as compared to action potentials or spike trains and thus can be separated from the recordings by using a low-pass filter with cutoff frequency of around 300 Hz. The stimulus coding analysis on these two sets of signals also differs. Spike trains are often analyzed on spike rate or spike timing whereas LFPs are analyzed by their spectral properties (magnitude and phase). [2] [3] [4] Rhythmic activations of synapses, which give rise to synchronized oscillations, are reflected in neural recordings such as LFPs (as well as EEG (electroencephalographs)). Such coherent oscillations are a key mechanism of neuronal communication or coding. 5, 6 LFPs have been studied in various neuronal regions such as visual, somatosensory and motor cortex areas 2, 7, 8 for understanding the network behaviors of neurons in these regions. 8, 9 Phase relationships also play a vital role in characterizing synchrony among neurons. 4, 10, 11 Phase synchronization is a process by which two or more neurons or neuronal networks tend to oscillate with relative phase angles. This effect has been studied in various brain regions. 4, 12 LFPs are also sometimes called deep EEG. EEG is noninvasive recordings from electrodes placed on the scalp whereas LFPs are collected from electrodes or microelectrode arrays from deep regions of the brain.
Spectrotemporal analysis such as spectrogram is perhaps the most common approach for neural recordings such as LFPs and offers many advantages. 13 However, traditional spectral analysis methods, such as Fourier and wavelet transforms, rely on the assumption that the signal is stationary. This is often not the case in neural recordings. Empirical mode decomposition (EMD) 14 provides a means of adaptively decomposing a non-stationary signal into a number of intrinsic mode functions (IMFs), entirely based on maxima and minima in the data. Spectrotemporal analysis can then be performed on these modes to identify the stimulus-related changes in the neural activity. However, a large number of IMFs can make the analysis difficult and not all the IMFs carry stimulus information.
Here we suggest a method based on EMD to filter through and extract only the information preserving oscillatory modes from the LFPs. We found from the spectral analysis of these modes that they vary greatly in information content and not all of them contribute to stimulus coding, determined by the use of information theory. Phase coding analysis of these IMFs also showed that phase information can help understand the synchronization among the neuronal channels and improve the classification of the responses.
The remainder of the paper is organized as follows. The next section summarizes different analytical methods for continuous field potentials and explains significant advantages of the EMD method. Section 3 presents the procedure for extracting information carrying frequency modes from noisy, non-deterministic LFPs. Analytical applications and results based on the proposed methodology are provided in Section 4. Section 5 gives the initial implementation of the proposed method in a MATLAB toolbox, followed by the conclusions.
Analysis of Local Field Potentials
Continuous neural recordings, such as LFPs and EEGs, are generally analyzed in different sub-bands. These sub-bands are believed to encode certain features of the stimulus. 2, 15, 16 Similar to EEG, LFPs are usually filtered or divided into delta (up to 4 Hz), theta (4-7 Hz), alpha (8) (9) (10) (11) (12) , beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) , gamma and high gamma (60-100 Hz) bands. 17, 18 When setting up an experiment for neural code analysis there are various considerations for stimulus presentation. The stimuli can be simple or complex, discrete or continuous. For example, if the signals are to be collected from the visual cortex, the stimuli can be visual patterns such as grating, color or gray scale images, pictures or videos. Interpretation of LFP (EEG or spikes) coding and information analysis depend on the nature and presentation of these stimuli. For EEG, parametric methods (e.g. autoregressive (AR) models) are typically used for spectral analysis. They lack adaptivity and the results depend on choice of correct model orders for accuracy and tracking changing spectra. 19, 20 Other approaches like independent component analysis (ICA) have been used for single channel EEG analysis. 21 The drawback is that it is based on the assumption that the signal sources are stationary and disjoint in the frequency domain, which may not be the case.
Fourier or wavelet analysis is usually carried out on a sub-band signal of particular interest. Fourier analysis gets the least preference as it gives a global power-spectrum or frequency distribution and assumes that the signal is stationary. The short-time FT (STFT), a windowed FT, does provide a temporal frequency distribution (spectrogram) given that the signal is stationary in a processing time window. However, it has limited time or frequency resolution, 22 due to the Heisenberg uncertainty principle. Thus one cannot obtain both time-localized and frequency-localized information with good resolution.
Wavelet transform (WT) is also a widely used time-frequency analysis method. It offers variable time resolutions for high and low frequencies. The performance of WT is dependent on the selection of mother wavelet. Each wavelet addresses differently to the time-frequency resolution problem. Examples of wavelets are Gaussian and Morlet. 22 Although WT and FT have been used for LFP and EEG analysis, 14, 17, 23, 25 the trade off between time and frequency energy concentrations is unavoidable due to the uncertainty principle. For this reason WT and STFT cannot simultaneously provide both good frequency and time resolution. WT has been used mostly as a denoising technique in multiple channel analysis.
EMD, described in Section 2.1, on the other hand is a relatively new technique which is considered as a form of wavelet transform with the advantage of being adaptive and data-driven. 26 It considers signal oscillations at local (frequency) level and adaptively decomposes a non-stationary time series into zeromean amplitude mode (AM)/ frequency mode (FM) components called intrinsic mode functions (IMFs). Each IMF shows a natural oscillation presented in the original signal and often lies in a narrow frequency band, this can reveal a particular feature of the given dataset.
14 From an IMF, one can extract the time-localized and frequency-localized (or instantaneous frequency) information of the signal by using either multitaper method or Hilbert transform.
13, 17
The advantages of EMD over FT can be illustrated in the following examples. The two signals , shown on the left side of The Fourier spectra of both, shown on the right side of Fig. 1 , are almost the same and do not provide distinct temporal information. Using EMD, signal 1 can be easily decomposed into its original components, as the resulting IMFs shown in Fig. 2 . The EMD of signal 2 is the same as the original signal and the resulting only IMF is shown on the bottom right of (Fig. 2) . This is because that signal 2 is already a narrow-band oscillation at any particular time. A detailed discussion about significance of EMD for analysis of neural signals can also be found in Refs. 17 and 24. Thus using EMD as an analytical tool for neural signals gives the advantage that the signals need not to be explicitly band-pass filtered and the EMD adaptively generates the underlying oscillations, each lying in a certain frequency band. These advantages make the EMD method particularly appealing for analysing LFPs as to provide underlying oscillatory responses given a stimulus. An IMF is an oscillation, derived from the original signal that satisfies two conditions:
• the number of extrema and the number of zerocrossings differs at most by one.
• the local mean is zero.
The EMD method can be carried out online or offline. 27 In this study, we have used offline EMD in a context that can give insight about the stimulus coding analysis and can be extended to population analysis and information flow analysis within the neuronal group. It has been found earlier, that beta band is active in stimulus coding of motor cortex 8 and gamma band is informative in visual cortex.
15, 16
EMD has also shown good results in clustering analysis of LFPs. 28 Recently, EMD has also been combined with ICA for single channel EEG recordings in which ICA is used to extract statistically independent sources after the application of EMD. 
Empirical mode decomposition
Given a time series x(t), the EMD is conducted by a sifting procedure given in Table 1 . Combining all the IMFs gives the original signal,
where N is the total number of IMFs obtained from the time series and r N (t) is the residual. The number of IMFs depends on the nature and length of the recording. This sifting process is stopped by a criterion based on variance difference between new and previous IMFs. One method is to choose a stop-limit computed from two consecutive sifting results (Eq. (2)). 
1.
Identify all the local extrema; then connect all the local maxima by a (cubic) spline to form the upper envelope. 2. Repeat the procedure for the local minima to produce the lower envelope. The upper and lower envelopes covers all the data between them. 3. Find the local mean envelope m(t) by averaging the two envelopes.
Extract m(t) from x(t) and obtain h(t) = m(t) − x(t).

Check if h(t) satisfies the condition of an IMF.
Otherwise repeat the above steps with the residual.
The stop-limit is normally set to 0.2-0.3. The magnitude of this limit may affect the results and if too small may result in over decomposition of the signal.
Several EMD algorithms are available on the web. 27, [30] [31] [32] We tested these on different time series (data not shown here) and found that the best results were obtained by the implementation provided by Ref. 27 . It introduces two thresholds for stopping the sifting process based on both the amplitude of mode and the mean envelope (Eq. (3)). The sifting is iterated until the evaluation function σ < T hreshold1 for some prescribed fraction (1 − T olerance) of the total duration, while σ < T hreshold2 for the remaining fraction. Threshold1 and tolerance are usually set to 0.05 and Threshold2 to 0.5.
where mean amplitude = |envelope max + envelope min | 2 and envelope amplitude = |envelope max − envelope min | 2 A typical LFP and its first four IMFs are shown in the left panel of Fig. 3 . The right panel shows their spectra, respectively.
Entropy and Information Analysis on IMFs
This section shows that using the informationcoupled EMD method as a filtering tool can produce a simpler and clearer presentation of nondeterministic LFPs. An initial study has been reported by the authors. 33 It also gives insight about the information carrying frequencies in the LFP. A block diagram of this framework is shown in Fig. 4 .
For information extraction and reduction of uncertainty about a stochastic and nonlinear signal (LFPs, in this case), information measures, entropy (denoted by H) and mutual information (MI), denoted by I, are used. These measures help understanding of neural data by quantifying the probabilities of stimuli and responses.
18, 34-36 Although computationally more intensive, the MI measure is advantageous over linear measures such as correlation.
The entropy of a response is defined as
where P (r) is the probability of observing the response. The conditional entropy, H(R|S), is the occurrence of a response r given a particular stimulus s from the stimulus set.
18, 36
The MI between a stimulus and a response, I(S; R), can be computed from entropy and conditional entropy as,
The use of log 2 in these definitions means that the MI is in bits and represents the number of bits required to encode the information about the response or stimulus. By observing a response, the uncertainty about the stimulus is reduced by a factor of 2.
In case of LFPs, or any continuous signal, the signal is not discrete and can take up to a range of values. In these cases, when calculating the information from the spectra of LFP, 18 one has to discretize the spectral space into bins and then calculate the probabilities of them. This process is often known as binning. The number of bins is often set by the user but it should be less than the total number of unique values in a given series. The number does not change the profile (shape) of information but affects the magnitude slightly. A spectra is often discretized using equally spaced bins. The information equation for LFP takes the form:
where r f is magnitude power at frequency, f .
Extraction of information preserving IMFs
From the spectral information analysis of IMFs from a given recording, it has been found that the information content of each IMF varies, as shown in Fig. 5 . that can be used to extract the information carrying modes from LFP recordings. The proposed method computes information content from the spectral attributes of decomposed IMFs. In this way it also quantifies the spectral coding in LFPs. Table 2 shows the average information content of several LFP recordings and their IMFs. The data is from a set of channel recordings against visual stimuli. Since the activity is largely in gamma band, which is mainly constituted by the first IMF, the information content in the first IMFs is much greater than other IMFs. For other sensory stimuli, such as auditory stimuli, a lower order IMF may be the dominant information carrier.
The proposed method can be used for data recorded against continuous or discrete stimuli. Discrete stimuli, for example, can be gratings of variable temporal, spatial frequency and orientations. Temporal variations means the speed by which the gratings are presented to the subject and spatial attributes refers to the diameter of gratings. The continuous stimuli are usually visual patterns such as images and videos.
The window size for continuous stimuli recordings depends on the nature of sensory stimuli. The maximum length of the window size is the user's choice or can be selected on basis of particular events, during experiment, at certain time points. However, the minimum length of the window should be equivalent to the time required by the subject to perceive and respond to the given stimulus. For instance, in case of continuous visual stimuli, the window size can be as small as 200 msec, as this amount of time is required by a human subject to comprehend the information in a gist of scene.
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For discrete stimuli, the data is usually stored in a 4-dimensional array, which takes the form of M ×T ×S ×C, where M is the number of recordings, T the number of trials, S the dimension of stimuli and C the number of channels. For LFP data against continuous stimuli, dataset usually has 3 dimensions. We denote the response space for continuous stimuli recordings by R and data can be arranged as R×T× C. For analysis of this case, one can first divide the responses into small stimulus windows (rearrange R, R = M × S) and then apply the EMD method to them. The other approach is to compute the IMFs first from the whole response space R and then divide the IMFs into stimulus windows. It was found that the latter approach gives better results in terms of frequency resolution and information analysis.
The algorithm for finding the informative IMFs is presented in Table 3 . It has been tested on data recorded against both continuous and discrete stimuli. For discrete stimuli, the response matrices do not require any windowing. LFPs are usually recorded from single electrodes or microelectrode arrays of various sizes, e.g. 4×4 or 10×10 arrays. An example is shown in Fig. 6 . Some microelectrodes are used as reference points, connected often onto the brain surface. Data from the rest of the electrodes are then used for analytical purpose. The electrodes are also referred to as channels. The proposed method has been tested on several LFP datasets recorded from multielectrode arrays.
The spectral information for multiple channels can be calculated by Eq. (9). This can be termed as population analysis.
I(C; R)
The information connection quantifies the information coherence between neighboring channels (e.g. C = 2). The results are presented in the next section.
Results and Discussion
The datasets used in this study were recorded from the visual cortex. These are the LFP recordings against discrete and continuous stimuli represented to the subjects.
Single channel analysis
This section represents analysis and results for single channel LFP recordings against discrete and continuous stimuli.
Discrete stimuli dataset
The single channel MI analysis for an LFP dataset against discrete stimuli is presented in Table 4 . The first rows represent the most informative IMF and adding more IMFs to them shows combined Fig. 7 and Fig. 8 . This indicates that few informative IMFs are sufficient, in information sense, in representing and decoding the signal. Note, for an artificially generated LFP or EEG, the profile of the plot would be similar. But for a random dataset it will be simply flat as there will not be any consistent probability distributions and mutual information in random signal.
Continuous stimuli dataset
For this dataset, it is found that, the most informative IMFs (1st or 1st+3rd) which lie in the gamma band are carrying majority of the information. The remaining IMFs have minor effect on the information level. The MI analysis results from four channels are shown in the Fig. 9 .
From the figure, it is evident that the peaks of information are in the frequency range between 50-100 Hz. It is also clear that the first IMF is carrying more than 80% of the information. An LFP recording and the information carrying oscillation (IMF 1 ) for the top right case is shown in Fig. 10, clearly showing about 70 Hz oscillation as the main contribution, which is not directly visible in the original LFP. The EMD has a clear advantage in this regard as these informative oscillations cannot be extracted by other methods like FT or WT.
Multiple channel analysis
The population MI analysis for the data (all channels) recorded against a single stimulus is shown in Fig. 11 
Information connectivity across channels
For multichannel recordings, it is possible to study the connectivities based on MI analysis. Connectivity between channels reveals synchronized firing patterns among these channels or groups of neurons. 39 We have tested information preserving IMFs to study causal relationships among different channels of EEG recordings. The data used is from an experiment on visual attention of a subject. 9, 40, 41 The two stimuli presented are gratings of two different orientations. The subject was rewarded for one stimulus and not for the other. The stimuli are shown in Fig. 13 .
The data was recorded from a 10 × 10 Utah electrode array and four of the channels were unwired for use as reference points. The proposed method can be applied for information connectivity and synchronization analysis.
The information connectivity diagram for a typical channel is shown in Fig. 14 . For all its neighboring channels, the first IMF was found to be the most informative one. The only exception was for channel 18, for which the information was so low that no IMF was found to be informative with the channel under study. The information profiles also show the levels of information transfer. The dotted lines show weak connectivity while the bold lines show strong connectivity or synchronization between the channels. Alternatively, one can use the thickness of the line to indicate the strength of connectivity.
The analysis has been tested on other channels and Fig. 15 shows the connectivity of most (56 out of 100) channels.
Information analysis with Hilbert phase
The information contained in a continuous signal is confined in its spectral attributes that include both magnitude and phase. The information extracted from magnitude spectrum may not be sufficient to differentiate certain stimuli. For instance, the information analysis of power spectra (magnitude) for the LFPs with stimuli of Fig. 13 is depicted in Fig. 16 . The two stimuli vary on orientation of the gratings. However, from Fig. 16 , it is clear that both power spectra lie in the same frequency ranges and have similar profiles. In other words, they are indistinguishable.
For both rewarded and unrewarded stimuli the first IMF was found to be the dominant information carrier. Additional analysis of phase information is carried out. An initial investigation was made in order to compare the information obtained from the Hilbert phase (Eq. 10) of the first IMF of both rewarded and unrewarded stimuli.
I(S; θ
The Hilbert phase was calculated from the resulting IMFs (A brief introduction of Hilbert transform is given in the appendix). The results of three typical channels are shown in Fig. 17 . As can be seen, the information of the phase spectra of the dominating IMFs differs markedly in these two stimuli.
Although Hilbert phase has been used in LFP and EEG analysis, most work has been on analysis of phase synchronization and phase locking phenomena in different frequency bands. Synchronization analysis in EEG can help in distinguishing health issues. 43, 44 One of the recently proposed and tested approaches makes use of EMD and single trial phase locking.
11, 45 The approach has shown some interesting results on EEG analysis. First, the EMD is carried out on EEG signal and then Hilbert phase is calculated for all the IMFs obtained. the different IMF combinations by using single-trial phase locking values.
Toolbox Design and Implementation
The proposed framework has been developed into a MATLAB toolbox for wider generic applications. This section describes the initial design and implementation of this toolbox. The final product is available as a freeware. 42 The flowchart for the toolbox is presented in Fig. 18 .
Data input
The toolbox takes a data file in MATLAB format and assumes that data has already been arranged in MTSC format described in Sec. 3.1. If this is not the case, user can enter the correct dimensions and then toolbox computes information based on the dimensions and parameters given for analysis. When a data file is loaded, its size and dimension information is displayed and then user can enter the parameters for analysis.
Input parameters
Data dimension parameter can take a value of 1-4 depending on the format of data file. The default sampling frequency is set to 500 Hz and this is an important parameter since the spectra are calculated based on it and results can be misinterpreted because of it. 1 kHz sampling frequency gives spectra in a range up to 500 Hz and 500 Hz sampling frequency gives spectra up to 250 Hz.
Toolbox output
After the completion of analysis, the output window displays an LFP trial at user's choice, its corresponding IMFs and the corresponding information carrying IMFs. User can also view the power spectra of the LFP and IMFs. The MI of the original recording and the MI from the informative IMFs are also displayed. A snapshot from an LFP result is shown in Fig. 19 .
Conclusion
An information-coupled EMD framework has been developed for analysis of local field potentials and EEGs. EMD decomposes a non-stationary, nonlinear signal into a number of intrinsic oscillations; while information preserving EMD extracts few (1 to 3 usually) most informative IMFs only. These information carrying IMFs reveal the dominating oscillations in the signal, thus can greatly simplify the analysis of potentially complex signals and facilitate their interpretation. The proposed method has been applied to LFPs from single and multiple channels and the information analysis has shown the information carrying frequency bands and the underlying oscillations that otherwise are not directly visible in the signals. The method can also be applied for information connection analysis among recording channels. The Hilbert analysis of informative IMFs can further help identify discriminating features against different stimuli, when the magnitude information is not sufficient. Further research will incorporate time delay in mutual information analysis in order to reveal information flow (directions) among channels. An initial toolbox has been built to offer the analysis for wider applications.
