This paper proposes a new multispectral multiscale local binary pattern feature extraction method for automatic classification of colorectal and prostatic tumor biopsies samples. A multilevel stacked generalization classification technique is also proposed and the key idea of the paper considers a grade diagnostic problem rather than a simple malignant versus tumorous tissue problem using the concept of multispectral imagery in both the visible and near infrared spectra. To validate the proposed algorithm performances, a comparative study against related works using multispectral imagery is conducted including an evaluation on three different multiclass datasets of multispectral histology images: two representing images of colorectal biopsies -one dataset was acquired in the visible spectrum while the second captures near-infrared spectra. The proposed algorithm achieves an accuracy of 99.6% on the different datasets. The results obtained demonstrate the advantages of infrared wavelengths to capture more efficiently the most discriminative information. The results obtained show that our proposed algorithm outperforms other similar methods.
negative effect on the feature extraction. Consequently, using the spectral 36 response of each point of the sample to describe the tissue is adopted in this 37 paper to improve the classification performances; hence the use of multispec-38 tral images of the biopsies. This paper also aims to investigate the advantages 39 of using the pixels response from a wider electromagnetic spectrum ranging 
42
The main contributions of this paper are three-fold. First, our work the paper. This dataset is composed of multispectral images with a spectrum 54 extending to the infrared (IR).
55
This paper is organized as follows: Section 2 gives a briefly a review 56 of existing systems including a discussion on prostate and colorectal cancer 57 tissue analysis . Section 3 reports some related feature extractors using 58 LBP approach and some of its variants. Section 4 describes the proposed 59 methodology including the contributions made and the proposed system.
60
Section 5 explains the implementations and experimental analysis. Section 61 6 evaluates the results and a comparative study against existing techniques.
62
It also shows the advantages of using IR images to improve the classification 63 accuracy. Section 7 concludes the paper. 
where,
LBP is computed for the whole image, before it is pooled into a LBP his- 
In this way, P + 1 uniform patterns are assigned to a unique label corre-
178
sponding to the number of 1 bits in the pattern while the non-uniform pat- 
The VLBP local features are pooled into a histogram of size 2 3P +2 . This classifier is used at the matching stage. 
Proposed Multispectral LBP Texture Feature

219
In the proposed technique the third dimension is spectral (not temporal) 220 thus no texture motion is considered. Therefore, unlike in the aforementioned 
where, g q is the pixel value in the pixel of plan q aligned to the central pixel.
231
The M M LBP P,P λ ,R is defined as follows:
The M M LBP P,P λ ,R outputs are then pooled into a histogram of size 233 (P + 2) * 2 P λ . It is worth noting that the scale is controlled by R ∈ [1..N scale ]
234
As a result, the histograms built from each scale are concatenated to form training vector x i ∈ R P , I ∈ [|1, n|], in two classes and a vector y ∈ {1, −1} n ,
254
the SVM solves the following optimization problem:
(7) Its dual form is:
Where, C > 0 is the upper bound, Q is an n by n positive semi definite 
The kernel function used here is the radial basis function or Gaussian 261 kernel:
Where γ is a positive parameter. The kernel parameters are optimized using 263 a grid search method which will be detailed in Section 5. 
Experiments
321
The first two datasets are used for the first sets of experiments and the 322 3rd dataset is used in the last experiment to show how the performance can 323 be improved by using the IR imagery.
324
The proposed system is first compared with the results given by the al- 
334
The results obtained using the proposed system -that is the stacked classi- In the second set of experiments, the impact of spatial resolution varia-340 tions in performance is addressed .
341
The algorithm is also compared against different algorithms from the 
Evaluation Measures
353
In order to avoid accuracy variations, the cross-validation is run ten times As discussed previously, a total of 3 parameters need to be optimized for one versus all scheme. This is done to assess the positive and negative false 406 alarm rates for each class. Table 3 and Table 4 show the confusion matrices 407 obtained when using different datasets. As can be seen from Fig. 9 , the system performs better on classes BH Table 5 shows the impact of image spatial resolution on the results. As
408
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can be seen, the accuracy is marginally influenced by the change of resolution. proves that using both the visible and infrared ranges of the light spectrum • Energy:
Comparison to Existing Algorithms
435
• Contrast:
• Homogeneity:
For each multispectral image, the GLCM features are calculated on each 
Where x is a vector representing the feature to be normalized, x is the This publication was made possible using a grant from the Qatar National 
