Snow density estimates below the surface, used with airplaneacquired ice-penetrating radar measurements, give a site-specific history of snow water accumulation. Because it is infeasible to drill snow cores across all of Antarctica to measure snow density and because it is critical to understand how climatic changes are affecting the world's largest reservoir of fresh water, we develop methods that enable snow density estimation with uncertainty in regions where firn cores have not been drilled.
1. Introduction. Antarctic snow density is directly linked with climate drivers and ice sheet dynamics. Snow density measurements are also used in combination with airplane radar measurements to estimate surface mass balance (SMB) over time (Medley et al., 2014) . As defined here, SMB is the net precipitation, sublimation, melt, refreeze, and wind redistribution of snow and is directly linked to changes in climate. More accurate quantification of SMB greatly improves our understanding of net mass balance processes, provides a direct link to climate drivers of ice sheet mass balance and ice sheet dynamics, and gives a reasonable target for climate and ice sheet process models. Because radar estimates of SMB require snow density measurements, accurate snow density estimation is essential. For this reason, researchers drill and analyze firn cores (snow samples) to measure snow density as a function of depth below the surface. However, firn cores often do not align with airplane flight lines with radar measurements.
Because the density of ice, which we call ρ I , is 0.917 g/cm 3 , snow density can only take values between 0 and ρ I g/cm 3 . Moreover, below the surface, snow density generally increases as a function of depth until it approaches the density of ice. Our goal here is to provide methods for estimating the snow depth-density curve in locations without drilled firn/ice cores while imposing appropriate functional constraints on our estimates of snow density. In this analysis, we develop models for Antarctic snow density as a function of depth below the surface that allow for spatial interpolation. Using these models, we predict snow density against depth in locations without data. Within this framework that shares information from neighboring cores, we extend snow density estimates to deeper depths than were originally drilled.
There is a rich literature on monotonic or isotonic function estimation or regression (see Barlow et al., 1972; Robertson, Wright and Dykstra, 1988 , for early discussion). This topic has been furthered under various modeling frameworks. In the frequentist literature, these examples include splines (Ramsay, 1988) and restricted kernels (Müller and Schmitt, 1988) . In a Bayesian framework, Gelfand and Kuo (1991) and Neelon and Dunson (2004) impose monotonicity through the prior distribution. More recently, Riihimäki and Vehtari (2010) propose monotonic curve estimation through constrained Gaussian processes. Similarly, Lin and Dunson (2014) use Gaussian process projections to estimate monotone curves.
We propose two modeling frameworks that extend monotone curve estimation to the spatial domain. First, we adapt approaches for Gaussian process models for monotone curve estimation to allow for spatial interpolation within a fairly standard spatial model. Second, we utilize monotone functions constructed through I-spline basis functions (Ramsay, 1988; Meyer, 2008) . We show that this model has analogs to differential equation models for snow densification. For this model, we adapt the spatially varying coefficient model (Gelfand et al., 2003) to include appropriate constraints to maintain monotonicity. This model provides simple spatial prediction of snow density curves by model-based interpolation of basis function coefficients. Comparing these two frameworks, we find that the spatial I-spline model has better out-of-sample prediction than our proposed monotone Gaussian process model. Moreover, this model scales much better for large datasets.
We highlight three additional contributions motivated by this dataset. Because snow density can only take values between 0 and 0.917 g/cm 3 , we model these spatially-varying monotone curves in a unique hierarchical generalized linear model framework. Also, snow density measurements are expected to be heteroscedastic because density measurements are taken as an average over some length of the core and are thus more certain when averaged over greater lengths. We also expect more certainty in density measurements closer to ρ I . To account for these patterns in variability, we consider models for the variance that account for the length of the core used for the measurement and allow model uncertainty to depend on the depth of the measurement. Lastly, we discuss how snow density curve predictions would be used to estimate SMB as a function of time at locations with airplane acquired radar measurements, providing a much richer recent history of water accumulation over the Antarctic ice sheets.
We continue this manuscript by discussing firn densification, including the differential equation framework that we adapt for our model, and its relationship with surface mass balance in Section 2.1. We explore the snow density dataset that motivates our statistical contributions in Section 2.2. Then, we propose two modeling frameworks to allow the spatial interpolation of monotone curves in Section 3. Following our proposed methods, we discuss our final model for Antarctic snow density, including a discussion of model fitting and spatial interpolation, in Section 4. We then analyze the results of our model in Section 5 and conclude our paper with final comments and a discussion of possible extensions in Section 6.
2. Snow Density: Physics and Data.
2.1. Firn Densification and Surface Mass Balance. Previous efforts to model the variation of snow/ice density with depth take various forms, building upon the physics of densification (Cuffey and Paterson, 2010) , empirical fits to data using exponential functions (Miège et al., 2013) , or a combination of the two (Herron and Langway, 1980; Hörhold et al., 2011) . The hybrid approach by Herron and Langway (1980) is the most widely used model. Changes in density ρ over depth x are generally modeled as
with solution (see, e.g., Boyce, DiPrima and Meade, 2017 , Section 2.6, for a discussion on integrating factors), where a is a constant determined by the density at depth 0 and c(x) is a positive function that varies over depth. In Herron and Langway (1980) and Hörhold et al. (2011) , c(x) is modeled as a piece-wise constant function.
To represent the positive function of depth c(x) more generally, we consider basis function expansions in Section 3.2. We then compare this physically motivated model to a naive spatial model with monotonicity constraints discussed in Section 3.1.
Ice sheet surface mass balance (SMB) refers to the net sum of all changes in mass added to an ice sheet's surface within a given year, encompassing solid precipitation, melting/refreezing snow, blown snow, and sublimation processes. Due to below freezing temperatures year-round and the relatively small fraction of sublimation in most regions (Lenaerts et al., 2012) , SMB in West Antarctica is reasonably approximated simply with falling and windblown snow. The classical method of measuring SMB in remote and extreme environments like Antarctica involves collecting ice cores, determining an age-depth scale using seasonal markers in snow/ice physical properties and chemistry, and integrating snow/ice density over annual intervals to determine the total mass input (typically in water-equivalent depth) for a given year. These methods present some limitations, with low spatial coverage being one of the most important. Due to the extreme environments present in Antarctica, its lack of access, and the expense of data collection, relatively few annually resolved records of SMB exist in West Antarctica, with frequent clustering of coring sites. This sparsity, combined with the fact that point measurements at times are representative of only a few square kilometers (Eisen et al., 2008; Banta et al., 2008) , limits the applicability of conclusions drawn from ice core studies.
An important advancement to address this limitation is the use of icepenetrating radar surveys to image internal layering in the firn subsurface, providing much-needed spatially distributed coverage of SMB estimates (Koenig et al., 2014) . This method, however, is unable to provide information about the depth-density relationship of the firn, and snow density information is needed to produce SMB estimates. This necessitates independent estimates of density to expand the utility of SMB radar methods.
We apply approaches from Keeler et al. (2020) to estimate surface mass balance in central West Antarctica over recent decades using estimates of snow density to 30 meters below the surface. This approach consists of computer vision algorithms, principally based on Radon transforms and peak finding, to pick annual snow layers in radar images to estimate annual SMB.
The method first performs Radon transforms on iterative local subsections of an input echogram image, followed by a subroutine to identify peaks in the radar return strength of individual radar traces (typically corresponding to annual snow layers). These peaks are then grouped into laterally-continuous layers based on the integrated angle brightnesses determined in the Radon transform step and similarities in peak position, width, and magnitude. Subsequent layers are assigned probabilities of representing annual layers based on layer length and return brightness. Monte Carlo simulations using these probabilities, combined with the depth-density profiles generated using the methods outlined in this paper, produce individual annual SMB distributions for each trace location in the radar image.
2.2. Data. In this section, we discuss the data characteristics and constraints that influence our modeling decisions. Our dataset consists of 57 firn/ice cores at n s = 56 unique locations, each with many density measurements. We index density measurements ρ(s i , x) by the core s i , where s indicates the location and i indexes replicates, and by depth x. We let S denote the collection of core sites. These cores come from four different field campaigns, namely the East Antarctic Plateau (Albert et al., 2004) , the Siple Dome project (Lamorey and Cooper, 2002) , the Satellite Era Accumulation Traverse (Burgener et al., 2013) , and the US portion of the International Trans-Antarctic Scientific Expedition (Mayewski et al., 2005) . In this paper, we refer to these different datasets as EAP, SDM, SEAT, and US respectively. As these projects were distinct scientific undertakings, precise methods and techniques of density measurement differ somewhat between them, although most are similar.
The traditional and most commonly used method involves measuring the mass and volume of sections of cores. Density variability, however, relies not only on the mass and volume measurements themselves but also on the length of the core section used. Longer core sections smooth higherfrequency changes into a single bulk estimate, while increasingly small core sections better resolve short-term fluctuations. Density measurements made in the field are necessarily on long sections (typically 1 meter), while measurements performed in a lab are often on samples a few centimeters thick. The accuracy and precision of density measurements, therefore, depend on both the method and resolution of the measurements.
The locations of the cores, the number of density measurements from each core, length of the core, and the measured density as a function of depth at each site are plotted in Figure 1 . Most cores have between 20 and 1,000 measurements. In total, the dataset contains N = 14, 844 measurements.
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Models for Spatial Monotone Function Estimation.
3.1. Monotone Gaussian Predictive Process. To define a monotone process, we build upon Gaussian processes (GPs) and the Gaussian predictive process (GPP) of Banerjee et al. (2008) . We speculate that other low-rank approaches may also be successful (e.g., Higdon, 2002; Cressie and Johannesson, 2008) . Unlike Banerjee et al. (2008) , we do not employ the GPP for scalability but as a way to impose monotonicity constraints.
At every location, we enforce monotonicity over a set of depths knots selected over the range of observed depths, denoted X , and call this a monotone Gaussian predictive process (MGPP). In this model, dimension reduction is limited to depth, and density is a relatively smooth function as a function of depth. That is, we make do not seek dimension reduction methods for space and have a set of ordered spatial processes at each depth knot.
The MGPP model provides at least two benefits relative to a full Gaussian process model. First, it enables computational scalability for this relatively large dataset, while enforcing monotonicity constraints. Using knots aligned at the same depths allows convenient expression of our three-dimensional spatial model. Most importantly, imposing monotonicity for a full Gaussian process causes many problems in model fitting. By comparison, working with constraints over a set of knots eases model fitting challenges.
We let w * denote spatial random effects at S and X , ordered at each firn core site and define spatial random effects as w(s, x) = C T (s,x),(S,X ) C * −1 w * , where C (s,x),(S,X ) is the covariance between the location-depth pair (s, x) and the knots X at sites S and C * −1 is the inverse-covariance matrix for the knots X at sites S. This method is somewhat similar to the approach suggested by Riihimäki and Vehtari (2010) for Gaussian process regression.
Ultimately, we find that this model performs worse in out-of-sample prediction than the spatial I-spline model presented in Section 3.2. For more discussion about this model, see Supplemental Material (Section 4).
3.2. Spatial I-Splines. To estimate a monotone mean function, Ramsay (1988) proposed monotone splines using the I-spline. To define I-splines of order k, we must first define the corresponding M-spline given a sequences of l interior knots. Let x 1 and x n , respectively, be the minimum and maximum depths for which snow density is measured. We choose l ordered interior knots x 1 < κ 1 < ... < κ l < x n and define an augmented knot sequence
Using this augmented knot sequence, Ramsay (1988) defines M-splines of order k, which is a piecewise polynomial of order k − 1, as
This construction yields l + k non-zero basis functions. If the coefficients of a linear combination of M-spline basis functions are non-negative, then the resulting function is positive. I-spline basis functions are defined as the integral of non-zero M-spline functions,
for i = 1, ..., l + k and x 1 < x < x n . Because the I-spline basis functions are integrals of M-spline terms, if the M-spline model has polynomial degree k − 1, then the I-spline is constructed of polynomials of degree k. If the coefficients of a linear combination of I-spline basis functions are nonnegative, then the resulting function is monotone increasing. No constraint on an intercept term is necessary. In our setting, the most appealing feature of the I-spline model is that it jibes with the physical intuition of (2.2). Specifically, modeling the integral of c(x) in (2.2) using I-spline basis functions provides the monotonicity suggested by the differential equation for snow density and only requires estimating coefficients for a linear equation of I-spline basis functions.
Using I-spline basis functions, the form of our spatial random function is
where α(s) is an unconstrained spatially-varying intercept, I(x) are k + l depth-specific I-spline basis terms, and β(s) = (β 1 (s), ..., β k+l (s)) T nonnegative spatially-varying regression coefficients for I(x). Importantly, for every interior knot greater than x, there is a zero elements in I(x). This has the intuitive consequence that firn cores without observations deeper than the deepest interior κ l do not have information to estimate all elements of β(s) directly. In these cases, estimation of β(s) relies of the spatial smoothing through a spatial model for β(s).
Because spline models are GPs (Kimeldorf and Wahba, 1970) , our model for spatial random effects w(s, x) is also a Gaussian process. For this GP,
Evidently, the covariance of the spatial model depends on the degree of the I-spline and the chosen knot sequence κ 1 , ..., κ l which together generates I(x) and I(x ). The covariance of the spatial model also relies on the prior distribution of (α(s), β(s)) T and the associated cross-covariance function that specifies their joint spatial process. Thus, the number of knots, the knot sequence, and the spatial model used to specify (α(s), β(s)) T are important components of the model and our model selection.
Because w(s, x) is monotone increasing only if β m (s) > 0 for all m = 1, ..., k + l, a critical component of the model is determining how to impose this constraint in conjunction with a spatial model. One approach includes using a truncated multivariate normal distribution as a prior distribution for β m (s) or (α(s), β(s)) T jointly. For this approach, exponential tilting allows accurate and efficient computation of the normalizing constant for the truncated multivariate normal distribution (Botev, 2017) . For prediction, truncated multivariate normal simulation can be done relatively simply by using a cholesky factorization and truncated standard normal random variables (Koch and Bopp, 2019) . The simpler, and ultimately more effective, approach is modeling log(β m (s)) as a Gaussian process, possibly with a joint model for (α(s), log(β(s))) T .
Methods and Models.
4.1. Model Selection. To compare different models, we carry out 19fold cross-validation for each model considered. We choose 19-fold crossvalidation because our model has 57 cores, and for each of the model fittings, we hold out three cores. For comparison, we weight the predictive performance of each held-out observation by the depth that observation represents, giving model comparison measures corresponding to approximate integrated error measures common to density or function estimation (see, e.g., Fryer, 1976; Marron and Wand, 1992) . This is presented in more detail in Supplemental Material (Section 3).
We now present a summary of our model comparison. The final model is an I-spline model, where the intercept α(s) and the log of regression coefficients log(β k (s)) are specified by independent GP models with exponential covariance with shared spatial decay parameter φ. Each Gaussian process prior is centered on a scalar mean. We use an I-spline model with a degree of two (i.e., quadratic polynomials) and three interior knots at the 0.10, 0.50, and 0.95 quantiles of observed depth values. This selection corresponds to piecewise linear M-spline terms. The models we tested most similar to Herron and Langway (1980) , which specify c(x) as piecewise constant terms, were 3-6% worse in prediction. The knot locations were chosen using many comparisons and correspond to knots at (approximately) 2, 10, and 55 meters. For the number of observations we have, the number of knots corresponds to the asymptotically optimal number discussed by Meyer (2008) . We use a fixed-weighted Gaussian error model in favor of a model with random weights, depth-dependent errors, and/or t-distributed errors.
Hierarchical Model.
Here, we present the model for snow density with the best out-of-sample predictive performance. We have constrained the mean function to lie between 0 and the density of ice ρ I using a logistic function with ρ I as a maximum. Our model for snow density is
is a weighted Gaussian error model, the mean of the model is µ(s, x), and w(s, x) follows the monotone quadratic I-spline model with three interior knots discussed in Sections 3.2 and 4.1. Here, the mean of the model is a scaled inverse-logit function,
We use independent GPs for α(s) and each log(β k (s)),
for k = 1, 2, 3, 4, 5, and where σ 2 k is the parameter-specific spatial variance, d(s, s ) is the great-circle distance between locations s and s , and φ is the common spatial covariance decay parameter for all parameters. Because we use a log-Gaussian process prior for log(β k (s)), E (β k (s)) = e E(log(β k (s)))+Var(log(β k (s))) = e γ k +σ 2
To obtain the covariance of the final model, we insert these pieces into (3.2), giving 
Because we cannot express I k (x)I k (x ) as a function of the separation |x−x |, this model is non-stationary. Moreover, this model is nonseparable as the covariance function cannot be factored into one function of distance over land d(s, s ) and another function including only depth arguments (x and x ). This model also allows the hierarchical mean γ k to influence the covariance of the model, giving an explicit relationship between the hierarchical mean and the model's covariance.
4.3. Prior Distributions, Model Fitting, and Interpolation. To complete the model specification, we specify prior distributions for all model parameters, which we denote jointly as θ = (γ 0 , ..., γ 5 , τ 2 , σ 2 0 , ..., σ 2 5 , φ, α(s), β 1 (s), ..., β 5 (s)) T , where α(s) and β k (s) represent site-specific parameters for all s ∈ S. Given the log-Gaussian process priors on I-spline basis function coefficients, standard mean-zero prior distributions for γ 1 , ..., γ 5 would suggest a model with rapid snow densification. Our goal in selecting a prior distribution was choosing a model that would produce very flexible snow density estimates. Here, we assume the following prior distributions:
(4.5) γ 0 ∼ N (−1, 1), γ k ∼ N (−1.5, 1), for k = 1, 2, 3, 4, 5
where N , IG(., .), and Gamma are Normal, Inverse-Gamma, and Gamma Distributions, respectively. Here, we use the parameterization of IG(a, b) indicating a mean b/(a − 1) and Gamma(a, b) that has expectation a/b. Although these prior distributions are informative and non-standard, they were selected so that the simulations from the prior distribution would yield snow density estimates that are somewhat uniform over possible values of snow density. For example, it is not possible to have very low density deep under the ice sheet surface or very high densities just under the surface. In Figure 4 .3, we plot 500 realizations of the mean snow density simulated from our prior distribution and under a more standard, mean-zero model. Note that the zero-mean model generates very informative density curves that put prior weight on near-ice density at very shallow depths. Thus, our seemingly more informative model is less informative in the data space while allowing great flexibility.While all of these prior distributions are somewhat informative, given the scales of the data (i.e., bounded between 0 and 0.917), the prior distributions are quite flexible. Lastly, we choose the prior distribution for φ to have a prior expected effective range of 500 km for α(s) and log(β k (s)) with high prior variance to allow a wide range of possible values.
To sample from the posterior distribution, π(θ|ρ), where ρ denotes all density measurements, we take a sampling-based approach to model fitting utilizing Markov chain Monte Carlo. Letting θ be all model parameters, this model fitting approach yields M samples from the posterior distribution (θ (1) , ..., θ (M ) ). The conditional posterior distributions of τ 2 , σ 2 k , and γ k can be sampled in closed form. We use the Metropolis-Hastings algorithm to sample from α(s), β k (s), and φ. We detail of our model fitting approach in Supplemental Material (Section 5).
After model fitting, we use each of the posterior samples (θ (1) , ..., θ (M ) ) to estimate snow density curves at locations s ∈ S new and depths x by sampling from the posterior predictive distribution,
via composition sampling (Tanner, 1996) . That is, for every posterior sample θ (m) , we simulate from the data model to get posterior predictions for snow density at (s, x). When comparing models using criteria from Section 4.1, we simulate posterior predictions from (4.6) by generating spatial random effects w(s, x) by sampling α(s) and log(β k (s)) from their conditional normal distribution, conditioning, respectively, on all α(s) and log(β k (s)) at s ∈ S. Then, we sample from
to obtain posterior predictive samples. For a single site, these posterior samples can be used to estimate snow density at any desired depth for a given length of the core d s i /n s i . When estimating snow densities, however, we interested in estimating µ(s, x) rather than a noisy version of the mean. In conjunction with icepenetrating radar measurements, estimated snow density curves can then be used to estimate a history of surface mass balance at that location using the methods discussed in Section 2.1, as we demonstrate in Section 5.
5.
Results. Because this model is so inexpensive to run, we run our MCMC sampler for 1,100,000 iterations. We discard the first 100,000 iterations and keep every 100th draw, yielding 10,000 posterior samples on which we base our posterior inferences. After convergence, thinning increases posterior variance (Geyer, 1992; MacEachern and Berliner, 1994) ; however, in this setting, we thin to decrease memory requirements and because we do not expect too much information loss since spatially-correlated parameters α(s) and β k (s) mix slowly. In Supplemental Material (Section 5), we show trace plots for the six spatial parameters at four representative sites to show the mixing of the MCMC. In total, this model fitting takes approximately 10 hours using a combination of R and C++ functions using one Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz processor. 5.1. Posterior Summaries. Based on 10,000 posterior samples, we provide the posterior summaries (posterior mean, standard deviation, 2.5%, and 97.5%) for all parameters except spatially-distributed intercepts and I-spline coefficients in Table 1 . Violin plots for the posterior distributions for these spatial terms, α(s) and log(β k (s)), are plotted in Figure 3 .
For some sites, the posterior distributions are more diffuse, particularly for regression coefficients that estimate snow density at greater depths. This generally happens when a firn core is shallow and does not extend past one or more of the interior knots κ 1 , ..., κ 3 . For example, cores 1, 2, and 3 are 2-meter snow pits. For such cores, as discussed in Section 3.2, estimation of β(s) relies on information shared from nearby cores that have deeper observations. In addition, when the estimated snow density µ(s, x) is close to ρ I , even large increases in β k (s) have little effect on µ(s, x). For both of these reasons, estimates of β k (s) are generally larger and more uncertain for larger k (See Figure 3) . Table 1 Posterior means, standard deviations, 2.5%, and 97.5% for non-spatial parameters. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55 The SDM cores, labeled 4-10, have lower estimated intercepts α(s) than other sites, meaning that the estimated surface density is lower relative to other sites. These cores are geographically isolated and are thus climatically different. For this reason, it is unsurprising that they generally have lower estimated surface density than other cores. These estimates are not incompatible with the estimates of other cores, cores 28-30, for example.
Interpolation and Extension of Snow Density Curves.
In this section, we show two utilities of this model: (1) extending snow density estimates beyond the depth of the original core and (2) estimating snow density curves at locations where firn cores have not been drilled. Both tasks are scientifically important as the first task aids in studying a longer history of the Antarctic ice sheets, while the second task allows us to estimate water accumulation in locations where we have not drilled firn cores.
For the first task, we use cores 6, 24, and 42 (See Figure 2 .2) as an illustration. Each core represents a unique scenario. Core 6 comes from a very tight cluster of deep firn cores from the SDM project drilled near the coast with neighboring cores extend to nearly 100 meters yielding precise estimation at deeper depths. In coastal areas, densification generally occurs more rapidly due to slightly higher temperatures; therefore, there is less space between the density of ice and observed densities, making density estimates more precise. Core 24 is a 13.5 meter SEAT core in a data-rich area; however, in this region, there are not many deep cores. Core 42 is a US firn core taken that is slightly longer than 50 meters but is not in a relatively data-rich area. For each core, we estimate the mean snow density µ(s, x) down to 140 meters (See Figure 4 ).
Note that, because core 6 is in a very tight cluster of deep cores, the estimated density curve is very precise even though it only extends to 30 meters. The estimated snow density estimates for core 24 are very precise to about 20 m but become less certain at greater depths because neighboring cores lend less information at those depths. Compared to cores 6 and 24, core 42 lies in a data-poorer region with only four other cores within a 500 km. Thus, our density estimates are much less certain beyond the range of measured density.
For the second task, we estimate snow density at four locations without firn cores. These sites are labeled "A", "B", "C", and "D" in Figure 1 . We select these locations because they intersect with flight lines where icepenetrating radar measurements were taken. Thus, based on these snow density estimates along the flight line, we apply approaches from Keeler et al. (2020) , discussed in Section 2.1, to estimate SMB over recent decades.
We estimate snow density down to 140 meters but, due to radar signal attenuation, we only estimate SMB using the snow density for the first 30 meters. These estimates are plotted in Figure 5)))While the estimated snow densities are quite similar, the estimated SMB shows more variability. Importantly, as discussed, the first 30 meters do not estimate the same time window, although they are similar. Sites A-C show fairly level SMB over the recent past, while site D seems to show a slightly negative trend. We assess the strength of these temporal trends in SMB by computing the Monte Carlo p-value to test whether SMB has no trend over this period. For the time frames estimated at sites A-D, we find Monte Carlo p-values of 0.706, 0.551, 0.264, and 0.077, respectively. This suggests that there may be some evidence of a negative trend at site D; however, this evidence is not overwhelming.
6. Conclusions and Future Work. We have presented spatial modeling approaches for monotone data that enables prediction of snow density below observed depths and at locations where firn cores have not been drilled. Using 19-fold cross-validation, we selected a weighted spatially-varying generalized quadratic I-spline model, where the coefficients of the I-spline model are modeled using independent log-Gaussian processes. We have demonstrated how this model estimates snow density below observed levels and where no data has been acquired. Using these snow density estimates, we have estimated surface mass balance in the recent past. Meyer (2008) shows that there are more general monotone piecewise cubic regression spline models than those available through I-spline basis functions. Therefore, possible extensions of this work could explore these more general models. These approaches, however, would likely need to leverage truncated multivariate normal models for regression coefficients that we found worse in out-of-sample prediction for this dataset than log-Gaussian models. In our model comparison, we found that a piecewise quadratic model with a very simple spatial model was preferable to more complicated cubic I-spline models.
We hypothesize that as more spatial sites are incorporated into this model (i.e., more firn cores become available), richer multivariate spatial models like the linear model of coregionalization or the Multivariate Matérn covariance function (Gneiting, Kleiber and Schlather, 2010) may become more competitive. Extensions of our modeling approach could also explore how climatic variables affect the rate of densification and corresponding coefficients in our I-spline model. In addition to possible to modeling advances, we are interested in spatial design for this setting. Specifically, we could consider extensions of White et al. (2019) , where we consider sites that would sequentially minimize integrated error criteria over regions of Antarctica.
In this analysis, we did not account for the time of density measurement. In future work, we will account for time differences between the time of radar measurement and the firn core drilling through a spatiotemporal model. However, the demonstrated ability to interpolate firn densification rates has several applications relevant to the cryospheric community. As demonstrated in this paper, the extension of density profiles to arbitrary spatial locations is useful in estimating local annual SMB using ice-penetrating radar, greatly expanding the spatial density and coverage of these measurements over traditional coring techniques. Similarly, quantifying the total mass loss in Antarctica and similar regions is a primary target within the community, with critical implications for current and future sea-level rise (IPCC, 2013) . A primary method for determining net mass loss uses laser altimetry to measure changes in ice sheet surface elevation but also requires accurate estimates of firn density to estimate mass changes (Li and Zwally, 2011) . The laser altimetry method, in particular, is a focus of several national and international laboratories and organizations, highlighted by NASA's recent ICESat-2 satellite launch in 2018 and the ongoing ESA CryoSat-2 laser altimeter mission (Tedesco et al., 2014) .
APPENDIX A: EXPLORATORY DATA ANALYSIS
To further examine the relationship between volatility and depth, we fit a monotone curve to each core's snow density measurements as a preliminary model. This model is the non-spatial version of the model discussed in Sections 4. For each core, we assume that the model's errors are homoscedastic. For each measurement type, we bin residuals as similar depths and compute the variance of these residuals. For illustration, we plot the binned residual variance in Figure 6 for one core of each measurement type that is representative of the other cores. For the EAP (snow pit), SDM, and US measurements, there is no clear relationship between depth and the variance of residuals. On the other hand, the SEAT cores show possibly decreasing variance of residuals as a function of depth. 
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To examine whether a Gaussian data model is appropriate for the untransformed density measurements, we plot Normal q-q plots in Figure 7 for one representative core of each measurement type. From this, we point out that the residual patterns show some deviations for the residual patterns that we would expect for a Gaussian error model; however, for other measurement types, the Gaussian model seems to perform reasonably well. Motivated by the data characteristics presented in herein and in Section 3, we considered several possible variations to the model presented in Section 4. However, to focus primarily on our application we deferred discussion on these models to supplementary material.
APPENDIX B: ADDITIONAL MODELS CONSIDERED
In addition to weighting variance by the length of the core, we considered models that let the variance change with the measurement type and depth, similar to models presented in White et al. (2019) . Specifically, we consider four possible variations:
where f () is placeholder for an error distribution. We also consider using Normal, Student-t, and a mixture of two Normal distributions for f (·). We also consider a more complicated nonstationary model for the space-depth random effects with covariance that changes with depth using log σ 2 (x) ∼ GP σ 2 , C(x, x ) .
We focus our subsequent discussion on the predictive performance of models in terms of the integrated continuous ranked probability score. Ultimately, we find that models using the nonstationary specification with log σ 2 (x) ∼ GP σ 2 , C(x, x ) had very poor predictive performance. Models with non-Gaussian error models had worse predictive performance than the simpler Gaussian models. The models with a depth-dependent error term had worse predictive performance. coefficients log(β k (s)) are specified by independent GP models with exponential covariance with shared spatial decay parameter φ (See Tables 2 and  3) . Also, each Gaussian process prior is centered on a scalar mean. We use an I-spline model with a degree of one (i.e., linear polynomials) and three interior knots at the 0.10, 0.50, and 0.95 quantiles of observed depth values (See Tables 4). For the number of observations we have at many cores, the number of knots corresponds to the asymptotically optimal number of knots discussed by Meyer (2008) . These knot locations were chosen using many comparisons and correspond to knots at (approximately) 2, 10, and 55 meters. We use a fixed-weighted Gaussian error model in favor of a model with random weights, depth-dependent errors, and/or t-distributed errors (See Table 5 ). Note that the selected model was always best in terms of at least two criteria and was within 1% of the model that was best in the other. We defer some details about other models considered to Appendix B and present the final model in Section 5. Table 3 Predictive comparison for four different spatial models. Independent GP models have unique GP models for α(s) and log(β k (s)). The separable model has a separable covariance model with an exponential correlation model and an Inverse-Wishart prior distribution for the regression coefficients. The coregionalization model takes α(s) and log(β k (s)) and linear combinations of k + l + 1 independent GPs. Table 5 Predictive comparison for various error models. "H" indicated homoscedastic model error, "FW" indicates fixed weighting, "D" means depth-dependent model, "RW" means random weighting, "M" is dependent on measurement source, and "T" is t-distributed. 
Spatial
APPENDIX D: MONOTONE GAUSSIAN PREDICTIVE PROCESS MODELING
Here, we propose a separable covariance function that takes the product of two covariance functions, one for spatial distance and an exponential covariance function for depth. By using the exponential covariance function over depth and the low-rank approximation with aligned depth knots for all spatial sites, we can write the model as a multivariate continuous autoregressive model, sequentially peeling off spatial models as a function of depth.
Using the exponential covariance function over depth and another valid covariance function over space yields several computational benefits. The covariance model has the form C [(s, x), (s, x)] = C s, s C x, x .
Using the low-rank approximation over depth, we get alignment of depth scales, and, when depth scales are aligned, inverse covariance matrices only require computing an inverse for spatial sites S and for depth X . In our problem, there is an additional wrinkle: not all cores are dug to the same depth. Therefore, data decreases with greater depths. Here, we let w x ⊂ w * be the spatial random effects at depth x and note that |w x i | ≥ |w x i+1 | (i.e. shallow depths have more spatial coverage). In addition, we denote S i to be the spatial covariance at depth x i . Traditionally, we assume these to be the same type. Lastly, we define δ i = x i − x i−1 and δ 0 = 0.
With the model discussed in Section 4.1, the prior distribution for spatial random effects p (w * ) can be represented in the following two ways:
where the precision matrix Q is block tridiagonal with blocks
The sizes of the blocks are not equal because the number of knots decreases with depth. Thus, we define augmentations S −1 i+1 + and S −1 i+1 * to make matrix arguments conformable. Specifically, S −1 i+1 + is equal to S −1 i+1 at rows and columns corresponding to locations where there are a knots at depth x i+1 . Otherwise, these rows and columns are replaced with 0s. Similarly, S −1 i * adds rows of zeros to S −1 i corresponding to sites that do not have knots at x i . For the deepest knot, the precision block only has the first term of Q ii . This prior distribution corresponds to a multivariate OrnsteinUhlenbeck process where the number of components changes with depth.
In the non-stationary case, where we assume that log(σ 2 (x)) ∼ GP (0, K(x, x)), the model is similar to that described above. The precision matrix is equally sparse, but (1) the mean of the continuous autoregressive model is dependent on the current and past variance and (2) the blocks of the precision matrix are somewhat different. Using the same terms previously defined, the prior distribution for spatial random effects p (w * ) can be written as
Even with these approaches, the ordering constraint on spatial fields poses a computational issue as we are working with truncated multivariate normal distributions. Although previously intractable, work by Botev (2017) allows efficient computation of normalizing constants through exponential tilting. For prediction, we can quickly generative truncated multivariate normal distributions using the Cholesky decomposition of a sparse precision matrix (Rue and Held, 2005) . To impose ordering constraints (i.e., obtain ordered multivariate normal draws), we can sequentially calculate the truncation limits on the standard normal random variables needed to generate an ordered multivariate normal sample (Koch and Bopp, 2019) .
APPENDIX E: MCMC MODEL FITTING
To sample from the posterior distribution of our final model, we using Gibbs sampling and Metropolis-within-Gibbs sampling. Closed-from full conditional distribution are available for γ 0 ,..., γ 5 , σ 2 0 ,...,σ 2 5 , τ 2 ; therefore, they can be updated through a Gibbs sampler. Let R be the correlation matrix for the sites in S generated by an exponential correlation function with decay φ. Letting ·| · · · indicate a conditional variable, we sample the following full conditional distributions: γ 0 | · · · ∼ N 1 1 + 1 T R −1 1/σ 2 0 α(s) T R −1 1 σ 2 0 − 1 , 1 1 + 1 T R −1 1/σ 2 0 γ k | · · · ∼ N 1 1 + 1 T R −1 1/σ 2 k log β k (s) T R −1 1 σ 2 k − 1.5 , 1 1 + 1 T R −1 1/σ 2 k σ 2 0 | · · · ∼ IG 4 + n s 2 , 3 + 1 2 α(s) T R −1 α(s) σ 2 k | · · · ∼ IG 4 + n s 2 , 3 + 1 2 log β k (s) T R −1 log (β k (s)) τ 2 | · · · ∼ IG 1 + N 2 , 1 + 1 2
where µ(s, x) is determined by α(s), β(s), and I(x). The spatial decay parameter φ and site-specific parameters α(s) and log (β k (s)) are updated using the Metropolis algorithm. For each parameter, we use a Normal random walk for proposing possible parameter values and tune the candidate variance so that acceptance rates are between 0.2 and 0.6. We considered the elliptical slice sampler to update α(s) and log (β k (s)) but found that the Metropolis algorithm mixed slightly better.
In Figure 8 , we plot trace plots for the spatial parameters at sites 1, 8, 21, 42 (cores 1,8, 21, and 43 due to one replicate). These cores are 2, 100, 18, and 140 meters long, respectively. These sites were chosen because each core comes from a different campaign, are spatially spread out, and have coefficients that allow us to visualize them together. All sites have a relatively well-behaved intercept, and, in general, the trace plots look acceptable. The trend appears, however, that several sites have the worst mixing for log(β 5 (s)). As discussed, this can be attributed (1) to little or no data beyond knots in the I-spline model and (2) large changes in β 5 (s) may have little change on µ(s, x) if the µ(s, x) is close to ρ I . For sites with few shallow measurements, as is the case with several deep cores, log(β 1 (s)) is highly correlated with the intercept α(s) (See the orange trace plot -core 43 -in Figure 8 ) and not well-behaved.
Note that the trace plot for core 1, the 2 meter core, shows poorer mixing forlog(β 4 (s)) and log(β 5 (s)). The trace plots for cores 8 and 43 show excellent mixing for all parameters because they are very deep cores. The trace plot for log(β 5 (s)) of core 21 particularly poorly behaved. It is important to note that the more poorly behaved parameters are parameters that do not affect the likelihood of the model because they correspond to cores that are not deep enough for those parameters to affect the mean of the model. In fact, these parameters do not need to be included in model fitting. To illustrate this, although some of the parameters do not mix well, the log-likelihood does. We plot the log-likelihood in Figure 9 . This means that the poorly-behaved parameters are unrelated to or weakly related to the likelihood. This is, of course, unsurprising because the data collection ranges vary core-to-core. 
