Abstract. The conjecture of Peter Horak and Alex Rosa (generalizing that of Marco Buratti) states that a multiset L of v − 1 positive integers not exceeding ⌊ v 2 ⌋ is the list of edge-lengths of a suitable Hamiltonian path of the complete graph with vertex-set {0, 1, . . . , v − 1} if and only if the following condition (here reformulated in a slightly easier form) is satisfied: for every divisor d of v, the number of multiples of d appearing in L is at most v−d. In this paper we do some preliminary discussions on the conjecture, including its relationship with graph decompositions. Then we prove, as main result, that the conjecture is true whenever all the elements of L are in {1, 2, 3, 5}.
Introduction
Throughout this paper K v will denote the complete graph on {0, 1, . . . , v − 1} for any positive integer v. For the basic terminology on graphs we refer to [13] . Following [9] , we define the length ℓ(x, y) of an edge [x, y] of K v as ℓ(x, y) = min(|x − y|, v − |x − y|).
If Γ is any subgraph of K v , then the list of edge-lengths of Γ is the multiset ℓ(Γ) of the lengths (taken with their respective multiplicities) of all the edges of Γ. For our convenience, if a list L consists of a 1 1 ′ s, a 2 2 ′ s, . . . , a t t ′ s, we will write L = {1 a1 , 2 a2 , . . . , t at }. The following conjecture [12] is due to Marco Buratti (2007, 
communication to Alex Rosa).
Conjecture (Buratti) . For any prime p = 2n+ 1 and any multiset L of 2n positive integers not exceeding n, there exists a Hamiltonian path H of K p with ℓ(H) = L.
Buratti himself never worked at his conjecture but he finally mentions it in [4, p. 14] . The problem appears to be very difficult, so much so that Alex Rosa defined it a combinatorial disease in his lecture at the international conference Combinatorics 2008, held in Costermano (Italy) from 22 June to 28 June 2008. The conjecture is almost trivially true in the case that L has just one edge-length. The case of exactly two distinct edge-lengths has been solved independently in [7, 9] but, for the time being, the case of exactly three distinct edge-lengths has been solved only when these lengths are 1, 2 and 3, see [6] . Mariusz Meszka checked that the conjecture is true for all primes p ≤ 23 by computer. Some general results on the conjecture can be found in [9] , in particular that it is true when there is an edge-length occurring "sufficiently many times" in L.
In [9] Peter Horak and Alex Rosa generalized Buratti's conjecture as follows.
Conjecture (Horak and Rosa). Let L be a list of v − 1 positive integers not exceeding ⌊ v 2 ⌋. Then there exists a Hamiltonian path H of K v such that ℓ(H) = L if, and only if, the following condition holds: (1) for any sublist J of L with J ∩ (L \ J) = ∅, we have |J| ≥ gcd{v, ℓ | ℓ ∈ L \ J} − 1.
Note that for a sublist J of L, we may actually have J ∩ (L \ J) = ∅ since L and J are multisets; for instance, if L = {1, 1, 1, 1, 2, 2, 2} and J = {1, 2, 2}, then we have L \ J = {1, 1, 1, 2} and hence J ∩ (L \ J) = {1, 2}.
It is evident that condition (1) is always trivially satisfied when v is a prime. Therefore in this case the conjecture of Horak and Rosa reduces to that of Buratti. For short, by BHR(L) we will mean the above conjecture for a given list L. A positive answer of BHR({ℓ a 1 , ℓ b 2 }) was presented in [9] , namely it was proved that the conjecture is true when L has exactly two distinct edge-lengths. We also observe that the result of Capparelli and Del Fra [6] allows to see that the conjecture of Horak and Rosa (not only that of Buratti) is true when all the elements of L are in {1, 2, 3}, so BHR({1 a , 2 b , 3 c }) holds for all integers a, b, c ≥ 0.
Next proposition gives an equivalent easier form to state condition (1).
Proposition 1.1. Condition (1) is equivalent to the following: We remark that Seamone and Stevens [11] gave another condition which is similar to (2) but not completely correct. They in fact just require that "for all divisors d of v there are no more than v − d elements ℓ of L such that gcd(ℓ, v) = d" which is not equivalent to (1) . For instance, if v = 8 and L = {2, 2, 2, 4, 4, 4, 4}, we see that condition (2) (hence, equivalently, (1)) does not hold but that the condition of Seamone and Stevens does. It is also evident that no Hamiltonian path of K 8 may have L as its list of edge-lengths.
We also point out that in the statement of the conjecture of Horak and Rosa, the actual conjecture is the sufficiency. Indeed Horak and Rosa themselves remarked that its necessity is certainly true but they did not prove it explicitly. Here, for convenience of the reader, we give a proof in terms of condition (2) . holds, we consider the graph Γ obtainable from H by deleting all N edges whose length is not divisible by d. It is easy to see that Γ has exactly N + 1 connected components some of which may be just isolated vertices. It is also clear that all vertices of every connected component C of Γ are in the same residue class modulo d so that C has at most v d vertices, since every class of residues modulo d intersects {0, . . . , v − 1} in a set of that size. It follows that v = |V (Γ)| ≤ (N + 1)
Before giving the main result of this paper we would like to show some connections between BHR-problem and graph decompositions (see [1] for general background on this subject).
A list Ω of elements of an additive group G is said to be symmetric if 0 / ∈ Ω and the multiplicities of g and −g in Ω coincide for any g ∈ G.
If Ω does not have repeated elements then one can consider the Cayley graph on G with connection set Ω, denoted Cay[G : Ω], whose vertex-set is G and in which [x, y] is an edge if and only if x − y ∈ Ω. Cayley graphs deserve a great importance in combinatorics and they are precisely the graphs admitting an automorphism group acting sharply transitively on the vertex-set (see, e.g., [8] ). If, more generally, the symmetric list Ω has repeated elements one can consider the Cayley multigraph on G with connection multiset Ω, also denoted Cay[G : Ω] and with vertex-set G, where the multiplicity of an edge [x, y] is the multiplicity of x − y in Ω (see, e.g., [2, 3] ). Note that any Cayley (multi)graph is regular of degree the size of its connection (multi)set. Now recall that the list of differences of a simple graph Γ with vertices in an additive group G is the symmetric multiset ∆(Γ) of all possible differences x − y with (x, y) an ordered pair of adjacent vertices of Γ (see, e.g., [5] ).
We point out that Buratti communicated his conjecture to Rosa using the above terminology: "For any prime p and any symmetric list Λ of 2p − 2 elements of Z p , there exists a Hamiltonian path H of K p such that ∆(H) = Λ". It is clear that the conjecture of Horak and Rosa can be also reformulated is a similar way.
The reader who is familiar with graph decompositions with a regular automorphism group can easily recognize that if H is a Hamiltonian path of the complete graph with vertex-set an additive group G, then the collection {H + g | g ∈ G} is a decomposition of Cay[G : ∆(H)] into Hamiltonian paths (H + g denotes the path obtainable from H by replacing each x ∈ V (H) with x + g). This observation allows us to reformulate Buratti's conjecture in the following form: "Any Cayley multigraph of order a prime number p and degree 2p − 2 admits a cyclic decomposition into Hamiltonian paths". The more general BHR(L) can be reformulated as follows.
Conjecture. A Cayley multigraph Cay[Z v : Λ] admits a cyclic decomposition into Hamiltonian paths if and only if
The following more general problem can be considered: "Given a simple Cayley graph Cay[G : Ω] and given another graph Γ, determine all symmetric lists Λ of elements of G for which there exists a subgraph Γ ′ of Cay[G : Ω] isomorphic to Γ such that ∆(Γ ′ ) = Λ". Some results in this direction have been presented by Seamone and Stevens [11] .
The main result of the present paper is the following.
So, in particular, we have found the first set S of size four for which we can say that BHR(L) is true when the underlying-set of the list L is S.
Cyclic and linear realizations
In this section we are going to introduce cyclic and linear realizations of a list L and to explain their relationship with BHR(L). A cyclic realization of a list L with v − 1 elements each from the set {1, . . . , ⌊ 3 , 5 6 }. In order to investigate BHR-problem, it is useful to introduce also (perfect) linear realizations, see [6] . A linear realization of a list L with v − 1 positive integers not exceeding v − 1 is a Hamiltonian path [x 0 , x 1 , . . . , We remark that in order to prove BHR(L) we have to find cyclic realizations of L, nevertheless we focus on linear realizations because they will be used in an inductive construction, as we are going to explain.
Following [6] , we will say that a linear realization of a list L is perfect, and we denote it by RL, if the terminal vertex of the path is labelled by the largest element. We denote by rL a linear realization which may or may not be perfect. Given a perfect realization RL 1 = [0, x 1 , . . . , x s−1 , s] and another realization rL 2 = [0, y 1 , . . . , y t ], not necessarily perfect, we may form a new realization r(L 1 ∪ L 2 ) denoted by RL 1 + rL 2 so defined
It is important to underline that the previous construction, in general, does not work if we consider cyclic realizations.
The following result about linear realizations, obtained by Capparelli and Del Fra in [6] , will be very useful in the following. 
Construction of linear realizations
First of all we make some remarks which will be very useful in the following. It is immediate to observe that if L has only one symbol s then it admits no linear realization unless s = 1 and in this case the trivial perfect realization is
d } with at least two integers in {a, b, c, d} greater or equal to 1. Also, in view of Theorem 2.2, we can assume d ≥ 1.
d } cannot admit a linear realization, since it is not possible to obtain all congruence classes modulo 5. Now, in order to deal with the general case, we need some perfect linear realizations that we list in Table 1 . We also need the linear realizations of Table 2 . For certain values of (a, b, c, d) we have obtained a linear realization of L using gap. For instance, we have found a perfect linear realization of the lists
2 , 3 3 , 5} and {2 6 , 5} that will be often used in the following constructions. Also, in some cases we directly construct a linear realization of a given list L. For sake of brevity we have collected all these constructions in [10] .
3.1. Case a = 0. In view of Remark 3.1, it is natural to start investigating the case a = 0, that is we consider the multiset
We will see that the results obtained in this section will play a fundamental role in order to prove Theorem 2.4. Table 1 . 
Proof. Note that, using gap, we can be obtained the negative cases as well as the positive cases (b, c, d) ∈ {(2, 2, 1), (3, 1, 1), (3, 1, 2), (3, 2, 1), (3, 3, 1), (3, 4, 2), (4, 0, 2)}.
For the other values of (b, c, d), see [10] .
has a linear realization if, and only if, either (b, c) ∈ {(3, 1), (4, 1), (5, 0), (5, 1), (6, 0), (6, 1), (9, 1), (10, 1)} or c ≥ 2.
Proof. If c = 0, then we can use only the integer 5 to switch from one congruence class modulo 2 to the other one, so, by a direct calculation, one can check that {2 b , 5} is linearly realizable if, and only if, b = 5, 6. Similarly, it is not hard to see that {2
b , 3, 5} has a linear realization if, and only if, b = 3, 4, 5, 6, 9, 10. Hence, we may assume c ≥ 2. Furthermore, by Lemma 3.3 (iii) and (v) we may also assume b ≥ 5.
Suppose b = 5. For c = 2, 3 we make use of gap and for c ≥ 4 we have r{2
. Hence the existence follows from Theorem 2.2 (iii) and Lemma 3.3 (iii). Now, suppose b ≥ 6. By Lemma 3.3 (ii) we may assume c ≥ 3. For c = 3, 4, 5 we have r{2
. Hence the existence follows from Theorem 2.2 (iii) and Lemma 3.3 (ii). For c ≥ 6, we have r{2
}, so the existence follows from Theorem 2.2 (i). 
2 }, so the result follows from Theorem 2.2 (iii) and Lemma 3.3 (iv) and (vi). Now, assume b ≥ 9. We have r{2
, so the existence follows from Lemma 3.4. Proof. First of all we show that {2 b , 5 3 } is linearly realizable if, and only if, b ≥ 4: for b ≤ 4 we can use gap and for b ≥ 5 we refer to [10] . Now, we start with the case (iv) since this result will be useful in other cases.
(iv) Let d = 5k + 6. For b = 6 look at Table 1 and for b = 5, 7 look at [10] .
3 }, so the existence follows from Table 1 .
(i) Let d = 5k+3. For b = 7 we refer to [10] . For b = 8, 9 we have
, 5 3 } and so the existence follows from Tables 1 and 2. (ii) Let d = 5k + 4 and b ≥ 10. Since r{2
(b−6) , 5 3 }, the existence follows from Table 1 .
Also, with gap we obtain a linear realization of {2 11 , 5 5 }. Finally, for b ≥ 12 we have r{2
So the existence follows from Tables  1 and 2 and case (iv).
(v) Let d = 5k + 7. A linear realization for b = 7 is in [10] .
3 }, the result follows from Table 1 . We recall that by hypothesis d ≥ 7, anyway sometimes our constructions hold also for d ≤ 6. We split the proof into five cases according to the congruence class of d modulo 5. i) Let d ≡ 2 (mod 5). For c = 4, . . . , 7 we refer to [10] and
4 }. Now, the existence follows from Table 1 .
Hence the existence follows from Table 1 and cases i), ii).
iv) Let d ≡ 3 (mod 5). For c = 4 look at Table 2 and for c = 5, 6, 7 look at [10] . For c = 8 we have r{2,
Hence the existence follows from Table 1 and cases ii), iii). v) Let d ≡ 0 (mod 5). For c = 5 look at Table 2 and for c = 6, 7 we refer to [10] . For c = 8, 9 we have r{2, 3 c , 5
So the existence follows from Table 1 and cases i), iii).
d } is linearly realizable if, and only if, either c = 2 and d = 5k + 7, 5k + 8, 5k + 9 or c ≥ 3.
Proof. Observe that L is not linearly realizable when c = 0, 1 (see Remark 3.2). First, if either d = 3 and c ≥ 4 or d = 4 and c ≥ 3 we described a linear realization of L in [10] . With gap we can obtain a linear realization of {2 i) Let d ≡ 1 (mod 5). For c = 2, . . . , 6 we refer to [10] and for c = 7 we have r{2
Hence the existence follows from Tables 1 and 2. ii) Let d ≡ 0 (mod 5). For c = 2, . . . , 5 look at [10] . For c = 6, 7 we have
2 , 3 (c−6) , 5 3 }. So the existence follows from Table 1 and case i).
iii) Let d ≡ 2 (mod 5). It is a routine to check that r{2 2 , 3 2 , 5 (5k+7) } does not exist. A realization of {2 2 , 3 3 , 5 (5k+2) } is described in Table 2 . For c = 4, . . . , 7 look at [10] . For c ≥ 8, we have r{2
) }. So the existence follows from Table 1 and case ii). iv) Let d ≡ 4 (mod 5). It is a routine to check that r{2 2 , 3 2 , 5 (5k+9) } does not exist. For c = 3, 4, 5 we refer to [10] and for c ≥ 6 we have {2 2 , 3 c , 5
(5k+5) }, so the existence follows from case ii). v) Let d ≡ 3 (mod 5). It is a routine to check that r{2 2 , 3 2 , 5 (5k+8) } does not exist. For c = 4, 5, 6 look at [10] and for c = 7 we have r{2
(c−6) , 5 (5k+5) }, hence the existence follows from Table 1 and cases ii), iv).
We can now prove Theorem 2.3.
Proof of Theorem 2.3. In view of Lemmas 3.4 and 3.5 we may assume d ≥ 3. First, suppose b = 3. For c = 1, the existence of a r{2 3 , 3, 5 3 } can be obtained using gap; on the other hand it is not hard to see that L = {2 3 , 3, 5 (5k+8) } does not have a linear realization. For d = 5k, 5k + 1, 5k + 2, 5k + 4 we construct the linear realizations in [10] . Also, the cases c = 2, 3, 4 are dealt with in [10] . Now, assume c = 5. If d = 5k + 2 we refer to [10] . If d = 3 we obtain the result with gap. For d ≥ 4, with d ≡ 2 (mod 5) we have r{2
In this case the existence follows from Table 1 . . , 5 we refer to [10] , for c = 6 we have r{2
(5k+3) }. The existence follows from Table 2 , Theorem 2.2 (iii) and Proposition 3.8. Consider the case b = 5: for c = 1, . . . , 4 look at [10] and for c ≥ 5 we have r{2
So the existence follows from Theorem 2.2 (iii) and above construction for b = 3. Now, let b = 6. For c = 1 we refer to [10] , for c = 2 we have r{2
Thus, the existence follows from Table 1 and Theorem 2.2 (iii). If b = 7 we have r{2
7 , 3 (c−6) } if c ≥ 9. So, the result follows from Table 1 and Theorem 2.2 (i), (ii). Assume b ≥ 8. If c = 1, 2 we have
hence the existence follows from Table 1 and case i). Take now c = 2. For b = 4, 5, 6 we construct the linear realizations in [10] and for b ≥ 7 we have r{2
Hence the result follows from Table 1 and case i). Take c = 3. For b = 4, 5 look at [10] . For b = 6 we have r{2
Hence the existence follows from Theorem 2.2 (iii), Tables 1  and 2 and case i). Now take c = 4. In this case we have
so the existence follows from Theorem 2.2 (iii) and Table 1 . Finally, for c ≥ 5 we have r{2
(5k+3) }, so the existence follows from case i).
iii) Let d ≡ 1 (mod 5). We can suppose d ≥ 6, anyway in some cases we construct linear realizations also for d = 1. Let b = 4. For c = 1, 2, 3 we refer to [10] and for c ≥ 4 we have r{2
(5k+2) }. So the result follows from case ii) and Table 2 . Let b = 5. For c = 1, 2, 3 look at [10] and for c ≥ 4 we have r{2
(5k+1) }, so the existence follows from Theorem 2.2 (iii) and above construction for b = 3. For b = 6, if c = 1 look at Table 1 , for c = 2 look at [10] and for c ≥ 3 we have r{2
Hence the existence follows from Theorem 2.2 (iii) and Proposition 3.8. For b ≥ 7, we have r{2
In this case the existence follows from Table 1 and Lemma 3.5.
iv) Let d ≡ 0 (mod 5). We can assume d ≥ 5, anyway sometimes we construct linear realizations also for d = 0. Consider b = 4. For c = 1, . . . , 4 we list the linear realizations in [10] and for c ≥ 5 we have r{2
(5k+5) }, hence the existence follows from Theorem 2.2 (iii) and Proposition 3.8. Let b = 5. For c = 1, 2, 3 we refer to [10] and for c ≥ 4 we have r{2
(5k+5) }, so the existence follows from Theorem 2.2 (iii) and above construction for b = 3. Let b = 6. If c = 1 look at [10] . If c = 2, 3 we have r{2
2 }, so the result follows from Table  1 , Theorem 2.2 (iii) and Lemma 3.3 (ii). For c ≥ 4, we have r{2
Here the existence follows from Table 1 .
2 }, so the existence follows from Table 1 and Lemma 3.5.
v) Let d ≡ 4 (mod 5). Consider b = 4. For c = 1, 2, 3 we refer to [10] . For c = 4 we have r{2
Hence the existence follows from Theorem 2.2 (i), (iii), Proposition 3.8 and by case iv). Suppose now b ≥ 5. Let c = 1. If b = 5, 6 we refer to [10] . For b = 7, . . . , 10 we have r{2
Hence, the existence follows from Table 1 2) we construct the linear realization in [10] . Furthermore, we have
The existence follows from Table 1 , Theorem 2.2 (iii), Lemma 3.4, Proposition 3.8, case i) and above construction for b = 3.
3.2.
Case a = 1. In the following we consider only lists of the form (5k+1) } does not exist. For c = 4, . . . , 7 we refer to [10] . For c = 8, we have R{1,
So the existence follows from Table 1 and the  above construction. 2) Let d ≡ 2 (mod 5). For c = 4 a linear realization is contained in Table 1 and for c = 3, 5, 6, 7 look at [10] . For c = 8 we have r{1, Tables 1 and 2 and the above construction. 3) Let d ≡ 0 (mod 5), d > 0. One can check that a linear realization of {1, 3 3 , 5 (5k+10) } cannot exist, while a r{1, 3 3 , 5 5 } can be obtained by gap. For c = 4, . . . , 7 look at [10] , for c = 8 we have r{1,
Hence the existence follows from
In this case the existence follows from Table 1 , case 1) and the above construction. 4) Let d ≡ 4 (mod 5). For c = 3, . . . , 7 we refer to [10] and for c ≥ 8 we have r{1, 3 c , 5
So the existence follows from case 3).
5) Let d ≡ 3 (mod 5). It can be seen that a linear realization of {1, 3 3 , 5 (5k+8) } does not exist. For c = 4 the realization is contained in Table 2 , for c = 5, 6 they are contained in [10] and for c ≥ 7, r{1, 3 c , 5 Proof. If c ≤ 1 the thesis follows from Remark 3.2. Now, consider the cases d = 1, 2, 3, 4. With gap we can solve the cases (c, d) ∈ {(2, 1), (2, 2) , (3, 2) , (4, 2) , (2, 3) , (3, 3) , (4, 3) , (2, 4) , (3, 4) , (6, 4) }. Furthermore, we obtained in [10] a linear realization if either d = 1 and c ≥ 3 or d = 2, 3 and c = 3t + 5 for all t ≥ 0. Also, we have r{1, 2, 3
Hence the existence follows from For c = 2 and d = 5k, 5k + 1, 5k + 3 see [10] , however one can check that a r{1, 2, 3 2 , 5 (5k+7) } and a r{1, 2, 3 2 , 5 (5k+9) } does not exist. For c = 3 we refer to [10] . For c ≥ 4 the result follows from Remark 3.1 and Proposition 3.7, except when L = {1, 2, 3 4 , 5 (5k+10) }. However, in this case, we have a linear realization, see [10] . Proof. If c = 0 the thesis follows from Remark 3.2. Let d = 1. With gap we can obtain a linear realization of {1, 2 2 , 3, 5} and for c ≥ 2 we refer to [10] . Let d = 2. With gap we can obtain a linear realization of {1, 2 2 , 3, 5 2 } and {1, 2 2 , 3 2 , 5 2 }, and for c ≥ 3 see [10] . Now, assume d ≥ 3. For c = 1 it can be checked that a r{1, 2 2 , 3, 5 (5k+8) } does not exist, whereas the list {1, 2 2 , 3, 5 3 } can be linearly realized. Also, when d = 5k, 5k + 1, 5k + 2, 5k + 4 we have a linear realization, see [10] . We also refer to [10] for the linear realizations of L when either c = 2 and d = 5k + 2, 5k + 3, 5k + 4 or (c, d) = (3, 5k + 3). For the remaining cases, apply Remark 3.1 and Lemma 3.8. Proof. For b = 0, 1, 2 the non existence follows from Remark 3.2. With gap we can obtain a linear realization of the lists {1, 2 3 , 5}, {1, 2 4 , 5} and {1, 2 5 , 5}; also, for d = 1 and b ≥ 6, see [10] . Furthermore, always with gap we can obtain a linear realization of {1, 
However, L has a linear realization by Lemma 3.14 (iv). Now Remark 3.1 implies that for a ≥ 6 the list L has always a linear realization.
Proof of Theorem 1.3
Let L be a list whose integers are taken from {1, 2, 3, 5}. By [9, Theorem 4.1] we may assume that the list L contains at least three distinct elements and by [6, Theorem 2.5] we may also assume that L contains 5 at least once. Clearly this implies that |L| ≥ 9. One can check that if L is such a list BHR(L) reduces to "There exists a Hamiltonian path 5k + 12, 4, . . . , 5k + 9, 1 , 5 (5k+8) } = [0, . . . , 5k + 5, 5k + 7, . . . , 2, 5k + 10, 5k + 12, 4, . . . , 5k + 9, 1, . . . , 5k + 6, 5k + 3, . . . , 3, 5k + 11, 5k + 8], c{2 2 , 3 2 , 5 (5k+9) } = [0, . . . , 5k + 5, 5k + 3, . . . , 3, 5k + 12, . . . , 2, 5k + 11, 5k + 8, 5k + 6, . . . , 1, 5k + 10, 5k + 13, 4, . . . , 5k + 9], c{2 2 , 3 3 , 5 (5k+8) } = [0, . . . , 5k + 10, 5k + 12, 5k + 9, . . . , 4, 1, 5k + 13, . . . , 3, 6, . . . , 5k + 11, 2, . . . , 5k + 7] .
If b ≥ 3, by Remark 2.1 it suffices to find cyclic realizations cL for the exceptions of Theorem 2.3. For all v ≥ 0 we have Also, we obtain . , 5k + 4, 5k + 6, . . . , 1, 5k + 7, . . . , 2, 5k + 8, 5k + 9, 3, . . . , 5k + 3], c{1, 2, 5 (5k+9) } = [0, . . . , 5k + 10, 3, 2, . . . , 5k + 7, 5k + 9, . . . , 4, 5k + 11, . . . , 1, 5k + 8, . . . , 8], c{1, 2, 5 (5k+10) } = [0, . . . , 5k + 10, 5k + 8, . . . , 3, 5k + 11, . . . , 1, 2, . . . , 5k + 12, 4, . . . , 5k + 9], c{1, 2, 5 (5k+11) } = [0, . . . , 5k + 10, 1, . . . , 5k + 11, 5k + 9, . . . , 4, 5k + 13, . . . , 3, 2, . . . , 5k + 12], c{1, 2 2 , 5 (5k+7) } = [0, 5k + 6, . . . , 1, 5k + 7, . . . , 7, 5, . . . , 5k + 10, 4, 2, 5k + 8, . . . , 8, 9, . . . , 5k + 9, 3], c{1, 2 2 , 5 (5k+8) } = [0, 5k + 7, . . . , 7, 5, . . . , 5k + 10, 3, . . . , 5k + 8, 5k + 6, 5k + 11, 4, . . . , 5k + 9, 2, 1, . . . , 5k + 1], c{1, 2 2 , 5 (5k+9) } = [0, . . . , 5k + 10, 2, . . . , 5k + 12, 1, . . . , 5k + 11, 5k + 9, . . . , 4, 3, . . . , 5k + 8], c{1, 2 2 , 5 (5k+10) } = [0, . . . , 5k + 10, 1, . . . , 5k + 6, 5k + 8, 5k + 13, 4, . . . , 5k + 9, 5k + 7, . . . , 2, 5k + 11, 5k + 12, 3, . . . , 5k + 3], c{1, 2 3 , 5 (5k+7) } = [0, 5k + 10, . . . , 5, 3, . . . , 5k + 8, 1, . . . , 5k + 6, 5k + 7, . . . , 2, 5k + 9, 5k + 11, 4, . . . , 5k + 4], c{1, 2 3 , 5 (5k+9) } = [0, . . . , 5k + 10, 1, 3, 5k + 12, 5k + 13, 4, . . . , 5k + 9, 5k + 7, . . . , 2, 5k + 11, . . . , 6, 8, . . . , 5k + 8], c{1 2 , 2, 5 (5k+7) } = [0, 5k + 6, . . . , 1, 5k + 7, . . . , 2, 5k + 8, . . . , 3, 5, 4, . . . , 5k + 9, 5k + 10, . . . , 10], c{1 2 , 2, 5 (5k+8) } = [0, . . . , 5k + 10, 5k + 11, 4, . . . , 5k + 9, 2, . . . , 5k + 7, 5k + 8, . . . , 3, 1, . . . , 5k + 6], c{1 2 , 2, 5 (5k+9) } = [0, . . . , 5k + 10, 2, . . . , 5k + 12, 5k + 11, 3, 4, . . . , 5k + 9, 1, . . . , 5k + 6, 5k + 8, . . . , 8], c{1 2 , 2, 5 (5k+10) } = [0, 5k + 9, . . . , 4, 5k + 13, 5k + 12, . . . , 2, 5k + 11, . . . , 6, 5, . . . , 5k + 10, 1,  3 
