This paper gives a brief review of Sinc methods, with emphasis on the matrices of Sinc methods. A novel procedure is presented, based on Sinc convolution, for solving a Poisson problem over a rectangular region. Although some of the work of Gragg and Reichel may already be applied to the solution of Sinc{matrix problems, this paper also points to new directions of matrix research.
Introduction and Summary
Much of W.B. Gragg's mathematically beautiful work investigates the connection of Toeplitz matrices and rational approximation 3]. My area of research { Sinc methods { is a family of approximation formulas that require matrix methods for their practical implementation 14, 15, 18, 22] . Sinc methods are close to optimal approximation methods in Sinc spaces of functions 7, 14, 21] , and in this setting, there is some intersection with Gragg's work, inasmuch as it has been shown 7] that Sinc and rational approximation converge at the same rate in these Sinc spaces 14, 21] , and inasmuch as Sinc methods, which are intimately related to FFT We also mention that very little has so far been written about the matrices arising in Sinc methods. The little that has been done to date on this subject suggests that these matrices have properties similar to the matrices of nite di erence methods. A thorough study of these matrices, such as that of the beautiful work of Varga 24] would greatly enhance the use of Sinc methods of solving partial di erential and integral equations.
In the present paper we present the simple equations of Sinc approximations in both symbolic and linear algebraic forms, and we also state some unsolved matrix problems for these approximations. At the outset, we describe Sinc approximation in the setting of Sinc spaces. Then we proceed to the description of Sinc approximation.
We shall de ne Sinc spaces of approximation in Section 2.5 below. The fact that nearly all solutions of PDE and IE (partial di erential and integral equation(s)) problems stemming from applications belong to Sinc spaces of approximation is not well know to solvers of such problems, most of whom, even the more mathematically adept, are accustomed to placing these solutions in Sobolev spaces, in which splines and nite elements (that go hand in hand with nite di erence methods) are optimal bases for approximation, in the sense of minimizing the error in spaces of measurable functions. In addition, since the onslought of computers, solvers of such problems have in the U.S. been priveleged with computers that are much faster than those of the rest of the world, and thus they have had no need to learn faster methods of computation. The case of a PDE or IE with the property that some higher derivative of its solution is merely measurable and not analytic seldom arises from problems stemming in applications. Scientists that derive mathematical models of physical phenomena are not accustomed to use as models functions such as Weierstrass', that are continuous but nowhere di erentiable. Sinc bases form close to optimal bases in Sinc spaces of analytic functions, and as a result, Sinc methods nearly always converge more rapidly and have lower complexity than nite di erence or nite element methods. Sinc methods converge at an exponential rate (i.e., at the rate O(expf?n 1=(2p) g) in p dimensions) even though the solutions of the PDE or IE may have singularities on boundaries of their domain, or even if the regions on which solutions exist may be semi{in nite or in nite. Finally, we mention that Sinc programs are relatively short, and the same program based on a single integer parameter N can be used to yield arbitrary accuracy, simply by selecting N su ciently large.
Sinc Methods
In this section we give a complete, although brief summary of Sinc methods.
The Wiener Space of Approximation
Let h be a positive constant, and let f be an entire function, such that for all z in the complex plane C, we have jf(z)j C e jzj=h ; (2:1) with C some positive constant, and such that f 2 L 2 (R). We set
with k 2 Z, the set of integers. (2:5) where for`2 Z,
We may note, that if h is replaced by h=2 in these formulas, then we get (roughly) twice as many signi cant gures of accuracy. Thus, when using these formulas, we can have the computer determine when a particular accuracy has been achieved. For example, when the di erence between a Sinc approximation with step size h and one with step size h=2 di ers by " 1=2 , then the actual error in the h=2 approximation is (roughly) of the order of ". we have, as h ! 0, that: We can usually remove the ambiguity in the above multiple choice cases, by considering a problem in view of the Sinc spaces which are described in Section 2.5. Many such considerations are illustrated in 18]. We illustrate this point below, for the case of Sinc quadrature.
Sinc Spaces
Although the approximations (2.5) and (2.8) are very accurate, they still have one undesirable feature, namely, that we require the evaluation of an in nite series. For example, if we take f(x) = 1=(1 + x 2 ) in the rst of (2.6), then the in nite sum is accurate, since we then have d = 1, so that the error is O(e ? =h ). On the other hand, we end up summing a slowly convergent series, so that the complexity to achieve an error of the order of " is O(1=" log(1=")). We are thus motivated to de ne the Sinc spaces, which will enable us to truncate each of the above in nite series in such a way, that that complexity of evaluating them is O((log(1=")) 2 We remark here that the Toeplitz matrices 
(2:23)
Notice the linear algebraic \inner product" form of Sinc quadrature. For example, let us return to the approximation of the integral J R R f(x) dx, with f(x) = (1 + x 2 ) ?1 , which was mentioned at the outset of Section 2.5. We now illustrate some more e cient methods of evaluating this integral, in view of the above de nition of Sinc spaces. This latter map, log( ), could of course be used to accurately approximate a more di cult to evaluate integral, such as, e.g., As we shall see below, this expression yields powerful methods of solving di erential equations in one and several dimensions, in the cases when such solutions can be expressed in terms of convolution type integrals. Indeed, we have already solved such equations in 22, 16] . However, the solution of the following problems would be desirable, computational standpoint. for (x; y; z) 2 V .
In order to solve this problem, we require the three dimensional \Laplace transform" F(u; v; w) of the convolution kernel, which can, in fact, be explicitly obtained, and is given by F(u; v; w) = (1) ijk , we can de ne a vector 1 by listing the elements (1) ijk in lexicographic order. It can then be shown that if 1 then the corresponding numbers (1) ijk are accurate approximations of the values (1) (z (1) i ; z (2) j ; z (3) k ). We remark that, due to the Kronecker product representation of the matrix the numerical determination of the vector 1 = g can be carried out in parallel, without storage of of the huge matrix in this equation, which may be an asset, especially for problems in 3 or more dimensions.
The other seven inde nite integrals (which when added to 1 have sum ) can similarly be dealt with. By adding up the resulting eight vectors j , we get an accurate approximation to all of the values (z (1) i ; z (2) j ; z (3) k ) de ned in the de nite convolution integral (3.1). Using Sinc interpolation, we can then get an almost equally accurate approximation to the function at all points of V . It may moreover be shown, assuming that the function g( ; y; z), ( that if e.g., M i = N i = N for i = 1; 2; 3, then the uniform error of approximation is of the order of exp(?c N 1=2 ), with c a constant that is independent of N.
Of course the skeptical user may remark here that he/she can also efciently solve the problem (3.1) with FFT. This may be true in certain circumstances. For example, if the region V is bounded, and if the solution is smooth on R 3 , with period b 1 ? a 1 in the variable x, with period b 2 ? a 2 in the variable y, and with period b 3 ? a 3 in the variable z, then by using m points in each variable, we could achieve a rate of convergence O(e ?c m ).
One can also achieve an exponential rate of convergence via a multigrid method, if the solution is su ciently smooth in a bounded region V . On the other hand, the time complexity of the above described Sinc method on a sequential machine is of the order of (log(")) 8 even if one of the intervals has a nite end{point, in the neighborhood of which g \blows up" at the rate O(r ?2 ), as r ! 0, with an arbitrary positive number, and with r being the distance to a boundary point, or if the region V is in nite. We know of no other algorithm that is this e cient for small ".
