The Behrens-Fisher problem concerns the inference for the difference between the means of two normal populations whose ratio of variances is unknown. In this situation, Fisher's fiducial interval differs markedly from the Neyman-Pearson confidence interval. A prior proposed by Jeffreys leads to a credible interval that is equivalent to Fisher's solution, but carries a different interpretation. The authors propose an alternative prior leading to a credible interval whose asymptotic coverage probability matches the frequentist coverage probability more accurately than Jeffreys' interval. Their simulation results indicate excellent matching even in small samples.
INTRODUCTION
The Behrens-Fisher problem is that of testing whether the means of two normal populations are equal without necessarily assuming equality of the variances. An essentially equivalent problem is that of finding a confidence interval for the difference of two normal means.
Specifically, suppose that two independent random samples of sizes n 1 ≥ 2 and n 2 ≥ 2 are drawn from two normal populations with respective means µ 1 and µ 2 , and respective variances σ If the variance ratio σ 2 1 /σ 2 2 = η is assumed to be known (and, in particular, when η = 1), then the pivot
{(n 1 − 1)S 2 1 η −1 + (n 2 − 1)S 2 2 } 1/2 n 1 + n 2 − 2 ηn −1
has a t-distribution with n 1 + n 2 − 2 degrees of freedom yielding the 100(1 − α)% confidence interval for µ 1 − µ 2 . Throughout, we will use the symbol t α;ν for the upper 100(1 − α)% point of Student's t with ν degrees of freedom. The Behrens-Fisher problem arises when the variance ratio σ 2 1 /σ 2 2 is unknown. The above inference problem has received considerable attention for several decades. Here, the fiducial interval of Fisher differs drastically from the NeymanPearson confidence interval. This issue is discussed extensively in Kendall & Stuart (1967) . Scheffé (1970) and Lee & Gurland (1975) provide reviews of various solutions to the problem. More recently, Weerahandi (1993 Weerahandi ( , 1995 has constructed confidence intervals for µ 1 − µ 2 with exact coverage probability 1 − α based on generalized p-values. Behrens (1929) was the first to offer a solution to this problem in a testing context, namely H 0 : µ 1 = µ 2 against H 1 : µ 1 = µ 2 . Later, Fisher (1935) pointed out that this solution could be justified using the fiducial theory of inference. From a frequentist perspective, Bartlett (1936) noted that Behrens' test has a size different from what was originally intended. Inverting this test into an interval, this amounts to the fact that the coverage probability of the confidence interval for µ 1 − µ 2 is different from the specified confidence coefficient. Behrens' interval is based on the pivot
2 S 2 2 ) 1/2 . In contrast, Welch (1947) provided a test having type I error very close to the nominal value throughout the parameter space. Thus, the resulting confidence interval for µ 1 − µ 2 has coverage probability very nearly equal to the target confidence coefficient. Welch's procedure is also based on the pivot D, but he uses different significance points. These calculations were later extended by Aspin (1948) . Fisher (1956 ) criticized Welch's test in a way that amounts to showing the existence of negatively biased relevant subsets in the sense of Buehler (1959) . For instance, as shown in Robinson (1982) , P (|D| > a | S 1 /S 2 = 1) ≥ P (|t n1+n2−2 | > a) for all a > 0. Thus, the set where S 1 /S 2 = 1 is a relevant subset where confidence intervals based on the Welch-Aspin test cover the true value of µ 1 − µ 2 less often than what the nominal value suggests. On the other hand, as shown by Robinson (1976) , negatively biased relevant subsets do not exist for Behrens' solution. Jeffreys (1961) pointed out that a Bayesian calculation based on the prior
−1 yields a credible interval for µ 1 − µ 2 which is algebraically equivalent to the fiducial interval of Fisher, although the interpretations are necessarily different. Throughout, we will refer to this prior as Jeffreys' independent prior. The same prior is mentioned in Cox & Hinkley (1974) . It is worth pointing out here that Jeffreys' independent prior is different from Jeffreys' general rule prior, which is the positive square root of the determinant of the Fisher information matrix, and in this example, is proportional to (σ 1 σ 2 ) −2 .
Thus, while the prior π
−1 lends support to the fiducial solution (though does not support the fiducial reasoning) both from Bayesian and conditional frequentist perspectives, it is not clear whether this prior can necessarily be justified from the usual unconditional frequentist criterion. In Section 2 of this paper, we provide some justification of this prior from a frequentist angle. More importantly, we find a new prior in this section, credible intervals based on which match asymptotically the corresponding frequentist coverage probabilities more accurately than Jeffreys' independent prior. Though this matching can be justified only asymptotically, our simulation results indicate that this is indeed achieved for small or moderate sample sizes as well. This prior is also satisfactory from a conditional frequentist perspective.
This matching idea goes back to Welch & Peers (1963) . Interest in such priors revived with the work of Stein (1985) and Tibshirani (1989) . Among others, several key papers in this area are due to Severini (1991) , Ghosh & Mukerjee (1992) , Nicolau (1993) , Mukerjee & Dey (1993) , DiCiccio & Stern (1993 , 1994 , Datta & Ghosh (1995a, b) , Datta & Ghosh (1995 , Datta (1996) , Ye (1995, 1996) and Mukerjee & Ghosh (1997) .
In Section 2, we develop first and second order probability matching priors (to be defined later) for the Behrens-Fisher problem when the parameter of interest is µ 1 − µ 2 . It is shown that the prior proposed by Jeffreys is a first order, but not a second order probability matching prior. An alternate prior which is second order probability matching prior is derived in this section. This new prior is justified also by some alternate matching criteria such as HPD matching, and matching via inversion of likelihood ratio test statistics. Also, in this section, we bring in some alternate criteria for the development of noninformative priors. In particular, we find the "two-group" and "one-at-a-time" reference priors as developed in Bernardo (1979) and Berger & Bernardo (1989 , 1992a . It turns out that the prior proposed by Jeffreys is the one-at-a-time reference prior based on some particular ordering of the parameters.
In Section 3, the propriety of posteriors under the different priors developed in Section 2 is established. Certain other properties of these posteriors such as symmetry and unimodality are also proved in this section. Also, a small simulation study is performed which shows that the second order probability matching prior developed here matches the frequentist target coverage probabilities better than Jeffreys' independent prior especially for small or moderate samples. Section 4 provides justification of the former from a conditional frequentist perspective. In particular, it is pointed out that unlike the Welch-Aspin solution, the credible intervals under the proposed second order matching prior, though satisfactory from a frequentist perspective, do not admit negatively biased relevant subsets. Some concluding remarks are made in Section 5.
The priors considered in this paper are all "vague" or "noninformative" priors. As mentioned in Ghosh (1994, p. 86) , there are usually four criteria associated with the development of noninformative priors. These are (i) maximization of entropy or minimization of information; (ii) matching asymptotically the coverage probabilities of Bayesian credible sets with the corresponding frequentist probabilities; (iii) principle of group invariance; and (iv) minimaxity of Bayesian procedures. Of these, (i) and (ii) have found the widest applicability in the Bayesian literature.
The one-at-a-time reference prior of Berger & Bernardo (1992a, b, c) seems to be the most appropriate one under criterion (i). Bernardo, in answering questions from Irony & Singpurwalla (1997) , recommends this prior very strongly. Thus, Jeffreys' independent prior is clearly very attractive based on this criterion. It is also somewhat attractive under criterion (ii), being a first order probability matching prior. However, the new prior proposed in this paper seems to be more appropriate under the second criterion, especially for achieving the Bayes-frequentist synthesis for small and moderate sample sizes. This is evidenced in the numerical findings of Section 4. Clearly, there are situations such as the Fieller-Creasy (the ratio of normal means) problem where the Bayes-frequentist synthesis may not be appropriate. There, the frequentist confidence set may be two disjoint unbounded sets, or sometimes even the whole real line. However, such difficulty is not encountered in the Behrens-Fisher problem by frequentist procedures, and as such, the proposed Bayesian method does not suffer from any frequentist shortcomings. Our findings are also quite in conformity with Berger & Bernardo (1989) , who recommended evaluation of noninformative priors by good frequentist properties. Finally, Jeffreys' independent prior and the newly developed prior are both quite satisfactory from a conditional frequentist perspective.
The utility of noninformative priors has always been questioned by subjectivists. Yet one cannot deny their pragmatic appeal. Indeed, the wider acceptance of Bayesian techniques in recent years both in the theory and in the practice of statistics can partly be attributed to the fact that even with little or vague prior information, Bayesian techniques can often be used successfully by employing noninformative priors. Reid (1995) and Kass and Wasserman (1996) contain excellent reviews of noninformative priors.
DEVELOPMENT OF NONINFORMATIVE PRIORS

Probability Matching Priors.
The parameter of interest is θ 1 = µ 1 − µ 2 . For any given prior π, we denote the posterior by P π (· | X 1 , X 2 ). The first objective is to find a class of priors π such that
as N → ∞ for some u > 0, where θ
(π, X 1 , X 2 ) denotes the (1−α)th posterior quantile of θ 1 based on the prior π. If u = 1/2, the prior is said to be a first order probability matching prior, while if u = 1, the prior is said to be a second order probability matching prior. In typical applications such as ours,
. We begin by noting that the Fisher information matrix is given by
Next, we propose the one-to-one reparameterization
which transforms the Fisher information matrix to
where θ = (θ 1 , θ 2 , θ 3 , θ 4 ) and I 22 is given by 
By (1), θ 1 is orthogonal to (θ 2 , θ 3 , θ 4 ) in the sense of Cox & Reid (1987) . Now, from Tibshirani (1989) and Datta & Ghosh (1995a) , the class of first order probability matching priors is characterized by
where g is any arbitrary function differentiable in its arguments. Due to the arbitrariness of g, the class of priors given in (3) contains infinitely many members. In order to narrow down the selection of priors within this class, we consider second order probability matching priors (cf. Mukerjee & Dey 1993; Mukerjee & Ghosh 1997) . To this end, first rewrite the likelihood as
Writing I(θ) = (I ij ), 1 ≤ i, j ≤ 4, and following Mukerjee & Ghosh (1997) , a prior given in (3) is second order probability matching priors if and only if g satisfies
where
From (4), after considerable algebra, one gets
and L 114 = 2n
Finally, writing I(θ) −1 = (I ij ), by inversion of I 22 in (2), one gets,
With these substitutions, (5) reduces to
A general class of solutions to (6) is given by
where u is an arbitrary function differentiable in θ 3 and θ 4 . However, not every solution is permissible in the construction of priors. For instance, since the prior has to be nonnegative, any function of the form (n 2k , k being a nonnegative integer, indeed lead to proper posteriors. But these posteriors become more and more complex as k gets larger. Also, there does not seem to be any improvement in the coverage probabilities with these complex posteriors. Thus, we have chosen u to be a constant function. The resulting second order probability matching prior is then given by
In the original parameterization, this prior becomes
Remark 1. Due to the invariance of matching priors (Datta & Ghosh 1996; Mukerjee & Ghosh 1997) , π S (θ) remains a second order probability matching prior for θ 1 under any one-to-one reparameterization of θ leaving θ 1 unaffected. We may note also that Jeffreys' independent prior π
is a first order probability matching prior, but is not a second order probability matching prior since it does not satisfy (6).
HPD Matching.
Although, matching via posterior quantiles has become the most popular approach in the Bayesian literature, there are alternate ways through which matching could be accomplished. One such matching procedure (cf. DiCiccio & Stern 1994; Ghosh & Mukerjee 1995 ) is matching through the HPD region. Specifically, if π denotes the posterior distribution of θ 1 under the prior π, and k α ≡ k α (π, X 1 , X 2 ) is such that
then the HPD region for θ 1 with posterior coverage probability 1
DiCiccio & Stern (1994) and Ghosh & Mukerjee (1995) characterized priors π(θ) for which
for all θ and all α ∈ (0, 1). They found necessary and sufficient conditions under which π(θ) satisfies (8). Writing I(θ) −1 = (I ij ), due to orthogonality of θ 1 with (θ 2 , θ 3 , θ 4 ), from equation (33) of DiCiccio & Stern (1994) or equation (4.1) of Ghosh & Mukerjee (1995) , HPD equation in the present case reduces to
where L 111 = E θ ∂ 3 log f /∂θ 3 1 . In the present example, L 111 = 0. Also, if π does not involve θ 1 , the first term in the left-hand side of (9) is zero. With the other necessary substitutions, (9) simplifies in this case to
Clearly the prior π S (θ) found in (7) satisfies (10), but π J (θ) ∝ (θ 3 θ 4 ) −1 does not.
Inversion of Posterior Bartlett Corrected Likelihood Ratio Statistics.
Yet a third criterion of matching is via inversion of posterior Bartlett corrected likelihood ratio statistics. This is investigated in Ghosh & Mukerjee (1991) and in DiCiccio & Stern (1994) . Specifically, these authors have found priors under which the Bayesian and frequentist Bartlett corrections for the likelihood ratio test statistic differ by o(1) when the sample size tends to infinity. Similar results are found in Ghosh & Mukerjee (1992) for conditional likelihood ratio test statistics. Writing L 1ij = E ∂ 3 log f /∂θ 1 ∂θ i ∂θ j and noting that in this example L 1ij = 0 for all 2 ≤ i, j ≤ 4, the differential equation leading to the characterization of such priors is the same both for unconditional and conditional Bartlett adjusted LR statistic (cf. Yin & Ghosh 1997, equations (2. 3) and (2.4)). Further, since L 1,1,1 = 0, it follows from Theorem 1 of Yin & Ghosh (1997) that the second order probability matching prior derived in (7) also has the property that the difference between Bayesian and frequentist Bartlett corrections for the conditional likelihood ratio statistic tends to zero as N → ∞. Thus, the prior found in (7) achieves matching in this way as well. In contrast, Jeffreys' independent prior
does not satisfy either equation (2.3) or equation (2.4) of Yin & Ghosh (1997) , and thus is not a matching prior under the criterion of this section.
Reference Priors.
Reference priors introduced by Bernardo (1979) , and extended further by Berger & Bernardo (1989 , 1992a have become very popular over the years for the development of noninformative priors. In this section, we derive these priors for the Behrens-Fisher problem when θ 1 = µ 1 − µ 2 is the parameter of interest. We begin with the derivation of two group reference priors following the prescription of Berger & Bernardo (1989) . Here θ 1 is the parameter of interest, and (θ 2 , θ 3 , θ 4 ) is the vector of nuisance parameters. The two-group reference prior is derived from the following four steps:
Step 1:
Step 2: Consider the rectangular compacts
Step 3:
equals a constant.
Step 4: For any fixed point θ 10 of θ 1 ,
Hence, from steps 1-4, the two-group reference prior is π
1/2 which is a first order probability matching prior, but is not either a second order probability matching prior, or a HPD matching prior or a frequentist and Bayesian Bartlett adjusted matching prior. Similarly, one can find three group and one-at-a-time reference priors following the algorithm of Berger and Bernardo (1992a) . It is worth pointing out that if one proceeds with the grouping {θ 1 , (θ 3 , θ 4 ), θ 2 }, where the parameters are grouped according to their order of importance, then the three group reference prior is π
which is Jeffreys' independent prior. The same prior is obtained under the groupings {θ 1 , θ 3 , θ 4 , θ 2 } and {θ 1 , θ 4 , θ 3 , θ 2 }. Other groupings are possible, but these do not yield analytically tractable reference priors.
PROPERTIES OF POSTERIORS AND SIMULATION STUDY
The first task is to verify the propriety of posteriors under the noninformative priors π J and π S . To this end, we find it convenient to go back to the original parameterization (µ 1 , µ 2 , σ 1 , σ 2 ). Writing
the joint posterior of µ 1 , µ 2 , σ 1 and σ 2 given x 1 , x 2 under the prior π J and π S are given respectively by
and
From (11), integration with respect to σ 1 and σ 2 yields
where one may recall that n i = N ρ i , i = 1, 2. Thus, the joint posterior of µ 1 and µ 2 is a product of two independent t's with respective location parametersx 1 ,x 2 , scale parameters s 1 / √ n 1 and s 2 / √ n 2 and degrees of freedom n 1 − 1 and n 2 − 1. This posterior is proper for n 1 ≥ 2 and n 2 ≥ 2.
Next from (12), integration with respect to σ 1 and σ 2 yields
where the generic constant C > 0 depends on x 1 , x 2 , n 1 and n 2 , but not on the parameters (µ 1 , µ 2 , σ 1 , σ 2 ). Writing
, the right-hand side of (14) reduces after much simplifications to
where f φ1,φ2,ν denotes the density function of Student's t with location parameter φ 1 , scale parameter φ 2 and degrees of freedom ν. The propriety of the posterior
2 ) follows immediately from (13) and (15) for n 1 ≥ 2 and n 2 ≥ 2.
Next we prove a result which establishes the symmetry and unimodality of the posterior of µ 1 − µ 2 aroundx 1 −x 2 under both the priors π J and π S .
Theorem. The posterior of µ 1 − µ 2 is symmetric and unimodal aboutx 1 −x 2 under the priors π J and π S .
Proof. From (13) and (15), it is easy to check that (µ 1 , µ 2 ) is symmetric about (x 1 ,x 2 ) under both the priors π J and π S . This implies that µ 1 − µ 2 is symmetric aboutx 1 −x 2 under these priors. In order to prove unimodality, first under the prior π J , we observe that the posterior densities µ 1 −x 1 and µ 2 −x 2 are both symmetric and unimodal about 0 on the real line. Since the concepts of symmetric unimodality and central convex unimodality coincide on the real line, both these posteriors are central convex unimodal about 0. Due to the independence of these two posteriors, from Theorem 2.4 on pp. 45-46 of Dharmadhikari & Joag-Dev (1988) , the joint posterior of (µ 1 −x 1 , µ 2 −x 2 ) is central convex unimodal about (0, 0). Now, from Theorem 2.15, p. 59 of Dharmadhikari & Joag-Dev (1988) , central convex unimodality implies linear unimodality, and hence (µ 1 − µ 2 ) − (x 1 −x 2 ) is unimodal about 0, or equivalently µ 1 − µ 2 is unimodal aboutx 1 −x 2 . In order to prove the unimodality of µ 1 − µ 2 aboutx 1 −x 2 under the prior π S , first, as before, the joint posteriors
and fx
are both central convex unimodal about (x 1 ,x 2 ). Hence, the convex combination (15) is also central convex unimodal about (x 1 ,x 2 ). The same Theorem 2.15 of Dharmadhikari & Joag-Dev (1988) now establishes unimodality of µ 1 − µ 2 about x 1 −x 2 .
Next, we undertake some simulation study to find the frequentist coverage probabilities of the Bayesian credible intervals for µ 1 − µ 2 based on the priors π J and π S . We first generate samples x 1 , x 2 of sizes n 1 and n 2 for a given choice of (µ 1 , µ 2 , σ 1 , σ 2 ). A variety of (n 1 , n 2 ) combinations are considered, in some instances, n 1 and n 2 are close, while on other occasions, they are quite dispersed. Then, from the joint posterior derived in (13) and (15), we generate samples 1,000 times, compute µ 1 − µ 2 each time, and find numerically the 5% and 95% posterior quantiles of µ 1 − µ 2 . Due to the symmetry and unimodality of the posterior densities of µ 1 − µ 2 aboutx 1 −x 2 under the two priors π J and π S , we consider equal tailed credible intervals and check whether or not the actual difference µ 1 − µ 2 belongs to this interval. The whole process is repeated 5,000 times, and we find the proportion of times the true difference µ 1 − µ 2 belongs to this interval. This is the estimated frequentist coverage probability of the Bayesian credible interval. The findings of Tables 1 and 2 are quite impressive for the prior π S when compared to the prior π J especially for small and moderate values of n 1 and n 2 . But for the cases n 1 = 2 and n 2 = 20 or n 1 = 20 and n 2 = 2, the coverage probabilities of the Bayesian credible intervals based on the second order probability matching prior meet the frequentist target (here 90%) better than Jeffreys' independent (or the one-at-a-time) reference prior. Also, for all the cases considered here, the coverage probability of the one-sided credible interval based on the second order probability matching prior is closer to the frequentist target at the upper 5% level. The same is true for the lower 5% level as well except for the cases n 1 = 2 and n 2 = 20 or n 1 = 20 and n 2 = 2. More imporant, there is noticeable differences between the two approaches for small and moderate values of n 1 and n 2 . Finally, one does not require real large n 1 and n 2 for these priors to be useful. 
CONDITIONAL FREQUENTIST PROPERTIES
As mentioned in the introduction, the Welch-Aspin solution has been criticized by Robinson (1982) because this may lead to a negatively biased relevant subset in the sense of Buehler (1959) . To be specific, if I W A (X 1 , X 2 ) denotes the Welch-Aspin intervals for µ 1 − µ 2 , then there exists some subset C of the sample space such that
for all µ 1 , µ 2 , σ 1 and σ 2 . On the other hand, Robinson (1976) showed that credible intervals based on Jeffreys' independent prior π J do not admit any negatively biased relevant set in the sense of (16). Since the credible interval based on Jeffreys' independent prior is algebraically equivalent to the original Behrens-Fisher solution, it follows that the latter is more satisfactory than the Welch-Aspin solution from a conditional frequentist perspective since the conditional coverage probabilities of the Behrens-Fisher intervals are never smaller than the nominal confidence level.
The alternate prior π S does not admit any negatively biased relevant subsets either. This can be proved by mimicking the arguments of Robinson (1976) and by modifying appropriately the sequence of priors considered by him. The main point is that any Bayesian credible interval for µ 1 − µ 2 usually has this nice conditional property as long as it containsx 1 −x 2 .
CONCLUDING REMARKS
In this paper, we have derived a new prior different from Jeffreys' independent prior for the Behrens-Fisher problem. This prior possesses good frequentist properties in that the coverage probabilities of credible intervals for the difference of two normal means based on this prior match their frequentist counterpart very closely even for small and moderate sample sizes. The proposed prior is also very satisfactory from a conditional frequentist perspective.
Default priors are being routinely used by Bayesians (and often by non-Bayesians as well) to analyze real life data. We do not expect that there will be a single default prior that will stand out well above the others on every single occasion. Based on the four criteria as mentioned in the introduction, there could be different default priors, each optimal according to one of these criteria. On occasions, the one-at-a-time reference prior emerges as the optimal one both according to criteria (i) and (ii). Such examples are found in Tibshirani (1989) , Mukerjee & Dey (1993) and Datta & Ghosh (1995) . In these instances, clearly one should prescribe the one-at-a-time reference prior as the default prior.
The situation is not so clearcut for the Behrens-Fisher problem. It is well-known in this case that the Welch-Aspin frequentist solution is not satisfactory even from a conditional frequentist perspective, while Behrens' solution, though algebraically equivalent to the solution provided by Jeffreys' independent prior, has not found appeal to frequentists. One major motivation behind the present work was to find (if possible) a prior which should be of appeal to frequentists, conditional frequentists, as well as default Bayesians. It seems to us that the proposed second order matching prior meets this end quite well.
Clearly, there are possible extensions of the proposed work. One possible extension is for the ANOVA model where homoscedasticity fails, and one is interested in finding a suitable confidence interval for a treatment contrast. A different but related problem is to find a confidence interval for the common mean of several independent normal populations with possibly unequal variances. Development of default priors in these cases should be of appeal to both Bayesians and frequentists. We plan to address some of these problems in later studies.
