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Abstract—Representation learning has been proven to play an important role in the unprecedented success of machine learning
models in numerous tasks, such as machine translation, face recognition and recommendation. The majority of existing representation
learning approaches often require a large number of consistent and noise-free labels. However, due to various reasons such as budget
constraints and privacy concerns, labels are very limited in many real-world scenarios. Directly applying standard representation
learning approaches on small labeled data sets will easily run into over-fitting problems and lead to sub-optimal solutions. Even worse,
in some domains such as education, the limited labels are usually annotated by multiple workers with diverse expertise, which yields
noises and inconsistency in such crowdsourcing settings. In this paper, we propose a novel framework which aims to learn effective
representations from limited data with crowdsourced labels. Specifically, we design a grouping based deep neural network to learn
embeddings from a limited number of training samples and present a Bayesian confidence estimator to capture the inconsistency
among crowdsourced labels. Furthermore, to expedite the training process, we develop a hard example selection procedure to
adaptively pick up training examples that are misclassified by the model. Extensive experiments conducted on three real-world data
sets demonstrate the superiority of our framework on learning representations from limited data with crowdsourced labels, comparing
with various state-of-the-art baselines. In addition, we provide a comprehensive analysis on each of the main components of our
proposed framework and also introduce the promising results it achieved in our real production to fully understand the proposed
framework. To encourage reproducible results, we make our code available online at https://github.com/tal-ai/RECLE.
Index Terms—Representation learning, crowdsourcing, hard example mining, educational data.
F
1 INTRODUCTION
L EARNING effective representations from data has beenproven to be important and helpful in numerous ma-
chine learning tasks such as machine translation [1], [2],
face recognition [3], [4] and recommendation [5], [6], etc.,
since the performance of machine learning models is heavily
dependent on the choice of representation of the input
data [7]. A good data representation can provide tremen-
dous flexibilities that allow us to choose fast and simple
models [8]. Briefly speaking, representation learning aims
to automatically learn new data representation from raw
features by discovering hidden patterns from data and,
hence, reduces the difficulty of useful information extraction
when building classifiers or other predictors [7]. In the past
few decades, representation learning has been continuously
studied by both academia and industry and has attracted
more and more attention in recent years with the boom
of deep learning techniques [9]. For examples, in natural
language understanding, words, phrases, sentences are rep-
resented as context-aware semantic embeddings to solve
many real-world tasks like sentiment analysis [10], [11] and
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information retrieval [12], [13]. In computer vision research,
great progress has achieved on image classification tasks
after deep convolutional neural networks are introduced to
extract reliable high-level features of images [14], [15]. In
K-12 education, researchers attempted to learn embeddings
of students’ exercise submissions using deep learning tech-
niques so as to provide useful feedback to help students [16]
or predict future performance of students [17].
Typically, the majority of existing representation learning
approaches are often discriminatively trained on massive
labeled data [18]. By adding large-scale consistent and noise-
free labeled data into the training process, existing ap-
proaches consisting of tens of thousands of parameters and
complicated network architectures are able to learn effective
embeddings [19], [20], [21]. However, in many real-world
scenarios, labeled data is typically insufficient. For example,
many kinds of privacy data of patients are prohibited by
applicable laws and financial data are often inaccessible
due to confidentiality requirements of companies. Directly
applying standard representation learning approaches on
insufficient labeled data sets will easily run into over-fitting
problems and lead to sub-optimal solutions [22].
For lightening the negative impact of a small amount of
training data, human efforts can be introduced to acquire la-
beled data manually and crowdsourcing provides a flexible
solution [23]. Theoretically, we can obtain an annotated data
set as large as we can via crowdsourcing platforms such as
Amazon Mechanical Turk1, Figure Eight2, etc. However, in
practice, the number of crowdsourced labels for a given task
1. https://www.mturk.com/
2. https://www.figure-eight.com/
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can still be limited due to a variety of reasons. For example, a
limited budget prevents us from affording massive labeled
data. Another example is in some domains such as health
care, privacy concerns restrict the labeling process. Data
is only accessible by authorized people, which leads to
very limited crowdsourced labels. Although crowdsourcing
can alleviate the insufficient labeled data problem to some
extent, it brings new challenges. Due to the fact that crowd
workers tend to have different levels of expertise [24], they
may annotate the same object with distinct labels. Therefore,
crowdsourced labels can be very inconsistent or noisy [25].
The majority of existing representation learning techniques
can only work on noise-free labels appropriately rather
than crowdsourced labels, so several crowdsourced label
processing methods need to be introduced to pre-process
the crowdsourced labels [26], [27].
The situation is even worse in educational scenarios [28],
[29], [30]. Different from common crowdsourcing related
tasks such as medical imaging [31], [32] and part-of-speech
tagging [33], [34], the label annotation work in educational
scenarios usually requires lots of domain knowledge from
teaching professionals. For examples, learning an English
speech assessment model needs crowdsourced workers to
point out wrong phonetic alphabet in each word [35]. For
detecting disfluencies appeared in students’ oral presen-
tations, the annotation task asks crowd workers to give
disfluency scores to short oral audios. Apparently, it’s hard
to guarantee that all crowd workers will provide high
quality annotations, hence, the label inconsistent problem
may be serious. In addition, the label annotation work
in educational scenarios often requires much more efforts
than annotation tasks in many other domains [36], [37]. For
example, it may take a crowd worker less than 1 second to
annotate an image while the worker has to watch a whole
60-min video before determining the quality of an online
class. Therefore, learning effective representations under
educational scenarios faces more challenges.
Recent years have witnessed great efforts on learning
with limited labeled data [38], [39], [40], [41]. Also in-
ferring true labels from inconsistent crowdsourced labels
has been studied for decades [26], [27], [42], [43]. How-
ever, research on representation learning with limited and
inconsistent crowdsourced labels is rather limited, not to
mention studies specific to educational scenarios. Thus, in
this paper, we study the problem of representation learning
with crowdsourced labels in real-world educational scenar-
ios. In particular, we target on investigating the following
three questions: (1) how to take advantage of crowdsourced
labels under the limited and inconsistent settings? (2) how
to build an unified representation learning framework with
crowdsourced labels? and (3) how to make the learning
process more effective?
For answering aforementioned research questions, in
this work, we present solutions that are applicable to learn
effective representations from very limited educational data
in order to support various applications. Specifically, in our
proposed representation learning framework, we design a
grouping based deep neural architecture to generate hun-
dreds of thousands of training instances from only a limited
number of labeled data annotated by crowd workers. Fur-
thermore, instead of isolating true label inference from the
representation learning process, we use a Bayesian inference
to estimate the label confidence and integrate the confidence
estimation process into the model learning. For expedit-
ing the learning process and improving the quality of the
learned representations, an online adaptive hard example
selection procedure is integrated into our framework. The
main contributions of this paper are summarized below.
1) An effective representation learning framework is pro-
posed to jointly solve problems of learning embeddings
from limited and inconsistent labeled data appeared in
many real-world scenarios.
2) A hard example mining strategy is presented to make
the training process efficient and sufficient by adap-
tively selecting hard training groups during each train-
ing iteration.
3) Extensive experiments conducted on three educational
data sets demonstrate the effectiveness of the proposed
framework by comparing with various state-of-the-art
baselines.
The rest of this paper is organized as follows. We sum-
marize recent research progresses related to our work in
Section 2. Section 3 states the problem we study and lists
important notations used in this paper. We provide details of
our proposed framework in Section 4. In Section 5, various
experiments are conducted to demonstrate the effectiveness
of our framework. We conclude this work and discuss future
work in Section 6.
2 RELATED WORK
In this section, we provide a detailed review of existing
methods related to limited labeled data learning, crowd-
sourced labels learning, and hard example mining.
2.1 Learning with Limited Labeled Data
The success of representation learning is typically based on
large amounts of labeled data, which is usually unavailable
in many domains. Therefore, various types of techniques
have been developed to enable learning with limited labeled
data.
Motivated by the fact that humans can learn new con-
cepts with very little supervision, few-shot learning aims
to learn new concepts from very small amounts of labeled
examples. Li et al. learned the useful representation of new
object category from a handful of training examples by
utilizing a variational Bayesian framework to model object
categories [38]. Vinyals et al. introduced a neural network
architecture that combines the idea of metric learning and
external memories together for learning embeddings and
achieved improved accuracy performance on various clas-
sification tasks [40]. Inspired by information retrieval, Tri-
antafillou et al. defined the training objective as optimizing
all relative orderings of the points in each training batch and
designed an effective model to achieve this object [41]. More
research work about few-shot learning can be found in [39],
[44], [45], [46], [47].
Even though in some domains labeled data are limited,
large amounts of unlabeled data are available, which can
be utilized to help representation learning. Techniques have
been developed to make use of weak supervision such
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as higher-level abstractions [48], [49], [50], biased or noisy
labels from distant supervision [51], [52] and data augmen-
tation [53], [54] to learn effective embeddings.
Another popular machine learning technique used to
solve the insufficient training data problem is transfer learn-
ing. Briefly, transfer learning allows to utilize knowledge
in source domain to improve the performance of learning
tasks in target domain. Similar with few-shot learning,
the study of transfer learning is also motivated by hu-
man behaviors and investigated more than two decades in
different names [55]. Recently, transferring knowledge by
deep neural networks has attracted more attention due to
the impressive achievements of deep learning techniques in
many domains [56]. More details about transfer learning can
be found in the comprehensive surveys [55], [57].
In this work, since we focus on the problem of learning
effective embeddings from limited data with crowdsourced
labels, weak supervised learning and transfer learning re-
lated approaches that requiring extra information or knowl-
edge to train models are not applicable for our problem.
Moreover, few-shot learning methods aim to learn from
an extremely small number of training examples, such as
few or even one noise-free examples for unseen categories,
while the limited data collected in our problem is associated
with crowdsourced labels. Hence, existing few-shot learning
methods are not appropriate for our problem.
2.2 Learning with Crowdsourced Labels
Crowdsourcing offers a flexible way to get labeled data
for model learning. Due to the fact that crowd workers
have different levels of expertise, crowdsourced labels are
often inconsistent, which may compromise practical ap-
plications [58]. Therefore, one of the key problems is to
infer true labels from crowdsourced labels [59]. An EM
algorithm is proposed to estimate the error rates when
patients answer medical questions with repeated but con-
flicting responses [26]. Inspired by Dawid and Skene [26],
Whitehill et al. considered item difficulty for image clas-
sification and a score for each annotator is extracted to
assess the quality of the annotator [42]. Aforementioned
approaches infer the true labels independently, which can
be sub-optimal solutions for the targeted tasks. Hence, there
are increasing attention on combining true label inference
with the targeted machine learning tasks. Raykar et al.
proposed an EM algorithm to jointly learn the levels of
annotators and the regression models [27]. Likewise, there
are efforts to embed the label inference process into other
types of models. Rodrigues, Pereira, and Ribeiro generalized
Gaussian process classification to consider multiple anno-
tators with diverse expertise [43]. Rodrigues et al. studied
supervised topic models for classification and regression
from crowds [60]. Albarqouni et al. introduced an addi-
tional crowdsourcing layer to embed the data aggregation
process into convolutional neural network learning [61].
Recently, novel techniques have been studied, which do
not need iterative EM algorithms to estimate weights of
the annotators. Guan et al. modeled information from each
annotator and then learned combination weights via back
propagation [62].
In addition, the fast development of modern public
crowdsourcing platforms provide a convenient way for
both individuals and companies to obtain various kinds
of crowdsourced labeled data. Accordingly, increasing re-
search interests are raised in managing crowdsourced data.
Shan et al. designed a unified crowdsourcing framework
to fill missing values for tabular data via taking attribute
relationships of given data into consideration [63]. Li et al.
presented and deployed a novel crowd-powered database
system on well-known platforms for addressing various
real-world machine-hard problems like data integration and
entity collection [64]. More content about crowdsourced
data management related topics can be found in recent
surveys [65], [66], [67].
The majority of aforementioned learning algorithms
have been designed to address the problems of noise and
inconsistency in crowdsourced labels and they cannot work
as expected when labels are limited. While in this work,
we aim to develop algorithms which can jointly solve the
challenges from limited and inconsistent labels.
2.3 Learning with Hard Example Mining
Hard example mining is a widely used technique in com-
puter vision that aims to find hard training examples over
an overwhelming number of easy ones. An automatic se-
lection procedure can make the model training process
more effective and efficient. Unsurprisingly, this is not a
new challenge and a standard solution, originally called
bootstrapping (and now often called hard negative mining),
has been studied for at least 20 years [68]. Felzenszwalb et
al. demonstrated that bootstrapping for SVMs converges to
the global optimal solution. The corresponding algorithm is
referred to as hard negative mining [69], which is often used
in object detection [70], [71]. Shrivastava et al. presented an
online hard example mining algorithm for training region-
based object detectors. This algorithm dynamically sam-
ples training examples according to a non-uniform, non-
stationary loss-aware distribution [72]. Yuan et al. cascaded
three deep models for learning embeddings such that the
following model can only focus on the hard examples from
previous one [73].
In this paper, we propose a new hard example mining
strategy for automatically creating hard training groups in
order to make the model training process more effective.
3 PROBLEM STATEMENT AND NOTATIONS
Given a small data set with inconsistent crowdsourced
labels, we are trying to jointly address the challenges
from limited and inconsistent crowdsourced labels and dis-
cover a feasible way to learn effective embeddings. With-
out loss of generality, for any training example xi, we
assume its corresponding crowdsourced label yi is anno-
tated by d crowd workers with binary value 0 or 1, i.e.,
yi = [yi,1, yi,2, . . . , yi,d], where yi,l ∈ {0, 1}, 1 indicates
the positive label and 0 indicates the negative label, and
l = [1, 2, . . . , d]. In addition, we use (•)+ and (•)− to indicate
positive and negative examples, respectively. Hence, the
problem we study in this paper can be formally defined
as below.
Definition 3.1 (Learning from Crowdsourcing Data). Given a
small amount of labeled data examples set X annotated
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TABLE 1
Important notations.
Symbol Definition or Description
X , V the training data set and the validation
data set
X+, X−, V+, V− the collections of positive examples and
negative examples in X and V
G the collection of training groups gener-
ated from X
xi, x+i , x
−
i , vi, v
+
i , v
−
i the i-th example in X , X+, X−, V , V+
and V−
yi, y+i , y
−
i , ui, u
+
i , u
−
i the crowdsourced label for xi, x
+
i , x
−
i ,
vi, v+i and v
−
i
d the number of crowd workers
yi,l the label annotated by the l-th crowd
worker in yi
gj the j-th training group in G
zi, z+i , z
−
i , wi, w
+
i , w
−
i the learned representation of xi, x
+
i , x
−
i ,
vi, v+i and v
−
i
M , N , P , Q total number of examples in X+, X−,
V+ and V−
K total number of groups in G
S total number of examples in gj , j∈ [1,K]
aj1, a
j
2, . . . , a
j
S indices of selected examples in the train-
ing group gj
T total number of learning iterations
(t) the index of current learning iteration
r(•, •) cosine relevance between two learned
embeddings
Ω model parameters
L(Ω) the loss function for model training
by d crowd workers, our goal is to train a learning model
that can effectively generate representative embeddings
from high-dimensional raw features.
For the sake of convenience, we summarize the important
notations used throughout the paper in Table 1.
In practice, even though two data examples are both
identified as positive examples, the confidence of their
“positiveness” might be different. For instance, assuming
x+i and x
+
j are two positive examples whose 5-person
crowdsourced labels are [1, 1, 1, 1, 1] and [1, 0, 1, 0, 1], re-
spectively. Intuitively, comparing with data example x+j , x
+
i
is more confident to be recognized as a positive example,
since all crowd workers annotate x+i to 1. Therefore, we
cannot ignore this difference between crowdsourced labels
and should involve such inconsistency in the model training
process. Specifically, in this work, we quantify such incon-
sistency as the confidence of the crowdsourced labels.
Definition 3.2 (Crowdsourced Label Confidence). The likeli-
hood that the corresponding data example is a positive
example.
By taking the confidences of crowdsourced labels into ac-
count, our model can be trained more powerful for learning
meaningful and representative feature embeddings.
Furthermore, to speed up model training process, we
present a hard example selection strategy to pick up partial
training examples. Different from the traditional definition
of hard examples, we define hard examples used in this
paper as follows.
Definition 3.3 (Hard Example). A data example xi in train-
ing set X is a hard example if xi is the most similar
example of example vi from validation set V , where vi is
misclassified by the current version of the trained model.
Note that different distance metrics may produce different
“most similar example” for a mis-predicted example vi. In
our model, we use cosine similarity as the default distance
metric and also investigate the impacts of different distance
metrics in Section 5.
Next, we will illustrate the overview of our proposed
learning model and provide more details about how the
confidence scores of crowdsourced labels are estimated and
hard examples are selected in our framework.
4 THE PROPOSED FRAMEWORK
In this section, we introduce our model which is able to
learn effective embeddings from limited data examples with
crowdsourced labels. More specifically, instead of train-
ing the discriminative representation model from a small
amount of labeled data directly, we present a new idea
that creates tremendous training groups as the input of our
model for training (Section 4.1). In order to deal with the
inconsistency issue of crowdsourced labels, a crowdsourced
label confidence estimation approach is integrated into our
model to guide the model training (Section 4.2). Moreover,
in each training iteration, our model adopts an adaptive
hard example selection strategy for make the training pro-
cess more efficiently and sufficiently (Section 4.3).
4.1 Grouping Based Deep Neural Architecture
4.1.1 Grouping Strategy
In our educational practice, due to many practical reasons
as we mentioned before, the number of annotated labels
coming from the crowdsourced workers is very limited. The
scarcity problem of annotated labels may easily lead to the
over-fitting problems for many existing discriminative rep-
resentation models. Intuitively, this issue can be addressed
when lots of labeled examples are available for model
training. Inspired by this intuition, we develop a grouping
based deep architecture that can re-assemble and transform
limited labeled examples into many training groups to feed
the discriminative representation model. In our proposed
grouping strategy, both positive and negative examples are
ensured to be included in each group, and we maximize
the conditional likelihood of one positive example given
another positive example while minimize the conditional
likelihood of one positive example given several negative
examples. Different from traditional metric learning ap-
proaches that focus on learning distances between pairs [74],
[75], our approach aims to generate a more difficult scenario
that considering not only the distances between positive
examples but distances between negative examples, which
can enforce the positive examples are close to each other in
the learned embedding space while far away from negative
examples during the model training phase.
Specifically, based on a limited training data set X , a
training group gj , j = 1, 2, · · · ,K, can be obtained by the
following two steps.
Step 1. Selecting 2 positive examples x+
aj1
and x+
aj2
from X+;
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Fig. 1. An illustration for the proposed grouping strategy.
Step 2. Selecting S − 2 negative examples x−
aj3
,x−
aj4
, . . . ,x−
aj
S
from X−.
Therefore, each training group gj is defined as gj =<
x+
aj1
,x+
aj2
,x−
aj3
,x−
aj4
, . . . ,x−
aj
S
>, and the entire training group
collection G, i.e., G = {g1,g2, . . . ,gK}.
Theoretically, by using the above grouping strategy, we
can create O(M2NS−2) groups for model training when
givenM positive training examples andN negative training
examples. Figure 1 provides a legible illustration for the
aforementioned grouping strategy.
Note that several selection strategies can be applied in
here for picking up positive and negative examples sep-
arately to create training groups and the simplest one is
random selection. However, the randomly formed training
groups cannot provide extra support for model training. In
order to facilitate the model training process and obtain
effective embeddings, we propose a hard example mining
based selection approach, which can be regarded as a more
precise and concise way to choose positive and negative
examples for creating training groups. We will discuss this
approach in Section 4.3.
After the aforementioned grouping procedure, we treat
each group gj as a training example and feed gj into a
typical deep neural network (DNN) for learning robust em-
beddings. The inputs to the DNN are raw features extracted
from data examples and the outputs of the DNN are low-
dimensional embedded feature vectors. Inside the DNN, we
use the multi-layer fully-connected non-linear projections to
learn representative embeddings.
4.1.2 Model Learning
Inspired by the discriminative training approaches widely
used in information retrieval [12], [13] and natural language
processing [11], we present a supervised training approach
to learn parameters of our model by maximizing the con-
ditional likelihood of retrieving positive example x+
aj2
given
positive example x+
aj1
from group gj , j = 1, 2, · · · ,K.
Formally, in our representation learning model, we com-
pute the posterior probability of x+
aj2
in group gj given x+aj1
from the cosine relevance score between them through a
softmax function, i.e.,
p
(
x+
aj2
|x+
aj1
)
=
exp
(
η · r(z+
aj2
, z+
aj1
)
)
exp
(
η · r(z+
aj2
, z+
aj1
)
)
+
S∑
i=3
exp
(
η · r(z−
aj
i
, z+
aj1
)
)
where z+
aj1
and z+
aj2
are learned representations of x+
aj1
and
x+
aj2
, respectively, r(•, •) is the cosine relevance score and η
is a smoothing hyper-parameter in the softmax function,
which is set empirically on a held-out data set in our
experiments.
To maximize the posterior, we would like to maximize
the relevance between two positive embeddings z+
aj1
and
z+
aj2
and, in the meanwhile, minimize the relevance between
the positive embedding z+
aj1
and all the other negative em-
beddings, i.e., z−
aj3
, z−
aj4
, . . . z−
aj
S
. As distance is proportional
to the inverse of relevance, similar data examples are pull
closer while dissimilar examples are pushed away in the
embedding space.
Hence, given a collection of groups G, we optimize
parameters of the DNN by maximizing the sum of log
conditional likelihood of finding a positive example x+
aj2
given the paired positive example x+
aj1
from group gj , i.e.,
L(Ω) = −
K∑
j=1
log p
(
x+
aj2
|x+
aj1
)
where Ω is the parameter sets of the DNN. Since L(Ω)
is differentiable with respect to Ω, we use gradient based
optimization approach to train the DNN.
4.2 Bayesian Confidence Estimation
Because the inconsistency problem is intrinsic for crowd-
sourced labels, in this paper, we use the Crowdsourced Label
Confidence (Definition 3.2) to model the inconsistency of
crowdsourced labels. Let δi be the confidence of any data
example xi. A common solution is to treat the confidence δi
as a random variable that follows the Bernoulli distribution
and infer δi by utilizing maximum likelihood estimation
(MLE) as follows:
δˆBernoullii =
d∑
j=1
yi,j/d. (1)
However, in many real-world scenarios, we are not able
to afford too many crowd workers to annotate the same
example simultaneously, i.e., d is relatively small. This situ-
ation leads to the inferior performance in the MLE approach
shown in Eq.(1). To address this problem, similar to [27], we
assign a Beta prior to δi, i.e., δi ∼ Beta(α, β). Hence, the
posterior estimation of the crowdsourced label confidence
δi is
δˆi =
α+
∑d
j=1 yi,j
α+ β + d
.
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Fig. 2. An overview of the proposed representation learning framework.
After integrating the confidence estimation part into our
representation learning model, we are able to obtain the
confidence weighted conditional probability defined as:
p
(
x+
aj2
|x+
aj1
)
=
exp
(
η·δ2·r(z+
a
j
2
,z+
a
j
1
)
)
exp
(
η·δ2·r(z+
a
j
2
,z+
a
j
1
)
)
+
S∑
i=3
exp
(
η·δi·r(z−
a
j
i
,z+
a
j
1
)
) .
(2)
Accordingly we adjust the objective function by using the
confidence weighted conditional probability, i.e., Eq.(2).
By taking the inconsistency of crowdsourced labels into
consideration, the difference between different data exam-
ples could be captured and, hence, the learned embed-
dings are more meaningful and representative. We will
demonstrate the importance and necessity of considering
the crowdsourced labeling inconsistency in Section 5.
4.3 Adaptive Hard Example Selection
After transforming the DNN learning procedure from in-
stance level to group level, we are able to get quadratic or
cubic training sample size compared to the original data set.
On the one hand, we provide the DNN sufficient training
data and avoid the over-fitting problem. On the other hand,
the training process becomes extremely long due to the fact
that a complete combination of groups may be incredibly
large. If we feed all the groups into the DNN, the training
process is not efficient and does not guarantee an optimal
performance. Therefore, we need a method to sample good
training examples from massive number of groups.
As the learning iterations proceed, more and more
characteristics of data are captured by the learning model
and most training groups become easy examples for the
model. These easy examples are not effective for training
and should not appear in the training data set any more.
Therefore, we design a hard example selection approach to
adaptively select hard examples and augment the training
data set by the following four steps:
Step 1. During each iteration t, t = 1, 2, · · · , T , we evaluate
the quality of the learned embeddings by applying
Ω(t) on the validation set V . For each validation ex-
ample vi at iteration t, we extract its corresponding
embedding ui from Ω(t) for the predictive perfor-
mance evaluation. Then we collect all mis-predicted
examples into a set Vmiss(t);
Step 2. For each v′j ∈ Vmiss(t), we select example x′j from
original training set X that is most similar to v′j .
Here we use the cosine function to measure the sim-
ilarity (the choice of distance functions is discussed
in Section 5.2.3). The collection of these examples
selected from X are referred to as hard examples
(Definition 3.3) at iteration t, i.e., Xhard(t);
Step 3. Similar to the grouping approach discussed in Sec-
tion 4.1, we obtain the hard training groups Ghard(t)
by creating a complete list of combinations out of
Xhard(t);
Step 4. The training groups set used at the (t + 1)-th iter-
ation is G(t + 1) = {Gbase,Ghard(t)}, where Gbase
represent the initial groups from original training
set X by random selection before the model training
process starts.
The above adaptive learning process is repeated until
predictive performance converges or the maximum num-
ber of iterations is reached. Compared to traditional DNN
training process, where training data remains the same,
our adaptive hard example selection strategy ensures that
the neural network can obtain different training groups
at each iteration. More importantly, the DNN is fed with
hard groups and able to quickly adjust itself to make
amendments for mistakes made in the previous iterations,
which can enforce the learned representations to be more
robust and effective. Please note that, in Step 4, we use the
combination of Gbased and Ghard(t) instead of only Ghard(t)
as the selected training groups. The main reason is Ghard(t)s
are quite different among iterations, keep switching entire
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training sets will lead to high oscillations, which slows the
training convergence.
4.4 The Representation Learning Algorithm
The entire representation learning framework is shown in
Figure 2. Specifically, given a set of limited training set X
and a validation set V with corresponding crowdsourced
labels separately, our proposed framework first generates
sufficient training groups by pairing both positive and
negative examples. Then, all training groups will be fed
into a DNN which maximizes the conditional likelihood
of retrieving the positive examples in Eq.(2). For making
the training process to be more efficient, in each training
iteration t, we select hard training groups G(t) and use
them to optimize the model parameters Ω(t). Formally, we
summarize the entire procedure of our proposed framework
for learning effective representations from limited data with
crowdsourced labels via adaptive hard example selection in
Algorithm 1.
Algorithm 1: Representation learning from limited
crowdsourced labels via hard example selection.
Input: training data X , validation data V
Output: learned parameters Ωˆ
initialize model parameters Ω(0);
select base training groups Gbase randomly;
for t : 1→ T do
initialize Xhard(t) = ∅;
if t = 1 then
initialize Ghard(t) = ∅;
else
obtain mis-predicted example set Vmiss(t− 1)
from V based on Ω(t− 1);
for v′j ∈ Vmiss(t− 1) do
find the most similar x′j to v
′
j from X ;
update Xhard(t− 1) = Xhard(t− 1) ∪ x′j ;
end
create Ghard(t− 1) from Xhard(t− 1);
end
get G(t) = {Gbase,Ghard(t− 1)};
conduct model learning to obtain Ω(t) using G(t);
end
In addition, when training the proposed model, we
adopt several strategies for training a better model. First,
at the beginning stage of model training, 5 iterations of
warm-up training are performed on Gbase before apply-
ing hard example mining process, which ensures a good
model initialization. Second, for stable performance in each
training iteration, if the prediction accuracy of the current
model on the validation data set V is less than 70%, we
will temporarily abort the hard example selection process in
this iteration and use the initial training groups Gbase as the
replacement to train the proposed model.
5 EXPERIMENTS
In this section, we evaluate our proposed representation
learning framework on three real educational data sets.
First, we provide a brief introduction about data collection
process of these three data sets and discuss the way to
extract raw features from collected raw data. Then, we con-
duct qualitative analysis about the representations learned
by our proposed framework and a wide range of baselines
through a binary classification task. Next, we visualize the
representations learned by our proposed framework and
investigate the performance of different distance functions
used in our adaptive hard example selection strategy. Lastly,
we demonstrate the online performance of our proposed
framework achieved in a real-world educational practice.
5.1 Experimental Settings
5.1.1 Data Sets
To comprehensively evaluate our proposed framework, we
conduct a series of experiments on three real-world data sets
collected from a third-party educational platform3.
• fluency-1&2. We collect 743 oral assignment sub-
missions on math questions from students in 1st &
2nd grades. The oral assignments (in audio format)
ask students to talk about their mental thinking
processes of how to solve math questions. We invite
5 annotators to assess whether the students’ entire
speeches are fluent and assign score 0 or 1 to each
audio assignment.
• fluency-4&5. Similar to fluency-1&2, we collect 1965
audio assignments in 4th & 5th grades. Since stu-
dents in 4th & 5th grades are in the adolescent stage
and their vocal cords fluctuate a lot compared to
students in 1st & 2nd grades, we explicitly separate
them from fluency-1&2 data set. Each of the audio
submission is graded by 11 annotators.
• preschool. We collect 1767 speeches from a preschool
presentation competition. The task is to evaluate the
quality of the students’ presentation speeches. Each
presentation recording is rated by 11 annotators by
giving a binary label, i.e., pass or fail.
We randomly split each data set into three parts, i.e.,
training set, validation set and test set, separately. For test
set, we invite teaching experts to annotate each audio and
the expert labels (0 or 1) are considered as the ground truth
for the evaluation purpose. Since all these three data sets
are consisted of audio clips, which cannot be used by our
proposed model as well as existing related models directly,
we need to extract raw features from each data set to
construct three applicable data sets for experiments using.
5.1.2 Raw Feature Extraction
We briefly explain our raw feature extraction process. In
this work, we extract both prosodic features and linguistic
features from each audio clip. Prosodic features, such as
signal energy, loudness, mel-frequency cepstral coefficients
(MFCC), etc., are obtained by applying some automatic
audio processing toolkits such as OpenSMILE4. To obtain
linguistic features, such as statistics of part-of-speech tags,
number of consecutive duplicated, number of interregnum
words, etc., we feed audio clips into an automatic speech
3. https://www.speiyou.com
4. https://www.audeering.com/opensmile/
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recognition (ASR) model to obtain structured text data.
Please note that the ASR not only generates the text tran-
scriptions but also the start and end timestamps for each
sentence, which is very useful for computing the important
features such as voice speed, silence duration percentage,
etc. In summary, raw features extracted from the aforemen-
tioned raw data can be classified into four categories:
1) Word level features, which contain features such as
statistics of part-of-speech tags, number of consecutive
duplicated words, number of interregnum words5, etc.
2) Sentence level features, which contain different statis-
tics from sentence perspective, such as distribution of
clip vice length of each sentence, number of characters
in each sentence, voice speed of each sentence, number
of characters in each sentence, voice speed of each
sentence, etc.
3) Instance (clip) level features, which contain features
like total number of characters and sentences, number
of long silence that is longer than 5 seconds, the pro-
portion of effective talking time to clip duration, etc.
4) Prosodic features, which contain speech-related fea-
tures such as signal energy, loudness, MFCC, etc.
After extracting raw features from all of raw data sets
separately, we can construct three corresponding applicable
data sets for experiments using. The statistical information
of these three new constructed data sets is listed in Table 2.
Here features contained in both fluency-1&2 and fluency-
4&5 data sets are all linguistic features and in preschool
data set are all prosodic features. Moreover, positive ratio
measures the ratio between the number of positive examples
and total examples in the training set.
TABLE 2
Statistics of data sets used in experiments.
fluency-1&2 fluency-4&5 preschool
# training 453 1,377 1,236
# validation 113 293 265
# test 177 295 266
# annotator 5 11 11
# feature 50 50 1,582
positive ratio 0.689 0.837 0.654
5.1.3 Baselines
In order to assess the effectiveness of our proposed frame-
work on learning effective representations from limited
crowdsourced data, we select a series of models ranging
from classic machine learning models to advanced deep
learning models as baselines for comparing performance on
a classification task. The selected baselines can be roughly
categorized into three different groups.
1) Group 1: Popular Classification Methods. The first group
includes several popular classification methods that work
on the raw features space directly. Since all these methods
are designed for data with clean labels, we use the majority
voting from the crowdsourced labels to infer the true labels
for these methods.
• LR, i.e., linear regression, which is a fundamental
and commonly used linear model for discovering the
5. Interregnum word is an optional part of a disfluent structure that
consists of a filled pause uh or a discourse marker I mean.
relationship between variables or predicting possible
values for some variables.
• GBDT i.e., gradient boosted decision trees [76],
which is an classification model that utilizes an en-
semble of decision trees to predict target labels.
• SVM, i.e., support vector machine, which is the most
famous supervised learning model for non-linear
classification tasks through the kernel trick.
2) Group 2: Representation Learning with Limited Labels.
The second group contains some effective representation
learning methods specified for limited labels. Similarly, the
majority voting is also introduced for these methods to infer
the true labels.
• SiameseNet, which is a Siamese neural network that
to be trained on pairs of examples for learning rep-
resentations [77], so that the distance between a pair
of examples is minimized if they’re from the same
class and is greater than some margin value if they
represent different classes.
• FaceNet, which is a Triplet neural network that aims
to learn representations [78] such that the anchor
is closer to the positive examples than it is to the
negative examples by some margin value.
• RelationNet, which is a relation neural network for
handling few-shot learning problem [79] through
learning a deep distance metric to compare a small
number of images within episodes.
3) Group 3: Representation Learning with Limited Crowd-
sourced Labels. The third group covers methods that can
directly learn effective representations from limited crowd-
sourced labels without pre-processing crowdsourced labels.
• RLL-Bayesian, which is an effective representation
learning model [80] trained on all training groups
to learn embeddings from limited crowdsourced la-
beled data with confidence score estimated by a
Bayesian approach.
We name our proposed framework as RECLE, which
indicates the primary goal of our work in this paper, i.e.,
representation learning with crowdsourced labels via adap-
tive hard example selection. Our RECLE framework also
belongs to the Group 3 since it targets to solve the same
problem with the RLL-Bayesian model. We use TensorFlow6
to implement all methods in Group 2 and Group 3 and
methods in Group 1 are implemented by scikit-learn7 library.
To encourage reproducible results, we make our code avail-
able online at https://github.com/tal-ai/RECLE.
5.2 Experimental Results
5.2.1 Representation Learning Prediction Performance
In order to verify whether our proposed framework could
learn more useful and meaningful representations than all
baselines, we introduce a linear regression model to perform
a binary classification task trained on the representations
learned by methods in Group 2 and Group 3 separately.
For other three baselines, i.e., LR, GBDT and SVM, we
6. https://www.tensorflow.org/
7. https://scikit-learn.org/
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train them on the raw features directly. Here we report the
best prediction performance with respect to five different
evaluation metrics of each model on three aforementioned
real data sets in Tables 3 - 5.
As shown in these three tables, our RECLE framework
achieves best prediction performance on all three real data
sets under most evaluation metrics. We think three main
factors result in this phenomenon. First, since the designed
grouping strategy is able to alleviate the insufficient training
example problem and provide much more representative
data examples to train models, methods with the grouping-
based strategy (methods in Group 2 and Group 3) produce
significantly better results compared to methods in Group 1
that trained on the raw feature space with limited training
examples. Second, because all methods in Group 1 and
Group 2 need to infer the true labels from the crowdsourced
labels in advance by majority voting, some noises are in-
evitably introduced into training data and some important
information may be lost after this pre-processing stage. In
contrast, both RLL-Bayesian and RECLE can learn effective
representations from crowdsourced labels directly with the
help of the Bayesian confidence estimation mechanism in-
troduced in Section 4.2. Third, compared to RLL-Bayesian
proposed in [80], which trained on all training groups and
does not consider mining hard examples during training
process, the adaptive hard example selection procedure
adopted in RECLE makes amendments to mistakes in the
previous iteration, which can generate more robust repre-
sentations. In addition, all models perform better on the
fluency-1&2 and fluency-4&5 data sets than on the preschool
data set. We believe the reason is that the prosodic features
contained in the preschool data set cannot provide deter-
ministic and dominant information to identify the fluency
level in each audio clip as much as the linguistic features
covered in the both fluency-1&2 and fluency-4&5 data sets.
TABLE 3
Prediction results on the fluency-1&2 data set.
Model Accuracy Precision Recall F1 score AUC
LR 0.825 0.842 0.918 0.878 0.908
GBDT 0.819 0.888 0.844 0.866 0.888
SVM 0.701 0.697 1.0 0.822 0.708
SiameseNet 0.881 0.917 0.910 0.914 0.892
FaceNet 0.870 0.930 0.877 0.903 0.917
RelationNet 0.876 0.917 0.902 0.909 0.926
RLL-Bayesian 0.836 0.904 0.852 0.878 0.919
RECLE 0.887 0.925 0.910 0.917 0.926
TABLE 4
Prediction results on the fluency-4&5 data set.
Model Accuracy Precision Recall F1 score AUC
LR 0.844 0.855 0.980 0.913 0.732
GBDT 0.827 0.855 0.955 0.902 0.752
SVM 0.837 0.837 1.0 0.911 0.548
SiameseNet 0.848 0.846 1.0 0.917 0.706
FaceNet 0.851 0.849 1.0 0.918 0.736
RelationNet 0.848 0.851 0.992 0.916 0.718
RLL-Bayesian 0.851 0.875 0.960 0.915 0.771
RECLE 0.854 0.862 0.984 0.919 0.749
TABLE 5
Prediction results on the preschool data set.
Model Accuracy Precision Recall F1 score AUC
LR 0.729 0.743 0.897 0.812 0.734
GBDT 0.733 0.749 0.891 0.814 0.763
SVM 0.654 0.654 1.0 0.791 0.492
SiameseNet 0.707 0.698 0.971 0.813 0.669
FaceNet 0.718 0.712 0.954 0.816 0.664
RelationNet 0.737 0.734 0.937 0.823 0.701
RLL-Bayesian 0.752 0.784 0.856 0.819 0.767
RECLE 0.774 0.777 0.920 0.842 0.782
5.2.2 Evaluation of Learned Representations
For providing a straightforward way to demonstrate the
effectiveness of our proposed model, we visualize the rep-
resentations learned by our RECLE framework in the em-
bedding space as well as the raw data in the raw feature
space for all three real data sets. Considering the raw data
are high-dimensional data and the learned representations
still have relatively large dimension, we utilize t-SNE [81] to
visualize this kind of high-dimensional data by conducting
a dimension reduction operation from the original high-
dimensional space into a 2-dimensional space. Figure 3 to
Figure 5 show the visualization results on the fluency-1&2,
fluency-4&5 and preschool data sets, respectively.
Here we can see, comparing with the positive examples
and negative examples that are highly interleaved with each
other in the raw feature space, the learned representations
of examples of these two classes in the embedding space can
be separated from each other to some extent, which could
greatly alleviate the difficulty of training better classification
models for the binary classification task. Therefore, in other
words, our proposed model is able to learn useful and
meaningful representations from limited crowdsourced data
and, hence, benefit the classification task.
(a) Raw feature space. (b) Learned embedding space.
Fig. 3. Visualization of raw data and learned representations on the
fluency-1&2 data set.
5.2.3 Impact of Different Distance Metrics
In order to fully understand the performance of our pro-
posed framework, we empirically measure the effects of
different distance metrics used when adaptively selecting
hard examples. We choose the following three common
approaches to select hard examples:
• Cosine, i.e., cosine distance function.
• L1, i.e., Manhattan distance function.
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(a) Raw feature space. (b) Learned embedding space.
Fig. 4. Visualization of raw data and learned representations on the
fluency-4&5 data set.
(a) Raw feature space. (b) Learned embedding space.
Fig. 5. Visualization of raw data and learned representations on the
preschool data set.
• L2, i.e., Euclidean distance function.
For each real data set, we apply the same parameter settings
of our RECLE framework and only vary distance metrics
to study the effects of using different distance metrics.
We repeat experiments 10 times for each distance metric
and report the average prediction results obtained on the
corresponding test data in Tables 6 - 8.
As we can see from these three tables, the prediction
performance changes when we vary the adopted distance
function. Overall, the cosine distance function outperforms
other distance metrics on the fluency-1&2 and fluency-
4&5 data sets which consist of linguistic features while the
Euclidean distance function beats all other distance metrics
on the preschool data set which only contains prosodic
features. Based on that, we can adopt different distance
functions in our RECLE framework, according to the dif-
ferent characteristics of the training data set.
TABLE 6
Prediction results with different distance metrics on the fluency-1&2
data set.
Model Accuracy Precision Recall F1 score AUC
Cosine 0.852 0.898 0.887 0.892 0.904
L1 0.838 0.887 0.877 0.882 0.893
L2 0.832 0.885 0.869 0.877 0.895
TABLE 7
Prediction results with different distance metrics on the fluency-4&5
data set.
Model Accuracy Precision Recall F1 score AUC
Cosine 0.847 0.853 0.987 0.915 0.752
L1 0.840 0.857 0.970 0.910 0.757
L2 0.840 0.856 0.972 0.911 0.754
TABLE 8
Prediction results with different distance metrics on the preschool data
set.
Model Accuracy Precision Recall F1 score AUC
Cosine 0.753 0.766 0.900 0.827 0.753
L1 0.754 0.765 0.900 0.827 0.758
L2 0.763 0.772 0.906 0.833 0.760
5.2.4 Impact of Imbalanced Data Distribution
In Section 4.1, we introduce our grouping strategy for al-
leviating the insufficient training data problem. Briefly, a
new training grouping with size S is consisted of 2 positive
examples and S − 2 negative examples randomly picked
up from a positive training set and a negative training
set, respectively. However, since all three data sets used
in experiments are collected from our educational practice,
these three data sets cannot be naturally class balanced, as
shown in Figure 3 to Figure 5. For studying whether the
imbalanced data distribution affects the performance of our
grouping strategy, we conduct a comparison experiment be-
tween two different grouping strategies on the fluency-4&5
data set. The positive example ratio of fluency-4&5 is 0.837,
which means most of examples in this data set are positive
examples. In addition to the grouping strategy adopted in
our RECLE framework, we also design a new grouping
strategy that uses 2 negative examples and S − 2 positive
examples to create a new training group and integrate it
into RECLE to perform a binary classification task on the
fluency-4&5 data set. We conduct experiments 10 times and
report average results in Table 9.
As shown in Table 9, when we fix all model parameters
and only change the way of creating training groups, there is
almost no difference of prediction performance between two
grouping strategies. In other words, our presented grouping
strategy and proposed RECLE framework can work well on
imbalanced limited data sets.
5.3 Production Deployment & Online Performance
We build a real-world production pipeline to utilize RECLE
for better predictive performance on automatic grading of
students’ submissions. More specifically, we use the neu-
ral network trained by RECLE to automatically evaluate
students’ free talks and give spoken language proficiency
assessment scores. For each newly submitted recording of
free talk, we first extract its raw features as discussed in Sec-
tion 5.1.2. Then we pass these raw features to the deployed
neural network trained by RECLE to obtain its effective
latent representations. After that, we conduct standard bi-
nary classification on the learned effective embeddings and
output the final grading scores.
We conduct the online A/B experiments to fully demon-
strate the effectiveness of our RECLE framework. We incor-
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TABLE 9
Prediction results with different grouping strategies on the fluency-4&5 data set.
Grouping strategy Accuracy Precision Recall F1 score AUC
2 positive + S − 2 negative 0.840 0.857 0.970 0.910 0.757
2 negative + S − 2 positive 0.842 0.859 0.971 0.911 0.758
porate RECLE into our spoken language proficiency assess-
ment system8 to predict language fluency from students’
oral language skill exercises. By comparing to previous
version that does not include RECLE framework for two
weeks, we found that RECLE is able to achieve 3%-5%
performance increase in terms of teachers’ acceptance rate.
The acceptance rate is defined as the number of model
score accepted by professional teachers divided by the total
number of predictions and its score between 1 to 5.
6 CONCLUSION AND FUTURE WORK
In this paper, we investigate the problem of leaning rep-
resentations from limited data with crowdsourced labels.
In order to deal with the scarcity and inconsistency issues
brought by the small number of data examples annotated by
crowd workers, we present a novel representation learning
framework which can (1) automatically create a massive
number of sample groups for the DNN training; (2) explic-
itly capture the inconsistency of crowdsourced labels and
integrate it into model training process; and (3) adaptively
select hard training groups to make the training process
more efficient and sufficient. For verifying the effectiveness
of our proposed framework RECLE, we compare RECLE
with a wide range of baselines on three educational data
sets. The extensive experimental results demonstrate that
comparing with traditional discriminative representation
learning methods, our RECLE framework is able to address
the limited and inconsistent label problems simultaneously
and learn effective embeddings from very limited data.
In the future, we plan to extend this work from three as-
pects. First, we plan to incorporate information about indi-
vidual crowd worker into the model training to reduce label
noises and train more robust model. Second, we will study
more advanced strategies of combining training groups at
different training stages to improve the overall prediction
accuracy further. Third, we are interested in experimenting
with our proposed framework on other types of limited
data with crowdsourced labels, such as cancer diagnosis in
biomedical imaging.
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