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ABSTRACT 
This study proposes a novel Graph Convolutional Neural Network with Data-driven Graph Fil-
ter (GCNN-DDGF) model that can learn hidden heterogeneous pairwise correlations between 
stations to predict station-level hourly demand in a large-scale bike-sharing network. Two ar-
chitectures of the GCNN-DDGF model are explored; GCNNreg-DDGF is a regular GCNN-
DDGF model which contains the convolution and feedforward blocks, and GCNNrec-DDGF 
additionally contains a recurrent block from the Long Short-term Memory neural network ar-
chitecture to capture temporal dependencies in the bike-sharing demand series. Furthermore, 
four types of GCNN models are proposed whose adjacency matrices are based on various bike-
sharing system data, including Spatial Distance matrix (SD), Demand matrix (DE), Average 
Trip Duration matrix (ATD), and Demand Correlation matrix (DC). These six types of GCNN 
models and seven other benchmark models are built and compared on a Citi Bike dataset from 
New York City which includes 272 stations and over 28 million transactions from 2013 to 2016. 
Results show that the GCNNrec-DDGF performs the best in terms of the Root Mean Square 
Error, the Mean Absolute Error and the coefficient of determination (R2), followed by the 
GCNNreg-DDGF. They outperform the other models. Through a more detailed graph network 
analysis based on the learned DDGF, insights are obtained on the “black box” of the GCNN-
DDGF model. It is found to capture some information similar to details embedded in the SD, 
DE and DC matrices. More importantly, it also uncovers hidden heterogeneous pairwise corre-
lations between stations that are not revealed by any of those matrices. 
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 1. Introduction 
A typical motorized passenger vehicle emits about 4.7 metric tons of carbon dioxide per year 
(US EPA, 2016). To decrease tailpipe emissions, reduce energy consumption and protect the 
environment, as of December 2016, roughly 1,000 cities worldwide have started bike-sharing 
programs (Wikipedia, 2017). Bike sharing can also help to solve the first mile and last mile 
problems (J.-R. Lin et al., 2013). By providing a connection to other transportation modes, bike 
usage can seamlessly enable individual trips consisting of multiple transportation modes. Hence, 
bike sharing is becoming an important component of a modern, sustainable and efficient multi-
modal transportation network.  
In general, distributed bike-sharing systems (BSSs) can be grouped into two types, dock-
based BSS and non-dock BSS. In dock-based BSS, the bikes are rented from and returned to 
the docking stations. Examples of this BSS type can be found in US cities such as New York 
City, San Francisco, Chicago and Washington D.C. A non-dock BSS is designed to provide 
more freedom and flexibility to travelers in terms of access and bike usage. In contrast to dock-
based BSS, riders are free to leave bikes wherever they want (Xu et al., 2018). However, this 
can lead to operational challenges such as blocked sidewalks, etc., in addition to the need to 
move and restock them at stations. Non-dock BSSs have been deployed in many cities in China 
by companies such as Ofo and Mobike in 2017, and have rapidly become a popular travel mode. 
By September 2017, there were 15 bike-sharing programs in operation in Beijing, China that 
deployed over 2.3 million bikes (Sina, 2017). 
While bike sharing can greatly enhance urban mobility as a sustainable transportation mode, 
it has key limitations due to the effects of fluctuating spatial and temporal demand. As pointed 
out by many previous studies (Chen et al., 2016; Li et al., 2015; Lin, 2018; Zhou, 2015), it is 
common for BSSs with fixed stations that some stations are empty with no bikes to check out 
while others are full precluding bikes from being returned at those locations. For non-dock 
BSSs, enhanced flexibility poses even more challenges to ensure bike availability at some 
places and prevent surplus bikes from blocking sidewalks and parking areas. For both types of 
BSSs, accurate bike-sharing demand predictions can help operators to generate optimal routes 
and schedules for rebalancing to improve the efficacy of BSSs. 
Accurate station-level bike-sharing demand prediction, which is necessary for dynamic bike 
rebalancing (Caggiani et al., 2018; Liu et al., 2018; Pal and Zhang, 2017), is also very challeng-
ing. Most previous studies have built a demand prediction model for each station separately, 
but failed to utilize hidden correlations between stations to enhance prediction performance 
(Faghih-Imani et al., 2014; Rixey, 2013; Yang et al., 2016). For example, if a bike station near 
a subway exit has high demand during the peak period, another one close to it may also have 
high demand during that period. Furthermore, building a separate demand prediction model for 
each station is time consuming if the network is large (with hundreds of stations). 
Due to its spatio-temporal nature, the station-level bike-sharing demand prediction problem 
has conceptual similarities with other problems in the transportation domain, e.g., spatio-tem-
poral delay pattern analysis (Z. Zhang et al., 2017; Zhang and Lin, 2017) and short-term traffic 
prediction in a road network (Min and Wynter, 2011; Vlahogianni et al., 2007). Vlahogianni et 
al. (2007) utilized temporal volume data from sequential detectors at the same link to improve 
the prediction accuracy of a multi-layer perceptron (MLP) model. Min and Wynter (2011) built 
a multivariate spatio-temporal auto-regressive model (MSTAR) to predict network-wide vol-
ume and speed considering neighboring links’ effect on each link’s traffic prediction. The 
neighboring links of a given link are pre-defined based on whether they are reachable with 
historical average link speed during a specified period. Unfortunately, these approaches are not 
applicable to capture the heterogeneous correlations between stations for bike-sharing demand 
prediction. Two bike-sharing stations that are not on the same link may still have similar de-
mand patterns. Also, a station being reachable from another station in a given period does not 
indicate that its bike-sharing demand will be high. 
More recently, deep learning models have been used to solve transportation problems such 
as spatio-temporal transportation prediction. Unlike traditional machine learning algorithms, 
deep learning models are good at representation learning which means they require little effort 
to manually extract features from raw data (Goodfellow et al., 2016), and their performance has 
been very promising when enough data is available to train these models. Convolutional Neural 
Network (CNN), which is a state-of-the-art deep learning model, has been applied for large-
scale bike-sharing flow prediction (J. Zhang et al., 2017). CNN is defined and can be applied 
straight-forwardly for data domains with regular grids such as images. It can also identify cor-
relations among grids with various localized filters or kernels, and these shift-invariant filters 
are learned from data automatically.  
To apply CNN for large-scale spatio-temporal transportation prediction, some data prepro-
cessing work is necessary. Zhang et al. (2017) split the whole city into grids with a pre-defined 
grid size and calculated the bike-sharing demand for each grid. The demand data, represented 
using grid maps, was converted into images by defining a color scale. These images were then 
 taken as the input to the CNN model, and the correlations among grids were learned through 
localized filters. Note that this approach is still not applicable for station-level bike-sharing 
demand prediction because if the grid size is set too large, multiple stations will be covered by 
the same grid and fail to satisfy the required granularity. Conversely, if the grid size is as small 
as one station, the huge image matrix with redundant zero elements will increase the computa-
tional burden heavily. 
For data lying on irregular or non-Euclidean domains (such as user data in social networks 
and gene data in biological regulatory networks), the graph has been applied as a main structure 
to encode the heterogeneous pairwise correlations and complex geometric structures in data 
(Defferrard et al., 2016). With bike stations as vertices, a bike-sharing network can be repre-
sented as a graph. Each station vertex has a feature vector consisting of historical hourly bike-
sharing demand values, and an adjacency matrix can be defined to encode the pairwise corre-
lations between stations. A novel deep learning model Graph CNN (GCNN) has been recently 
proposed to conduct classification and prediction tasks with these kinds of data (Defferrard et 
al., 2016; Kipf and Welling, 2016). However, once again, the pre-definition of the adjacency 
matrix is very difficult for the bike-sharing network.   
This study proposes a novel deep learning model labeled the Graph Convolutional Neural 
Network with data-driven graph filter (GCNN-DDGF) model. Our main contributions are sum-
marized as follows: First, it does not require the predefinition of an adjacency matrix, and thus 
can learn the hidden correlations between stations automatically. Two possible architectures of 
the GCNN-DDGF model are explored, namely, GCNNreg-DDGF and GCNNrec-DDGF. The 
former is a regular GCNN-DDGF model which mainly consists of two types of blocks, the 
convolution block and the feedforward block. The latter captures temporal dependencies in the 
bike-sharing demand series by introducing one more block, the recurrent block from the Long 
Short-term Memory (LSTM) neural network (Hochreiter and Schmidhuber, 1997). To the best 
of our knowledge, this is the first study to propose a deep learning model to predict station-
level hourly demand by utilizing the underlying correlations between stations.  
Second, for comparison, we also newly propose four GCNNs, built based on a bike-sharing 
graph with stations as vertices, where the adjacency matrices are pre-defined using one of the 
following BSS data: the Spatial Distance matrix (SD), the Demand matrix (DE), the Average 
Trip Duration matrix (ATD) and the Demand Correlation matrix (DC). The six types of GCNN 
models as well as seven benchmark models are built on a dataset from the Citi BSS in New 
York City, which includes 272 stations and over 28 million transactions from 2013 to 2016. 
Root Mean Square Error, Mean Absolute Error and coefficient of determination (R2) criteria 
are calculated. The results show that the performance of GCNN models with pre-defined adja-
cency matrices is impacted by the adjacency matrix quality, and the novel GCNNrec-DDGF 
performs better than all other models because it captures hidden heterogeneous correlations 
between stations and the temporal dependencies in the bike-sharing demand series.  
Our third main contribution is that we address a well-known issue for deep learning models 
which is they work like a “black box”. In this study, we conduct detailed graph network analysis 
based on the learned DDGF to understand the “black box” of the GCNNreg-DDGF model. Ver-
tex weighted degree analysis shows that a larger weighted degree for a vertex indicates that the 
DDGF seeks to gather information from more stations to improve the hourly demand prediction 
for it.  Further, the analysis indicates the DDGF not only captures some of the same information 
that exists in the SD, DE and DC matrices, but also uncovers more underlying correlations 
between stations than these matrices. This illustrates another key benefit of the GCNN-DDGF 
model. 
To summarize, the contributions of this study include, but are not limited to: 
• Proposing a novel GCNN-DDGF model that can automatically learn hidden heteroge-
neous pairwise correlations between stations to predict station-level hourly demand. 
• Two architectures of the GCNN-DDGF model, GCNNreg-DDGF and GCNNrec-DDGF 
are explored. Their prediction performances are compared with four GCNN models with pre-
defined adjacency matrices and seven benchmark models. The proposed GCNNrec-DDGF out-
performs all of these models.  
• Graph network analysis is conducted on the learned DDGF, which shows the DDGF can 
capture similar information that is embedded in the SD, DE and DC matrices, and extra hidden 
heterogeneous pairwise correlations between stations. 
The rest of the paper is organized as follows. Section 2 reviews the literature on bike-sharing 
demand prediction models and GCNN models. The methodology of the GCNN model is 
presented in detail in Section 3, including the predefinition of the four types of adjacency ma-
trices and the DDGF approach. The Citi BSS dataset is then introduced in Section 4, as are the 
data preprocessing procedures. Section 5 compares the prediction performance of the various 
models and explicitly analyzes the learned DDGF. Finally, some concluding comments and 
future research directions are summarized in Section 6. 
 2. Literature Review  
2.1. Bike-sharing Demand Prediction Models 
A lot of attention has been paid to the bike-sharing demand prediction problem. Based on 
spatial granularity, there are three groups of prediction models in the literature: city-level, clus-
ter-level, and station-level.  
2.1.1. City-level Bike-sharing Demand Prediction 
For the city-level group, the objective is to predict the bike usage for a whole city. In 2014, 
Kaggle, the world’s largest platform for predictive modeling and analytics competitions, invited 
participants to forecast the total hourly demand in the Capital Bike Share program in Washing-
ton, D.C.(Kaggle, 2015). Giot and Cherrier (2014) made demand predictions for the next 24 
hours with a city-level granularity for the Capital Bike Share system. They tested multiple ma-
chine learning algorithms such as Ridge Regression, Adaboost Regression, Support Vector Re-
gression, Random Forecast Tree and Gradient Boosting Regression Tree and showed that the 
first two outperformed the others. Although predicting the total city-level rentals from all bike-
sharing stations simplifies the problem greatly, it does not contribute to solving the bike re-
balancing problem among stations. Further, more detailed transaction data collected by BSSs, 
such as trip duration, origin, destination, check in/out time, user information and so on, are not 
fully utilized in the city-level models. 
2.1.2. Cluster-level Bike-sharing Demand Prediction 
The assumption behind the cluster-level group is that some correlations exist among stations 
based on their geographical locations and temporal demand, and that the total demand of these 
stations can be predicted as a cluster. For example, bike usage patterns are usually similar for a 
small cluster of stations near a residential area during the morning rush hours. If the cluster-
level predictions are accurate enough, one can always find an available bike within that cluster. 
A few studies have tried to identify these kinds of spatio-temporal clusters among stations. 
Zhou (2015) applied the Community Detection algorithm and the Agglomerative Hierarchical 
Clustering method to group similar bike flows and stations in the Chicago BSS. The study ver-
ified that the bike usage patterns of the clusters are different by day, user, directional and land 
use profiles. Bao et al. (2017) applied the K-means clustering algorithm and the Latent Dirichlet 
Allocation (LDA) to discover the hidden bike-sharing travel patterns and trip purposes. A few 
other studies have also applied clustering algorithms to predict cluster-level bike-sharing de-
mand. Li et al. (2015) proposed a bike-sharing demand prediction framework that introduces a 
Bipartite Station Clustering algorithm to group individual stations. The whole city bike-sharing 
demand is predicted based on the Gradient Boosting Regression Tree and later split across clus-
ters based on a Multi-similarity-based Inference model. Chen et al. (2016) pointed out that the 
clustering of stations should be updated based on temporal and weather factors, and social and 
traffic events. They proposed a Geographically-constrained station Clustering method over a 
weighted correlation network to dynamically group stations with similar bike usage patterns. 
Then, they estimated the cluster-level rental and return numbers with the cluster’s average value 
adjusted by an inflation rate.  
2.1.3. Station-level Bike-sharing Demand Prediction 
Station-level bike-sharing demand prediction is more challenging (Chen et al., 2016; Li et 
al., 2015), and has attracted considerable interest recently. Among previous studies on station-
level bike-sharing demand prediction, few have considered underlying spatial or temporal cor-
relations between stations to improve the prediction performance. Rixey (2013) built linear re-
gression models for predicting monthly rentals by station in three BSSs: Capital Bike Share, 
Denver B-Cycle, and Nice Ride MN systems. Independent variables such as demographic fac-
tors and built environment factors are extracted based on a 400-meter buffer around each station 
(Rixey, 2013). Faghih-Imani et al. (2014) similarly built linear mixed models to predict the 
hourly bike-sharing demand by station based on a two-day dataset for the BIXI bicycle sharing 
system in Montreal. Similarly, a 250-meter buffer is set up for each station to generate explan-
atory variables in the models.  Yang et al. (2016) proposed a probabilistic mobility model which 
considers the previous check-out records and trip durations to estimate the future check-in num-
bers at each station. However, for bicycle check-out or demand predictions, they applied the 
Random Forest tree algorithm for each station without leveraging spatial or temporal correla-
tions between stations. 
2.2. Graph Convolutional Neural Network 
Considering CNN is mainly designed to extract highly meaningful statistical patterns and 
learn local stationary structures presented in data such as image and video, some emerging 
studies have proposed the graph CNN (GCNN) for data lying on irregular domains. One ap-
proach for filtering in GCNN models is to utilize signal processing theory in graphs (Bruna et 
 al., 2013; Sandryhaila and Moura, 2013; Shuman et al., 2013).  Given an undirected and con-
nected graph, each vertex has a signal or feature vector, and an adjacency matrix (weighted or 
binary) is defined where each entry encodes the degree of relation between signal vectors at 
two vertices (Sandryhaila and Moura, 2013). The Laplacian matrix (Shuman et al., 2013) or the 
adjacency matrix (Sandryhaila and Moura, 2013) of the graph can be decomposed to form the 
Fourier basis. The Graph Fourier Transform is then performed to convert the signal data from 
vertex domain to frequency domain. Then, graph spectral filtering can be conducted to amplify 
or attenuate the contributions of some of the components (Shuman et al., 2013). Defferrard et 
al. (2016) proposed a fast localized spectral filtering approach and applied their GCNN model 
for text classification with promising results. Kipf and Welling (2016) applied a similar local-
ized spectral filter, which is further simplified using the first-order approximation. Multiple 
citation datasets were used to test their GCNN for semi-supervised learning, and it is shown to 
outperform other such models in both efficiency and accuracy. However, as pointed out by the 
authors, critical shortcomings of the GCNN are the need to create the graph artificially and 
predefine the adjacency matrix. And the quality of the input graph is of paramount importance 
(Defferrard et al., 2016; Kipf, 2016). 
3. Methodology  
This section first describes the GCNN and the spectral filtering methodology. After that, 
multiple approaches to define the adjacency matrix in a bike-sharing network are discussed. 
Our data-driven approach to learn the graph spectral filter is then introduced.  
3.1. Graph Convolutional Neural Network 
Suppose we have a graph 𝐺 = (𝑉, 𝑥, ℰ, 𝐴), where 𝑉 is a finite set of vertices with size 𝑁, 
signal 𝑥 ∈ ℝ- is a scalar for every vertex, ℰ is a set of edges, 𝐴 ∈ ℝ-×- is the adjacency matrix, 
and entry 𝐴/0 encodes the connection degree between the signals at two vertices. A normalized 
graph Laplacian matrix is defined as 
 𝐿 = 	 𝐼- −	𝐷67/9𝐴𝐷67/9           (1) 
where 𝐼- is the identity matrix, and 𝐷 ∈ ℝ-×- is a diagonal degree matrix with 𝐷// = ∑ 𝐴/00 . 𝐿 is a real symmetric positive semidefinite matrix which can be diagonalized as 
 𝐿 = 𝑈L𝑈<                 (2) 
where 𝑈 = [𝑢?, 𝑢7,… , 𝑢-67]; L	 = 𝑑𝑖𝑎𝑔F[l?,l7, … ,l-67G);	l?, l7,… , l-67 are the eigenval-
ues of 𝐿, and 𝑢?, 𝑢7,… , 𝑢-67 are the corresponding set of orthonormal eigenvectors.  
3.1.1. Spectral Convolution on Graph  
A spectral convolution on the graph is defined as follows: 
 𝑔H*	𝑥 = 𝑈𝑔H(L)𝑈<𝑥                                                           (3) 
where 𝑔H(L) is a function of the eigenvalues of  𝐿.  
A form of polynomial filters has been used in a few studies (Defferrard et al., 2016; Kipf 
and Welling, 2016; Shuman et al., 2013): 
  𝑔H(L) 	= ∑ 𝜃JLJKJL?                                                                       (4) 
With the polynomial filters, Equation (3) can be written as: 𝑔H*	𝑥 = ∑ 𝜃J𝑈LJ𝑈<𝑥KJL? = ∑ 𝜃J𝐿J𝑥KJL?            (5) 
Hammond et al. (2011) shows that the entry (𝐿J)/,0 = 0 when the shortest path distance be-
tween vertices 𝑖 and 𝑗 is greater than 𝑘. Therefore, this type of filter is also known as the 𝐾-
localized filter. The physical meaning of the graph spectral convolution is that it combines the 
signal at the central vertex with the signals at vertices that are a maximum of 𝐾 steps away. 
To improve the computational efficiency, Kipf and Welling (2016) simplified the calculation 
of 𝑔H*𝑥 by using only the first-order polynomial: 
 𝑔H*𝑥 ≈ 𝐷R6ST𝐴U𝐷R6ST𝑥𝜃                                                           (6) 
where 𝜃 ∈ ℝ; 𝐴U = 𝐴 + 𝐼- is the summation of the adjacency matrix of the undirected graph 𝐴 
and the identity matrix 𝐼-. That is, 𝐴U is the adjacency matrix of an undirected graph where each 
vertex connects with itself; 𝐷R// = ∑ 𝐴U/00 . 
Generalizing this convolution calculation to a signal 𝑋 ∈ ℝ-×X  where each vertex 𝑣/ has a 𝐶-dimensional feature vector 𝑋/, 
 𝑍 = 𝐷R6ST𝐴U𝐷R6ST𝑋Θ                                                            (7) 
where Θ ∈ ℝX×]  is a matrix of filter parameters, and Z ∈ ℝ-×] is the convolved signal matrix. 
3.1.2. Layer-wise Calculation 
Suppose the GCNN model has layers 0, 1,…, 𝑚 from the input to the output. Each vertex of 
the graph at each layer 𝑙, 𝑙 = 0, 1,… ,𝑚, has a feature vector of length 𝐶b. For each layer 𝑙, 𝑙 =1,… ,𝑚 − 1, the GCNN model 𝑓(𝑋, 𝐴) propagates from the input to the output with the rule: 
 𝐻b = 𝜎F𝑍b67𝑊<bg = 𝜎 h𝐷R6ST𝐴U𝐷R6ST𝐻b67Θb67𝑊<bi                                                        (8) 
 where 𝑍b67 is the convolved signal matrix in the (𝑙 − 1)jk layer, 𝑊<b ∈ ℝ]lmS×Xl  is a layer-spe-
cific trainable weight matrix, 𝜎(∙) is an activation function (in this study, we apply the ReLU 
activation function), and 𝐻b ∈ ℝ-×Xl  is the matrix of activations in the 𝑙jk layer, 𝐻? = 𝑋. 
The product of Θb67 ∈ ℝXlmS×]lmS and 𝑊<b ∈ ℝ]lmS×Xl  can be learned by the neural network 
as one matrix 𝑊b ∈ ℝXlmS×Xl; therefore, (8) can be simplified as: 
 𝐻b = 𝜎 h𝐷R6ST𝐴U𝐷R6ST𝐻b67𝑊bi                                                           (9) 
For the output layer 𝑚, the result is: 
 𝐻o = 𝐷R6ST𝐴U𝐷R6ST𝐻o67𝑊o                                                           (10) 
where 𝑊o ∈ ℝXpmS×Xp  are the weight parameters to be learned, and 𝐻o ∈ ℝ-×Xp  are the 
predictions, e.g., the bike-sharing demand of the 𝑁 stations for the next hour when 𝐶o = 1. 
3.2. GCNN with Pre-defined Adjacency Matrix 
The GCNN model relies on the structure of the graph. The adjacency matrix 𝐴U needs to be 
defined first, with which the graph spectral filter can be approximated. This section proposes 
four typical data matrices in a BSS to quantify the correlations between stations. Correspond-
ingly, four types of adjacency matrices 𝐴U can be constructed.  
3.2.1. Spatial Distance Matrix 
One way to encode the connection between stations is simply through the spatial distance 
(Shuman et al., 2013). The spatial distance (SD) matrix can be built using the spherical distances 
with the known latitudes and longitudes of the stations (here the spherical distance between two 
points is the shortest distance over the Earth’s surface). If two stations are spatially close to 
each other, they are connected in the bike-sharing graph network, and the element of 𝐴U is then 
defined as: 
 𝐴U/0 = q1															𝑖𝑓	𝐷𝐼𝑆𝑇/0 ≤ 𝜅vw	0															𝑖𝑓	𝐷𝐼𝑆𝑇/0 > 𝜅vw              (11) 
where 𝐷𝐼𝑆𝑇/0 is the spatial distance between station 𝑖 and 𝑗, and 𝜅vw  is a pre-defined SD thresh-
old. 
3.2.2. Demand Matrix 
This approach makes use of the check in and check out station information in the bike-shar-
ing transaction records. The symmetric demand matrix (DE), which considers the total demand 
between stations 𝑖 and 𝑗, is built as follows: 
 𝐷𝐸/0 = q	𝑂𝐷/0 + 𝑂𝐷0/				𝑖𝑓	𝑖 ≠ 𝑗	𝑂𝐷/0													𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒             (12) 
where 𝑂𝐷/0 is the aggregated demand from station 𝑖 to station 𝑗. 
For the bike-sharing graph network, if the total demand between two stations 𝐷𝐸/0 is higher 
than a pre-defined threshold 𝜅w the two stations are connected. In this way, a binary 𝐴U can be 
built such that 𝐴U/0 = 1 if 𝐷𝐸/0 ≥ 𝜅w; otherwise 𝐴U/0 = 0. 
3.2.3. Average Trip Duration Matrix 
This approach utilizes the trip duration information in the bike-sharing transaction records 
on the basis of the DE matrix. Each entry 𝐴𝑇𝐷/0 in an Average Trip Duration matrix (ATD) is 
defined as: 
 𝐴𝑇𝐷/0 = 𝑇𝑇𝐷/0/𝐷𝐸/0              (13) 
where 𝑇𝑇𝐷/0 is the total trip duration of all trips between stations 𝑖 and 𝑗; 𝐷𝐸/0 is an entry in 
the DE matrix. 
Similarly, a binary adjacency matrix is formed such that 𝐴U/0 = 1 if 𝐴𝑇𝐷/0 ≤ 𝜅<w , otherwise 𝐴U/0 = 0. 𝜅<w  is a pre-defined threshold. Thereby, the bike-sharing graph network based on the 
ATD matrix seeks to connect two stations if the average trip duration between them is short. 
3.2.4. Demand Correlation Matrix 
This approach seeks to capture the temporal demand correlations between stations by em-
ploying the check-out times of the bike-sharing transaction records. As will be shown in Section 
3, based on the check-out times, the bike-sharing transactions are aggregated by hour. Finally, 
each station has a time series of 26,304 hourly bike-sharing demand values for the three-year 
period (2013-2016). The Demand Correlation matrix (DC) is defined by calculating the Pearson 
Correlation Coefficient (PCC) based on the hourly bike demand series between station 𝑖 and 
station 𝑗.  
 𝐷𝐶/0 = 𝑃𝐶𝐶(ℎ/, ℎ0)               (14) 
where ℎ/ and ℎ0 are the hourly bike demand series for stations 𝑖 and 𝑗. 
In this approach, the bike-sharing graph network is built by connecting two stations with 
high PCC. Each entry of 𝐴U is set to 1 if 𝐷𝐶/0 ≥ 𝜅wX , otherwise 𝐴U/0 = 0; where 𝜅wX  is the DC 
threshold.  
 3.3. GCNN with Data-Driven Graph Filter 
3.3.1. Data-driven Graph Filter 
The predefinition of the adjacency matrix 𝐴U is not trivial. The hidden correlations between 
stations may be heterogeneous. Hence, it may be hard to encode them using just one kind of 
metric such as the SD, DE, ATD or DC matrix. Now, suppose the adjacency matrix 𝐴U is un-
known; let 𝐴 = 𝐷R6ST𝐴U𝐷R6ST, then (9) becomes:  
 𝐻b = 𝜎F𝐴𝐻b67𝑊bg               (15) 
where 𝐴 is called the Data-driven Graph Filter (DDGF) which is a symmetric matrix consisting 
of trainable filter parameters, 𝐴 ∈ ℝ-×-, 𝐻b ∈ ℝ-×Xl. 
Here, the graph filter 𝐴 can be learned from data after training the deep learning model. This 
DDGF can learn hidden heterogeneous pairwise correlations between stations to improve pre-
diction performance. Such a GCNN model is labeled the GCNN-DDGF. From another perspec-
tive, we can view the data-driven graph filtering as filtering in the vertex domain, which avoids 
the three operations: graph Fourier transform, filtering and inverse graph Fourier transform. 
3.3.2. Architecture Design 
We explore two possible architectures of the GCNN-DDGF. The first, GCNNreg-DDGF, 
contains two types of blocks, the convolution block and the feedforward block. Fig. 1(a) shows 
an example of it with three stations 𝑖, 𝑗	and 𝑘. In Layer (𝑙 − 1), the signal vectors for the three 
stations are 𝐻/b67 ∈ ℝXlmS, 𝐻0b67 and 𝐻Jb67. From Layer (𝑙 − 1) to Layer 𝑙, two steps are imple-
mented. In step 1, through the convolution block, the signal vector at each station vertex is 
amplified or attenuated, and linearly combined with signals at other vertices weighted propor-
tionally to the learned degree of their correlations. The signal vectors become (𝐴𝐻b67)/ , (𝐴𝐻b67)0 and (𝐴𝐻b67)J . This is shown in Fig. 1(a) through the combination of three different 
background patterns at each vertex. In step 2, the signal vectors at the vertices of the next layer 𝑙 are calculated using the traditional feedforward block (the basic block in neural network mod-
els) to form the new signal vectors at Layer 𝑙 𝐻/b ∈ ℝXl , 𝐻0b  and 𝐻Jb . The dimension of the vector 
at each vertex changes from 𝐶b67 to 𝐶b . Suppose the number of layers of GCNNreg-DDGF 
model is (𝑚 + 1), with layers 0, 1, …, 𝑚 from the input to the output; then, steps 1 and 2 per-
form the layer-wise calculation from layer (𝑙 − 1) to 𝑙, 𝑙 = 1,… ,𝑚. Note that Fig. 1(a) is a toy 
example to conceptually illustrate the implementation of the GCNNreg-DDGF on three stations. 
In the New York City application, the model is applied to the whole bike-sharing network.  
The second architecture, GCNNrec-DDGF, shown in Fig. 1(b), imports an additional block 
beyond the convolution and feedforward blocks, labeled the recurrent block, from the Long 
Short-term Memory (LSTM) neural network architecture. The LSTM model is well-suited to 
capture temporal dependencies in time series data (Hochreiter and Schmidhuber, 1997). It has 
been successfully applied for natural language text compression, speech/handwriting recogni-
tion, etc. In the transportation domain, it was applied for traffic speed prediction (Ma et al., 
2015), vehicle trajectory prediction (Lin et al., 2018b) and so on. More recently, the integration 
of the LSTM architecture with the CNN architecture has been reported to improve large-scale 
taxi demand predictions by modeling both spatial and temporal relationships (Ke et al., 2017; 
Yao et al., 2018). Hence, we expect the introduction of the recurrent block in GCNNrec-DDGF 
to potentially improve bike-sharing demand prediction performance. 
As shown in Fig. 1(b), at time step 𝑒, 𝑒 = 𝑡 − 𝑇 + 1, … , 𝑡, we have a signal 𝑥 ∈ ℝ-, where 𝑁 is the number of bike sharing stations (3 in this example). For each 𝑥, the convolution step 
is conducted through the multiplication 𝐴𝑥. These 𝐴𝑥, 𝑒 = 𝑡 − 𝑇 + 1,… , 𝑡 are fed into a re-
current block, and the total LSTM cell number in this block is 𝑇. Each LSTM cell maps the 
input vector 𝐴𝑥 to a hidden state ℎ ∈ ℝ, where 𝑑 is the number of hidden units in each cell. 
The computation process of the LSTM cell follows standard steps involving the input gate, 
forget gate, output gate and memory cell state; details can be found in previous studies (Ke et 
al., 2017; Ma et al., 2015). Finally, the hidden state  ℎj from the last LSTM cell is taken as the 
input to a fully-connected feedforward block, the output of which is the bike-sharing demand 
predictions of all stations at time step (𝑡 + 1). There are two hyper-parameters to determine in 
this architecture: the number of time steps 𝑇 and the number of hidden units 𝑑 in each cell.   
4. Citi Bike-Sharing Demand Dataset 
The study dataset includes over 28 million bike-sharing transactions between 07/01/2013 
and 06/30/2016, which are downloaded from Citi BSS in New York City (Citi Bike NYC, 2017). 
Each transaction record includes details such as trip duration, bike check out/in time, start and 
end station names, start and end station latitudes/longitudes, user ID, user type (Customer or 
Subscriber), and so on. A few data preprocessing operations are described next.  
First, we observe that new stations were being set up from 2013 to 2016. Therefore, only 
 stations existing in all three years are included in the study. Second, some stations were rarely 
utilized during these three years. Hence, stations with total three-year demand of less than 
26,304 (less than one bike per hour) are also excluded. Based on this, 272 stations are 
considered in the study. The SD matrix is built with the known latitudes and longitudes of these 
stations. Fig. 2(a) shows these 272 stations on the New York City map. Most of the stations are 
in southern Manhattan, and only some are located in Brooklyn across the Brooklyn Bridge, 
Manhattan Bridge, and Williamsburg Bridge. 
 
 (a) 
Trainable DDGF 
Trainable Weight Parameters 
𝐻0b67 𝐻Jb67 
 
𝐻/b67 
 
 
 
 
 
 
 
 
 
𝐶b67 
(𝐴𝐻b67)/ 
 
 
 
 
 
 
 
 
 
  
  
  
  
 
 
 
 
 
 
 
 
(𝐴𝐻b67)0 
  
(𝐴𝐻b67)J 
  
𝐻0b 𝐻Jb  
𝐻/b 
 
 
 
 
 
𝑊b 
1 
1 1 
……
 
……
 𝐶b67 
 
……
 𝐶b67 
 
1 
……
 𝐶b67
 
1 
……
 𝐶b67 
 
1 
……
 𝐶b67 
 
1 
2 
……
 𝐶b-1 
-1 𝐶b 
 
 
  
  
 
 
  
  
1 
2 
……
 𝐶b-1 
𝐶b 
  
  
 
 
  
  
1 
2 
……
 𝐶b-1 
-1 𝐶b 
𝑊b 𝑊b 
Layer 𝑙 − 1 Layer 𝑙 
 
Step 1 
Step 2 
 𝑙 = 1,… ,𝑚 
Convolution 
Feedforward 
 
(b) 
Fig. 1. (a) Illustration of the GCNNreg-DDGF architecture, and (b) Illustration of the GCNNrec-
DDGF architecture.   
 
For each station, 26,304 hourly bike demands are aggregated based on the bike check out 
time and start station. Fig. 2(b) shows the average hourly bike demand for each of the 272 
stations sorted in ascending order, and Fig. 2(c) shows the corresponding standard deviations. 
It can be noted that some stations are busy, and have an average demand of more than ten bikes 
per hour. Other stations are less utilized. Further, it can be noted that, in general, a higher 
average bike demand for a station also implies a larger standard deviation. 
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Fig. 2. (a) Locations of 272 Bike-Sharing Stations in New York City, (b) Average Hourly Bike 
Demand by Station, and (c) Standard Deviation of Hourly Bike Demand for the 272 Stations. 
 
For all stations, the first 22,304 hourly bike-sharing demand values are used to train the 
models, the next 2,000 hourly bike-sharing demand values are included in the validation dataset, 
and the remaining 2,000 are taken as the testing dataset. The DE, ATD and DC matrices are 
built only from the training dataset. These matrices are analyzed hereafter. 
Fig. 3(a) shows the aggregated demand between stations by distance based on the DE and 
SD matrices. The highest demand is over 4.5 million trips, when the distance between stations 
is 1 to 2 miles. The demand drops when the distance is closer (0 to 1 mile), as well as when the 
distance increases beyond 1-2 miles.  The average trip durations by distance based on the ATD 
and SD are shown in Fig. 3(b). The average duration is about 10 minutes for the trips within 1 
mile. It increases with the distance and can take more than 45 minutes when the trips are longer 
than 5 miles. Note that the actual trip distances are unknown, and here we consider the spatial 
distances based on the latitudes and longitudes of stations. 
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Fig. 3. (a) Aggregated Demand between Stations by Distance, and (b) Average Trip Duration 
by Distance. 
 
The 272 × 272 entries in the DC matrix, which are the Pearson correlation coefficients be-
tween stations, are shown in Fig. 4(a) The temporal bike demands of the stations are highly 
correlated. Fig. 4(b) shows the normalized histogram of the demand correlation coefficients. 
There are no negative coefficients, which implies that the bike-sharing demands of any two 
stations always move in the same direction, increasing or decreasing together. Also, the histo-
gram is mostly shaped like a Gaussian distribution with mean equal to 0.50. Additionally, 0.5% 
of the correlation coefficients are very close to 1. 
 
 
Fig. 4. (a) Visualization of the DC Matrix, and (b) Normalized Histogram of Demand Correla-
tion Coefficients. 
5. Model Development and Results 
Suppose the bike-sharing demands for all stations in hour 𝑖 are 𝑥/ ∈ ℝ-, 𝑁 = 272. Then, 
using the demand from the previous (𝐶? − 1) hours, we can construct a feature matrix 𝑋/ ∈
(a) (b) 
(a) (b) 
 ℝ-×X, 𝑋/ = [𝑥/6X7,… , 𝑥/], and the corresponding target vector 𝑦/7 ∈ ℝ- which is the vec-
tor of bike-sharing demand of all stations in the next hour. The original training dataset is trans-
ferred into records {(𝑋/, 𝑦/7)}, 𝑖 = 𝐶?,… , 22,303. The Min Max normalization is applied to 
scale the data between 0 and 1. Note that in this study we do not consider the periodicity in 
historical bike-sharing demand series. Some previous studies related to short-term demand fore-
casting show that utilizing information on demand from some recent time steps is sufficient to 
build models that predict well (Ke et al., 2017; L. Lin et al., 2013b; Vlahogianni et al., 2007). 
The selection of 𝐶? will be described later. 
We build six types of GCNN models, GCNN-SD, GCNN-DE, GCNN-ATD, GCNN-DC,  
GCNNreg-DDGF, and GCNNrec-DDGF, which are labeled based on how the adjacency matrix 
is generated. Their performance is evaluated using the Root Mean Square Error (RMSE) as the 
main criterion (J. Zhang et al., 2017): 
 𝑅𝑀𝑆𝐸 =  7∗- ∑ ∑ (𝑦/0 − 𝑃/0)9-0/              (16) 
where 𝑀 is the number of hours, 𝑁 is the number of stations, and 𝑃/0 and 𝑦/0  are the predicted 
and recorded bike demand in hour 𝑖 for station 𝑗, respectively.   
5.1. Hyper-parameter Selection for GCNN models 
In machine learning, hyper-parameters are parameters whose values are set prior to the com-
mencement of the learning process. The traditional way of performing hyper-parameter opti-
mization is grid search, which is to manually specify the subset of hyper-parameter space and 
perform the search exhaustively. The trained model is evaluated on the validation dataset to 
determine the optimal hyper-parameters.  
Table 1 summarizes the hyper-parameters for the GCNN models. For each parameter, we 
use {𝑠𝑡𝑎𝑟𝑡: 𝑠𝑡𝑒𝑝: 𝑒𝑛𝑑} to define the search space, e.g., {1: 2: 5} represents the space {1, 3, 5}.  
The first group of hyper-parameters are used to determine the architecture of the GCNN models. 
They include the threshold 𝑡ℎ to form the adjacency matrices from the SD, DE, ATD or DC 
matrices, and the feature vector length in the input layer 𝐶? and those in the hidden layers 1 and 
2: 𝐶7 and 𝐶9, respectively. Note that we only consider the GCNNs with at most two hidden 
layers in this study; if 𝐶9 is 0, it means the optimal model only needs one hidden layer. For the 
GCNNrec-DDGF, we have the number of time steps 𝑇 in the recurrent block and the number of 
hidden units 𝑑 in each cell. The second group includes two parameters, learning rate α and 
mini-batch size 𝐵, in the classic Stochastic Gradient Descent Algorithm (SGD). The third group 
is to prevent overfitting. Overfitting means the model is fitting random errors or noises instead 
of the underlying relationship. With early stopping mechanism, the training algorithm termi-
nates when the performance on the validation dataset has not improved for a pre-specified 
threshold of iterations 𝑠. The stored best model on the validation dataset is returned as the final 
model. 
Based on Table 1, the experiments are conducted using Python 3.0 in a Ubuntu 16.04 Linux 
System with 64 GB RAM and GTX 1080 Graphics Card. The models are developed using 
TensorFlow, an open-source deep learning neural network library maintained by Google. Ten-
sorFlow supports the GTX 1080 GPU which provides strong computation power. The optimal 
hyper-parameters are listed in Table 2.  
Table 1 
Hyper-parameter Selection in GCNN Models 
Hyper-parameters GCNN-SD GCNN-DE GCNN-ATD GCNN-DC GCNNreg-DDGF 
Model Architecture 𝑡ℎ {1:2:5} {500:200:1100} {10:10:30} {0.5:0.2:0.9} N/A 𝐶? {6:6:48} 𝐶7 {20:20:60} 𝐶9 {0:20:60} 
 GCNNrec-DDGF 𝑇 {12:12:48} 𝑑 {25:25:200} 
SGD α {0.001:0.001:0.015} 𝐵 {100:100:200} 
Overfitting 𝑠 {10:10:100} 
 
Table 2 
Optimal Hyper-parameters and Performance on the Validation Dataset 
 GCNN-
SD 
GCNN-
DE 
GCNN-
ATD 
GCNN-
DC 
GCNNreg-
DDGF 
GCNNrec-
DDGF 
Optimal Hyper-
parameters 
𝑡ℎ 3 900 20 0.9 N/A N/A 𝐶? 36 24 36 24 24 N/A 𝐶7 40 40 40 40 40 N/A 𝐶9 0 0 0 0 0 N/A 𝑇 N/A N/A N/A N/A N/A 24 𝑑 N/A N/A N/A N/A N/A 100 α 0.01 0.01 0.01 0.005 0.005 0.001 𝐵 100 100 100 100 100 100 s 20 20 20 20 20 100 
RMSE on Validation 
Dataset 
3.39 3.36 3.97 3.14 2.97 2.46 
 
 For the performance on the validation dataset, GCNN-DDGF models learn the optimal graph 
filter 𝐴 directly from the data, and the RMSEs on validation dataset are 2.97 and 2.46 separately. 
By contrast, the RMSE of GCNN-DC is 3.14 when only the stations with highly correlated 
hourly demand series are connected in the graph (the threshold 𝜅wX  is set as high as 0.9). The 
GCNN-SD and GCNN-DE have validation RMSEs of 3.39 and 3.36, respectively, and GCNN-
ATD performs the worst with a validation RMSE of 3.97. It should be noted here that we also 
construct graphs with weighted adjacency matrices, whereby the entries in the SD, DE, ATD 
or DC are directly set as the edge weights in the graphs if they satisfy the threshold requirements. 
However, the performance of the GCNNs based on these graphs is worse than the GCNNs on 
graphs with binary adjacency matrices. This verifies insights from previous studies that the 
adjacency matrix is of paramount importance (Defferrard et al., 2016; Kipf, 2016) for GCNN 
models, and pre-defining the correlations between stations in a reasonable way is not trivial. 
5.2. Model Comparison on Testing Dataset  
The seven benchmark models for comparison with GCNN models are briefly introduced 
here as follows: 
(1) HA: The Historical Average model predicts the bike sharing demand of the next hour for 
a station based on the average of historical demands for the same hour at this station in the 
training dataset.  
(2) LASSO: LASSO (Tibshirani, 1996) is a linear regression model that performs L1 regu-
larization. It has been previously applied for road traffic prediction (Kamarianakis et al., 2012).  
(3) SVR-linear: Support Vector Regression (Cortes and Vapnik, 1995) models have been 
applied widely for short-term traffic flow prediction (L. Lin et al., 2013a; Lin et al., 2014a), 
travel time prediction (Wu et al., 2004), traveler socio-demographic role prediction (Zhu et al., 
2017), etc. SVR with a linear kernel (SVR-linear) can greatly reduce the training time but may 
sacrifice prediction performance.  
(4) SVR-RBF: SVR with Radial Basis Function kernel is a popular type of support vector 
regression models with proven capability in prediction tasks.  
(5) MLP: The Multi-layer Perceptron is a classical feedforward neural network model. Note 
that in this study a MLP model is built for each station by revising the GCNNreg-DDGF model, 
which requires little effort. 
(6) LSTM: The LSTM model (Hochreiter and Schmidhuber, 1997) has proven to be stable 
and powerful for modeling long-range dependencies in temporal sequences. However, it is not 
designed to capture spatial dependencies (Ke et al., 2017).  The LSTM model in this study 
follows the same architecture as the recurrent block in the GCNNrec-DDGF model. 
(7) XGBoost: XGBoost is a gradient boosted regression tree technique (Chen and Guestrin, 
2016). In the transportation domain, XGBoost was reported as one of the most powerful algo-
rithms in the 2014 Kaggle Bike Sharing Demand Prediction competition (Kaggle, 2015). In 
2017, the winning team in the KDD Cup Competition Highway Travel Time and Traffic Vol-
ume Prediction competition used XGBoost and neural network models as the final solution 
(KDD Cup, 2017). The hyper-parameters of the XGBoost model are determined based on the 
Bayesian optimization method (Brochu et al., 2010). 
The evaluation criteria for the testing dataset include the RMSE (Equation (16)), and addi-
tionally, the Mean Absolute Error (MAE) and the coefficient of determination (𝑅9) calculated 
as follows: 𝑀𝐴𝐸 = 7∗- ∑ ∑ |𝑦/0 − 𝑃/0|-0/         (17) 𝑅9 = 1 − ∑ ∑ ( ¡6¢ ¡)T£¡¤ ∑ ∑ ( ¡6¥)T£¡¤                (18) 
where 𝑦¥ is the average demand in the testing dataset.  
Table 3 
Model Comparison on Testing Dataset 
Model RMSE RMSE (7:00 AM – 9:00 PM) MAE 𝑅9 
GCNNrec-DDGF 2.12 2.58 1.26 0.75 
GCNNreg-DDGF 2.35 2.85 1.43 0.70 
XGBoost 2.43 2.95 1.44 0.68 
LSTM 2.46 3.00 1.44 0.67 
GCNN-DC 2.50 3.02 1.53 0.66 
MLP 2.51 3.05 1.51 0.65 
GCNN-DE  2.67 3.21 1.60 0.61 
SVR-RBF 2.67 3.25 1.57 0.61 
LASSO 2.70 3.27 1.65 0.60 
SVR-linear 2.72 3.31 1.52 0.59 
GCNN-SD 2.77 3.31 1.68 0.58 
HA 3.44 3.42 2.08 0.35 
GCNN-ATD 3.44 3.83 2.21 0.35 
 
Table 3 compares the model performances on the testing dataset. In addition to the RMSE, 
MAE and R2 for the whole testing dataset, we calculate the RMSE for the period 7:00 AM to 
 9:00 PM, which is meaningful because bike-sharing demand for the other time periods are 
mostly zero or close to zero. As can be seen, GCNNrec-DDGF performs the best on all criteria. 
It has the lowest RMSE (2.12), RMSE (7:00 AM – 9:00 PM) (2.58) and MAE (1.26), and the 
highest R2 (0.75). GCNNreg-DDGF performs the second best. This indicates that the design of 
the DDGF can capture the hidden correlations between stations to improve the prediction per-
formance, and the importing of the recurrent block from the LSTM architecture enhances the 
GCNN-DDGF model by utilizing the temporal dependencies that exist in the bike-sharing de-
mand series. The two GCNN-DDGF models are followed by XGBoost and LSTM in terms of 
performance. While XGBoost is not designed to capture temporal dependencies in the bike-
sharing demand series or the hidden correlations between stations, it supports fine tuning and 
addition of regularization parameters to control overfitting, leading to its strong performance 
(Chen and Guestrin, 2016). LSTM performs close to XGBoost by utilizing temporal dependen-
cies in the bike-sharing demand series. The next best performance is by GCNN-DC, in which 
the pre-definition of the adjacency matrix with the Pearson Correlation Coefficient based on 
the hourly bike demand series between stations makes it the best among the four GCNNs with 
pre-defined adjacency matrices. The MLP’s performance being the third best among the seven 
benchmark models could be due to the building of a separate model for each station based on 
the architecture of GCNNreg-DDGF model. The GCNN-ATD model performs the poorest, and 
has the largest RMSE (3.44), RMSE (7:00 AM – 9:00 PM) (3.83) and MAE (2.21), and the 
lowest R2 (0.35). This indicates that ATD is not appropriate as a graph adjacency matrix. It also 
shows that the quality of the adjacency matrix has a huge impact on the performance of the 
GCNN model. The remaining benchmark models perform poorly as they do not factor correla-
tions between stations or temporal dependencies in the series data. Especially, the HA model 
performs almost as poorly as the GCNN-ATD model with a RMSE of 3.44 and a R2 of 0.35. 
The next section discusses a more detailed graph network analysis based on the learned DDGF 
to uncover the “black box” of the GCNN-DDGF model. 
5.3. Graph Network Analysis based on DDGF 
A bike-sharing network can be built by taking the learned DDGF 𝐴 from the GCNNreg-
DDGF as the adjacency matrix. This graph network is visualized and analyzed using the popular 
tool Gephi (Bastian et al., 2009). Fig. 5(a) is the network visualization under the Geolocation 
layout in Gephi whereby the positions of the bike stations are determined by their latitude and 
longitude coordinates. Fig. 5(b) is the visualization with the Force Altas layout which aims to 
avoid vertex overlapping. It is worth noting the following points for a better understanding of 
the visualizations. For the edges, the DDGF 𝐴 is normalized such that all entries fall within [0, 1]. Only 1,565 edges with weights not less than 0.15 are kept, and the edge thickness is 
proportional to its weight. The vertex size is proportional to the Weighted Degree (WD), which 
is the weighted sum of its edges including the self-connected one. Each vertex is labeled with 
its station name. Furthermore, the visualizations in Fig. 5. denote eight large communities with 
different colors. These communities are generated using the modularity optimization algorithm 
(Blondel et al., 2008; Lin et al., 2014b; Zhou, 2015). Modularity measures the strength of divi-
sion of a network into smaller communities. It is maximized when the optimal division is found, 
which means that within the same community, the vertices are densely connected with each 
other, but they are sparsely connected with the vertices in the other communities in the network. 
Hence, the division of communities can help us to understand which stations identified by the 
learned DDGF can utilize the correlations among each other to improve the bike-sharing de-
mand prediction. The sizes of these communities are also labeled in Fig. 5, e.g., “Community 
1-55” implies that there are 55 stations in Community 1. In total, 251 out of the 272 stations are 
in these communities.  
Fig. 5(a) shows that the communities have various shapes spatially. While the stations in 
Community 1 are mainly scattered in the middle part of Manhattan, some stations within the 
same community may be scattered far from each other. For example, station “Central Park S & 
6 Ave” in the north and station “West St & Chamber St” in the south are both in Community 2. 
However, the spatial distance between the two stations is 6.1 miles. The stations in Community 
7 are located along Lafayette Street, which is a major north-south street in New York City's 
Lower Manhattan. Fig. 5(b) shows that the edge weight strength is generally stronger within 
the same community, e.g., Communities 2 and 4. The vertices with the two largest WDs are 
station “Perishing Square North” and station “Grand Army Plaza & Central Park S”. As can be 
seen, these two stations are connected with quite a few other stations. 
5.3.1. Weighted Degree Analysis 
WD is one of the most important measurements in graph analysis. It is interesting to 
determine which factors impact the WD in the bike-sharing graph from the DDGF. Fig. 6(a) 
explores the correlations between WD and total demand per station in the training dataset. The 
linear regression model is applied to fit the points. It shows that in general WD is larger when  
  
 
Fig. 5. (a) Visualization of the Bike-Sharing Network based on DDGF - Geolocation Layout, 
and (b) Visualization of the Bike-Sharing Network based on DDGF - Force Altas Layout. 
 
the total demand of the station is higher. The R squared value of the linear regression model is 
0.51. Station “Pershing Square North” has the highest total demand of over 300,000 and the 
largest WD (8.46). Similarly, for each vertex in the bike-sharing graph from the DDGF, the 
(a) 
(b) 
        Community 1-55 
        Community 2-47 
        Community 3-45 
        Community 4-39 
        Community 5-22 
        Community 6-18 
        Community 7-14 
        Community 8-11 
number of neighbors connected to it can also be calculated. Fig. 6(b) plots the points based on 
WD and the neighbor number. It shows that a higher WD implies that this vertex has more 
neighbors, and the linear regression model fits the data points very well with a R squared value 
of 0.96. Station “Pershing Square North” has the largest WD and 39 neighbors. A previous 
study indicates that Station “Pershing Square North” is the most popular station in Citi BSS 
because of its convenient access to NYC’s major transit hub (Grand Central Terminal) for 
commuters (Warerkar, 2017). The largest WD and high neighbor number indicate that the 
DDGF seeks to gather information from more stations to improve the hourly demand prediction 
for it. 
 
 
Fig. 6. (a) Linear Regression between WD and Total Station Demand, and (b) Linear 
Regression between WD and Neighbor Number. 
 
Fig. 7(a) applies linear regression with station RMSE as the dependent variable and WD as 
the explanatory variable. It shows that, in general, station RMSE increases with an increase in 
the WD. Recall that Fig. 6 shows a small WD, implying a low total station demand; hence, it is 
expected that the station RMSE will also be low, and vice versa. Two stations “Pershing Square 
North” and “Duffield St & Willoughby St” in Fig. 7(a) are selected. The former has the largest 
WD (8.46) and the highest RMSE (7.39), while the latter has a WD close to zero and a very 
low RMSE (0.97). Fig. 7(b) and Fig. 7(c) compare one week (06/19/2016 – 06/25/2016) of 
predictions with the actual values for these two stations, respectively.  
As can be seen, Station “Pershing Square North” is much busier, with its highest hourly 
demand close to 120, while it is only 10 for station “Duffield St & Willoughby St”. Although 
the overall station RMSE of the former is much higher than that for the latter, Fig. 7(b) and Fig. 
(a) (b) 
WD = 1.99 × 106¨ ∗Total Station Demand + 0.39 
R-squared: 0.51 Pershing Square North WD = 0.20 ∗Neighbor Number + 0.12 R-squared: 0.96 Pershing Square North 
 7(c) show that the predictions of the former are more accurate except for a few peak hour peri-
ods such as the afternoons on Tuesday, Wednesday, and Saturday. The overall 𝑅9 values for 
the two stations are then calculated, which is as high as 0.72 for the former but only 0.21 for 
the latter. Similar to Fig. 6, this verifies that the GCNN-DDGF model can capture hidden cor-
relations between stations to improve its prediction performance for stations with large WD. 
The next section will further compare the learned DDGF with other pre-defined matrices (SD, 
DE, and DC) to understand these hidden correlations. 
 
 
Fig. 7. (a) Linear Regression between Station RMSE and WD, (b) Predictions and Actual Val-
ues for “Pershing Square North” (06/19/2016 – 06/25/2016), and (c) Predictions and Actual 
Values for “Duffield St & Willoughby St” (06/19/2016 – 06/25/2016). 
5.3.2. Comparison between DDGF and Other Matrices 
We compare the learned DDGF with the other matrices (SD, DE, and DC) to determine why 
GCNN-DDGF models perform better than the other GCNNs. The ATD matrix is not considered 
because GCNN-ATD has very poor performance on the testing dataset. 
In Fig. 8, for each of the eight communities in the bike-sharing graph from DDGF, the aver-
age of the edge weights is calculated using the distance, the demand, and the demand correlation 
(a) 
(b) 
Station RMSE =0.45* WD +1.21 
R-squared: 0.54 Pershing Square North 
Duffield St & Willoughby St 
(c) 
coefficient between stations separately. Fig. 8(a) verifies that the spatial shapes of the commu-
nities are different, as shown in Fig. 5(a); e.g., the farthest distance between stations in Com-
munity 7 is only 2-3 miles, but for Communities 2 and 6, the longest one is 5-6 miles. For all 
communities, the average edge weight is the largest when stations are spatially close to each 
other (0-1 miles); after that, the average edge weight curves have a large drop when the distance 
changes to 1-2 miles. Beyond that, the curves are mostly steady for Communities 1, 3 and 6. 
However, there also exist some fluctuations for a few communities. For example, for 
Communities 2 and 4, the average edge weight becomes relatively higher again when it is 3-4 
miles. To some extent, the DDGF is like the SD; the demand at a station has connections mainly 
with its spatially close neighbors; e.g., the bike demands are usually similar for a few stations 
near the subway in the morning peak period. However, the DDGF also reveals that the edge 
weight could still be large when two stations are far from each other. Therefore, the DDGF 
covers more heterogeneous pairwise information than the SD matrix. 
Similarly, Fig. 8(b) shows that when the demand between stations is fewer than 1000, the 
average edge weight is the smallest for all communities, and the curves for most communities 
have a decreasing trend in general. Note the average edge weight curves of Communities 4 and 
7 increase first and reach the maximum when the demand between stations is between 2000-
3000. Beyond that range, the two curves drop with the decrease in demand. It is also worth 
noting that Community 2 has a few observations with demand much higher than 5000, which 
are excluded here to enable focus on the demand up to 5000. Its average edge weight curve has 
a decreasing but fluctuating trend as shown in Fig. 8(b). Fig. 8(c) illustrates that the average 
edge weight is the highest when the demand correlation coefficient is in the range of [0.8, 1] 
for all eight communities. For other demand correlation ranges, the average edge weights are 
much lower, and the curves are almost flat. For Community 8, the average edge weight is 0 
when the demand correlation is in [0.6, 0.8) because no observations are found. Fig. 8(b) and 
Fig. 8(c) also illustrate that the correlations between stations based on the DDGF are consistent 
with the DE and the DC matrices to some extent, like the smallest average edge weight for the 
lowest demand range in Fig. 8(b) and the highest average edge weight for the highest demand 
correlation range in Fig. 8(c). However, the nonlinear curves in Fig. 8(b) and Fig. 8(c) also 
indicate that the DDGF covers more heterogeneous pairwise information than these matrices.  
  
Fig. 8. (a) Average Edge Weight by Spatial Distance, (b) Average Edge Weight by Demand, 
and (c) Average Edge Weight by Demand Correlation.  
 
(a) 
(b) 
(c) 
To futher reveal the learned DDGF 𝐴 can capture some information from the DE and DC 
matrices, we select stations with the four largest WDs: “Pershing Square North”, “Grand Army 
Plaza & Central Park S”, “West St & Chambers St”, and “Central Park S & 6 Ave”. For each 
station, the corresponding row in 𝐴 is sorted from the largest to the lowest to rank its neighbors 
including itself. As shown in the subplots of Fig. 9, the first column indicates those neighbors 
that have the 10 largest edge weights, and their ranks. The ranks of these neighbors based on 
the DE and DC matrices are shown in the second and third columns. For convenience, a station 
square is colored green if its rank is in the top 10 list; otherwise, the color is set as red. 
Fig. 9 shows that the self-connection for each station has the largest edge weight, which 
suggests that its own demand series plays the most important role in predicting the next hour’s 
demand. Another observation may explain why station “Central Park S & 6 Ave” in the north 
and station “West St & Chamber St” in the south are strongly connected in Fig. 5. As shown in 
Fig. 9(d), for station “Central Park S & 6 Ave”, “West St & Chamber St” is ranked 6th based 
on the DDGF, 8th based on the DC matrix, and 2nd based on the DE matrix. This indicates that 
the demand series of “West St & Chamber St” can definitely help to predict the next hour’s 
demand of station “Central Park S & 6 Ave”. For station “West St & Chamber St” in Fig. 9(c), 
the edge weight between it and “Central Park S & 6 Ave” is ranked 3rd among its neighbors, 
but the ranks based on DE and DC are only 24th and 16th, respectively. This may indicate that 
the relationship between the two stations is not simply symmetric. As a future research direction, 
GCNN-DDGF models should be extended to the directed graph so that the edge weights be-
tween stations can cover distinct connections. 
Finally, in most instances in Fig. 9 when the squares are green, the ranks based on the learned 
DDGF, DE, and DC are consistent. For example, for station “Central Park S & 6 Ave” in Fig. 
9(d), of the neighboring stations that rank in the top 10 based on the DDGF, 7 of them are also 
in the top 10 lists based on DE and DC. However, sometimes the ranking based on the DDGF 
may not agree with that from either the DE or DC matrix. For example, for station “Grand Army 
Plaza & Central Park S” in Fig. 9(b), the neighbors from ranks 5 to 10 based on the DDGF have 
much lower ranks under the DE matrix, and 3 of them are not even in the top 10 list based on 
the DC matrix. Like the conclusion from Fig. 8, this suggests that the DDGF does include some 
information from the DE and DC matrices though none of them are used as inputs in the GCNN-
DDGF algorithm. At the same time, the DDGF also encodes some hidden connections between 
stations that cannot be explained by the DE and DC matrices. 
  
Fig. 9. Ranks of Neighbors for Stations with the Four Highest WDs: (a) Pershing Square North, 
(b) Grand Army Plaza & Central Park S, (c) West St & Chambers St, and (d) Central Park S & 
6 Ave. 
6. Conclusions and Future Research Directions 
This paper proposed a novel GCNN-DDGF model for station-level hourly demand prediction 
in a large-scale bike-sharing network. We explored two architectures of the GCNN-DDGF 
model: GCNNreg-DDGF and GCNNrec-DDGF. Both can address the main limitation of a GCNN, 
that its performance relies on a pre-defined graph structure. Beyond automatically capturing 
heterogeneous pairwise correlations between stations to improve prediction, GCNNrec-DDGF 
also implements the recurrent block from the Long Short-term Memory (LSTM) neural network 
(a) (b) 
(c) (d) 
architecture to capture the temporal dependencies in the bike-sharing demand series. Due to 
these two features, GCNNrec-DDGF outperforms all other tested models including four GCNN 
models with predefined adjacency matrices and seven benchmark models. Furthermore, the 
bike-sharing graph network based on the learned DDGF was analyzed in detail. A key insight 
is that the DDGF not only captures some of the same information existing in the SD, DE and 
DC matrices, but also uncovers hidden correlations among stations that are not revealed by any 
of these matrices.  
In future research, it would be meaningful to consider more variables such as weather and 
social events (holidays and sports games) in bike-sharing demand prediction models (Lin et al., 
2015); for example, these variables can be concatenated with the input layer in the feedforward 
block in GCNN-DDGF models. Further, the current model can be improved to an online model 
which can adjust the hyper-parameters continuously. Third, the GCNN models can also be ap-
plied to solve other transportation problems that can be represented by graphs such as subway 
station demand prediction, network traffic state estimation, and so on. Fourth, the GCNN model 
can be extended to capture uncertainties in predictions (Lin et al., 2018a). Fifth, the GCNN 
model can be considered as a component in a comprehensive framework for dynamic bike re-
balancing. Finally, it would be useful to make the model learn a sparse graph filter, as well as 
be applicable to a directed graph. 
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