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 Rapid advancements in horizontal drilling and hydraulic fracturing techniques have 
led to a booming natural gas industry. Natural gas is considered a cleaner fuel alternative 
to coal, producing less carbon dioxide (CO2) upon combustion per unit energy produced, 
and therefore has been hailed as a bridge fuel during conversion from fossil fuels to 
renewable energies for electricity production. The primary component of natural gas is 
methane (CH4), a potent greenhouse gas with 28 times the global warming potential of CO2 
on a 100 year timescale. At oil and natural gas facilities, CH4 leaks are common due to 
changes in operational modes, scheduled ventings to relieve pressure from equipment, 
equipment aging, and malfunctions, and it is estimated that a CH4 leak rate of 1.5% of 
facility throughput is enough to negate the climate benefits incurred by use of natural gas 
instead of coal. Additionally, the Obama administration has set an aggressive mitigation 
goal of 26-28% emission reduction by 2025, as compared to 2005 levels. To achieve this 
target, emission sources must be quickly identified and quantified with high precision and 
accuracy to best understand where additional controls are required. Here, an aircraft-based 
measurement technique is used to address this challenge using a high-precision cavity ring-




in conjunction with high-frequency three-dimensional wind measurements and aircraft 
location tracking from an onboard global positioning and inertial navigation system. Here, 
an assessment of method accuracy and precision was performed by conducting repeat 
measurements at a power plant and comparing the calculated CO2 emission rate to the 
reported hourly emissions measurements made by continuous emissions monitoring 
systems at the facility. Subsequently, results are presented from a field campaign conducted 
in the Barnett shale, Texas which quantified CH4 emissions from facilities with atypically 
large emissions, known as “super-emitters”, and assessed their overall contribution to 
basin-wide emissions. Calculated emissions were compared to inventory estimates and 
potential reasons for discrepancies were discussed. Results suggested that super-emitting 
facilities do not emit at the same rate for extended periods of time, and therefore, their 
emissions can vary by several orders of magnitude depending on operating conditions. To 
investigate the degree to which temporal variability of emissions occurs, a separate study 
was conducted in the Eagle Ford shale, Texas, in which four unique measurement methods 
were used to conduct repeat measurements at facilities during different operational modes. 
Results were assessed to suggest potential mitigation strategies that may address this 
variability to improve national inventories. Finally, a series of measurements were made at 
natural gas-fired power plants and oil refineries, two facility-types with minimal to no CH4 
monitoring requirements due to presumption that they produce negligible CH4 emissions 
annually. Calculated CH4 and CO2 emission rates were reported and improved emissions 
factors were presented as an alternative to industry-used emissions factors. Additionally, 
the source of CH4 emissions was assessed by comparison of CH4 enhancements with 




CHAPTER 1. INTRODUCTION 
1.1 The Carbon Cycle 
Carbon is the fourth most abundant element in the universe and is responsible for the 
evolution of life on earth.1 The carbon atom has an atomic number of six, and therefore has 
six protons and six electrons in its neutral state. The inner shell is filled by two electrons 
and the outer valence shell is filled by four, resulting in a 1s22s22p2 electron configuration 
for ground state carbon (Figure 1.1).2 This ground state configuration allows carbon to 
form two bonds with other atoms. In its excited state, one of the 2s electrons is promoted 
to an empty 2p orbital, resulting in a 1s22s12p3 electron configuration (Figure 1.1).2 This 
excited state electron configuration allows the carbon atom to form four bonds with other 
atoms.  Hybridization of the valence s and p orbitals produces more energetically favorable 
sp3 electron orbitals that allows carbon to more readily form bonds with other compounds, 
and subsequently form large, complex organic structures (Figure 1.1).2,3 This is the 
functional reason that the carbon atom is the building block of the large organic compounds 
required for organic life on Earth, including carbohydrates, lipids, proteins, and nucleic 
acids. Carbon is also a component of the Earth’s atmosphere, primarily in the forms of 
carbon dioxide (CO2) and methane (CH4), and the cycling of carbon between the 
atmosphere, living organisms, soil, and its eventual return to the atmosphere, can 





Figure 1.1. Electron configuration of ground state, excited state, and sp3 hybridized 
carbon. Figure from Halpern, 2014.2 
 
 
The global carbon cycle describes the relationship between terrestrial carbon 
sources, which introduce carbon into the atmosphere, and sinks, which remove or store 
carbon (Figure 1.2).1  Photosynthetic vegetation on land and photosynthetic vegetation and 
plankton in oceans act as sinks of CO2 via the light catalyzed conversion of CO2 to glucose 
(C6H12O6) and oxygen (O2) by reaction with water (H2O) as described by Eq. 1.15: 
?? ?? ? ?? ??
?????
???? ????????????????? ? ????  Eq. 1.1 
Simple sugars like glucose are classified as carbohydrates based on their chemical 
structure which can be rewritten in the form Cn(H2O)n. Carbohydrates function as the 
primary energy source for photosynthetic plants and as the starting material for other 
downstream carbon-based biological products generated by plants, including starch and 
cellulose.5 Both starch and cellulose are polymers of glucose, which differ structurally 
based on the linkage configuration between glucose monomers (Figure 1.3). For instance, 
the glucose monomers in starch are linked via a 1-4-α glycosidic bond, due to the –OH 
group at C-1 being positioned below the ring structure when drawn as a Haworth projection, 
while in cellulose, linkage occurs via 1-4-β glycosidic bonds between glucose monomers 




synthesis of starch begins with the enzyme-catalyzed conversion of glucose 1-phosphate 
(C6H13O9P) to adenosine diphosphate (ADP)-glucose, which is then added via 1-4-α 
linkage to another glucose monomer.1 Cellulose is synthesized within the plant cell plasma 
membrane via enzyme-catalyzed polymer chain initiation and subsequent elongation by 
addition of uridine diphosphate (UDP)-glucose via 1-4-β linkage to another glucose 
monomer.1 Differences in linkage orientation between starch and cellulose polymers are 
responsible for their helical (starch) and linear (cellulose) structures, and consequently, 
their unique physical properties related to storage (starch) and cell wall structure (cellulose) 
in plants. 
Subsequently, carbon in the form of sugar, starch, and cellulose may then either 
decompose once the plant dies, or be consumed by animals that will decompose once they 
die.4 The remains of plants and animals are collectively referred to as organic matter. 4 
Decomposition of organic matter is generally driven by aerobic bacteria, or bacteria that 
thrives in oxygen-rich environments, and results in release of CO2 back into the atmosphere. 
Organic matter often consists of thousands of chemical compounds, an example being 
glucose which decomposes to produce CO2 and water in the presence of oxygen, as 
outlined in Eq. 1.2, which is the reverse reaction of Eq. 1.1: 











Figure 1.3. Chemical structures of (a) starch and (b) cellulose, with structural differences 




Summation of the photosynthesis (Eq. 1.1) and decay (Eq. 1.2) reactions results in 
cancelation of all terms and closure of the carbon cycle. However, other processes like 
combustion are also influential in carbon cycling and can introduce more carbon into the 
atmosphere faster than it can be removed by natural processes. Initial use of combustion to 
generate heat energy was developed by ancient hominids roughly one million years ago, 
with grasses and woods being the most probable combusted materials.8 Energy produced 
by combustion of biological materials (e.g., biofuels) is known as biomass energy. Because 
biological materials which constitute biofuels can be regrown, biofuels are considered 
renewable. Additionally, biofuels are theoretically CO2-neutral because equal quantities of 
CO2 are released by burning a biofuel as are sequestered by the next growth cycle of these 
plants via photosynthesis.9 However, the energy required to grow the crops, produce 
fertilizers and pesticides, and process the plants into fuel may exceed the energy produced 
from biofuels. Additionally, biofuels are also limited by the low solar energy conversion 
efficiency (<1%) of plants, as compared to photovoltaics (~18% efficient), and thus would 
require substantial land use for biofuels to yield comparable energy outputs.10 Therefore, 
significant research and development is needed before biofuels can act as an energy 
efficient and low cost fuel source. 
To meet the high energy demands of modern societies, many industrialized nations 
instead depend on fossil fuels like coal, petroleum, and natural gas to generate energy. 11 
Fossil fuels are derived from prehistoric organic matter (e.g., plant and animal remains) 
which accumulated in ancient sedimentary rock and, over millions of years, were 
transformed into present-day fuels.4 In 2013, roughly 18% of total energy consumed in the 




(19 million barrels/day), and 27% from natural gas (740 billion m3/year).12 Except in all-
electric homes, residential heating is predominantly powered by natural gas, and petroleum 
products power nearly 98% of the transportation sector. The processes that encompass 
fossil fuel formation are essentially a detour of the carbon cycle and rely on the inefficiency 
of decay reactions, which are typically 98-99% efficient, to allow the remaining 1-2% of 
total accumulated organic matter to remain preserved from decay to eventually transform 
into fossil fuels.4 The geochemistry of fossil fuel formation will be discussed in detail in 
Chapter 1.2. In terms of carbon cycling, the downstream fate of fossil fuels is extraction 
from the ground and subsequent combustion to generate energy. For example, methane 
(CH4), the primary component of natural gas, is burned in the presence of O2 to yield CO2 
and water: 








Figure 1.4. Increase of atmospheric CO2 concentrations from 1958 to 2016 at Mauna Loa 




To achieve a steady-state in the global carbon cycle, the rates of atmospheric CO2 
removal (e.g., from photosynthesis) and addition (e.g., from decomposition, combustion) 
must be equal.4 If CO2 generation exceeds CO2 destruction and storage, atmospheric 
concentrations of CO2 will increase.14 Since the start of the industrial revolution in 1850, 
atmospheric CO2 concentrations have increased steadily from 280 ppm to 407 ppm,13 a 
result of increased carbon fluxes from combustion of biofuels and fossil fuels (Figure 
1.4).6,13,15 Figure 1.5 illustrates the annual contributions of carbon in million metric tons 




atmosphere, showing rapid increases in atmospheric carbon outputs from oil and gas 
sources since the 1930s.16 Recent studies suggest that these increases directly correlate with 
a global average temperature rise of 0.85 °C from 1880 to 2012, and are contributing to 
melting of the polar ice caps and glaciers, rising sea levels, increased frequency and 
severity of natural disasters, and faster rates of land desertification.17 Additionally, the 
average global annual temperature has increased at a rate of 0.07 °C per decade since 1880, 
and at a rate of 0.17 °C per decade since 1970.18 Inherently, the warming rate will continue 










Rising global temperatures are the direct result of increased atmospheric 
concentrations of greenhouse gases, named for their ability to absorb infrared radiation. 
Specifically, greenhouse gases absorb in the infrared (IR) region of the electromagnetic 
spectrum (Figure 1.6).20 For maintenance of constant global temperatures, there must be a 
global balance between absorption of incoming visible radiation and re-emitted outgoing 
IR radiation. The fraction of radiation that is reflected out from the planet is called albedo, 
which is estimated to be ~0.30 for Earth, and is influenced by changes in cloud-type and 
coverage, ice and snow coverage, and by variations in continental surface reflectance.21 
For simplicity, Earth can be considered to be a blackbody (e.g., albedo of 0), meaning that 
it will absorb all incoming radiation and global temperatures will rise. Heated objects emit 
electromagnetic radiation, therefore, the warming planet will emit outgoing IR radiation 
into space, called blackbody radiation.22 To achieve energy balance at the surface, the 
surface must emit as a blackbody radiator at higher temperatures, according to the Stefan-
Boltzmann law (Eq. 1.4).22  
? ? ????    Eq. 1.4 
where E is the radiant heat energy emitted from a unit area [W/m2], σ is the Stefan-
Boltzmann constant of proportionality (5.6704x10-8 [W/m2K4]), and T is the absolute 
temperature [K] of the emitting surface. However, atmospheric greenhouse gases will 
absorb the Earth’s emitted IR radiation before it reaches spaces, exciting the gas molecules 
to higher vibrational energy states. The subsequent return to their ground state 
configurations results in release of energy in all directions, a fraction of which radiates 
back to the Earth. In this way, greenhouse gases effectively increase the radiant flux at the 





Figure 1.6. Atmospheric absorption bands for common greenhouse gases with CH4 peaks 
highlighted by purple shaded regions. Figure modified from Rohde, 2007.23 
 
 
The most influential greenhouse gases include H2O, CO2, and CH4, each of which 
absorb strongly in the IR region (Figure 1.6).20 In this region, H2O absorbs the most broadly 
(main bands centered at λ = 0.72, 0.82, 0.94, 1.1, 1.38, 1.87, 2.7, 6.3, 55 μm), however, 




temperatures (e.g., H2O vaporizes with added heat), resolving other drivers of global 
warming will reduce temperatures and subsequently reduce atmospheric H2O 
concentrations.20 The second most significant greenhouse gas is CO2, which also absorbs 
strongly in the IR region (λ = 1.4, 1.6, 2.0, 2.7, 4.3, 9.4, 10.4, 15.0 μm) but exhibits broad 
gaps where absorption does not occur.20 Within these gaps, other greenhouse gases like 
CH4 exhibit absorption bands (λ = 2.20, 3.3, 7.6 μm, highlighted in purple in Figure 1.6), 
and therefore, can significantly increase the heat retained by the atmosphere by increasing 
the range of wavelengths that contribute to total atmospheric absorption.20 In the absence 
of all greenhouse gas effects, the Earth’s surface temperature is estimated to be ~255 K, as 
determined by solving for the equilibrium temperature, Teq, of Earth when energy put into 





    Eq. 1.5 
where S0 is the solar radiative flux (1368 W/m2) and a is the albedo (0.3). Currently, the 
average global surface temperature of Earth is 288 K, therefore, the presence of greenhouse 
gases is expected to account for a warming of 33 K. Greenhouse gases that do not condense 
and precipitate out of the atmosphere at current atmospheric temperatures like water vapor 
(e.g., CO2, CH4) are estimated to directly account for 25% of the greenhouse effect on 
Earth, and are responsible for controlling feedback effects that maintain atmospheric 
temperature structure to sustain current water vapor levels and cloud cover, to account for 
the remaining 75% of the greenhouse gas effect. Therefore, CO2 and CH4 are termed 
“climate control knobs” due to their significant direct and indirect effects on atmospheric 




radiative forcing was directly correlated with the 22 ppm increase in atmospheric CO 2 
concentrations from 2000 to 2010 (Figure 1.7),25 where radiative forcing is defined as the 
net change in the atmospheric energy balance due to a perturbation in the system, expressed 
in watts per m2.17 As such, greenhouse gas reduction strategies frequently target CO2 and 
CH4 as significant drivers of global warming. 
 
 
Table 1.1. Atmospheric lifetime, abundance, radiative forcing, and global warming 
potential of common greenhouse gases.  







Water, H2O 0.025 a 1-5 a 0.07 a - - 
Carbon dioxide, CO2 5-5000 a 4.07x10-2 b 1.82 a 1 a 1 a 
Methane, CH4 12.4 a 1.84x10-4 b 0.48 a 86 a 34 a 
Tropospheric ozone, O3 0.06 c 3.37x10-5 a 0.35 a - - 
HFC-134a, CH2FCF3 13.4 a 6.27x10-9 a 0.01 a 3790 a 1550 a 
CFC-11, CCl3F 45 a 2.38x10-8 a 0.06 a 7020 a 5350 a 
Nitrous Oxide, N2O 121 a 3.24x10-5 a 0.17 a 268 a 298 a 
Tetrafluormethane, CF4 50000 a 7.90x10-9 a 0.004 a 4950 a 7350 a 
a IPCC, 2013.17 Lifetimes (Table 8.7), 2011 atmospheric abundances (Table 8.2) as 
percentage of dry air, radiative forcing (Table 8.2) and global warming potentials (GWP) 
on 20- and 100-year timescales (Table 8.7). 
b NOAA’s ESRL Global Greenhouse Gas Reference Network13, abundances for April 2016. 







Figure 1.7. Time series showing similar trends in rising spectrally resolved CO2 surface 
forcing and CO2 concentrations from 2000 to 2012 at (a) the Southern Great Plains and 
(b) the North Slope of Alaska. Modified from Feldman et al., 2015.25 
 
 
Currently, CO2 comprises 99.5% of atmospheric carbon while only representing 
4.0x10-2 % of the atmosphere by volume.17 The abundance and continual rise of CO2 
emissions from anthropogenic combustion sources make CO2 emissions reductions a target 
for global greenhouse gas mitigation efforts. However, the long atmospheric lifetime 
(>2000 years) of CO227 may instead indicate a greater need for carbon capture and storage 
technologies to remove the CO2 that has already accumulated in the atmosphere.28 
Emissions mitigation strategies may instead produce more rapid results by targeting CH4. 
While atmospheric abundance of CH4 is 1.8x10-4 %, roughly two orders of magnitude less 
than that of CO2, it has a global warming potential (GWP) 86 times larger than CO2 on a 
20 year timescale, and therefore, can significantly influence atmospheric warming. 17 
Because of its ~9-10 yr atmospheric lifetime, emissions reductions have a near-term impact 
on atmospheric composition. GWP is defined by the Intergovernmental Panel on Climate 




over a certain timescale (e.g., 20 or 100 years), divided by the radiative forcing produced 
from a 1 kg emission of CO2 integrated over that same timescale.17,20 The GWP has become 
the standard for inter-comparison of the impact of various gases on atmospheric warming 
by standardizing their impact in terms of the equivalent quantity of CO2 emissions needed 
to produce the same warming effect. Rising CH4 concentrations since the industrial 
revolution have increased radiative forcing by 0.47 W/m2, which is 20% of the total change 
in radiative forcing due to other greenhouse gases, including CO2.20 When indirect climatic 
effects of atmospheric CH4 are considered (e.g., CH4 oxidation leads to production of other 
greenhouse gases, including O3, H2O, and CO2), this percentage increases to 30-45%.20 As 
such, efforts to reduce CH4 emissions have received significant attention in recent years 
(e.g., Obama Administration’s Climate Action Plan to reduce CH4 emissions from the oil 
and gas industry by 40–45% by 2025, as compared to 2012 levels), since reductions would 
show climate benefits on a timescale of years instead of centuries, as compared to CO2 
reduction efforts. Table 1.1 shows the atmospheric lifetime, abundance, radiative forcing, 






Figure 1.8. The global CH4 cycle. From IPCC, 2013.6 
 
 
 Steadily rising atmospheric CH4 concentrations are largely due to increases in 
anthropogenic CH4 emissions at a rate faster than sinks can compensate.14,29 To accurately 
budget atmospheric CH4 concentrations, an in-depth understanding of the global carbon 
cycle with respect to cycling of CH4 is required, outlined in Figure 1.8. Major sources of 




animals, and waste facilities, biomass burning, and leaks from within the oil and gas 
infrastructure.30 Sinks of CH4 include oxidation by OH radicals in the atmosphere and both 
aerobic and anaerobic oxidation by bacteria in soil, freshwater, and saltwater 
environments.30 The annual global CH4 emissions budget with contributions per source 
and sink is shown in Table 1.2, using data compiled from 1984-2003 which shows an 
annual net increase of 19 Tg of atmospheric CH4 (sources: ~525 Tg/yr, sinks: ~506 Tg/yr). 
Slightly larger (3%) annual global CH4 emission source estimates were made by Turner et 
al.31 using satellite data compiled from 2009–2011 (sources: 539 Tg/yr) with an estimated 
U.S. contribution of 51.3–52.5 Tg/yr. If emissions from sources exceed uptake by sinks, 
atmospheric concentrations of CH4 will rise as is observed in Figure 1.9, which shows 




Figure 1.9. Global atmospheric concentrations of (a) CO2 and (b) CH4 from 800,000 BC 
to 2015 AD from historical ice cores and recent air monitoring sites. Figures modified 





Table 1.2. Annual global emissions budget of CH4 sources and sinks. From Dlugokencky 
et al., 2011.33 
Source CH4 (Tg/yr) Sink CH4 (Tg/yr) 
Anthropogenic  Oxidative  
   Energy 110±13    Troposphere 448±1 
   Enteric fermentation 90±14    Stratosphere 37±1 
   Rice agriculture 31±5    Soil 21±3 
   Biomass burning 50±8   
   Waste 55±11   
Natural    
   Wetlands 147±15   
   Termites 23±4   
   Oceans 19±6   
Total 525±8 Total 506±1 
 
 
 The chemical reactions that generate CH4 vary depending on source-type. Wetlands 
are moist environments rich with nutrients due to the accumulation of organic matter over 
long periods of time. During anoxic conditions when O2 is not present, CH4 generation 
occurs when microorganisms in the water called methanogens reduce CO2 to CH4 in the 
presence of hydrogen (H2) (Eq. 1.6).30 Methanogens also drive acetic acid (CH3COOH) 
fermentation to produce CH4 and CO2 (Eq. 1.7). 
??? ? ??? ? ??? ? ????     Eq. 1.6 
??????? ? ??? ? ???     Eq. 1.7 
Similar to wetlands, the moist, nutrient-dense environment of rice paddies also 
harbors methanogens, which generate CH4 by enzyme-catalyzed reaction with acetate ions 
(CH3COO-) to produce CH4 and bicarbonate (HCO3-) (Eq. 1.8).30 The products then react 
with diatomic hydrogen (H2) and protons (H+) in solution to yield CH4 and H2O (Eq. 1.9): 




??? ? ????? ? ?? ? ??? ? ????     Eq. 1.9 
 Waste systems also generate CH4 through reactions driven by methanogenic 
bacteria.34 After waste is deposited, the organic matter near the landfill surface is oxidized 
aerobically to generate CO2 and H2O. At greater depths, anaerobic processes dominate, and 
fermentative bacteria hydrolyze the organic matter to soluble molecules that are then 
converted to simple organic acids (e.g. acetate), CO2, and H2 by acid-forming microbes. 
Subsequently, methanogenic bacteria break down the organic acids into CH4 and CO2 (Eq. 
1.7) and reduce CO2 with H2 to produce CH4 and H2O (Eq. 1.6). 
 A different type of methanogen, called rumen methanogens, are responsible for 
enteric CH4 production in the guts of ruminant animals.30 Rumen fermentation of 
carbohydrates in digested food produces H2 which is rapidly metabolized by methanogens 
to maintain a balance of thermodynamic conditions required for the metabolic processes of 
the gut microflora.35 Balance of the pathways that ferment glucose to acetate (Eq. 1.10), 
butyrate (C4H8O2) (Eq. 1.11), and propionate (C3H6O2) (Eq. 1.12) allows regulation of the 
amount of H2 available for CH4 production (Eq. 1.13).  
??????? ? ?????? ? ???????? ? ????????            Eq. 1.10 
??????? ? ?????? ? ????????              Eq. 1.11 
??????? ? ??????? ? ????              Eq. 1.12 
??? ? ??? ? ??? ? ????                Eq. 1.13 
 Another source of CH4 is seabed and ocean waters, where CH4 can either exist in 
aqueous form, undissolved as gas pockets, or as clathrates, which are also known as gas 
hydrates.36 Gas hydrates are crystalline cage-like structures of H2O molecules which 




under low temperatures, high pressures, and high CH4 concentrations. As gas hydrate stores 
accumulate, pressure decreases or temperature increases can cause dissociation of the 
stores, resulting in release of CH4 and subsequent diffusion into the water column. 
Additionally, oceans with seismic activities can seep gas from within the Earth into 
surrounding waters. This increased CH4 flux into the water column also promotes bacterial 
activity of methanogens which act through pathways similar to those previously described. 
 Biomass burning encompasses combustion of living and dead organic matter from 
forests and other ecosystems, as well as combustion of wood.37 Roughly 10% of global 
annual CH4 emissions come from biomass burning.33 Complete combustion of biomass, 
represented in Eq. 1.14 as a carbohydrate with the formula CH2O, in the presence of O2 
yields CO2 and H2O. However, combustion of biomass is always incomplete and results in 
production of other carbon-based compounds, including CH4.37  
??????? ? ??? ? ???? ? ?????            Eq. 1.14 
 Leakages of CH4 from fossil fuel stores can also occur from migration of 
underground CH4 up through permeable rocks and along seismic fault lines to the ground 
surface and atmosphere.4 Drilling and extraction of oil and gas from the ground and 
subsequent downstream processing of fossil fuel products can also result in release of CH 4 
to the atmosphere.38 An in-depth discussion regarding the specific sources of CH4 loss from 
throughout the oil and gas supply chain is provided in Chapter 1.3. 
 The most important sink in the global CH4 cycle is the destruction of CH4 by 
reaction with OH radicals. Tropospheric OH radical reactions account for 90% of all 
atmospheric CH4 removal, while stratospheric OH and Cl radical reactions comprise 7%, 




radicals (OH●) are formed by photolysis of ozone (O3),39 which produces diatomic oxygen 
(O2) and an excited state oxygen atom (O(1D)), at λ < 310 nm and ∆H = 356 kJ/mol,  
according to Eq. 1.15. Collision with N2 or O2 leads to deactivation of the majority of these 
atoms to O(3P), but on average, 10% will react with H2O or CH4 to produce OH radicals 
(Eq. 1.16–1.17) and methyl radicals (CH3●) (Eq. 1.17). Methyl radicals are mostly 
generated by reaction of OH radicals with CH4 (Eq. 1.18), which then react with O2 in the 
presence of O2 or N2 to produce methylperoxyradicals (CH3OO●) (Eq. 1.19). Subsequently, 
conversion of CH3OO● to various products occurs through several reactions (Eq. 1.20–
1.23). Reaction 1.20 is one of the most important reactions in the atmospheric generation 
of O3, because it produces the precursor NO2 which photolyzes as shown in Eq. 1.24 to 
generate NO and O(3P), which then reacts with O2 to yield O3 (Eq. 1.25). 
O3 + hv ? O2 + O(1D )              Eq. 1.15 
O(1D) + H2O ? OH•+OH•              Eq. 1.16 
O(1D) + CH4 ? OH• + CH3•               Eq. 1.17 
CH4 + OH• ? CH3• + H2O                       Eq. 1.18 
CH3• + M + O2 ? M + CH3OO•                       Eq. 1.19 
CH3OO• + •NO ?  •NO2 + CH3O•                       Eq. 1.20 
CH3OO• + HO2• ? O2 + CH3OOH             Eq. 1.21 
CH3OOH + hv ? CH3O• + OH•             Eq. 1.22 
CH3O• + O2 ? CH2O + HO2•                       Eq. 1.23 
NO2 + hv ? O(3P) + NO                        Eq. 1.24 
O(3P) + O2 ? O3                         Eq. 1.25 
 
The resulting formaldehyde (CH2O) from Eq. 1.23 then reacts with OH (Eq. 1.26) 




The CHO radical reacts rapidly with O2 to yield CO and HO2 (Eq. 1.29). Finally, CO is 
oxidized to CO2 (Eq. 1.30) completing the conversion of CH4 to CO2. 
CH2O + OH ? CHO• + H2O                        Eq. 1.26 
CH2O + O2 + hv ? CHO• + HO2             Eq. 1.27 
CH2O + hv ? CO + H2              Eq. 1.28 
CHO• + O2 ? CO + HO2              Eq. 1.29 
?? ? ???
??????? ? ??                        Eq. 1.30 
 In the stratosphere, CH4 destruction can also occur via OH radical reactions, or 
through reaction with Cl radicals.30 First, photolysis of atmospheric chlorine (Cl2), which 
primarily comes from chlorofluorocarbons (CFC) released from anthropogenic refrigerants 
and aerosol sprays, produces Cl radicals (Eq. 1.31) which then react with CH4 to produce 
methyl radicals and HCl (Eq. 1.32). The methyl radicals then react as described in Eq. 1.19. 
Cl2 + hv ? 2Cl•               Eq. 1.31 
CH4 + Cl• ? CH3• + HCl              Eq. 1.32 
 In soil, freshwater, and saltwater environments, microorganisms called 
methanotrophs metabolize CH4 as a carbon energy source via anaerobic oxidation 
processes mediated by electron acceptors like sulfate (SO42-), nitrate (NO3-), or nitrite 
(NO2-).30 Sulfate-driven oxidation of CH4 results in production of bicarbonate (HCO3-), 
bisulfide (HS-), and H2O (Eq. 1.33). Nitrate and nitrite reduction reactions are shown in Eq. 
1.34 and 1.35, respectively. 
??? ? ????? ? ????? ???? ? ???            Eq. 1.33 
??? ? ????? ? ??? ? ????? ? ????            Eq. 1.34 




Appropriate consideration of the global annual contributions from the different 
sources and sinks of CH4 is necessary to appropriately design mitigation strategies to 
control atmospheric CH4 concentrations.33 The rapid rise in atmospheric CH4 
concentrations over the past several decades raises the question of which CH4 sources are 
contributing to this change (Figure 1.9). Therefore, development of improved CH4 
emission detection methods and quantification procedures is critical in addressing this need. 
Natural gas and petroleum systems are considered the largest anthropogenic sources of 
CH4 emissions in the U.S., likely due to recent advances in drilling and hydraulic fracturing 
technologies which have led to a rapid surge in fossil fuel extraction, a dramatic decrease 
in natural gas prices, and an associated increase in use of natural gas, especially for power 
production.40 As such, there is an urgent need to better characterize the nature of CH4 
emissions from the fossil fuel industry. The work in this thesis aims to help accomplish 
this goal. Before discussing the methods of this work, an in depth understanding of the 
geochemical processes that drive fossil fuel formation, as well as the chemical  composition 










1.2 Geochemistry of Shale Oil and Gas 
Fossil fuels are derived from the remaining organic components of living organisms, 
with marine phytoplankton and zooplankton being the primary starting components of oil 
and natural gas products.41 As previously described, the formation of fossil fuels can be 
viewed as a detour of the carbon cycle, where roughly 1-2% of deposited organic matter 
will eventually find itself in anaerobic conditions, preventing normal aerobic decay 
processes from proceeding, to allow accumulation in the earth.4 It is estimated that 7 kg of 
accumulated organic matter was required to produce 1 g of carbon in today’s fossil fuels 
(0.015% conversion of mass), therefore, the 7.5 Pg of carbon burned as fossil fuels in 2005 
required approximately 50,000 Pg of accumulated organic matter as starting material.4 To 
add perspective, if the starting organic matter for the fossil fuels burned in 2005 was in the 
form of blue whales (e.g., the largest mammal to have ever existed, weighing ~200 Mg 
each), it would take the number of whales which span the surface area of Maryland and 
Connecticut combined, to produce fossil fuels whose mass equals the weight of whales 
spanning the surface area of Delaware. The rate of fossil fuel production is exponentially 
increasing,42 and several models predict that the majority of the world’s available fossil 
fuel reserves will be depleted by 2100 as the rate of consumption vastly exceeds the rate of 
formation.43 Hence, fossil fuels are considered a non-renewable energy source since 
transformation from organic matter to fossil fuel products takes hundreds of millions of 
years, and todays reserves are estimated to have come from organic matter deposited during 
the Carboniferous era, roughly 300-400 million years ago.44 
Fossil fuel formation begins when plants and animals die and are deposited on the 




sediment layer on the waterbed up to a depth of 1 m, resulting in decay of ~99% of 
deposited organic matter. Therefore, for deposition of organic matter to occur, decay 
processes must be minimized by reduced exposure to O2 and minimization of enzymatic 
decomposition facilitated by aerobic bacteria. Reduction of O2 content in the water column 
can result from increased concentrations of suspended organic sediments (e.g., silt, mud) 
which inhibit mixing of O2 from surface waters down to the waterbed, promoting burial of 
preserved organic matter into the sediment layer on the waterbed. Roughly 1 m below the 
waterbed, aerobic decay processes stop and give rise to a multitude of other reaction 
pathways facilitated by anaerobic bacteria, which function in the absence of O2.4 Instead, 
anaerobic bacteria thrive on sulfate and nitrate and subsequently reduce these compounds, 
with hydrogen sulfide and nitrogen as by-products.45 Anaerobic bacteria facilitate reactions 
which alter the biomolecular components of the preserved organic matter which contains 
fats, proteins, cellulose, starch, lignin, and steroids.45 These biomolecules are broken down 
to smaller components via hydrolysis reactions, and because depths are shallow (~1 m 
below the waterbed), pressure and temperature are near ambient conditions. Example 
reaction schemes for the hydrolysis of (a) polysaccharides, (b) glycosides, and (c) peptides 
are shown in Figure 1.10. The rates of these hydrolysis reactions can be accelerated by 
enzymes produced by the anaerobic bacteria, for example, by up to a factor of 1010 for 






Figure 1.10. Initial hydrolysis reactions of biomolecular components of organic matter 




Anaerobic bacteria utilize processes like oxidative deamination of amino acids to 
produce imino acids to obtain energy to drive their internal biochemical processes, shown 
in Figure 1.11a.4 The resulting imino acid undergoes subsequent reaction with H2O to yield 
an α-keto acid and ammonia (NH3) (Figure 1.11b). The production of NH3 from this step 
is responsible for the characteristic odor associated accumulation of large quantities of 
organic matter, for example, at wastewater collection facilities. Decarboxylation of α-keto 





Figure 1.11. Anaerobic bacterial-driven (a) oxidative deamination of amino acids, (b) 
subsequent imino acid reaction with water, and (c) α-keto acid decarboxylation. Adapted 
from Schobert, 2013.4 
 
 
In the early stages of burial, anaerobic bacteria can also react with monosaccharides 
to produce CH4 and CO2 (Eq. 1.36).4 CH4 produced in this manner is referred to as biogenic 
CH4 to distinguish it from CH4 produced further downstream in the process of fossil fuel 
formation.  








Table 1.3. Hydrolytic reactivity and products from primary components of organic matter 
at shallow depths below ground. Table from Schobert, 2013.4 
Functional 
Group 
Reactivity Primary Products Secondary Products 
Saccharide High Sugars  
Glycoside High Sugars, phenols CO2 + CH4 
Peptide High Amino acids CO2 + NH3 + aldehydes 
Esters Moderate Fatty acids  
Waxes Low Fatty acids, long-chain 
alcohols 
 
Ethers Very low Phenols  
Hydrocarbons None None  
 
 
Hydrolysis products for additional functional groups contained within 
biomolecules of organic matter are provided in Table 1.3.4 At shallow depths of ~1 m 
below ground, saccharides, glycosides, and peptides react readily to form sugars, phenols, 
and amino acids, respectively. Fats and oils are moderately reactive and yield fatty acid 
products. Waxes have low reactivity due to protection of their ester functional groups by 
hydrophobic hydrocarbon structures, preventing reaction with H2O. Ether functional 
groups found in lignin have very low reactivity, and hydrocarbons have no reactivity due 
to lack of functional groups capable of undergoing hydrolysis.  
Hydrolysis products of the highly reactive species outlined above, which include 
monosaccharides, amino acids, phenols, and aldehydes, recombine to form fulvic acids.45 
Fulvic acids encompass a group of large organic molecules with no defined structure, with 
molecular weights ranging from 700-10,000 Da. They dissolve readily in aqueous acids 




molecular weight (10,000-30,000 Da) solid compounds which precipitate in aqueous acids 
but dissolve in basic solutions.  
As depth increases to 10 m, anaerobic bacterial activity declines due to reduced 
availability of biomolecules caused by anaerobic bacterial consumption in shallower 
depths. Additionally, bacterial presence is reduced because several phenolic products of 
these reactions act as bactericides. The chemical composition at this depth includes humic 
acids, unreacted or partially reacted fats, oils, and waxes, minimally reacted lignin, and 
hydrocarbons including resins. These compounds comprise the starting materials for 
downstream formation of kerogen through poorly understood processes which are driven 
by increasing pressures and temperatures as depth increases.  
Kerogen is defined as a brown-black polymeric organic solid with high molecular 
weight (>1000 Da) and is insoluble in basic solutions, non-oxidizing acids, and organic 
solvents. There are three classifications of kerogen based on their original source of organic 
matter shown in Table 1.4 with sample structures provided in Figure 1.12. The formation 
of kerogen from organic matter occurs at depths between 10-1000 m and at temperatures 
up to ~50 °C through a process called diagenesis. During diagenesis, the organic starting 
materials described above undergo dissolution and recombination to generate very 







Table 1.4. Kerogen types and names defined by dominant source of organic matter. 
Modified from Schobert, 2013.4 
Kerogen Type Name Source 
I Algal Algae 
II Liptinitic Plankton 




Figure 1.12. Possible molecular structures of (a) algal, (b) liptinitic, and (c) humic 




After diagenesis is complete and kerogen is formed, the process of catagenesis 
begins. Catagenesis occurs at depths between 1000-3000 m and converts kerogen to 
hydrocarbon fossil fuels by structural rearrangement of kerogen driven by increasing 
temperatures and pressures.1,4,45 Temperatures increase as depth increases due to heat 
released from decomposition of radioactive materials, including 40K, 232Th, 235U, and 238U, 
and on average, the depth-dependent temperature gradient is 10-30 °C/km.4 Catagenesis 
occurs at temperatures ranging from 60-300 °C and at high pressures which vary depending 
on the mass of overlaying sediment layers. Reaction times span roughly thousands to 
millions of years, and therefore, fossil fuel formation cannot be similarly replicated in the 
lab.  
Radical chemistry drives the transformation of kerogen into hydrocarbons, and in 
the absence of excess hydrogen, results in formation of products rich in hydrogen with a 
higher hydrogen:carbon (H:C) ratio, and products rich in carbon with a lower H:C ratio, as 
compared to the original H:C ratio of the starting material.4 Hydrocarbon products that 
progress towards higher H:C ratios will eventually lead to formation of CH4, while 
products that progress towards lower H:C ratios will eventually lead to formation of 
graphite, which is pure carbon. The degree and duration of reaction conditions (e.g., time, 
temperature, and pressure) determines how far the reactions progress toward these two end 
products. Table 1.5 provides the expected ratios of CH4:graphite product for several 






Table 1.5. Expected end products of complete catagenesis based on H:C ratio of starting 
material. Modified from Schobert, 2013.4 
Starting material Molecular formula H:C ratio Expected CH4:graphite ratio 
Propane C3H8 2.67 2.00 
Heptane C7H16 2.28 1.33 
Heneicosane C21H44 2.09 1.10 
Toluene C7H8 1.14 0.40 
Chrysene C18H12 0.67 0.20 
 
 
 Hydrogen-rich molecules increase their H:C ratio by extracting H atoms from the 
carbon-rich molecules, which in turn decreases their H:C ratio. If the kerogen starting 
material was primarily hydrogen-rich, then the final products will be predominately 
hydrogen-rich, and vice versa for carbon-rich starting materials.4 In general, kerogen types 
I-III have characteristic H:C ratios of roughly 1.7, 1.4, and <1.0, respectively. Therefore, 
products of types I and II kerogens will be hydrogen-rich (e.g., petroleum, natural gas) and 
products of type III kerogen will be carbon-rich (e.g., coal).4 This translates to oil and 
natural gas products arising from aquatic and marine-based organic matter, and coal 
originating from terrestrial plants. The studies presented in this thesis are solely concerned 
with emissions related to petroleum and natural gas systems, therefore, only catagenesis 
related to type I and II kerogens will be discussed. 
 Sedimentary rock, which contains type I and II kerogens that eventually transform 
to fossil fuels, is called source rock.1 The percentage of organic carbon content in source 
rock determines its suitability for downstream fossil fuel formation, with percentages 
higher than 5% being considered excellent for shale source rock, and 2% being excellent 




soluble in organic solvents is called bitumen, commonly used to produce asphalt. The 
remaining, insoluble fraction (~90%) is kerogen. To obtain smaller hydrocarbons from 
large kerogen molecules, the breaking of C-C bonds is required via bond chemolysis driven 
by high temperatures. This process is known as thermal cracking. Thermal cracking 
reactions give rise to a multitude of different products. For example, initial cracking of 
butane can result in two unique outcomes shown in Eq. 1.37 and 1.38.   
????????????
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? ?????????? ? ???? ?           Eq. 1.37 
????????????
?
? ??????? ? ??????? ?           Eq. 1.38 
 Formation of certain products will be favored according to the bond dissociation 
energies related to thermal cracking of the C-C bonds. For example, thermal cracking of 
butane favors the reaction shown in Eq. 1.38, as the bond dissociation energy (343 kJ/mol) 
to break the CH3CH2-CH2CH3 bond is lower than that required to break the CH3CH2CH2-
CH3 bond (364 kJ/mol).4 However, both reaction pathways will contribute to the final 
product mixture. Furthermore, the three radicals produced from thermal cracking of butane 
(e.g., methyl, ethyl, propyl), will undergo additional free-radical processes which result in 
downstream formation of five additional products, methane, ethane, propane, ethylene, and 
propylene, outlined in Table 1.6. Combination of the three initial radicals can also give rise 
to additional molecules with larger molecular weights than the initial radicals (e.g., 
pentane), demonstrating how thermal cracking of small molecules like butane can produce 






Table 1.6. Expected reaction products from free-radicals produced during thermal 
cracking of butane. Adapted from Schobert, 2013.4 
Initial radical Free-radical process Products 
Methyl Hydrogen abstraction Methane 
 Recombination with •CH3 Ethane 
 Recombination with •CH2CH3 Propane 
Ethyl Hydrogen abstraction Ethane 
 Disproportionation Ethane and ethylene 
 Recombination with •CH3 Propane 
Propyl Hydrogen abstraction Propane 
 Disproportionation Propane and propylene 
 Β-bond scission Ethylene and •CH3 
 Cracking •CH3 and •CH2CH2• 
 
 
Thermal cracking of large kerogen molecules can form hundreds of unique products, 
and explains why petroleum is a mixture of multiple compounds.45 During initial stages of 
thermal cracking, large hydrocarbon chains are more likely to break at interior C-C bonds 
than at terminal C-C bonds due to lower bond dissociation energies, and therefore, initial 
cracking products are typically medium to large hydrocarbon structures.4 The rate of 
cracking will continue to increase as temperatures increase. The Arrhenius equation (Eq. 
1.39) can be used to describe the relationship between oil formation with time (linear)  and 
temperature (exponential), where k is the rate constant, A is the pre-exponential factor, Ea 
is the activation energy, R is the gas constant, and T is temperature.46  





Figure 1.13. Schematic of the formation of oil and gas from kerogen as a function of 
depth. Adapted from Durand, 2003.47 
 
 
 Therefore, additional C-C bonds are broken as temperatures increase and the 
resulting products will be smaller than the reactants with each round of cracking. The entire 
process of fossil fuel formation described above, from diagenesis to catagenesis to 
metagenesis, is outlined in Figure 1.13. The black traces correspond to the depth- and 
temperature-dependent transformation pathways of (1) low molecular weight oxygenated 
compounds, (2) hydrocarbons and resins, and (3) biomolecules.47 At roughly 60 °C, 




~110 °C, small gaseous hydrocarbons begin to form.48 At 170 °C, kerogen conversion to 
petroleum stops and only gaseous hydrocarbons (e.g., CH4) are produced. At 230 °C, 
kerogen continues to break down and due to lack of hydrogen stores, total conversion to 
CH4 cannot occur and solid graphite (pure carbon, or C) is produced, as demonstrated in 
Eq. 1.40 with nonane as an example. This process is called metagenesis. 
????? ? ???? ? ??              Eq. 1.40 
Oil that is formed during early catagenesis at temperatures of ~60 °C will contain 
significantly larger molecules than oil formed during later catagenesis at higher 
temperatures, which would undergo significantly more repetitions of thermal cracking. The 
end product of oil formation is called petroleum, or crude oil, and has a variable 
composition of hydrocarbons, including linear aliphatics (15-60%), cyclic aliphatics (30-
60%), aromatics (3-30%), and asphalt/bitumen (<25%), and non-hydrocarbons, including 
elemental sulfur and sulfur compounds (e.g., H2S, thiols/mercaptans; <8%), nitrogen 
compounds (e.g., pyridines, quinolones, phenanthridine; <1%), oxygen-containing 
compounds (e.g., furans, alkylphenols; <3%), and trace metals (e.g., Fe, Ni, Cu; <0.1%).49 
The composition ranges depending on the depth and therefore age of the oil, with more 
mature petroleum deposits having higher percentages of naphthenes and aliphatics 
compared to aromatics. Additionally, due to differences in the degree of thermal cracking, 
early stage oils will have higher density, viscosity, boiling range, and sulfur content, while 
late stage oils will have lower density, viscosity, boiling range, and sulfur content. The 
mixed composition of crude oil explains why post-extraction refining techniques, often 




gasoline, diesel fuel, liquefied petroleum gas, kerosene, paraffin wax, asphalt, and 
petroleum coke. 
Gases form during the later stages of catagenesis as thermal cracking continues to 
break down large hydrocarbon molecules. This results in production of small chain 
hydrocarbons in addition to CH4, including ethane (C2H6), propane (C3H8), butane (C4H10), 
pentane (C5H12), hexane (C6H14), and heptane (C7H16).36 Natural gas that contains a 
mixture of hydrocarbons is termed wet gas, due to the presence of the condensible C2+ 
chain alkanes. Typically, wet gas contains mostly CH4 (87.0-96.0%), ethane (1.8-5.1%), 
propane (0.1-1.5%) and butane (0.02-0.6%).36 However, wet gas can also contain small 
fractions of other byproducts produced during cracking, including CO2 (0.1-1.0%), O2 
(0.01-0.1%), N2 (1.3-5.6%), hydrogen sulfide (H2S; 0-0.1%), and other rare gases (A, He; 
0-1%).36 Similar to crude oil, wet natural gas must be processed post-extraction to separate 
and purify its various components for downstream use. As depths and temperatures 
increase, natural gas will become progressively more CH4-rich, until depths approach 
metagenic conditions and only CH4 is produced without C2+ chain alkanes. This pure 
natural gas product composed only of CH4 is called dry gas.  
The quality of a fuel is dependent on its energy density, defined as the amount of 
energy stored per unit volume (MJ/L) or unit mass (MJ/kg) of fuel.50 Therefore, the higher 
the energy density the higher the fuel quality. Higher energy densities are inversely 
proportional to the molecular complexity of the fuel, and therefore, dry natural gas (e.g., 
pure CH4) has the highest energy density (55.0 MJ/kg) after hydrogen (142.0 MJ/kg) 
(Figure 1.14). Propane (50.3 MJ/kg), wet natural gas (47.2 MJ/kg), and gasoline (45.8 




densities continue to decline as seen with crude oil (41.9 MJ/kg), coal (23.9–31.4 MJ/kg), 
ethanol (19.9 MJ/kg), and wood (17.1 MJ/kg). The relatively higher energy density of 
natural gas therefore makes it a more valuable fuel source than coal and oil. Additionally, 
the comparative use of natural gas versus oil and coal primarily depends on market price, 
measured in U.S. dollars per million British thermal units ($/MMBtu), where 1 BTU = 1.06 
Joules (Figure 1.15). The recent increase in availability of natural gas has caused its spot 
price to plummet to $1.73/MMBtu (03/2016), while the high value of non-CH4 
hydrocarbons in wet gas ($4.48/MMBtu, 03/2016) has resulted in wet natural gas 











Figure 1.15. (a) Annual share of fossil fuel-fired electricity generation from 1950–2010 
and (b) monthly spot prices in U.S. dollars per million British thermal units (MMBtu) of 
crude oil, natural gas, and natural gas plant liquids (NGPL) composite from 2007–2014. 







1.3 Influence of the Oil and Gas Industry on Global Greenhouse Gas Emissions 
In the United States and globally, the oil and natural gas industry represents the 
largest source of anthropogenic CH4 emissions. In 2014, the EPA estimated that oil and 
gas infrastructure was responsible for releasing ~10 Tg of CH4 in the U.S., accounting for 
33% of total annual U.S. CH4 emissions.40 Potentially, this estimate may be biased low, as 
an independent study by Turner et al.31 indicated that CH4 emissions may be as high as 
13.4 Tg/yr. Despite natural gas being a cleaner fuel alternative to coal, leakage into the 
atmosphere may negate its environmental benefits. The primary component of natural gas 
is CH4, a potent greenhouse gas with a global warming potential 34 times larger than CO2 
on a 100 year timescale.17 Petroleum products often contain CH4 as well, since crude oil is 
typically found in underground reservoirs that also contain natural gas, referred to as 
associated gas. Leakage of CH4 into the atmosphere can occur throughout the oil and gas 
supply chain, which functions to deliver extracted fossil fuels to end users in a useable 
form (e.g., natural gas for heating, propane, butane, gasoline, asphalt, etc.). The processes 
involved to accomplish this task can be broken into three sectors, including production and 
processing, transmission and storage, and distribution (Figure 1.16).40 Emissions can occur 
within each sector during normal operations, routine maintenance procedures, and 
equipment malfunctions, and therefore, understanding the processes involved in each step 







Figure 1.16. Oil and natural gas supply chain. Figure modified from the Environmental 
Protection Agency, 2016.52 
 
 
Production includes the processes involved to extract fossil fuels (e.g. oil and gas) 
from the ground.40 First, the location of underground fossil fuel reserves is determined via 
seismic testing which uses sonic waves to image the subsurface geology.53 Subsequently, 
the land is prepared by removal of topsoil and rocks and a concrete well pad is constructed. 
A drilling rig is then transported to the well pad and begins drilling a well deep into the 
earth to reach the fossil fuel reserves. The drilling stage usually lasts 2-4 weeks. 
Throughout the process, drilling is repeatedly stopped to place steel casing around the 
newly drilled hole to protect the surrounding aquifers and rock layers (Figure 1.17).53 The 
steel casing is fixed by pumping cement down the inside of the casing and between the 




extraction, the drilling is vertical. However, to efficiently extract natural gas from shale 
rock, drilling is often done in the horizontal direction after vertically drilling down to a 
depth of ~7000 ft (Figure 1.17). Once the drilling is complete for both oil and gas wells, 
the source rock which contains the fossil fuels is evaluated and a final casing is installed 
and secured with cement.53 At the surface, valves are installed to allow access to the well 
and the drilling rig is removed, completing the drilling phase. The completion phase begins 
when temporary structural plugs are removed from the well. The casing is then pressure 
tested to check for leaks. Holes are made in the casing using a perforating gun which fires 
shots at a specified depth to allow oil and natural gas to enter the well for extraction. For 
horizontal wells, in addition to perforating the well casing, the surrounding shale rock must 
also be fractured to enhance flow of natural gas to the well. This process is called hydraulic 
fracturing and involves the injection of a solution of 90% water, 9.5% sand, and 0.5% 
chemicals (e.g., acids, NaCl, polyacrylamide, ethylene glycol, isopropanol, etc.) into the 
well at high pressures to produce fractures in the shale.53 Sand in the fracturing solution 
prevents the newly formed fractures from closing after the liquids have been pumped out 
during a process called “flowback”. In total, roughly 4-8 million gallons of water are 
required to hydraulically fracture one well. After well completion, the well is ready for 
production, meaning that fossil fuels can then be produced from the wells. The production 
phase can span months to decades, depending on the economic value of continued 
production. Most well pads have equipment onsite to separate oil, gas, and water produced 
from the well into separate flow paths, and oil and water will be contained in separate 




fuel reserve has been depleted, the well is permanently plugged with cement, buried with 




Figure 1.17. Schematic of horizontal well with hydraulic fracturing of surrounding shale 
rock. Figure from Marathon Oil Corporation, 2014. 
 
 
Table 1.7. Estimated CH4 emissions from oil and gas well completions. Data from 







No. of Total 
Completions, 




Natural gas well, without 
hydraulic fracturing 730 7,694 5,600,000 
Natural gas well, with 
hydraulic fracturing 140,000 11,403 1,600,000,000 




 Leaks can occur throughout the entire production process. During the drilling phase, 
Caulton et al., 201455 measured an average CH4 emission rate of 120 kg/hr per well 
sampled, 2-3 orders of magnitude larger than estimates from the EPA. Potentially, drilling 
phase leaks are related to under-balanced drilling practices, in which the well is maintained 
at a lower pressure than the surrounding rock formation to encourage movement of higher 
pressure gas and fluids from the rock to enter the well and travel upward for easier 
extraction.55 Gas-kicks can also result in leakage, which occur when high pressure gas is 
violently emitted from the well due to the well-bore entering a region of the rock under 
atypically high pressure. Leaks are also common during the completion phase, particularly 
during flowback. Well pads can implement emissions reductions controls, including flares 
or secondary containment walls around storage tanks, however, these controls can fail, and 
it is estimated that annually 1.6x109 kg CH4 is emitted from completion processes alone 
(Table 1.7).54 During the production phase, leaks can also occur from surface equipment, 
including piping, compressors, dehydrators, separators, storage vessels, and inefficient gas 
flares.  
 Included in the production sector are gathering and compression processes, which 
receive natural gas from production pads, compress the gas using centrifugal and 
reciprocating compressors at gathering facilities and compressor stations, and transport it 
through underground gathering pipelines to gas processing plants or transmission 
pipelines.40 Crude oil is transmitted to oil refineries for further processing. During 
gathering processes, leaks can occur from the pipelines and/or faulty and aging equipment. 
For example, centrifugal compressors are often equipped with leak-prone wet seals and 




packing) if not replaced regularly. Gathering facility emissions may also vary depending 
on changes in engine operating conditions, including ignition timing, torque, speed, air-to-
fuel ratio, ambient temperature, humidity, and other factors.56 Rapid increases in the 
number of gathering and compressor stations and increases in the number of leaking valves 
and condensate tanks have contributed to a 31% increase in CH4 emissions from the 
production sector from 1990 to 2014.40 In 2014, CH4 emissions from production and 
gathering processes were estimated to be ~7 Tg from oil and gas systems (Table 1.8), 
accounting for ~72% of total CH4 emissions from oil and gas systems.40  
 
 
Table 1.8. Estimated CH4 emissions from petroleum and natural gas systems. From the 
Environmental Protection Agency’s Greenhouse Gas Inventory, 2016.40 
 2014 CH4 Emissions (Tg)  
Sector Petroleum Systems 
Natural Gas 
Systems Total 
Production 2.69 4.36 7.05 
Processing 0.02 0.96 0.98 
Transmission & Storage 0.01 1.28 1.29 
Distribution - 0.44 0.44 
Total 2.73 7.04 9.77 
 
 
 Once gas is received by processing plants, CH4 is separated from contaminating 
water and hydrocarbons (i.e., ethane, butane, propane, heavier hydrocarbons, etc.) by 
absorption or by compression, cooling, and condensation, and is then ready for transport 
through the transmission system.57-59 During gas processing, fugitive CH4 leaks can occur 




seals (23%).60 Leaking valves are often found on pneumatic controllers, which are 
instruments fueled by high-pressure natural gas designed to automatically control liquid 
level, pressure, and temperature and can emit CH4 continuously or during valve movement. 
Gas processing is estimated to produce ~1 Tg CH4 annually (Table 1.8),40 however, 
independent studies suggest these estimates may be biased low.61 Crude oil is processed at 
oil refineries through distillation, thermal and catalytic cracking processes similar to those 
described in section 1.2, and catalytic reforming.1 Leaks at oil refineries can potentially 
occur from incomplete combustion processes or from fugitive CH4 emissions produced 
from the final rounds of thermal cracking.40 
 Natural gas transmission involves similar processes and equipment as in gathering 
processes, including underground pipelines and compressors for underground transport of 
compressed gas.40 The primary difference is natural gas at this stage has undergone 
processing and is now ready for long distance transport to distribution systems, high 
volume end users (e.g., natural gas-fired power plants), or underground storage tanks. 
Compressors, dehydrators, pipelines, and storage tanks are the primary sources of CH 4 
emissions during transmission, and gas transmission processes were estimated to emit ~1.3 
Tg CH4 in 2014 (Table 1.8).40 
 The final step in the gas supply chain is distribution to small-volume end-users. 
High-pressure processed natural gas from the transmission system is transferred to 
distribution pipelines through “city gate” stations which function to reduce the pressure to 
a level safe and suitable for end-use.54 The lower-pressure natural gas is then distributed 
through underground distribution pipelines and service lines to individual users (e.g., 




pipelines,62 which spanned roughly 1,264,000 miles in 2014.40 Recent construction 
upgrades from high emission cast iron and bare steel pipelines62 to plastic pipelines are 
estimated to have reduced CH4 emissions from the distribution sector by 74% since 1990.40 
 Recent advancements in extraction technologies have resulted in rapid increases in 
global fossil fuel production since the industrial revolution, coinciding with rising 
atmospheric CO2 and CH4 concentrations (Figure 1.9) and increasing average global 
temperatures (Figure 1.18). In 2013, the Intergovernmental Panel on Climate Change 
(IPCC) released its Fifth Assessment report (AR5) which reported new evidence of climate 
change supported by peer-reviewed research.63 The report described four Representative 
Concentration Pathways (RCP2.6, 4.5, 6.0, and 8.5), each pathway representing a time-
dependent greenhouse gas concentration trajectory based on different socioeconomic 
scenarios and technological advancements. Each RCP is defined by its expected total 
radiative forcing (W/m2) in 2100, e.g., RCP8.5 leads to a radiative forcing of 8.5 W/m2 by 
2100. The defining characteristics of each RCP are provided in Table 1.9, where RCP2.6 
represents the best-case-scenario and RCP8.5 represents the worst-case-scenario resulting 
from business-as-usual practices. Projections achieved through the RCP2.6 scenarios are 
the result of stringent mitigation policies and rapid technological advancements in carbon 
capture and renewable energies leading to long-term emissions reductions, which are likely 
to hold the increase in global average temperature to below 2 °C above pre-industrial times 
by 2100.64 A rise in global temperatures above 2 °C is expected to contribute to significant 
sea ice loss, mean sea level rise, coastal flooding, ocean acidification, extreme weather 




significant global benefit in pursuing mitigation efforts which may reduce the severity of 




Figure 1.18. Global mean surface temperature projections as a function of cumulative 







Table 1.9. Main characteristics of each representative concentration pathway (RCP) by 





































RCP4.5 4.5 650 







RCP6.0 6.0 860 







RCP8.5 8.5 >1000 









In 2015, the United Nations convened in Paris to address the issues presented by 
the AR5 and proposed a series of emissions reductions targets to achieve the RCP2.6 
emission scenario.65 The agreement was approved by representatives from 195 nations who 
agreed to pursue efforts to prevent the global average temperature from increasing beyond 
1.5 °C above pre-industrial levels, by aiming to reduce greenhouse gas emissions as soon 
as possible.65 Efforts to achieve these reductions include contribution of $100 billion from 
wealthy nations to finance mitigation efforts in developing countries, presentation of 
planned reduction strategies, and revision of these strategies every five years to incorporate 
more aggressive goals. As a result of this agreement, the U.S. has agreed to reduce 




lies with our current energy dependence on fossil fuels, and would require immediate 
improvements in renewable energy technologies and fossil fuel emission controls. For 
instance, a recent study estimated that to achieve the RCP2.6 scenario, significant fractions 
of the world’s oil (35%), natural gas (52%), and coal (88%) reserves must remain in the 
ground from 2010 to 2050 (Table 1.10).11 For example, this means that ~75% of the oil 
sand reserves in Canada must remain unused, and production rates must decrease from 2 
million to 515,000 barrels per day.11 For countries with economic reliance on fossil fuels, 
cessation of oil and gas production may not be economically feasible. The global 
distribution of coal, oil, and natural gas reserves is shown in Figure 1.19 for reference, with 
marker size representing the relative amount of CO2 released into the atmosphere upon 
combustion of the reserves. 
 
 
Table 1.10. Regional distribution of fossil fuel reserves that must remain unburned before 
2050 to achieve the 2 °C scenario. Adapted from McGlade and Ekins, 2015.11 
Country or region 




of m3 % Gt % 
Africa 28 26% 4.4 34% 30 90% 
Canada 40 75% 0.3 24% 5.4 82% 
China and India 9 25% 2.5 53% 207 77% 
FSU 28 19% 36 59% 209 97% 
CSA 63 42% 5.0 56% 11 73% 
Europe 5.3 21% 0.3 6% 74 89% 
Middle East 264 38% 47 61% 3.4 99% 
OECD Pacific 2.7 46% 2.0 51% 85 95% 
ODA 2.8 12% 2.1 22% 17 60% 
USA 4.6 9% 0.5 6% 245 95% 





Achievement of goals set by the 2015 Paris Climate Agreement cannot occur if 
practices in the oil and gas industry continue in their current state, therefore, new policies 
would need to be implemented that regulate new sources and sectors. Changes to emission 
policies must be supported by scientifically defensible evidence of current emissions 
control inadequacies within petroleum and natural gas systems to best advise where 
improvements are needed. Therefore, development and implementation of accurate, cost-





Figure 1.19. Global distribution of fossil fuel reserves in terms of potential gigatonnes of 





1.4 Point Source Quantification of Greenhouse Gas Emissions 
In recent years, independent studies have aimed to identify and quantify emissions 
from oil and gas operations through both bottom-up and top-down approaches. Bottom-up 
techniques involve estimation or quantification of emissions from individual source 
components, often using calculations based on emission and activity factors, and then 
subsequently summing these individual emissions to develop an overall total.67 Bottom-up 
emissions can then be extrapolated to a national level, by knowing fuel consumption 
statistics and the quantities of oil and gas facilities in the United States. The EPA’s 
Greenhouse Gas Inventory of Emissions and Sinks (GHGI) uses a bottom-up approach to 
estimate annual emissions, however, due to the nature of bottom-up inventories being 
primarily based on calculated estimates and not actual measurements, they are often biased 
low due to use of outdated emission and activity factors and failure to account for atypical 
leaks due to aging and/or faulty equipment and malfunctions.40 Additionally, while GHGI 
estimates from some equipment-types are based on measurements of representative 
samples, inadequate sampling and inaccurate counts of facilities and equipment-types also 
contribute to inaccurate GHGI emissions estimates.67 
Alternatively, top-down approaches are based on real-world measurements of 
emissions that capture the aggregate emissions of all leaks within the system being 
measured.67 For instance, large-scale top-down measurements may quantify aggregate 
emissions from an entire oil and gas basin, urban city, or wetland, while small -scale top-
down measurements can quantify aggregate emissions from an individual oil and gas 
facility, landfill, or farm. In all scenarios, top-down approaches are unable to distinguish 




will capture total emissions from all leaking components at a facility or from the region. 
The significant benefit is that complete capture of all emissions is achieved. This 
contributes to understanding the discrepancies often observed between top-down and 
bottom-up totals, since bottom-up methods may fail to consider all leaking components 
and therefore inaccurately calculate their totals. For instance, in the Barnett Shale basin, 
top-down CH4 emissions measurements were found to be 90% higher than bottom-up 
GHGI estimates.67 Extrapolation to the national level demonstrates that independent 
atmospheric measurements suggest annual U.S. CH4 emissions are ~38 Tg/yr, roughly 50% 
higher than the 25 Tg/yr estimate reported by the GHGI.67 Therefore, reconciliation of top-
down measurements with bottom-up inventories is imperative in improving the accuracy 














Table 1.11. Advantages and disadvantages of different top-down measurement 
techniques. 
Top-Down 




-High accuracy, precision 
-Low cost 
-Need facility access 
(tracer release) and/or road 
access 
-Need ideal wind direction 
based on road locations 
-Failure to capture full 
height of plume 
Petron et al., 201268 
Jeong et al., 201369 
Brantley et al., 201470 
Mitchell et al., 201571 
Albertson et al., 201672 
Satellite -Large footprint -Poor spatial resolution 
-Can’t resolve surface-
atmosphere interactions 
where source/sink patterns 
are 
Xiong et al., 201073 
Frakenberg et al., 201174 
Kort et al., 201475 
Aircraft -High accuracy, precision 
-Any wind direction 
-No restricted access 
-Complete plume capture 
-Large or small footprint 
-Start-up costs Karion et al., 201376 
Petron et al., 201477 
Peischl et al.,  201578 
Mays et al., 200979 
Cambaliza et al., 201480 
Caulton et al., 201455 
 
 
Multiple top-down measurement strategies exist to quantify aggregate greenhouse 
gas emissions at both regional- and facility-scales using ground-,68-72 satellite-,73-75 and 
aircraft-based55,76-80 techniques. A summary of the advantages, disadvantages, and a list of 
references for each method is provided in Table 1.11. Common ground-based measurement 
methods include tracer-release studies and mobile-based laboratories. Tracer-release 
experiments are capable of obtaining high accuracy and precision by releasing tracer gases 
(e.g., nitrous oxide, acetylene) at a known flow rate from locations which contain the target 
facility’s expected emission sources based on wind direction.71 Mobile-based laboratories 
equipped with instrumentation capable of measuring greenhouse gas concentrations then 
sample emissions from the facility and onsite tracers immediately downwind (Figure 1.20). 




along the downwind road. The CH4 emission rate can be determined based on the rate of 
tracer release and the ratio of CH4:tracer concentrations. Limitations of this technique 
involve obtaining facility access to set up the tracer release, location and accessibility of 
roads downwind of the facility, and inability to capture the full height of the plume if the 
emission passes too high over the mobile-based sampling inlet. Additionally, since facility 
operator coordination is required to obtain site access, bias may be introduced by operators 




Figure 1.20. Dual-tracer release schematic for mobile-measurements performed at two 






As described in Brantley et al., 201470 and Albertson et al., 2016,72 mobile-based 
emission measurements can also be performed without tracer-release aids and the 
awareness of facility operators. For example, multiple transects are performed downwind 
of the facility by a vehicle equipped with instrumentation capable of measuring greenhouse 
gas concentrations (Figure 1.21). To increase vertical plume capture, the front of the 
vehicle can be equipped with a probe to increase the height of the sampling inlet up to 3 
meters, however, this height will still be insufficient for high temperature plumes that 
quickly rise due to increased buoyancy. Emission rates can be determined through multiple 
approaches. For instance, Foster-Wittig et al., 201582 reported applying a Gaussian plume 
dispersion model to measured concentration data to construct the cross-wind plume 
distributions (Figure 1.21). Subsequently, emission rates were determined through 
inversion. However, all mobile-based measurement techniques are limited by access to 







Figure 1.21. Schematic of mobile-based plume measurements and measured data with 




Satellites can be used to measure analyte concentrations across large footprints and 
long timescales. For instance, the SCIAMACHY (SCanning Imaging Absorption 
SpectroMeter for Atmospheric CHartographY) satellite is a remote sensing spectrometer 
launched in 2002 that measures backscattered, transmitted, or emitted radiation (λ = 240–
2380 nm) from the Earth’s atmosphere and surface (Figure 1.22a).74 The satellite data can 
be used to produce column-averaged mole fractions from the spectra of the gases it 
measures, which include O3, CO, CO2, and CH4. In 2014, Kort et al.75 used spectra from 
the SCIAMACHY satellite to identify a region of high CH4 enhancement in the four 
corners region of the U.S. (Figure 1.22b). However, due to low resolution it was not 
possible to attribute these emissions to a specific ground source, and so alternative 






Figure 1.22. Schematic of the SCIAMACHY satellite as it orbits earth (a) and measured 
CH4 column enhancements over the U.S. (b). Figures from 




Aircraft-based greenhouse gas measurement methods were initially introduced in 
Trainer et al., 1995,83 and since then a multitude of studies have followed. Aircraft-based 
methods utilize the concept of mass balance to calculate a net mass flow through a two-
dimensional plane downwind of the emission source, according to the conservation of mass. 
As such, a complex understanding of the atmosphere is required, discussed in detail in 




Briefly, greenhouse gas measurements are performed in an aircraft equipped with 
instrumentation capable of measuring 3-dimensional winds, greenhouse gas concentrations, 
temperature, and pressure at high frequencies across the flight path. A series of horizontal 
transects are then flown at a constant downwind distance from the emission source, with 
each transect performed at a unique altitude (Figure 1.23). The emission source can be a 
large area source (e.g., urban city, oil and gas basin, etc.) or a small point source (e.g., well 
pad, compressor station, power plant). The emission rate is calculated using Eq. 1.41, 
where the concentration enhancement (∆[C]ij) multiplied by the perpendicular component 
of the wind speed (????) along each measurement point ij is integrated horizontally across 
the width of the plume (-x to +x) and vertically from the ground (0) to the top of the 
turbulent mixed layer (e.g., boundary layer) (zi), described at length in Chapter 2. 




??            Eq. 1.41 
This calculation can be applied to each individual transect to calculate a unique 
emission rate per transect, which is then averaged to give the final emission rate, as reported 
in Karion et al., 2013.76 However, this method assumes constant vertical dispersion 
throughout the boundary layer which is unlikely, and therefore introduces additional 
uncertainties to the final result. Alternatively, the CH4 flux calculated at each point along 
each transect can instead be interpolated using statistical modeling techniques (e.g., kriging) 
to more effectively consider inconsistent plume dispersion with changing altitude.80  
The advantages of aircraft-based mass balance techniques over other methods 
include the ability to sample facilities without restrictions imposed by private roads or lack 




from facility operators is not required and so sampling is less likely to be biased due to 
intentional alterations in facility operating modes made by operators. Most significantly, 
aircraft-based methods are not limited by altitude as are ground-based methods, and so the 
complete vertical height of the plume can be sampled by the flight tracks. Additionally, 
while initial startup costs can average ~$400,000, the cost per flight experiment is low (e.g., 
fuel, personnel), making repeat measurements economically feasible. The significant 
advantages and minimal disadvantages of aircraft-based measurements make it an ideal 
method for quantification of greenhouse gas emissions related to oil and gas operations, 







Figure 1.23. Schematic of an aircraft-based measurement technique downwind of a 
ground-based CH4-emitting facility. 
 
 
1.5 Research Objectives 
The research described in this thesis will address challenges related to the 
identification and quantification of fugitive CH4 emissions from throughout the oil and 
natural gas supply chain. An aircraft-based platform was used to quantify hourly CH4 and 
CO2 emission rates using a mass balance technique. An assessment of the precision and 
accuracy of the aircraft-based method was performed by repeat measurements at a power 




continuous emissions monitoring systems at the facility. Subsequently, results are 
presented from a field campaign conducted in the Barnett shale basin in 2013, where the 
aircraft-based method was used to quantify CH4 emissions from four natural gas processing 
plants, one compressor station, and three landfills to investigate the contribution of 
anomalously large emissions from "super-emitters" to basin-wide totals. Additionally, 
measured CH4 emission rates were compared to measurements made at the same facilities 
by an alternative aircraft-based method and two mobile-based methods to assess the 
temporal variability of emissions over time. Subsequently, the temporal variability of CH4 
emissions was assessed at length in a separate study in the Eagle Ford basin in 2014, using 
the described aircraft-based measurement technique, two additional aircraft-based methods, 
and helicopter-based infrared camera surveys of facilities to identify regional, facility-scale, 
and equipment-level emission variability at various oil and gas operations. Finally, CH4 
emissions from three natural gas fired power plants and three oil refineries in Utah and the 
Midwest were measured in 2015 to determine if these facility-types could potentially 
contribute significantly to national CH4 emission totals. Potential routes for method 
improvement, future studies, and suggested emissions regulation strategies will be 





CHAPTER 2. AN AIRCRAFT-BASED MASS BALANCE METHOD FOR 
QUANTIFICATION OF GREENHOUSE GAS EMISSIONS 
2.1 Boundary Layer Dynamics and the Conservation of Mass 
Rising atmospheric concentrations of greenhouse gases have led to the 
development of analytical measurement techniques to accurately and precisely quantify the 
sources of these emissions. However, an intricate knowledge of atmospheric structure and 
dynamics is necessary to meaningfully interpret the data measured in this complex 
environment. The atmosphere is divided into several layers, including the troposphere, 
stratosphere, mesosphere, thermosphere, and ionosphere, in order of proximity to the 
earth’s surface.84 Each layer is distinguished based on characteristic variations in the 
altitude-dependent temperature profile of the atmosphere (Figure 2.1). The lowest layer, 
the troposphere, exists from the earth’s surface to roughly 10–15 km above ground level 
(AGL), contains ~80% of the total mass of Earth’s atmosphere, and has an average 
adiabatic lapse rate of 6.5 °C/km, e.g., the rate at which temperature decreases with height. 
Only the lowest 1–2 km of the troposphere are directly influenced by surface activities, 
including surface emissions and sinks, and respond to surface forcings on a short timescale 
(e.g., less than one hour). This lowest layer is defined as the convective boundary layer 











The changes that occur within the CBL significantly impact human activities, 
therefore, there is a need to better understand its dynamics. The CBL is composed of 
several sub-layers, each with distinct properties, that exhibit diurnal variation due to 
various surface forcings, including solar heating of the surface, evaporation, transpiration, 
mechanical turbulence, and flow modification related to local geography.84 The diurnal 
variation in the structure and turbulent mixing of the lower troposphere is described in 
Figure 2.2. During the daytime, these sub-layers include the surface layer, convective layer, 





boundary layer, the boundary layer often becomes statically unstable, and is composed of 




Figure 2.2. Schematic diagram of diurnal variations in the structure of the troposphere. 
Figure modified from Stull, 1997.84 
 
 
At all times, the entrainment zone (daytime) or capping inversion (nighttime) 
separates the convective layer from the free atmosphere via a temperature inversion caused 
by the condensation of water from the gas to liquid phase.84 The phase change results in 
the exothermic release of heat which warms the surrounding air parcels (Eq. 2.1).  
?????? ? ??????????????????? ? ????????????  Eq. 2.1 
This effectively “caps” the CBL because the less dense, warmer air of the free 





and therefore, pollutant fluxes within the CBL are generally well contained on a short 
timescale. An example vertical profile of temperature and pollutant (O3) concentration 
which demonstrates these trends is provided in Figure 2.3, recorded via an ozonesonde 




Figure 2.3. Vertical profile of ozone and temperature from an ozonesonde launched by 







The thickness of the entrainment zone is typically ~30–40% of the depth of the 
convective layer, which varies from 1–2 km throughout the day.84 Below the convective 
layer is the surface layer, which is roughly 5–10% of the CBL. The surface layer is 
immediately influenced by surface roughness, near-ground wind shears, and the resulting 
frictional drag produced by these processes, and thus, wind speed is typically lower in the 
surface layer. 
As mentioned, the diurnal variability of CBL structure is primarily influenced by 
buoyancy-driven and mechanically-driven turbulence.84 Buoyancy-driven turbulence 
occurs during the daytime as the sun rises and solar radiation heats the surface, and thus 
the air parcels in contact with the ground. The heat causes expansion of the air parcels 
which reduces their density and causes them to rise through cooler, denser air. This creates 
positive vertical motion through the atmosphere and produces eddies, which are irregular 
circular air motions that move denser air parcels downward, to yield a net vertical motion 
of zero. As the warm air parcels move upwards, they sometimes slightly overshoot the 
entrainment zone, and the resulting eddies entrain air from the free atmosphere downward. 
These processes result in growth of the CBL (1–2 km AGL) during the daytime, which 
generally achieves maximum depth by ~noon, and results in convective layer (e.g., mixed 
layer) profiles of heat, wind speed, moisture, and pollutant concentrations that are 
uniformly distributed in the vertical direction (Figure 2.4). Within the daytime surface layer, 
heat, moisture, and pollutant concentrations increase with decreasing altitude, and wind 
speeds decrease to zero. In cases of atmospheric measurements, these known 
characteristics of vertical profiles can be used to identify the boundaries between each sub-






Figure 2.4. Vertical profiles of virtual potential temperature, wind speed, water vapor 
mixing ratio, and pollutant concentration within the convective boundary layer. Figure 
from Stull, 1997.84 
 
 
Roughly 30 min before sunset, buoyant thermals stop forming at the surface, 
causing turbulence to decay within the mixed layer.84 The mixed layer subsequently 
collapses and its remains compose the residual layer, characterized by low turbulence of 
equal magnitude in all directions. Below the residual layer lies the stable, or nocturnal, 
boundary layer, defined by statically stable conditions with light, sporadic turbulence. Near 
the ground exists the surface layer, which is generally characterized by light, calm winds 
which approach zero towards the ground. However, winds aloft may reach high speeds due 
to mechanically-driven turbulence, which is produced from horizontal wind shears near the 





mechanical turbulence processes can dominate during the daytime if high cloud cover 
minimizes thermal buoyancy-driven turbulence.  
 Understanding boundary layer structure and its forcings are important for everyday 
life. For instance, daily weather forecasts, pollution dispersion models, and predictions of 
the rate and direction of wildfire spreading are all dependent on boundary layer dynamics. 
The foundation of boundary layer meteorology is formed by five governing principles, 
including the ideal gas law and the law of conservation of mass, momentum, moisture, and 
heat.84 These principles can be combined and simplified to yield an expression which 
describes the conservation of mass for a tracer in the atmosphere, C, according to Eq. 2.2. 








? ??    Eq. 2.2 
                      I         II           III       IV 
Here, term I represents the mean storage of tracer C, term II describes advection of 
the tracer by the mean wind, term III is the turbulent flux divergence of C, and term IV is 
the net body source term representing chemical reactions. The subscript j on the total wind 
W represents the three-dimensional components of the winds, where the total wind is 
divided into components u (northerly), v (easterly), and w (vertical). The value of j can be 
1 (u), 2 (v), or 3 (w) to represent each component of the wind. When the subscript j is on x, 
however, it applies to geographic coordinates, where 1 is x (east), 2 is y (north), and 3 is z 
(vertical). In general, storage (term I) and advection (term II) are assumed to be negligible 
and can be removed under the assumption that turbulence is stationary with time. If 
advection is negligible, then homogeneity is assumed throughout the horizontal plane and 
the u and v components can be removed. Therefore, for a tracer C with low chemical 





concentration of C according to the vertical turbulent flux, Fc, which describes the motion 
of a tracer by vertical eddies. 





??   Eq. 2.3 
Where T is averaging period, ?? is the vertical wind perturbation, ?? is the tracer 
perturbation, ∆t is the time between measurements, and kz is the eddy diffusivity in the 
vertical direction. This equation describes the basic concept of eddy covariance and permits 
calculation of the positive and negative fluxes associated with measurement of sources and 
sinks of the tracer C. 
Alternatively, tracer concentration fluxes can be calculated based on principles of 
mass balance applied to advection measurement methods. In general, mass balance 
techniques consider the quantity of mass entering and leaving a system to permit the 
calculation of a net mass flow through a vertical plane downwind of a source, according to 
the law of conservation of mass.79,80,85,86 The concept of mass balance is illustrated in 
Figure 2.5, where the system is defined as a three-dimensional cube and the mass under 
consideration is a tracer gas entering one side of the cube and exiting through another. In 
general, the mass entering a system is equal to the sum of the mass exiting the system and 








Figure 2.5. Diagram describing the principle of mass balance. 
 
 
Mass balance calculations allow determination of mass flows, or fluxes, within 
highly complex systems which would otherwise be difficult to quantify. For instance, the 
quantification of gas emissions within the atmospheric boundary layer can be achieved 
using mass balance techniques described in Cambaliza et al.80 The emission rate of a tracer 
can be determined using Eq. 2.4, where the concentration enhancement (∆[C] ij), multiplied 
by the perpendicular component of the wind speed (????) along each measurement point 
ij, is integrated horizontally across the width of the plume (-x to +x) and vertically from 
the ground (0) to the top of the boundary layer (zi). 




??            Eq. 2.4 
The precise application of Eq. 2.4 as it relates to greenhouse gas emission rate 







2.2 Aircraft-Based Laboratory for Atmospheric Research 
Purdue’s Airborne Laboratory for Atmospheric Research (ALAR) is a modified 
four seat light twin engine (2 x Lycoming180HP) Beechcraft Duchess used exclusively for 
studies of air quality and greenhouse gas emission measurements, specifically, using mass 
balance quantification techniques (http://science.purdue.edu/shepson/research/bai/  
alar.html). The two rear seats have been removed from the aircraft, providing 
approximately 1 m3 of compartment space for instrumentation and an instrument payload 
of roughly 225 kg. Behind the two front seats, two instrument racks have been installed to 
securely house the analytical equipment and withstand conditions of high turbulence. 
Instrumentation in these racks includes a power inverter, power supply, battery box, 
computer for wind data retrieval, greenhouse gas analyzer and pump, global positioning 
system and inertial navigation system (GPS/INS), computer-controlled valve switching 






Figure 2.6. (A) Purdue’s Airborne Laboratory for Atmospheric Research (ALAR), (B) 
front instrumentation rack behind pilot and co-pilot seats, and (C) rear instrumentation 
rack in back cabin. 
 
 
2.2.1 Three-Dimensional Wind Measurement System 
High-frequency (50 Hz), three-dimensional wind measurements are made using a 
nine-port differential pressure Best Air Turbulence (BAT) probe87,88 located on the nose 
cone of the aircraft to allow sampling of undisturbed air flow (Figure 2.7). The three-
dimensional winds are calculated using two measurement components, including (1) the 
air motion relative to the aircraft and (2) the three-dimensional positioning of the aircraft 
and its motion relative to the earth. These two sets of information are obtained via (1) 





(2) location, speed, and three dimensional rotational tracking information from the 
GPS/INS system (Novatel Black Diamond System).89,90  
The nine-port pressure-sphere design of the BAT probe is based on a high 
sensitivity, high frequency probe proposed by Crawford and Dobosy in 1992 to measure 
turbulence and heat flux from a small aircraft.87 The probe consists of a smooth hemisphere 
with nine pressure ports on its front face which then tapers down into a cone-shape, whose 
base is securely mounted to the nose cone of the aircraft. Ambient temperature 
measurements are made using a Microbead thermistor located at the center of the probe 
hemisphere. Additionally, a Fast Ultra-Sensitive Temperature (FUST) probe is attached to 
the underside of the BAT probe for relatively fast temperature measurements. The nine 
pressure ports are shown in Figure 2.7D, of which, four measure static pressure (ps), one 
measures total pressure (p0), two measure attack angle (α) (p2, p4) and two measure sideslip 
angle (β) (p1, p3). The four static pressure ports (ps) are situated at 45° angles relative to 
the X-Y axis and are connected to a unique absolute pressure sensor to measure static air 
pressure. The total pressure port (p0) is located in the center of these four static pressure 
ports. The difference in pressure between the total pressure port and the static pressure 
ports is measured by the differential pressure sensor, PX (Eq. 2.5).  
?? ? ?? ? ??      Eq. 2.5 
The sideslip angle (β) is the horizontal angle between the aircraft’s longitudinal 
axis and the relative motion of the aircraft through the atmosphere. Sideslip angle is 
measured by the PY sensor, which measures the pressure difference between the 
horizontally positioned ports, p1 and p3 (Eq. 2.6).  





The attack angle (α) is the vertical angle between the aircraft’s longitudinal axis 
and the relative motion of the aircraft through the atmosphere. Attack angle is measured 
by the PZ sensor, which measures the pressure difference between the vertically positioned 
ports, p2 and p4 (Eq. 2.7).  
?? ? ?? ? ??      Eq. 2.7 
Each of these components is necessary in the final calculation of wind speed and 
direction. Subsequently, the three differential pressure sensors, one absolute pressure 
sensor, and Microbead temperature data are applied to a complex potential flow model to 




Figure 2.7. BAT probe and sample inlets shown from (A) side and (B) front-facing 
angles, (C) deconstructed view of the BAT probe, and (D) diagram of front view of BAT 





The GPS reports latitude, longitude, and altitude information throughout the flight 
and the INS records the pitch, roll, and yaw of the aircraft, both at 50 Hz frequency.91 Pitch, 
roll, and yaw describe the aircraft’s positioning around each rotational axis, including 
rotation around the lateral (pitch), longitudinal (roll), and perpendicular (yaw) axes (Figure 
2.8). The combination of global positioning and inertial information provides the 
positioning of the aircraft in three-dimensional space, which is used with the wind data 
measured by the BAT probe to calculate the wind vector at each point along the flight path 
at 50 Hz frequency. The BAT probe system has undergone extensive wind-tunnel testing 
as reported by Garman 2009,91 and the precision of the horizontal and vertical wind speed 










2.2.2 Cavity Ring-Down Spectrometer 
The ALAR instrumentation system is also capable of measuring high frequency 
atmospheric concentrations of greenhouse gases via use of an on-board cavity ring-down 
spectroscopy (CRDS) instrument. Outside ambient air enters the sampling manifold 
through two inlets located on the nose cone of the aircraft, directly adjacent to the BAT 
probe (Figure 2.7). The sample air is directed through the nose of the aircraft and into the 
cabin via 5 cm Teflon tubing with a flow rate (~1800 L/min) controlled by a DC blower 
installed at the rear of the aircraft, yielding a residence time within the manifold of ~0.1 s. 
Sample air is then directed from the manifold to a computer-controlled 
calibration/sampling system. The calibration system dictates the source of air to the CRDS 
using a rotary value system as shown in Figure 2.9, to quickly switch between sampling of 
ambient air, or air from one of three certified reference cylinders, used to perform on-
ground and in-flight calibrations of the CRDS.  The residence time for sample air to travel 
through the calibration box is ~4 s, and the time for outside ambient air to travel through 








Figure 2.9. (a) Schematic diagram of the CRDS calibration box and (b) photographs of 
inlets and vents on actual calibration box with connections color-coded to match between 
(a) and (b). 
 
 
The ALAR system uses a flight-ready Picarro CRDS for real-time high frequency 
(0.5 Hz) measurements of greenhouse gases. The Picarro CRDS model installed in ALAR 
has changed between model no. G2301-m (CH4, CO2, H2O) and model no. G2401-m (CH4, 
CO2, CO, H2O), depending on the specific research application. Both models are capable 
of simultaneous measurements of multiple greenhouse gases at atmospheric concentrations 
(ppb) using the principles of CRDS. The cavity ring-down spectrometer is composed of a 
laser, high finesse optical cavity containing three high reflectivity mirrors, and a 
photodetector (Figure 2.10).92 Sample air is directed into the 35 cm3 cavity, with 
maintained constant temperature (45±0.005 °C) and pressure (140±0.024 Torr), by a pump 





minimizes instrument measurement drift caused by changing ambient conditions, as 
absorption line intensity and true concentration depend on both the temperature and 
pressure of the sampled gas. Laser light is then pulsed through one partially reflecting 
mirror into the optical cavity and reflects between three highly reflective mirrors roughly 
100,000 times, effectively creating a >10 km path length for the light beam. The 
accumulated light intensity within the cavity is measured by a photodetector outside the 
cavity through a partially reflective mirror. When the laser pulse is turned off, the decay 
time constant, or ring-down time (dependent on the concentration of absorption), of the 











For an empty cavity, the decay of light intensity is based entirely on loss through 
the 99.999% reflective mirrors. However, when a sample gas is introduced, absorption will 
also contribute to loss, and therefore, faster ring-down times. The Picarro CRDS uses two 
distributed feedback lasers to measure greenhouse gas concentrations.92 One laser 
measures CO2 absorption by emitting light at λ = 1603 nm, and the other measures CH4 
and H2O spectral features by emitting light at λ = 1651 nm. Laser selection is controlled 
by an optical switch and the selected laser light then travels to a wavelength monitor which 
maintains the optical frequency of the wavelengths to within ±2 MHz (e.g., 0.000001% of 
the center wavelength). Concentrations are determined by comparing the ring-down time 
of an empty cavity to the ring-down time of the absorbing gas, however, the Picarro CRDS 
accomplishes the former not by removing gas from the cavity but by tuning the laser to a 
wavelength where the sample gas does not absorb light (Figure 2.11, calculations discussed 
after). Therefore, the Picarro CRDS is unique compared to previous CRDS models in its 
capability to measure both optical absorption using its patented high finesse cavity, and the 
optical frequency of this absorption using a patented dual wavelength monitoring system. 
These additions reduce wavelength stabilization times by 1000-fold, resulting in typical 
empty-cavity decay constants of 40 μs, and normalized reproducibility of the decay 
constant is <0.02%.92 High precision data are obtained via a data acquisition rate of 10 Hz, 
which is averaged over 2 s periods to increase measurement precision.  As such, the Picarro 
CRDS is capable of real-time high frequency measurements (0.5 Hz) of CH4, CO2, and 
H2O with absolute precisions of 1.4 ppb (CH4), 0.15 ppm (CO2), and 50 ppm (H2O), which 
for background concentrations of CH4 (1.84 ppm) and CO2 (407 ppm), correspond to 






Figure 2.11. Conversion of ring-down times to concentrations by selection of two 
wavelengths corresponding to the gas absorption peak and baseline where the gas does 
not absorb, using the patented dual wavelength monitor. 
 
 
Cavity ring-down spectroscopy is a type of absorption spectroscopy, and therefore, 
it is governed by the Beer-Lambert law, where A is absorbance, I0 is initial detected light 
intensity, I is transmitted light intensity, σ is absorption cross section, Labs is path length of 
light through the absorber, and N is number density of the absorber molecules, according 
to Eq. 2.8,94 





Therefore, sensitivity can be directly improved by increasing the path length of 
light.95 As described previously, CRDS takes advantage of this relationship by passing light 
between three highly reflective mirrors within an optical cavity to create a long path length 
(>10 km) to improve sensitivity of the method.  In cases where light is only lost through 
the mirrors, the decay of light intensity (e.g., “ring-down”) within the cavity after the laser 
light pulse has stopped is characterized by Eq. 2.9.94 
???? ?? ? ? ???
??
?????              Eq. 2.9 
Here, τ0 is the time to reach 1/e of I0 (e.g., the ring-down lifetime). The ring-down time of 
the empty cavity, τ0, depends on the distance between the two mirrors (Lopt), mirror 
reflectivity (R), and the speed of light (c), according to Eq. 2.10.94 
?? ?
????
??????              Eq. 2.10  
However, in cases where an absorber is present in the cavity, the equation must be modified 
to account for the additional decay process of absorption, as in Eq. 2.11.94 
???? ?? ? ? ?????? ?????????? ?            Eq. 2.11  
In Eq. 2.11, α is the molecular absorption coefficient, and the absorption path length (Labs) 
is the product of c and t. Therefore, the empty cavity decay time, τ0, can be compared to 
the cavity decay time with an absorber, τ1, as follows,94 
? ? ????? ?
?
??
? ????             Eq. 2.12 
The absorbance of the target gas is determined using the decay curve generated at 
each laser wavelength for the target gases (e.g., CO2: 1603 nm; CH4 and H2O: 1651 nm) 
and the decay curve generated a baseline wavelength where the sample gas does not absorb 
(e.g., to simulate decay within an empty cavity) (Figure 2.11). Decay times (τ0 and τ1) are 
82 
calculated by applying a single exponential fit to the decay curve. The measured number 
density, N, of the absorber molecules can then be determined (Eq. 2.13) and used to 
calculate sample concentration using the known, constant cavity temperature, pressure, and 
volume. 
? ? ??? ?
?
??
? ????             Eq. 2.13 
When possible, both in-flight and on-ground calibrations are performed for each 
flight experiment using the previously described computer-controlled CH4/CO2 valve-
switching system attached to three NOAA-certified CH4 and CO2 reference cylinders.
Three-point calibration curves can then be constructed for CH4 and CO2 and used to 
calculate corrected analyte concentrations, as described in section 2.3.  
2.3 Experimental Methods and Analysis for Mass Balance Flight Experiments 
2.3.1 Mass Balance Flight Planning 
Before beginning each flight experiment, the prevailing wind speed and direction 
are checked using in-flight weather services to determine an ideal downwind flight path. 
For small point source experiments, the flight path for each experiment is positioned ~1–
10 km downwind of the targeted source to reduce the potential of capturing emissions from 
a neighboring source. In general, 4–16 horizontal transects are flown perpendicular to the 
wind direction, each at a different constant altitude, to provide a range of transects that vary 
in height from as close to ground level as is safe and up to near the top of the CBL. The 





capture the local scale background CH4 concentrations on the ends of the transects. Mass 
balance flight experiments at small point sources generally last 0.5–1.5 hr and are 
conducted between 1200–1800 hours local time (LT), to ensure full development of the 
CBL and minimal temporal variation in winds.  
When possible, a vertical profile is conducted from close to the ground up to ~3000 
m AGL, high enough to sufficiently pass the top of the CBL and measure ~1000 m of the 
free troposphere. Subsequently, data from the vertical profile (e.g., potential temperature, 
percent H2O, and variance in the vertical winds) can be used to estimate the depth of the 
CBL according to the principles described in Chapter 2.1. The CBL depth is used as the 
upper limit for interpolation of the data in the vertical direction, described below. An 
example of vertical profile data is provided in Figure 2.12, where the top of the CBL was 
estimated at ~1550 m AGL based on the sudden increase in potential temperature, the 
sudden decrease in percent H2O, and the reduction of vertical wind variance to ~ 0 m2/s2. 
Potential temperature (?) is defined as the corrected temperature of an unsaturated parcel 
of air after being expanded or compressed to standard pressure (P0 = 1000 mbar), 
determined according to Eq. 2.14.  
? ? ???????????              Eq. 2.14 
Here, T is temperature [K], P is pressure (mbar), R is the dry air gas constant (287.04 [J/K-
kg]), and Cp is the specific heat capacity of air at constant pressure (1004.67 [J/K-kg]). In 
cases where a vertical profile cannot be performed (e.g., full overcast layer), the height of 
the CBL is approximated by visual inspection of the cloud deck altitude. However, in most 





within the transects due to incomplete vertical mixing, and therefore, CBL depth 




Figure 2.12. Example of vertical profiles of H2O [%], potential temperature (Θ) [K], and 







2.3.2 Mass Balance Calculation of Greenhouse Gas Emission Rates 
For each flight, concentration data measured by the CRDS is calibrated via on-
ground and/or in-flight calibrations using three NOAA-certified reference cylinders. The 
reference cylinders contain known concentrations of CO2 and CH4 in low, medium, and 
high relative concentrations that encompass the expected range of observations, to allow 
creation of a three-point calibration curve. Briefly, to perform a calibration, gas from each 
of the three reference cylinders is directed to the CRDS in succession via a computer -
controlled calibration system operated by a rotary value switch. Gas from the three 
reference cylinders is measured by the CRDS for 2–3 min each and the average 
concentration for each reference gas measurement is determined. In general, the calibration 
is repeated 2–4 times per flight to improve the robustness of the curve. Subsequently, the 
average CH4 and CO2 concentrations measured by the CRDS are compared to the known 
CH4 and CO2 concentrations as certified by NOAA, and calibration curves are constructed 
as shown in Figure 2.13a,b. The equation of the fit line is applied to the measured CRDS 
data to perform an after-the-fact calibration on the concentration data. A plot of the slope 
and intercept of the fit line versus time is shown in Figure 2.13 c,d to demonstrate the long 








Figure 2.13. Example of daily (a) CH4 and (b) CO2 calibration curves comparing the 
CRDS measured average concentrations (ALAR) to the known, certified concentrations 
(NOAA), and long term stability plots of the slope and y-intercept (± 1σ) of calibration 
curves for (c) CH4 and (d) CO2, with changes in gray background representing changes in 
calibration tanks. Markers without error bars are from measurements made in eddy 






Before calculating an emission rate, the analyte (e.g., CH4, CO2, etc.) concentration 
enhancement above background must first be determined by subtracting the background 
concentration from the calibrated measurements.  Background selection can influence the 
final calculated emission rate by ~20%, according to Cambaliza et al.80, therefore, careful 
consideration of the best method to select representative background concentrations is a 
critical component in calculating emissions. Background selection can be approached in 
several different ways using the background sampled air measured on the transect edges. 
For example, to determine background concentrations for the different analytes (e.g., CH4 
and CO2), the analyte concentration versus the horizontal distribution of concentration data 
is plotted in Figure 2.14b and the plume is defined, as the regions outside of the black 
dashed lines on the transect ends. For each transect performed at a unique altitude (Figure 
2.14b), the mean or median analyte concentrations can then be calculated from the edges 
of the transects and subtracted from the measured concentrations across each respective 
transect to obtain the concentration enhancement. Alternatively, the enhancement can be 
calculated by plotting the analyte concentration versus horizontal distance (Figure 2.14a) 
and performing a linear regression that connects the edges of the transects measuring 
background concentrations. The equation of this fit line is then used to calculate a linearly 
changing background with horizontal distance, which is subtracted from the point-by-point 







Figure 2.14. Examples of the three different background selection methods including the 
(a) linearly changing background and (b) mean and median background methods. 
 
 
Once the concentration enhancement above background is determined, the point-
by-point flux across the transects is then found by multiplying the perpendicular 
component of the mean wind (U?) by the analyte concentration enhancement above 
background, [C] – [C]b, in mol/m3. 









However, analyte concentration data is reported by the CRDS in ppm (e.g., mole 
fraction), therefore, analyte concentrations must first be converted from ppm to mol/m3 
using the molar density of air, calculated using the ideal gas law and measured data for 
pressure and temperature. The emission rate formula (Eq. 2.14) can be rewritten to 
accommodate this conversion, which results in the addition of pressure (P) and temperature 
(T) components. 





?          Eq. 2.15 
Here, for each point along each horizontal transect, the enhancement of CH4 concentration, 
??????? above background concentration, ?????????in ppm, is multiplied by the 10 s time-
averaged perpendicular component of the wind speed (??, [m/s]), pressure (P [mbar]), and 
a volume conversion factor Fv (1000 [L/m3]) and divided by temperature (T, [K]), the gas 
constant R (0.082057 [L-atm/mol-K]), a pressure conversion factor FP (1013.25 
[mbar/atm]), and multiplication factor M (106) to convert from parts per million. The 
resulting values are a point-by-point flux across the transects in units of mol/m2-s.  
The resulting point-by-point flux is then interpolated to a two-dimensional gridded plane 
using the Matlab-based “EasyKrig3.0” kriging graphical user interface (GUI).96 During 
interpolation, a semivariogram of the data is constructed and modeled using a general 
exponential Bessel relationship: 




?? ??            Eq. 2.16 
where Co is the sill-nugget, Jo is the Bessel function, b is the length scale of the hole effect, 





adjusted to achieve an optimum model fit to the semivariogram and their quality is 
evaluated using the Q1 (distribution of the deviation for the mean) and Q2 (distribution of 
the deviations for the standard deviation) validation criteria within the Matlab GUI. The 
kriging model is programmed to integrate the point-by-point flux data laterally across the 
horizontal width of the plume (?? to ??) and vertically from the ground (?) to the top of 
the boundary layer (??), to a kriging resolution of 100 m and 10 m, respectively, to provide 
an analyte emission rate [mol/s] upon summation of grid components. Final emission rates 
are then converted to kg/hr to be consistent with convention in the sub-discipline. Figure 
2.15 shows an example of the evolution of the data, from (a) raw CO2 concentration along 
the horizontal transects, to (b) point-by-point CO2 flux along the transects, to the resulting 






Figure 2.15. Example of horizontal distribution of (a) raw CO2 concentration (ppm) and 
(b) CO2 flux (mol/m2s), and (c) interpolated, kriged CO2 flux (mol/m2s) for the Gibson 





The final uncertainty of each calculated emission rate (∆F) is determined by 
considering both the uncertainty associated with the emission rate calculation (???) and the 
uncertainty associated with not capturing the full height of the plume (???). 
?? ? ? ? ????? ? ????             Eq. 2.17 
In Eq. 2.17, k indicates the coverage factor, chosen according to the desired level of 
confidence (e.g., k = 1, 2, 3 corresponds to confidence levels of 68.3%, 95.5%, and 99.7%, 
respectively). 
To determine the uncertainty associated with the calculation method, ??? , the 
calculated emission rate, F, is multiplied by the uncertainties associated with each 
component of the emission rate calculation from Eq. 2.15, including the analyte 
concentration measurement (C), analyte background concentration measurement (CB), 
perpendicular wind speed (??), pressure (P), and temperature (T) uncertainties: 













           Eq. 2.18 
The relative uncertainty of the perpendicular winds, ???
??
, is determined by dividing 
the propagation of the standard deviation of wind measurements averaged over 10 s and 
the computed uncertainty (0.4 m/s) of the BAT probe for horizontal wind measurements, 
by the average perpendicular wind speed over the duration of each transect. In general, ???
??
  
represents the largest uncertainty associated with the calculation method, ranging from 5–
30%, with larger uncertainties corresponding to flights with light, variable winds. The 





maximum relative error between measured and theoretical pressure, determined using the 
barometric formula and archived ground pressure data from the closest local weather 
station (accessed from http://www.wunderground.com). Historical pressure data is used as 
opposed to our measured ground pressure because the instrumentation systems in ALAR 
are generally shutdown by the time of landing and so ground pressure measurements are 
not available. Notably, this method overestimates the uncertainty associated with the 
pressure measurement, as the true pressure does not need to be theoretical (e.g., during a 
high pressure system with subsidence).  In general, ????  is low and ranges from 0.5–2.0%. 
The relative uncertainty associated with the temperature measurement, ??? ,  is determined 
as the maximum relative error between the temperature measured by the aircraft’s 
Microbead thermistor (used for the emission rate calculation) and the temperature 
measured by the aircraft’s thermocouple. In general, ???   is low and ranges from 0.6–1.0%.  
The relative uncertainty associated with the analyte concentration enhancements is 
represented by the term 
?????????
? ? ?????
???where the numerator is in terms of absolute uncertainty 
to obtain a final uncertainty in relative units for the enhancement. Specifically, SC is the 
standard deviation of the analyte concentration measured during the instrument calibration 
and ?? is the average measured analyte concentration using the calibration. Importantly, ????????  
is calculated differently depending on the background selection method used. If the 
background is calculated using the average analyte concentration of the transect edges, SCB 
is the standard deviation of the background concentration measurements and ???  is the 









MADCB is the median absolute deviation of the background concentration measurements, 
and ??  is the median of the measured analyte background concentration values. The 
median may be used instead of the mean when it is more representative of the true 
background because it is less affected by large outliers than the mean. The MAD is 
multiplied by 1.4826 for normally distributed data. Alternatively, if the background is 
calculated using a linearly changing background, the uncertainty of the enhancements is 
determined by calculating the standard deviations of the residuals from the linear fit 
function, ??? ? ??
??²
???. Here, r is the residual (e.g., difference between measured and linear 
predicted data), N is the number of measurements used to construct the linear fit, and P is 
the number of estimated parameters used to calculate the fit (e.g., y-intercept and slope). 
In general, uncertainties associated with this term are low, regardless of background 
selection method, and range from 0.1–2.0%. However, Cambaliza et al. indicated that 
uncertainties associated with background selection are 21 ± 12% (CH4) and 21 ± 9% (CO2), 
therefore, it is likely that this method of uncertainty calculation is biased low and fails to 
account for the true uncertainty associated with the enhancement measurement. This is 
probably due to the current method only calculating the uncertainty associated with a single 
10 m X 100 m cell in the two-dimensional gridded kriged matrix, which can contain as 
many as 200,000 cells. Additionally, if standard deviation is found using the residuals for 
a linearly changing background, the number of measurements, N, is arbitrary and could 





will require an in depth analysis in how to appropriately consider the uncertainties 
associated with differences in background selection method. 
To determine ??? in Eq. 2.17, each flight experiment is examined to assess whether 
the full height of the plume was completely captured within the transects and flights are 
then classified into one of four “capture scenarios” (Figure 2.16). For each capture scenario 
for each flight experiment, the final reported emission rate, F, is determined by averaging 
the minimum and maximum emission rates from kriging. The minimum emission rate is 
found by kriging from the bottom transect to the top transect only, while the maximum 
emission rate is found by kriging from the ground to the top of the boundary layer. The 
difference between the average emission rate and the minimum and maximum emission 
rates divided by the average emission rate is considered the uncertainty of the measurement 
with respect to capturing the full height of the plume, ???. Notably, in cases where the top 
of the plume is captured by the transects, for example capture scenarios A and C, kriging 
to the top of the CBL versus kriging only to the top transect produces statistically identical 
results, and therefore, the uncertainty will be low to reflect this, and not be overestimated 











Category Plume Capture Description 
A Top and bottom of plume are contained within the transects 
B Top of plume not captured 
C Bottom of plume not captured 
D Top and bottom of plume not captured 





For example, consider an experiment where the complete height of the CH4 plume 
was not captured by the transects and the plume capture scenario corresponds to category 
C. The minimum CH4 emission rate is first found by interpolation of the data between the 
lowest and highest transects (e.g., 100 kg/hr). Then, the maximum CH4 emission rate is 
found by interpolation of data within the flown transects and extrapolation of data to the 
ground and to the top of the CBL (e.g., 200 kg/hr). The minimum and maximum emission 
rates produce an average CH4 emission rate of 150 kg/hr. The difference between the lower 
and upper bound of emissions compared to the average is 50 kg/hr, therefore, the 
uncertainty associated with incomplete capture of the plume (not considering the 
uncertainty associated with the calculation) is 150±50 kg/hr. Because this accounts for the 
minimum and maximum possible emission rates based on the kriging results, we assume 
this to represent a 95% confidence interval. Subsequently, the final uncertainty ?? can be 
determined once ??? and ??? are known using Eq. 2.17. Again, it is important to mention 
97 
that the final reported uncertainties represent a lower bound estimate, as they do not 
consider uncertainties associated with the kriging method, nor do they fully contain the 
uncertainties associated with different background selections. However, Cambaliza et al.80
found that for CH4, the kriging uncertainties were small (8 ± 3%) compared to the 
uncertainties associated with the boundary layer height selection (19 ± 14%) and 
background determination (21 ± 12%). 
2.4 Precision and Accuracy of the Aircraft-Based Method 
2.4.1 Motivation for Research 
In the U.S., power plants are required to report hourly averaged emissions of various 
pollutants, including CO2, SO2, and NOx, to the Environmental Protection Agency’s (EPA) 
Air Markets Program Data (AMPD).97 Hourly emissions are obtained from continuous 
emissions monitoring systems (CEMS) installed directly in the exhaust stacks of each 
electric generation unit (EGU) at a power plant.
98
 The CEMS measures gas concentrations 
of each analyte flowing up the stacks and combines these mixing ratios with measured 
stack flow rates to calculate hourly analyte emission rates for each EGU.
97
 To remain 
compliant with the U.S. Code of Federal Regulations, CEMS concentration data must agree 
with independent measurements within ±10%, and measured flow rates must agree within 
±10%.
98
 Therefore, reported emissions should be accurate within ±14%, assuming normal 
distribution of random errors. Additionally, the EPA requires that CEMS instrumentation 





Independent inventories (e.g., Texas Commission on Environmental Quality) report 
agreement with NOx and SO2 emission estimates to ±1% (www.tceq.texas.gov), and 
independent studies report measurements of NOx/CO2 and SO2/CO2 ratios which agree 
with CEMS data within ±11% to ±12%, respectively.98 Therefore, based on the peer 
reviewed literature, we assume CEMS emission measurements to be accurate within ±15% 
for the purposes of this study. The high accuracy of CEMS measurements means that 
reported CEMS emissions can be used as a standard for evaluating the accuracy of 
independent measurements. Thus, we aimed to assess the accuracy of the previously 
described aircraft-based mass balance method by blind quantification of CO2 emissions 
from a power plant with hourly-reported CO2 emissions measured by CEMS. 
A series of six mass balance experiments (MBE-1-6) from three flights were 
conducted at the Gibson power plant in southern Indiana (38.3722°, -87.7661°) on 
4/1/2016, 4/22/2016, and 5/14/2016 using the aircraft-based mass balance system 
described in Chapter 2.2 and analysis methods described in Chapter 2.3. For all flights, 
CO2 emissions were quantified before CEMS data was released online to ensure unbiased 
analysis. It is important to note that the CEMS data recorded during these experiments will 
not be released until 7/30/2016, so comparisons presented in this section are based on 
historical CEMS data recorded during similar operating periods (e.g, similar type of day 
(weekday versus weekend), time of day, and outside temperatures) to best match similar 
power demands. The comparative analysis described here will be repeated using CEMS 
measurement data from the actual time of the flight experiments when it is published to the 






2.4.2 Experimental Methods 
Emission rates and uncertainties were calculated as described in section 2.3. 
Analysis choices regarding background selection, treatment of vertical mixing within the 
interpolated plots, and combination of transect data with vertical profile measurements will 
likely affect the final emission rate. Therefore, understanding which methods produce the 
most reliable result is imperative. Until now, we have been unable to assess the degree to 
which method accuracy is affected by these choices. Therefore, for the six flight 
experiments presented here, the CO2 emission rate [kg/hr] was calculated through multiple 
methods: 
i. Background selection: 
a. Linearly changing 
b. Mean 
c. Median 
ii. Treatment of assumed vertical mixing from interpolated grid by summing the 
flux from: 
a. Bottom transect to top transect (e.g., minimum estimate) 
b. Ground to top of boundary layer (e.g., maximum estimate) 
c. Average of (ii.a.) and (ii.b.) 
iii. Data used in analysis: 
a. Horizontal transects combined with vertical profile sampling the plume  
b. Horizontal transects only 
Briefly, as described in Chapter 2.3, background analyte concentrations must be 





above background, in this case, ∆CO2. Here, we present final emission rates using data 
computed via the three described background subtraction methods, including the (i.a) 
linearly changing, (i.b) mean, and (i.c) median methods.  
Additionally, section 2.3 describes that the final emission rate [mol/s] is determined 
by summation of the gridded CO2 fluxes [mol/m2s] converted to individual cell emission 
rates by multiplying by the dimensions of the gridded plane [10 m x 100 m]. However, the 
statistical model which generates the two-dimensional gridded plane does not consider the 
effects of atmospheric conditions on plume dispersion, and so may not accurately estimate 
CO2 fluxes beyond the range of the data, e.g., between the bottom transect and the ground 
and between the top transect and the boundary layer. To account for this issue, final 
emission rates reported here include the (ii.a) minimum (interpolated from lowest to 
highest transect), (ii.b) maximum (interpolated from ground to top of CBL), and (ii.c) 
average (mean of minimum and maximum estimates) estimates.  
The accuracy of results may also be affected by under-sampling the plume 
emissions. Potentially, by conducting a vertical profile immediately downwind of the 
plume emission, the data can be combined with the standard horizontal flight transects to 
increase vertical plume sampling and better define the vertical dispersion of the emission. 
Therefore, data was also processed (iii.a) with and (iii.b) without inclusion of vertical 
profile data during CO2 flux interpolation. For data analyzed with inclusion of vertical 
profile data, wind data recorded during the vertical profiles was used in the calculation. 
Analysis choices for (i), (ii), and (iii) were cross-applied to each other, yielding 18 





second experiment performed on 5/14/2016 (MBE-6) where a vertical profile was not 
performed and so only nine unique emission rates are presented. 
 
2.4.3 Results, Discussion, and Concluding Remarks 
A total of three flights producing six MBEs were performed at the Gibson power 
plant (38.3722°, -87.7661°) on 4/1/2016 (Friday), 4/22/2016 (Friday), and 5/14/2016 
(Saturday). Each of the six MBEs (MBE1-6) was assigned an ID, including MBE 1 and 2 
(4/1/2016), MBE 3 and 4 (4/22/2016) and MBE 5 and 6 (5/14/2016). Additionally, a 
vertical profile was performed directly downwind of the plume and in-line with the 
transects immediately after completing the horizontal flight transects for MBE-1-5. 
Therefore, flight data from MBE-1-5 were interpolated (iii.b) using only the horizontal 
transect data (MBE-1-5) and (iii.a) using the horizontal transect data combined with the 
vertical profile data (MBE-1VP-5VP) to assess if inclusion of vertical profile data 
improves measurement agreement with CEMS reported data. Furthermore, background 
subtraction for each flight was performed using the three previously described methods, 
including the (i.a) linearly changing, (i.b) mean, and (i.c) median methods to determine if 
our uncertainties sufficiently account for the effect of background selection on the final 
emission rate. The results were interpolated (ii.a) from the lowest transect to top transect 
(minimum estimate), (ii.b) from the ground to top of the CBL (maximum estimate), and 
(ii.c) as the mean of the minimum and maximum estimates (average estimate). The cross-
combination of these 8 different analysis options yielded 18 final emission rate estimates 









Table 2.1. Flight details, wind conditions, and estimated CO2 emissions calculated from 
historical CEMS data on similar days, times, and weather conditions. 
Flight 











1, 1VP 11:59-13:08 10.7±1.4 266±8 11 2.05(±0.31)E6 
2, 2VP 14:50-15:30 11.0±1.4 271±8 8 1.95(±0.29)E6 
4/22 
(Fri) 
3, 3VP 14:28-15:26 6.5±1.5 343±13 11 2.00(±0.30)E6 
4, 4VP 15:34-16:33 6.8±1.2 340±14 11 1.88(±0.28)E6 
5/14 
(Sat) 
5, 5VP 13:17-14:16 11.5±1.5 308±6 12 1.58(±0.24)E6 
6 14:53-15:28 9.4±1.5 311±10 8 1.55(±0.23)E6 
 
 
Flight details are provided in Table 2.1, including date, time, wind speed and 
direction, total transects flown, and comparable CEMS CO2 emission rates. It is important 
to note that the CEMS estimates provided in Table 2.1 and used for the comparative 
analysis in this study are based on historical emissions data, and not data recorded during 
the actual time of the experiments. Historical CEMS data were selected based on conditions 
that are likely to yield similar power demand, and included selecting data on weekdays (4/1 
and 4/22 flights) versus weekends (5/14 flight) during the same time period that the flights 
were conducted. Notably, estimated CEMS hourly CO2 emissions were lower on Saturday 
5/14 than on Friday 4/1 and 4/22 due to decreased power demand on weekends. 
Additionally, days were also selected based on similar outside temperatures since energy 





reported CEMS data for measurements in this study will be reported online to the AMPD 




Figure 2.17. Flight paths for the six MBEs at Gibson power plant on (a) 4/1/2016, (b) 
4/22/2016, and (c) 5/14/2016. 
 
 
The Gibson power plant is an ideal point source as it is sufficiently isolated from 
any neighboring emission sources. Additionally, the power plant was selected due to its 
known relatively large emissions, with the largest emissions of all power plants in Indiana 





CEMS data reported to the EPA’s AMPD. Flight paths for all experiments are provided in 
Figure 2.17, showing CO2 concentration (ppm) overlay according to each respective color 
scale. To better highlight the location of enhancements, CO2 concentration is also depicted 
by line marker size, with larger marker size corresponding to larger CO2 concentrations. In 
all cases, the plume is clearly identified within the portion of the transects immediately 
downwind of the source, and the edges of the transects measured uncontaminated 
background air.  
The horizontal distributions of CO2 concentrations (ppm) along the transects are 
shown in the top panel of Figure 2.18, Figure 2.19, and Figure 2.20 for the 4/1/2016, 
4/22/2016, and 5/14/2016 flight experiments, respectively, with and without the vertical 
profile data. The resulting interpolated fluxes for each experiment using each of the three 
background subtraction methods are shown immediately below their respective raw 
horizontal CO2 concentration distributions. Note that differences in the interpolated fluxes 
between different background selection methods are visually indistinguishable, however, 
they are shown to demonstrate that despite visual similarity the final emission rates can be 
significantly different. The interpolated plots were used to determine the minimum, 
maximum, and average emission rate estimates as previously described. The final emission 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Prior to these experiments, we had not been able to assess the effect of analysis 
choice on the accuracy of the final emission rate result. Therefore, the resulting emission 
rates were compared to the historical CEMS data via regression analysis and results are 
provided in Figure 2.21. Regressions were forced through zero and comparisons are sorted 
by background selection method (e.g., LC (linearly changing): red; mean: blue; median: 
green), vertical interpolation range (e.g., lowest to highest transect: minimum; ground to 
top of CBL: maximum; mean of min and max: average estimates), and by analysis 
performed with or without the vertical profile (VP) data included in the interpolation. 
Colored solid lines represent the best fit line, colored dotted lines represent 95% confidence 
bands, and black dashed line represents a 1:1 correlation. The equation of the best fit line 
and R2 values are provided. 
For all analysis choices, results indicate that the aircraft-based mass balance 
quantification method, on average, underestimated emissions when compared to the 
historical CEMS data. For instance, the percentage difference between CEMS estimates 
and ALAR measurements was calculated by the equation [(CO2,CEMS–CO2,ALAR)/CO2,CEMS] 
and results are presented in Table 2.4, with red, negative percentages representing ALAR 
measurements that were greater than CEMS estimates. Of the 99 emission rates calculated 
by various combinations of analysis choices, 88 were lower than CEMS estimates. 
Previously, we have published emission rates using (1) mean background, no VP, 
maximum estimate (Mays et al., 200979, Cambaliza et al., 201480, Caulton et al., 201486), 
(2) mean background, no VP, average estimate (Lavoie et al., 201593), (3) median 
background, no VP, average estimate (Lavoie et al., submitted99), and (4) linearly changing 





the slopes from the regression analyses (Figure 2.21), our previous methods may have 
underestimated emissions by roughly (1) 27%, (2) 36%, (3) 34%, and (4) 29%, on average. 
Inclusion of vertical profile data for each of these cases would reduce the overall difference 
between our calculated emission rate and the reported CEMS emissions to (1) 15%, (2) 
21%, (3) 19%, and (4) 11%, on average. Therefore, the regression analyses indicate that 
inclusion of the vertical profile data during data interpolation improves the method 
accuracy by roughly a factor of 2, as noted by enhanced proximity of the best fit line (solid 
colored line) to the 1:1 ratio line (dashed black line) as the slope of the best fit line 
approaches 1. Additionally, both the use of a linearly changing background for background 
subtraction and interpolation from the ground to the top of the CBL (e.g., maximum 
estimate) appeared to improve accuracy of the final emission rates, also indicated by the 
slope of the best fit line being close to 1 than for their respective mean and median 
background subtraction method results.  
For the emission rates reported in Chapters 4 and 5, an average of the maximum 
and minimum estimates was used to account for the uncertainty associated with 
extrapolation of the data beyond the region of known measured data. This allowed 
consideration of the possibility that the plume measured on the top and/or bottom transects 
may have immediately ended above and/or below those heights, respectively (e.g., 
minimum, kriging from bottom to top transect), which could occur in cases where the 
source is measured at a short downwind distance (~1–4 km) so that complete vertical 
mixing is not achieved. This method of taking an average of the minimum and maximum 
estimates was also selected as it considered that the plume could alternatively continue past 
these altitudes (e.g., maximum, kriging from ground to top of CBL). However, results from 
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this study suggest that the maximum emission rate estimates from kriging from the ground 
to the top of the CBL are reasonable, and in fact, improve the accuracy of the final result.  
Additionally, the percent change in the final CO2 emission rate based on the 
different parameter selections (e.g., (i) background, (ii) treatment of vertical mixing, (iii) 
kriging with or without inclusion of vertical profile data) is shown in Table 2.3. The (i) 
background selection method resulted in an average percent change of 11±5 %, indicating 
that our method of calculating the uncertainty for the background component (estimated at 
<2%) is underestimating the true uncertainty associated with selection of background. 
Furthermore, the experiments presented here represent an idealized scenario where 
background concentrations are constant and easily defined, however, in more complex 
scenarios the percent change would likely be higher (e.g., 21±9 %, reported for urban CO2
emissions in Cambaliza et al., 2014). The percent change in CO2 emission rate was higher 
by a factor of ~2 for the (ii) vertical mixing (20±14 %) and (iii) inclusion or exclusion of 
the vertical profile data (22±18 %), therefore, appropriate selection of different analysis 
options within each of the three parameters is important due to their significant effect on 
the final results. 
Table 2.3. Percent change in CO2 emission rate based on changes in each parameter. 
Parameter Percent change in CO2 emission rate (%)
(i) Background 11 ± 5
(ii) Vertical Mixing 20 ± 14





Notably, MBE-6 was performed under non-ideal conditions, with only 8 total 
transects and a plume that began to visibly meander during the experiment, moving upward 
into the cloud layer before it reached the flight transects. This is apparent within the 
transects, which show that the bottom of the plume did not reach the ground and was 
measured at ~400 m AGL, and that the top of the plume was located above our top transect 
at ~1050 m AGL. Often when measuring a small point source (e.g., oil or gas facility), the 
site does not have any visible indicators of plume flow like the power plant did (e.g., stack 
emissions with visible water vapor), and therefore, there is high uncertainty associated with 
understanding changing plume dynamics during the course of the experiment. Release of 
the CEMS data for this flight time will allow quantification of the effect that variable wind 
flow and plume dispersion may have had on the final results. 
Concluding, based on comparison of results from this study to historical CEMS 
data, the most accurate analysis method may be (i.a) use of the linearly changing 
background method for background subtraction, (ii.b) interpolation from the ground to the 
top of the CBL (e.g., maximum estimate), and (iii.a) inclusion of vertical profile data when 
interpolating. However, we emphasize again that the analysis must be repeated once hourly 















































































































































































































































































































































































































































































CHAPTER 3. METHANE EMISSIONS RATE MEASUREMENTS FROM SUPER-
EMITTING POINT SOURCES IN THE BARNETT SHALE BASIN 
3.1 Motivation for Research 
In 2012, natural gas production from the Barnett Shale in North Texas, the second-
largest natural gas resource in the U.S., reached peak levels. The Barnett Shale is a 6,458 
square mile natural gas shale formation located in North Texas that is estimated to hold 
43.4 trillion ft3 of technically recoverable natural gas, whose primary component is 
methane (CH4), a potent greenhouse gas (GHG).101 In the region of this study, there are 
29,900 wells, 276 compressor stations, 38 gas processing plants, and 733 landfills.102 To 
facilitate informed GHG policy and mitigation efforts, a comprehensive understanding of 
the nature and magnitude of CH4 emission rates for various anthropogenic and natural 
sources is required. Emission inventories can be constructed using bottom-up methods, 
which either measure component-level emissions directly or use activity and emission 
factors to calculate emissions from a subset of sources and subsequently scale up by the 
number of sources to a total emission estimate.102-104 Alternatively, top-down methods can 
be used, which measure total atmospheric GHG enhancements downwind of a source or 
group of sources to capture the complete emission of the source area.102-104 Both techniques 
have their weaknesses, however, with bottom-up methods potentially failing to include 
significant sources leading to emission underestimation, and top-down techniques not 





individual sector-specific sources.102-104 By bridging the gap between bottom-up and top-
down methods, a more robust system for GHG monitoring and estimating can be developed. 
To provide policymakers with national GHG emissions data, the Environmental 
Protection Agency (EPA) implemented two complementary programs, the Inventory of 
Greenhouse Gas Emissions and Sinks (GHGI, 1997)40 and the Greenhouse Gas Reporting 
Program (GHGRP, 2009).105 At present, these databases function as the primary sources 
of GHG emission data for policy development. The GHGI provides an overall national 
emission estimate by sector using emission and activity factors, while the GHGRP provides 
facility-specific, self-reported annual CH4 emissions (http://www.epa.gov/ghgreporting/). 
The GHGRP involves mandatory reporting of GHGs from sources, including natural gas 
facilities and landfills, that emit greater than 25,000 metric tons of CO2 equivalent per year 
(equivalent to 114 kg CH4/hr using a CH4 global warming potential (GWP) of 25). 
Independent top-down ground-,68,104,106,107 aircraft-,76,77,104,108,109 and space-based75 
investigations call into question the accuracy of commonly used inventories,103 including 
the GHGRP, suggesting that GHGRP estimates may underestimate the actual emission rate 
by up to a factor of 3.8 due to underestimated facility emissions, temporal variability of 
emissions, and the exclusion of non-reporting facility emissions.71,75,77  
To enable scientifically defensible policy development, methods for determining 
CH4 emissions must be representative and accurate. This can be challenging because 
inventories typically use outdated activity and emission factors and may fail to account for 
contributions from super-emitters, which are sites that emit much more CH4 than that 
represented by, e.g., the mode of the sampled distribution of their facility type.71,102,103 This 





malfunctions and maintenance issues that are not represented in the yearly reported 
emissions. Landfill emissions monitoring can also be challenging due to emission 
variations caused by fluctuations in atmospheric pressure, temperature, and precipitation. 
Choice of landfill cover material, the efficiency and consistency of gas collection systems, 
the presence of flares, and the percentages of active, intermediate, and final cover can also 
cause variations in emissions.110  
To date, no comprehensive, measurement-based study of CH4 emissions from the 
entire Barnett region of Texas exists. Thus, in October 2013 the Environmental Defense 
Fund launched the Barnett Coordinated Campaign,111 to combine top-down atmospheric 
measurements with bottom-up  inventory data to improve CH4 emissions estimates from 
oil and gas systems, landfills and other sources in the Barnett Shale. Here we report facility-
scale top-down emission rates from the Barnett collaborative campaign in which we 
determined CH4 emission rates for eight CH4 emitters (>150 kg CH4/hr) in the Barnett 
shale region of Texas, including four natural gas processing plants, one compressor station, 
and three landfills. An aircraft-based mass balance approach was employed at all eight sites 
to measure CH4 emission rates. To investigate the reliability of the measurements and the 
temporal variability of emissions, the emission rates at four of the sites were compared to 
emission estimates made during the Barnett Campaign using an alternative Aircraft-based 
Survey Approach (ASA) and/or two unique surface-based mobile measurement 
approaches (Lan et al.112, Yacovitch et al.113). Emission estimates were also compared to 
the 2013 annual average emissions reported to the GHGRP and throughput-based emission 





processing facilities reported in Mitchell et al.71, which we consider the most extensive and 
best available estimate in the absence of other measurements for comparison.  
Sites were selected that were expected to be significant contributors to the basin-
wide total and that had potential emission rates above our limit of quantification (~15 kg/hr). 
The three landfills (LF-I-III) and one gas processing plant (GPP-I) were pre-selected based 
on high CH4 emissions reported to the 2012 GHGRP. The other three GPPs and compressor 
station were selected quasi-randomly upon observation of CH4 plumes during exploratory 
aerial surveying. Therefore, the results for these sites may be representative of large 
emitters that may have been experiencing anomalous conditions during the time of the 
experiment. While the targets were not randomly selected, our measurements represent in-
field observations of high emission sites during a campaign that included aircraft mass-
balance estimates of the Barnett total emissions.114   
Additionally, emission rates for oil and gas facilities tend to be positively skewed 
by super-emitters. Super-emitting facilities occur by definition with very low frequency, 
and therefore emissions are better captured by targeted sampling of high emission sites 
rather than unbiased sampling of the large number of sites in a basin such as the Barnett.2 
Therefore, the data from this study and others112,113 were used in the Lyon et al.2 inventory 
development to characterize fat-tail emission sources, or “super-emitters”, that were above 
the maximum value of a national study of facility-level CH4 emissions at 130 gathering 
and processing facilities conducted by Mitchell et al.71  Accounting for these high emission 
sources, which may represent anomalous events that are often excluded from other studies, 
is important for accurately estimating regional emissions. Data presented in this chapter is 





3.2 Experimental Methods 
 
3.2.1 Aircraft-Based Mass Balance Instrumentation and Flight Design 
CH4 emission rate measurements were conducted for eight point sources in the 
Barnett shale region of Texas and are listed in Table 3.1. A map of the region with site 
locations is provided in Figure 3.1, with small gray dots representing active oil and gas 
infrastructure and cyan dots representing active landfills in the region. Outlined in white 
are the 15 counties that compose the Barnett shale, according to the Texas Commission on 
Environmental Quality’s (TCEQ) website (http://www.tceq.texas.gov/ 
airquality/barnettshale/bshale-maps, accessed 12/5/13). The location of each sampling site 
is marked with a red (gas processing plant), yellow (compressor station), or green (landfill) 
circle and each is labelled according to its facility ID (i.e., GPP-I, LF-III, etc.).  
 
 
Table 3.1. Location and sample date of each point source measured. 
Facility Type Site Name Sample Date Latitude Longitude County 
Gas Processing 
Plant 
GPP-I 10/17/2013 33.1959° -97.8041° Wise 
GPP-II 10/23/2013 32.8012° -97.6747° Parker 
GPP-III 10/23/2013 32.4985° -97.5536° Johnson 
GPP-IV 10/24/2013 32.9672° -97.4815° Tarrant 
Compressor Station CS 10/26/2013 33.1990° -97.4180° Wise 
Landfill LF-I 10/19/2013 32.3555° -97.2020° Johnson 
LF-II 10/23/2013 32.7152° -97.8606° Parker 















The eight sites were sampled during five mass-balance flight experiments, 
conducted in 2013 on October 17, 19, 23, 24, and 26 in the convective boundary layer 
(CBL) in Purdue’s Airborne Laboratory for Atmospheric Research (ALAR)  
(http://science.purdue.edu/shepson/research/bai/alar.html, see SI) at an average airspeed of 
70 m/s.79,80,86,115 ALAR is a modified Beechcraft Duchess fitted with a Picarro cavity-ring 
down spectroscopy (CRDS) system (model no. G2401-m) for real-time high frequency (0.5 
Hz) measurements of CH4, CO2, CO, and H2O with precision of 2.6 ppb (CH4) and 0.1 
ppm (CO2).80 The aircraft was also equipped with a nine-port Best Air Turbulence (BAT) 
pressure probe87,88 for obtaining high frequency (50Hz) 3-dimensional wind data when 
used with a high precision global positioning and inertial navigation system (GPS/INS) 
(Novatel Black Diamond System).89,90 The horizontal wind measurement accuracy is ±0.4 
m/s, as discussed by Garman 2009.91 Ambient temperature measurements were made using 
a microbead thermistor located at the center of the probe hemisphere. 
Two air inlets on the nose cone of the aircraft continuously directed sample air 
through a 5 cm diameter Teflon sample line to the Picarro through a tee connection at a 
flow rate of ~1800 L/min with a residence time of ~0.1 s using a DC blower installed at 
the rear of the aircraft. The delay time from the nose to the detection cell was ~11 s. In-
flight and on-ground calibrations were performed daily with a computer-controlled 
CH4/CO2/CO valve-switching system using three NOAA-certified CH4, CO2, and CO 
reference cylinders with mole fractions of 1785.9, 2222.4, and 2656.8 ppb (CH4), 377.86, 
410.73, and 441.90 ppm (CO2), and 161.7, 166.7, and 167.7 ppb (CO). For this study, only 





constructed for CH4 only and used to find corrected concentrations as described in 
Cambaliza et al.80  
Each mass-balance experiment spanned ~1–2 hr., and occurred between 1200 and 
1800 hours local time (LT), to ensure full development of the CBL and minimal temporal 
variation in winds. Meteorological parameters and details for each flight, including average 
wind speed and direction, distance downwind of the source, total number of transects, and 
flight durations, are provided in Table 3.2. Before beginning each flight experiment, the 
prevailing wind speed and direction were checked using in-flight weather services to 
determine an ideal downwind flight path. The flight path for each experiment was 
positioned between 2.0–4.4 km downwind of the source and 4–9 horizontal transects were 
flown perpendicular to the wind direction through the extent of the CBL. Each individual 
horizontal transect was flown at a different constant altitude to provide a range of transects 
that vary in height from as close to ground level as permitted and up to near the top of the 
CBL. The length of the horizontal transects varied from 8–21 km and were ideally long 
enough to capture the local scale background CH4 concentrations on the ends of the 
transects. Experimental flights at each site lasted between 10–65 min. and were used to 
construct a two-dimensional interpolated plane of CH4 concentration enhancements 
downwind of the source to visualize a vertical cross-section of the emitted plume, as 
















Avg wind speed 












8 / 9 600 
700 
800 
3.6 / 200 3.0 16:38 43 
GPP-II  
(2 km DW) 
 
4 / 4 400 
650 
900 
4.0 / 250 2.0 13:50 20 
GPP-II  
(4 km DW) 
 
4 / 4 850 
900 
950 
6.3 / 226 4.0 14:10 10 
GPP-III 
 
5 / 8 1250 
1700 
1900 
6.3 / 226 2.3 14:15 17 
GPP-IV 
 
4 / 8 1100 
1150 
1200 
3.8 / 40 3.5 14:05 15 
CS 
 
9 / 9 560 
630 
700 
9.0 / 200 2.0 12:10 65 
LF-I 
 
9 / 9 1000 
1150 
1300 
3.7 / 3 4.4 17:08 34 
LF-II 
 
8 / 8 1000 
1200 
1250 
6.2 / 225 3.8 15:08 42 
LF-III 
 
6 / 6 575 
650 
750 
9.2 / 201 3.2 13:30 40 




3.2.2 Quantification of CH4 Emission Rates from Point Sources 
The CH4 emission rate for each of the eight point sources was estimated using a 
mass balance approach described in detail in Mays et al.79 and Cambaliza et al.80 The 





described in Chapter 2, therefore, a complete description is provided here. Raw flight data 
for CH4 mole fraction, temperature, pressure, and the 10 second running averaged 
perpendicular wind speed were each interpolated to a regular 2-dimensional gridded plane 
using the Matlab-based “EasyKrig3.0” kriging software,96 also described in Mays et al.79 
The data were interpolated to a kriging resolution of 10 m (vertically) by 100 m 
(horizontally).  
After interpolating the CH4 concentration in ppm, areas outside of the more highly 
concentrated CH4 plume were selected to represent background CH4 concentrations. 
Because background selection has a significant effect on final emissions estimates, 3–4 
altitude-dependent CH4 background concentration estimates for all flights were found 
using two methods, the End Selection Method and the Probability Plot Method, to 
encompass associated uncertainties (Table 3.3). These methods for background calculation 



















End Selection Method Prob Plot Method 
1† 2† 3ǂ 4ǂ 







LF-I -4.03,4.07 1 end, full 
(-4.03,-2.00) 





(2 km DW)* 







(4 km DW)* 
-6.52,6.59 1 end 
(-6.52,-3.70) 
N/A 1.984 1.995 
GPP-III 
 
-3.87,3.86 1 end, full 
(-3.87,-0.82) 

































*Two sets of 4 transects were performed for GPP-II, one at 2 km downwind (DW) of the 
source and another at 4 km DW.  
†Possible background options for each flight are shown here using the end selection method 
described above. The number of ends used is specified (1 end, 2 ends) and the horizontal 
range where methane concentrations were taken to be used for background averaging is 
shown in parentheses. 
ǂCH4 concentration cut-off limit shown here (ppm) was determined using probability plot 
of CH4 concentration values and noting the concentration where a small portion (i.e., the 








The first method, the End Selection Method, utilizes a cross-sectional plot of CH4 
signal (ppm) versus horizontal distance (km) to most accurately select regions of 
background CH4 concentrations (Figure 3.2).  The background was determined by 
averaging the CH4 concentrations from one and/or two ends of the transects for each flight. 
For example, regions separated by a black dashed line in Figure 3.2a (marked by a cross 
symbol) and in Figure 3.2b (marked by a cross symbol and asterisks) demonstrate where 
background was selected and averaged from one end of the transects (Table 3.3, 
Background Method 1). In addition to calculating the background by averaging 
concentrations from one end of the transects, flights on October 17 (GPP-I), 23 (GPP-II (2 
km downwind) and LF-II), 24 (GPP-IV), and 26 (CS, LF-III), 2013 were also analyzed 
using a background taken from two ends of the transects, represented in Figure 3.2a by 
regions marked with an asterisk (Table 3.3, Background Method 2).  For flights on October 
19 (LF-I) and 23 (GPP-III), 2013, however, one end of the transects demonstrated an 
interfering CH4 signal from neighboring sources, so background was instead altitude-
averaged from a shortened segment of the original end used which may have included 






Figure 3.2. Example of the end selection method for background determination for (a) 







For all flights, background was also determined using a second method, the 
Probability Plot Method, by creating a probability plot of all CH4 concentrations to 
determine at which concentration the signal is distinguished from the background by 
identifying a point of divergence (Figure 3.3). Using the interpolated CH4 concentration 
matrix output by the EasyKrig 3.0 software, all CH4 concentrations that fell under this 
divergence concentration were averaged per each altitude and subtracted from the signal at 
each respective altitude to determine the CH4 enhancement above background. For several 
flights, there were two clear points of divergence, in which case both divergence points 
were used to calculate background (Table 3.3, Background Method 3 and 4 columns). 
Consideration of multiple unique background selections when calculating CH4 emission 




Figure 3.3. Example of the probability plot method for background determination for (a) 





Subsequently, each background calculated via each method was then subtracted 
from the 2-dimensional interpolated grid of CH4 concentrations (ppm) within the source 
plume to find the CH4 enhancement above background. In all cases, the background was 
calculated per each altitude and then subtracted from the CH4 concentration at each 
corresponding altitude. For instance, if the background CH4 concentration was 1.95 ppm 
at 250 m above ground level (AGL), then 1.95 ppm CH4 was subtracted from the CH4 
concentration for all data points at 250 m AGL. The ideal gas law was applied to determine 
the molecular concentration difference per gridded cell in mol/m3, using the interpolated 
temperature and pressure two-dimensional gridded planes. The CH4 emission rate from a 
source, in moles per unit time, was then determined by multiplying the gridded differential 
CH4 concentration matrix ([C]–[C]b) by the interpolated component of the wind 
perpendicular to the plane (U?). The net mass flow was then integrated laterally across the 
horizontal width of the plume (-x to +x) and vertically from the ground (0) to the top of the 
CBL (zi) to provide the emission rate estimate in mol/s, 




?   Eq. 2.1 
In this equation, selection of an accurate CBL height can be highly influential in 
the final CH4 emission rate calculated, particularly in cases where the top transect does not 
capture the top of the plume. The CBL height can be estimated using data which 
demonstrates the vertical dispersion of pollutants as well as the vertical profiles of potential 
temperature and vertical wind variance. This data can either be obtained in-flight, by flying 
an ascending and/or descending vertical profile from low to the ground up beyond the 
height of the CBL top, or alternatively, via a ground-based High-Resolution Doppler Lidar 





Laboratory (ESRL)’s Chemical Sciences Division in the Barnett on October 21, 2013 at 
32.84° N, 97.30° W at a ground elevation of 192 meters above sea level. The HRDL data 
provided vertical profiles of vertical velocity variance (m2/s2) in 20 minute intervals, 
allowing for the most accurate estimation of CBL height during a specific time period. 
HRDL data was available for the six experiments conducted on October 23, 24, and 26, 
2013 (GPP-II-IV, CS, LF-II-III) and can be found online at http://esrl.noaa.gov/.  
Additionally, in-flight vertical profiles were completed for five of the eight mass 
balance experiments (GPP-II-IV, LF-I-II) to provide an estimate of the boundary layer 
depth during the time of analysis (Table 3.4). Figure 3.4 shows two sample vertical profiles 
conducted on 10-19-2013 from 12:35–12:53 LT and 14:56–15:16 LT. No HRDL data was 
available on this day. The mass-balance experiment flown at LF-I occurred from 17:08–
17:42 LT, approximately two hours after vertical profile II. Shown as a function of height 
above ground level (AGL, m) are concentrations of CH4, CO2, and CO, percent H2O, 
potential temperature, and the vertical wind variance. The dashed line represents an 
estimation of boundary layer depth for each vertical profile (750 m and 1000 m, 
respectively). However, flown vertical profiles were typically conducted hours apart from 
the actual experiment and so the boundary layer height was uncertain. To account for this, 
we instead used the vertical velocity variance profiles provided by the HRDL when 
available (Figure 3.5). For the two flights without HRDL data, visual inspection of cloud 
deck height (10-17-2013) or in-flight vertical profiles (10-19-2013) were used for 







Table 3.4. Boundary layer depth selection. 
Date 















101713 GPP-I 16:38-17:21 N/A N/A N 600+ 
700+ 
800+ 








(2 km DW) 








(4 km DW) 
14:10-14:20 Y 850 
900 
950 
GPP-III 14:15-14:32 Y 1250 
1700 
1900 
LF-II 15:08-15:50 Y 1000 
1200 
1250 
102413 GPP-IV 14:05-14:20 17:35-18:05 2000 Y 1100 
1150 
1200 
102613 CS 12:10-13:15 N/A N/A Y 560+ 
630 
700 
 LF-III 13:30-14:10 N/A N/A Y 575+ 
650 
750 
*CBL estimates from HRDL data, unless otherwise stated. A minimum, midrange, and 
maximum CBL are shown, respectively, for time of actual flight. The average does not 
necessarily reflect the midpoint between the minimum and maximum, but rather the CBL 
which prevailed for the majority of the flight according to the HRDL data.  
+CBL estimated from cloud deck.  







Figure 3.4. Sample vertical profiles conducted on 19 October 2013 from 12:35-12:53 LT 
(Vertical Profile I) and 14:56-15:16 LT (Vertical Profile II). 
 
 
The three CBL depths provided in the rightmost column of Table 3.4 for each site 
represent the three CBL depth values considered for the mass balance calculations. The 
first of the three values represents the lower estimate for CBL depth, the second represents 
the mid-range estimate, and the third represents the upper estimate. All estimates were 
obtained from the HRDL data except for flights for GPP-I and LF-I. The CBL for the GPP-
I flight was estimated by visual inflight inspection of the cloud deck altitude, which was 





however, so we also consider a CBL height increase of up to 200 m during the duration of 
the 43 min flight (800 m AGL) based on trends observed in the HRDL data for days with 
similarly low CBL depths over a 40 min period of time. A mid-range estimate was obtained 
by averaging the upper and lower estimates (700 m AGL). Minimum CBL depth values 
were also determined for both October 26, 2013 flights (CS, LF-III) by visual inspection 
of the cloud deck altitude, while mid-range and maximum estimates were taken from 
HRDL data. For the LF-I flight, the CBL depths estimated were based on the vertical 
profiles performed roughly 2 and 4.5 hours earlier. The CBL depth observed from the most 
recent VP was used as the minimum estimate for this flight. To determine an estimate of 
the maximum depth, the rate of change of CBL depth from VP1 to VP2 was calculated 
assuming a constant rate of change, using a height increase of 250 m over a 142 min period 
from the middle time point of each profile. Using this rate change of 1.76 m/min, the 
maximum BL depth was estimated to be roughly 1215–1275 m AGL from the start to end 
of the mass balance flight. We rounded up to 1300 m AGL and considered the average 
between the maximum and minimum as the mid-range value (1150 m AGL).  
An ideal flight experiment is designed with a bottom transect at 100 m above 
ground level (AGL), a top transect near the top of the CBL, and transects located in-
between, roughly every 100 m, to obtain a complete depiction of the vertical plume position. 
When flight paths are not ideal there is a high probability that emission rates will be 
underestimated. Using the non-ideal case of GPP-III as an example, the bottom transect 
was flown at 260 m AGL, the top transect was flown at 430 m AGL, and the boundary 
layer height was between 1250 to 1900 m AGL. There is a lack of data from the ground to 





plume extends to the top of the CBL, since the flight was conducted 2.1 km downwind of 
the source and vertical mixing will not be complete at this distance. It must also be 
considered that the plume may extend to the ground but not to the top of the CBL, or to the 
CBL top but not to the ground, or both, or neither. The most probable mixing scenario must 
therefore be considered when determining an emission rate to obtain the most accurate 




Figure 3.5. Sample HRDL vertical velocity variance profile for 24 October 2013 with red 







To accomplish this, for non-ideal flights which do not have transects close to the 
ground and up to the top of the CBL, estimation of unsampled heights was made using a 
large eddy simulation model of non-buoyant plume dispersion as reported by Nieuwstadt 
and de Valk116 for an unstable boundary layer. The boundary layer stability class for all 
sites we investigated was classified as “unstable” according to Pasquill’s stability class 
determination and all sources were likely non-buoyant since no flare stacks were lit during 
time of analysis. The large eddy simulation model was applied to all flight experiments, 
both ideal and non-ideal, to confirm if our flown transects covered enough altitude to form 
an accurate representation of the plume. If the model output suggested that the plume 
extended beyond the altitudes where data was recorded, then this was considered during 
kriging.  
Flights which were considered non-ideal, and therefore, to which this modeling 
method was applied include experiments conducted at GPP-IV, CS, and LF-III. Estimation 
of CH4 concentration at unflown altitudes was made using the change in emission rate per 
meter calculated using the known emission rate per unit time (kg/hr) between the bottom 
and top transects taken from the raw data. This emission rate per unit time (kg/hr) was then 
divided by the altitude (m) between the bottom and top transects, resulting in an emission 
rate per meter (kg/hr-m) (ERM). The ERM was then applied using the large eddy 
simulation model to estimate the plume shape and therefore provide a closer estimation of 
the emission rate had we acquired data at the unflown heights. Using LF-III as an example, 
the large eddy simulation model estimated that the plume mixed to the ground but not to 






?? ? ????? ? ???? ? ????????? ???   Eq. 2.2 
where ER is the total CH4 emission rate from the site (kg/hr), ERraw is the CH4 emission 
rate from the raw data from the bottom transect up to the top of the CBL (kg/hr), ERM is 
the calculated emission rate per meter described above (kg/hr-m), and HeightBT,GND is the 
height (m) between the ground and the bottom transect. Therefore, this calculation was 
used in combination with the model to adjust for the lack of flight data that occurred from 
the lowest transect to the ground to most accurately estimate the CH4 emission rate.  
Subsequently, using the most likely mixing scenario for GPP-IV, CS, and LF-III 
(determined as described above) and the as-is interpolated data for all other experiments 
(GPP-I-III, LF-I-II), the CH4 emissions rate for each source was calculated while assuming 
three different possible scenarios to yield between 27–72 emission rate estimates per site 
(Table 3.5). Scenarios considered included: 
1. Varying the background by rerunning the calculation using 3 or 4 different 
backgrounds as discussed, within the uncertainty. 
2.  Varying the boundary layer depth using 3 different heights as discussed, 
representing the uncertainty limits. 
3. Varying the perpendicular wind speed ±0.4 m/s (accounts for random and 
systematic uncertainty of winds) (Garman et al. 200689 and 200890) 
Therefore, emission rate calculations were repeated for each background method, 
boundary layer depth, and each variation of the vertical winds for all flight experiments. 
Vertical wind variations were performed in three ways, using (i) the raw interpolated data 





values +0.4 m/s, and (iii) the raw interpolated data for perpendicular winds with all values 
-0.4 m/s. 
To obtain a final emission rate estimate per source, the average of these 27–72 
iterations, each calculated using Eq. 2.1, was determined for each flight experiment and 
was considered the final emission rate. This was done so that the final emission rate best 
contains the various uncertainties which stem from selection of background, CBL height, 
and systematic uncertainty in the wind measurements. The 95% confidence level for each 
emission rate was estimated to be ±60%, as previously determined by an extensive 
uncertainty analysis reported in Cambaliza et al.80 for our airborne mass-balance technique. 
 
 
Table 3.5. Total number of CH4 emissions estimates obtained for each point source.  
Date (MMDDYY) Site Name Number of Iterations 
101713 GPP-I 27 
101913 LF-I 27 
102313 GPP-II, 2 km DW 36 
GPP-II, 4 km DW 27 
GPP-III 27 
LF-II 27 
102413 GPP-IV 54* 
102613 CS 72* 
LF-III 54* 
*These flights did not have sufficient transects flown to understand mixing conditions from 
the ground to the lowest flown transect and/or from the highest flown transect to the top of 
the CBL. Therefore, a large eddy simulation model was used to predict the mixing 
conditions for these flights. Raw observed data was used in combination with model 






3.2.3 Alternative Methods for Point Source Emissions Quantification 
During the campaign, emission rates for GPP-I, GPP-IV, LF-I, and LF-III were also 
determined from concentration data collected via different methods, including an 
alternative Aircraft-based Survey Approach (ASA) and two surface-based measurement 
approaches (Yacovitch et al.113; Lan et al.112). ASA used an aircraft-based chemical 
transport model using an off-axis integrated cavity output spectrometer (RMT-200, Los 
Gatos Research, Inc.) to measure CH4 concentrations within a 2.5 km-spaced line pattern 
over the Barnett at an altitude of 1000 ft above ground level.117 Yacovitch et al.113 and Lan 
et al.112 employed a surface-based measurement approach and plume dispersion model for 
quantifying CH4 emissions, using vehicles equipped with an Aerodyne Tunable Infrared 
Laser Direct Absorption Spectrometer (TILDAS)113,118 or a Picarro cavity ring-down laser 
spectrometer.112 All four methods reported in this study conducted emission measurements 
under suitable meteorological conditions with relatively high, consistent winds and no rain. 
Data reported by Yacovitch et al.113 and Lan et al.112 are found in their respective 
publications along with detailed explanations of their methods. The ASA dataset, however, 
is not reported elsewhere and therefore a detailed description of the methods is provided. 
ASA used a new airborne survey technique, reported by Hirst et al.117, that maps 
and quantifies the emission rates of naturally occurring gas seeps as an aid to hydrocarbon 
exploration.117 This was the first reported large-scale deployment of this method in an 
environmental monitoring role, although ASA had previously measured landfill emissions 
as convenient tests while developing their equipment and methods. The goal for the Barnett 
Shale survey was to map and quantify the individual mass emission rates of all significant 





and then to investigate the extent to which those inferred source locations corresponded to 
identifiable ground facilities or activities.   
ASA used a Los Gatos Research RMT-200 Fast Methane Analyzer to analyze a 
continuous stream of air from the foremost point of the aircraft’s nose cone. The sensor 
continuously measured CH4 concentrations, passing data to the aircraft’s data logging 
system together with GPS, radar altitude, barometric pressure, air temperature and wind 
velocity data, and several system control parameters. Sensor precision is ~1 ppb for CH4 
concentration data and has a response time of ~1 s. The airborne data are logged at 1 Hz 
frequency and combined with 4 km gridded hourly meteorological data, at 12 altitudes, 
modelled using a global circulation model by the United Kingdom Meteorological Office 
(UKMO).119 ASA used separate measurements of the air transit time from sample inlet to 
sensor measurement chamber to correct concentration and location data based on the 
positioning of the aircraft. The survey area covered 3600 km2 of the densest production 
areas in the Barnett shale, which covered >6,000 gas and oil wells in the production phase 
and the associated oil and gas infrastructure (Figure 3.6). Flights were performed at 1000 
ft above ground level (AGL), rather than the intended survey altitude of 500 ft AGL, due 
to the U.S. Government shutdown during the survey period and suspension of FAA 
permitting for low altitude flying. This resulted in source-related concentrations being 
roughly 25% of what would have been measured from 500 ft AGL. Additionally, the 
location precision was further affected due to the range of detection being two-times what 
it would have been from an aircraft flying at 500 ft AGL. Therefore, the CH4 emission rate 
estimates provided should be considered a lower-range estimate of actual emissions and 






Figure 3.6. ASA flight paths and locations of sites analyzed by ALAR. 
 
 
ASA characterized source emission rates with a Gaussian mixture model which 
used a spatio-temporally smooth Markov random field to represent the atmospheric 
background concentration component of the measurements. A Gaussian plume 





measurement locations. Initial point estimates of background concentrations and source 
emission rates are obtained using mixed l2 – l1 optimization over a discretized grid of 
potential source locations. Subsequent reversible jump Markov chain Monte Carlo 
inference provides estimated values and uncertainties for the number, emission rates and 
locations of sources unconstrained by the grid. Atmospheric background concentrations 
and other model parameters are also estimated. 
This procedure is similar to a high band pass filter acting to attribute rapid spatial 
and temporal concentration changes to localized sources while treating the much lower 
frequency components as background concentration trends within the flight area. These 
effects were very clearly visible on several days when winds carried urban plumes from 
Dallas and Fort Worth conurbations across the survey areas. For the analysis, ~15,000 x 1s 
measurements per flight were averaged to ~5,000 x 3s measurements. The code alternately 
estimated background concentrations for each of these 5,000 measurements, calculated 
5,000 anomalous concentrations, and sought to identify the most appropriate source 
strengths and locations for each signal. In the course of a prolonged iterative burn-in phase, 
a dynamic equilibrium was achieved between background and source attributions. The 
median source strength solution was then be sampled and 95% confidence bands estimated. 
The median results are calculated for a 150 x 150 grid overlain on the reconstruction area, 
corresponding to a mesh of 433 meter square cells. The individual emission area sources 
were set at 20 m diameter, but were free to migrate anywhere within the reconstruction 
area.  Only median sources within the area of parallel flight lines (turns are outside this 
area) were considered to minimize the potential for residual edge effects, which can arise 





3.3 Results and Discussion 
 
3.3.1 Point Source CH4 Emission Measurements 
A sample flight path is provided in Figure 3.7 from the 17 October 2013 flight 
experiment conducted at Gas Processing Plant I (GPP-I) in which nine horizontal transects 
were flown ~3.0 km downwind of the source, perpendicular to the wind direction (mean 
wind direction and speed was 200° SSW at 3.6 m/s) and at multiple altitudes. One transect 
was omitted due to a temporary shift in wind direction and the location of the transect. The 
flight path is shown with CH4 concentration overlay (ppm) represented by a changing color 
gradient according to the provided color scale and a change in diameter of plotted flight 
path points for added clarity (larger size corresponds to higher CH4 concentration). The gas 
processing plant (GPP-I) is denoted by a purple triangle and a neighboring source is marked 
with a blue square. Average wind direction and speed were 200° SSW at 3.6 m/s, 
respectively. The boundary layer height for GPP-I was approximated by visual inspection 
of the cloud deck altitude.  
Flight paths for the remaining experiments are shown in Figure 3.8, with raw CH4 
concentration overlay in ppm. The average emission rate for each site was determined 
using the multi-transect kriging method described previously79,80,85,86,115 and in Chapter 3.2. 
For each site, 3–4 backgrounds, 3 CBL depths, 3 perpendicular wind scenarios across the 
uncertainties cited in Garman 2009 (±0.4 m/s),91 and the most probable mixing scenario 
based on a large eddy simulation plume dispersion model116 were used to provide 27–72 
total emission rate estimates. Raw CH4 concentration horizontal distribution plots before 





black dashed lines in Figure 3.10 represents the horizontal distance for which the plume 
was defined and the emission rate was calculated. The average of the iterations was used 
to determine the final emission rate measurement for each site and results are reported as 
an average ± the 95% confidence level (CL) uncertainties, the latter as determined for point 
sources in Cambaliza et al.80 The results are presented in Table 3.6, and compared to 
emission rate estimates based on the Mitchell et al.71 data (facility-type estimate) and 










Table 3.6. Comparison of multi-transect kriging approach (ALAR) CH4 emission 
measurements to gas processing plant and compressor station emission estimates derived 











(kg/hr) ALAR/ GHGRP 
GPP-I 322 ± 190 200 0.7 – 2.6 115 1.1 – 4.5 
GPP-II (avg)d 195 ± 120 104 0.7 – 3.0 20 3.8 – 15.8 
GPP-II (2 km) 181 ± 110 104 0.7 – 2.8 20 3.6 – 14.6 
GPP-II (4 km) 209 ± 120 104 0.9 – 3.2 20 4.5 – 16.5 
GPP-III 491 ± 290 187 1.1 – 4.2 76 2.6 – 10.3 
GPP-IV 386 ± 230 166 0.9 – 3.7 47 3.3 – 13.1 
CS 2038 ± 1200 530 1.6 – 6.1 0.2 4190 – 16190 
LF-I 829 ± 500 - - 308 1.1 – 4.3 
LF-II 316 ± 190 - - 320 0.4 – 1.6 
LF-III 2445 ± 1500 - - 658 1.4 – 6.0 
Total:d 7022 ± 2000   1544 4.5 (±1.3) 
a Emission rate uncertainties shown represent ±95% confidence limits  
b Calculated using best-fit trend line of emissions vs plant capacity (GPPs) or emissions vs 
horsepower (CS), as reported71 
c 2013 GHGRP self-reported CH4 emissions estimates for the specified facility 
d Total calculated using GPP-I, -II (avg), -III, -IV, CS, LF-I-III. (“GPP-II (avg)” is average 
of “GPP-II (2 km)” and “GPP-II (4 km)”) 
 
 
 As mentioned in Chapter 3.2, CBL height was determined for other flights either 
by flying a vertical profile or by use of High-Resolution Doppler Lidar (HRDL) data. 
However, for all cases the plume did not extend to the top of the CBL, and therefore this 
uncertainty in the CBL height is not important to the calculation, as shown in the 
interpolated results in Figure 3.10. Horizontal transects were long enough to extend past 





vertical and horizontal distances of the plume were captured within the transects. In cases 
where potential CH4 emitters were nearby, sites were circled to attribute the CH4 emission 
to a specific source. For some of these cases, emissions from the nearby source were 
captured on the edges of the transects but were sufficiently separated from the main 
emission so the borders were clearly distinguished (GPP-II 2 km downwind (DW), GPP-
III, GPP-IV, LF-I, LF-II). The flight experiment conducted at GPP-II was unique in that it 
was performed twice: 4 transects were flown at 2 km downwind of the site and 4 transects 
were flown immediately following at 4 km downwind of the site, enabling assessment of 
repeatability (9% difference, in this case). Additionally, the flight experiment at GPP-II 4 
km DW observed neighboring sites that were also emitting CH4 on both sides of the main 
emission (seen in Figure 3.8). The CH4 emission matrix in Figure 3.10 appears congested 
because the scale was reduced to best define the edges of the main emission. Wind speed 
and direction measurements were combined with geographical data, which identified 
locations of the target source and neighboring emission sources, and were used to 








Figure 3.8. Flight paths for all mass balance experiments with CH4 concentration overlay 







Figure 3.9. Raw horizontal transect distributions of CH4 concentration as a function of 







Figure 3.10. Interpolated plots of CH4 concentration as a function of height above ground 
level (m) and horizontal distance (km) are shown for natural gas facilities (GPP-I-IV and 
CS) (left) and landfills (LF-I-III) (right). 
 
 
3.3.2 Gas Processing Plant CH4 Emission Rates 
For the mass balance aircraft-based (ALAR) CH4 emission rate measurements, 
GPP-II-IV were selected for study after identification of a large emission during flyby. 
Measured ALAR CH4 emissions rates (95% confidence) for the gas processing plants are 
shown in Table 3.6. During the campaign, emission rates were also estimated using 
alternative methods for GPP-I (ASA; Yacovitch et al.113; Lan et al.112), and –GPP-IV 
(Yacovitch et al.113). Emissions at GPP-I were sampled on 5 separate days by ALAR and 





of the temporal variability of GPP-I emissions (Table 3.7). Average measurements for 
GPP-I were essentially identical for aircraft- (ALAR and ASA; 395±150 kg/hr) and 
surface-based (???????????  kg/hr) methods. However, significant temporal variability exists 
for CH4 emission rates at GPP-I, ranging from 126 to 1723 kg/hr, indicating that emissions 
at this site are highly variable. Similarly, variability in CH4 emission rates over time was 
apparent at GPP-IV, which was measured on 2 separate days by ALAR (10/24/13, 386 
kg/hr) and Yacovitch et al.113 (03/28/13, 163 kg/hr). We note that there could be a time-of-
day dependence of natural gas facility emission rates, due to work schedule operations 
variability. Measurements at GPP-I conducted by ALAR, ASA, and Lan et al.112 occurred 
between 1100-1800 LT and exhibited larger average emissions than the measurements 
conducted outside of normal work hours reported by Yacovitch et al,113 but not statistically 
significantly so. All measurements conducted by ALAR, ASA, and Lan et al.112, and 

































































































































































































































































































































































































































































































































emitted per event 









Tot. CH4: 1,720 kg 
Avg: 430 kg/event 















Avg: 45 kg/event 
102413 GPP-IV 490 Unknown Yes None reported 
Blowdowns: 110 
Tot. CH4:34,796kg 
Avg: 316 kg/event 

















102613 CS 10 36,115 229.4 None reported  
*The CH4 plume from the neighboring compressor station was observed on the far north 
end of the transects. This segment was not included in our analysis of GPP-III. 




The top-down CH4 emission rate measurements for the natural gas point sources 
(GPP-I-IV, CS) were then compared to CH4 emission rate estimates based on facility-level 
data reported in Mitchell et al.,71 who reported CH4 emission rates at 114 natural gas 





downwind tracer flux method.121-123 For gas processing facilities, fugitive CH4 emissions 
increase with CH4 throughput. To find throughput-based emission rate estimates for 
comparison to our measurements, raw data from Mitchell et al.71 were plotted as the 
weighted-average facility-level emission rate (WAFLER) vs. plant capacity (gas 
processing plants, R2=0.24) and as the WAFLER vs. combined horsepower (“C”-type 
compressor stations, R2=0.70) (Figure 3.11). The best-fit line was used to 
estimateemissions for facilities in this study based on their plant capacity (GPP-I-IV) or 
horsepower (CS) (Table 3.8). The resulting CH4 emission rate estimates based on Mitchell 
et al.71 data were lower than ALAR’s measurements for gas processing plants by a factor 
of 2.1, on average (Table 3.6). For sites with repeat measurements, the average measured 
emission rate was larger than the Mitchell et al.71 estimate by a factor of 2.2 (GPP-I, 4 
measurement techniques (ALAR, ASA, Yacovitch et al.113, Lan et al.112)) and 1.7 (GPP-
IV, 2 measurement techniques (ALAR, Yacovitch et al.113)). 
Next, we compare measured emission rates to the facility-specific 2013 GHGRP 
data (Table 3.6). Total measured CH4 emission rates from the gas processing plants were 
a factor of 5.4 higher than the GHGRP reported rates. For sites with repeat measurements, 
the average measured rate was larger than the GHGRP estimate by a factor of 3.8 (GPP-I, 
4 measurement techniques (ALAR, ASA, Yacovitch et al.113, Lan et al.112)) and 5.9 (GPP-
IV, two measurement techniques (ALAR, Yacovitch et al.113)). Unlike the GHGRP and 
Mitchell et al.71 estimates, we targeted sites that were known to have or were observed to 
have abnormally high emissions, given that such sites are arguably important to accurately 
represent in inventories. Nonetheless, gas processing plant emission rate estimates from 





GHGRP reported data. Therefore, independent top-down studies of emissions, reported 
here and from Mitchell et al.71, support the observation of higher emission rates compared 
to the GHGRP self-reported data, suggesting that the GHGRP could improve the accuracy 




Figure 3.11. CH4 emission rate estimates for the gas processing plants (GPP-I-IV) and 





A significant level of day-to-day (GPP-I, -IV) and possibly hour-to-hour (GPP-I) 
variability in emissions exists at the gas processing plants. However, measurements made 
by the Aerodyne mobile laboratory on 3-28-13 were not statistically significantly 
different113, and so the fluctuations may reflect variability in the measurement method. In 
principle, surface-based measurements can underestimate emissions because convective 
mixing above the sampling point results in under-sampled data, preventing proper 
simulation of the plume by dispersion models.  The model adjusts for this using a vertical 
dispersion parameter. However, emission rates are only biased slightly (<30% for 79% of 
facilities in the study) by partial recovery of emissions.71 The ALAR method is capable of 
capturing the complete plume by flying at multiple altitudes, resulting in lower 
uncertainties. The aircraft-based and surface-based average measurements for GPP-I, 
however, exceed the Mitchell et al.71 estimate by a factor of 2.0 and 2.3, respectively, and 
the GHGRP estimate by a factor of 3.4 and 3.9, respectively. The two aircraft-based 
measurements for GPP-I, conducted 3 days apart, differ by 37%. Potential contributors to 
variable plant emissions include scheduled venting of natural gas to the atmosphere to 
depressurize the equipment, or “blowdown” events, which cause a temporary and 
significant increase in emissions. Blowdown emissions may have been captured during our 
measurements, yielding higher than typical emission rates, however, the dates of 
blowdowns are unknown to us. For reference, the total reported blowdown events in 2013 
for GPP-I-IV with total and average CH4 emissions per event are shown in Table 3.8. The 
2013 average CH4 emissions per event were 430, 6,941, 45, and 316  kg (GPP-I-IV, 
respectively) and were released over the course of 15 minutes to 3 hours.124 In 2013, the 





(GPP-I-IV, respectively), suggesting that measurements at GPP-III and –IV are more likely 
to have captured blowdown emissions than measurements at GPP-I and -II. In 2013, 
blowdowns for these four gas processing plants alone totaled ~71,500 kg of CH4 emissions, 
as reported to the GHGRP. This indicates that blowdowns are a significant temporary 
source of increased GHG emissions which can contribute significantly to annual emission 
totals.2 
Our measurements could differ from the GHGRP as it does not require inclusion of 
tank emissions in gas processing plant emission calculations and some engine venting 
emissions are omitted depending on operating mode.125 Reciprocating compressor rod 
packing emissions and centrifugal compressor wet seal emissions are only required to be 
reported when in “operating” mode.  However, studies have shown that emissions can be 
significant from rod packing and seals while in “not-operating, pressurized” mode, which 
compressors are in 34% of the time,126 and from compressors in “not-operating 
depressurized” modes.71 Compressor emissions are only required to be measured in “not-
operating, depressurized” mode once every three years.125 Therefore, some of the temporal 
variability and underestimated emissions relate to reporting requirements that discount  
emissions from different operating conditions. After natural gas is extracted, the raw 
product is transported to GPPs where the gas is separated from water and other 
hydrocarbons (i.e., ethane, butane, propane, etc.) by compression and cooling and is then 
transported through the transmission system.57-59 During this process, fugitive CH4 leaks 
can occur with valves being the largest source (30% of total emissions), followed by 
connectors (24%) and compressor seals (23%).60 Equipment that is subject to high use, 





leaking.60 Since equipment leak surveys are only required annually, new, unreported leaks 
may exist during our measurements.  
Additionally, when the GHGRP was first implemented, many facilities were unable 
to install and operate the required monitoring equipment in time for the first submission 
date. To provide enough time to adapt to the GHGRP reporting requirements, the EPA 
allowed operators the option of performing their emissions calculations using the option 
“Best Available Monitoring Methods (BAMM)” for unique circumstances, allowing 
operators to use alternative methods for determination of inputs to calculate emissions for 
3 to 12 months after the date of implication.127,128 Examples of BAMM include use of 
facility preferred monitoring methods including the use of company-used emission factors, 
supplier data, and engineering calculations. For the majority of emission source categories, 
BAMM expired on Dec 31, 2011, after which time operators were required to request 
permission for an extension of BAMM. In 2012 a large percentage of operators from 
different segments in the petroleum and natural gas sector were still using BAMM, 
including onshore production (44%), processing (53%), transmission (46%), underground 
storage (35%), distribution (12%), LNG import/export (25%), and LNG storage 
(25%).127,128 For our study, 3 of 4 natural gas facilities used BAMM in 2013 (GPP-I,-III, 
and –IV, Table 3.8) (2013 GHGRP data sheets, http://ghgdata.epa.gov/ghgp/main.do). It is 
uncertain how the use of BAMM affected emission reporting. However, the three segments 
reporting the highest use of BAMM (onshore production, processing, and transmission) 
also comprise the majority (65%) of facilities in the petroleum and natural gas sector, 






3.3.3 Compressor Station CH4 Emission Rates 
The natural gas compressor station (CS) was chosen for study after identification 
of a large CH4 plume (4.6 ppm) while in flight. During the campaign, only ALAR 
conducted measurements at this site. The measured ALAR CH4 emission rate for the CS 
was a factor of 1.6–6.1 larger than the Mitchell et al.71 estimate, and four orders of 
magnitude larger than the 2013 GHGRP estimate (Table 3.6). This indicates that the CS is 
a “super-emitter” for the time period of our measurements. In the Mitchell et al.71 study, 
108 compressor stations were investigated and observable emissions were reported at 71 
facilities via infrared camera, which included venting from liquid storage tanks (68%), 
leaking or venting from compressor equipment (59%), and gas pneumatics (39%).71 All 
sites had emissions observed by CH4 enhancement.13 They reported storage tank-related 
emissions ranging between 10–630 kg/hr and showed that these facilities had roughly 4 
times the CH4 emissions of similar facilities without tank emissions, which contributed to 
a skewed distribution where less than 30% of compressor stations contributed ~80% of 
total CH4 emissions.71 It is, however, noteworthy that the CS we studied had an emission 
rate more than three times greater than the highest emitting station sampled by Mitchell  et 
al.,71 however, they observed short-term emissions up to 1,826 kg/hr during a compressor 
blowdown, indicating that our measured emission rate is reasonable for short-term events. 
The significant discrepancy between ALAR’s measurement and the GHGRP 
estimate is likely due to the nature of GHGRP reporting requirements and the temporal 
variability of emission. The CS is classified as a “gathering facility” and therefore is only 
required to report combustion emissions and not vented or fugitive GHG emissions, as 





emission factor for natural gas consumption that represents fuel slips from a highly-
efficient turbine, not the much higher fuel slip of reciprocating engines used in most 
gathering stations. Use of improved emission factors that are specific to individual units 
improve the accuracy of reported results, such as those from the Compilation of Air 
Pollution Emission Factors (AP-42) or from manufacturer data sheets.129,130 To understand 
the effect that these underestimated combustion emission factors had on CH4 emissions, 
we recalculated combustion-based CH4 emissions for GPP-I-II, -IV, and CS using AP-42 
emission factors (EFs), installed horsepower, and usage hours data collected from the 
Texas Commission on Environmental Quality (TCEQ), for a Clean Air Task Force project 
(Table 3.9). The AP-42 EF for a natural gas-fired four-stroke lean-burn reciprocating 
engine, which were in use at the compressor station, is 5.7x10-1 kg/MMBTU fuel input, 
compared to the GHGRP’s 1.0x10-3 kg/MMBTU EF. Therefore, actual average 
combustion emissions are estimated to be ~570 times higher than the GHGRP estimate. 
Furthermore, TCEQ requires facilities to report excess emission events above 5,000 pounds 
(2270kg) of natural gas (threshold weight includes only hydrocarbons with three or more 
carbons, C3+), excluding methane and ethane.  If we assume the CS gas is 64% CH4 and 
20% C3+ by weight based on the Wise County average, then a facility could emit over 
7,200 kg methane without exceeding the state reporting threshold. We note that during the 
time we were at the CS site, it was emitting at ~2038 kg CH4/hr, and so for the 65 min. 
measurement period, the total natural gas C3+ emissions is likely lower than the reporting 
threshold. Variability in CS emissions may also result from changes in engine operating 
conditions, including ignition timing, torque, speed, air-to-fuel ratio, ambient temperature, 





Table 3.9. Recalculation of engine exhaust emissions reported under the GHGRP Subpart 















GPP-I 38 65,313 179 0.8 224 
GPP-III 11 26,205 61 0.1 610 
GPP-IV 7 12,355 49 0.1 490 
CS 10 36,115 111 0.2 555 
 
 
3.3.4 Landfill CH4 Emission Rates 
All three landfills sampled were pre-selected based on large reported CH4 emissions 
to the 2012 GHGRP. Details concerning each landfill’s capacity, cover type material, waste 
received in 2012, presence of flares, and details of gas collection systems are shown in 
Table 3.10. Measured ALAR CH4 emission rates for the landfills are shown in Table 3.6. 
During the campaign, emission rate measurements were also conducted (Table 3.7) at LF-
I by ASA and LF-III by Lan et al.112 Aircraft-based measurements for LF-I were conducted 
6 days apart, on 10/19/13 (ALAR) and 10/25/13 (ASA) and differed by 35% but were not 
statistically distinguishable. For LF-III, aircraft-based and surface-based measurements 
were conducted 7 days apart, on 10/26/13 (ALAR) and 10/19/13 (Lan et al.112) and differed 
































































































































































































































































































































The top-down measured CH4 emission rates were then compared to landfill-specific 
GHGRP data (Table 3.6). Total measured ALAR CH4 emission rates from all three landfills 
were a factor of 2.8 larger than the GHGRP reported estimates. Sites with measurements  
made by multiple methods were a factor of 2.3 (LF-I, 2 measurement techniques (ALAR, 
ASA)) and 2.3 (LF-III, 2 measurement techniques (ALAR, Lan et al.112)) greater than 
GHGRP estimates. Landfill CH4 emissions are known to be inversely dependent on 
atmospheric pressure, and small increases in pressure (+0.17 kPa in 10 min) have been 
shown to rapidly decrease CH4 concentrations by a factor of 25.131 The strong negative 
dependence of landfill CH4 emission rate on atmospheric pressure changes121 can cause up 
to a 6-fold variation in daily emissions.131 ALAR measured LF-I after a 7 hr period of 
continuously declining barometric pressure and at the time of measurement the pressure 
had dropped from 100.12 to 99.72 kPa, while ASA collected data after only 2 hr of 
declining pressure and at a higher pressure of 100.63 kPa (dropped from 100.73 kPa) 
(Figure 3.12). At LF-III, ALAR conducted measurements after a 28 hr period of declining 
pressure, from 100.73 to 99.72 kPa at time of flight, while Lan et al.112 measured LF-III 
after a 1 hr period of negligible pressure decrease, from 100.12 to 100.02 kPa. In both cases, 
therefore, the pressure change would tend to lead to a relatively greater emission rate for 
the ALAR measurement periods. Larger sample sets over an extended period of time and 
changing barometric pressure are needed to properly describe the temporal variability of 








Figure 3.12. Ambient pressure data from the Dallas/Fort Worth airport during the field 
study, with time of landfill measurements noted. 
 
 
Landfill CH4 emissions exhibit seasonal variability due to the dependence of CH4 
oxidation rates on changing soil temperature and moisture. Therefore, use of average daily 
temperature and moisture data for calculating annual CH4 emissions is problematic.110 
Notably, all 3 landfills were sampled during the warmest hours of the day (1300-1800 LT), 
therefore, the time of measurement did not likely contribute to the large emissions observed 
since high temperatures are associated with decreased CH4 emissions.132 Additionally, all 
three LFs had a gas collection system in place at the time of measurements (Table 3.10). 
However, if the gas collection system was not operating during our measurements the LFs 
could have emitted an additional 2,898 (LF-I), 569 (LF-II), and 1,281 (LF-III) kg CH4/hr, 
as determined from their GHGRP data sheets (http://ghgdata.epa.gov/ghgp/main.do). We 
have confirmed with the landfill operators that during the time of ALAR’s measurement at 
163 
LF-III, the gas collection system was operating normally (data unavailable for other landfill 
measurements). Therefore, it is likely that differences in landfill emissions could be 
attributed to the combined effects of varying barometric pressure and changes in soil 
temperature and moisture, variables which are not comprehensively considered by GHGRP 
emission calculations.
3.4 Conclusions: Considerations Regarding Super-Emitters for Inventory Accuracy 
The need for improved GHG emission reporting is evident. Current inventories and 
the GHGRP data used by U.S. policy makers have clear limitations, only requiring 
emissions reporting from the largest emitters, omitting some emission sources, mandating 
potentially inaccurate methods for some sources, and incompletely accounting for the 
contribution of super-emitters. The 2013 GHGRP estimates basin-wide oil and gas-related 
CH4 emissions in the Barnett to be 17,000 kg/hr, however, this study and other independent 
studies71,102,112-114 suggest that the GHGRP may be significantly underestimating emissions 
from the region. Basin-wide Barnett CH4 emission estimates from oil and gas sources from 
an aircraft-based mass balance study (59±15x103 kg/hr)114 and a super-emitter modified 
(in part from this study) emission inventory (??????x103 kg/hr)2 are statistically identical 
and roughly a factor of 2.2–3.7 larger than the 2013 GHGRP estimate. Facility-level top-
down emission estimates from Mitchell et al.71 and this study also support that bottom-up 
measurement and calculation methods used by the GHGRP underestimate emissions. 
Findings from top-down studies are therefore useful in understanding non-represented 





Several factors may influence inconsistencies between our results and the GHGRP 
estimates, including the use of outdated emission factors and potential to miss some 
emissions from super-emitters. Changes in operational mode and equipment functions, 
including scheduled maintenance, malfunctions and aging equipment, may result in gas 
leakage, contributing to components of the “heavy-tail”.3 At the time of our studies no 
excess emission events were reported that may have influenced results, but malfunctions 
resulting in the release of CH4 may be exempt from TCEQ reporting (Table 3.8). 
Additionally, for some emission sources, facilities reporting to the GHGRP can choose 
from multiple methods for identifying, quantifying, and calculating yearly emissions 
estimates. Methods are not consistent across sectors, sources, or facilities and can change 
each year. Emissions comparison over time can therefore be difficult, limiting the long-
term value of such data and the ability to evaluate the effectiveness of new control measures. 
More consistent monitoring approaches for similar source-types and acknowledgement of 
anomalous emitters would facilitate comparison of temporal trends in emissions across 
facilities and sectors. Using our data to represent super-emitters, Lyon et al.2 constructed a 
bottom-up inventory using improved emission calculation methods which effectively 
bridged the gap between top-down emission measurements114 and bottom-up emission 
inventory estimates.2 The accuracy of such an approach depends on knowledge of the 
emission rates integrated across all operating states of all emitters in a system over 
appropriate time scales. This is a substantial challenge that emphasizes the complementary 
role of top-down methods, which are capable of “seeing” the atmospheric integration of all 





emission rates, targeted measurements of high emission sites, such as those made in this 










CHAPTER 4. SPATIOTEMPORAL VARIABILITY OF METHANE EMISSIONS AT 
OIL AND NATURAL GAS OPERATIONS IN THE EAGLE FORD BASIN 
4.1 Motivation for Research 
Recent advancements in horizontal drilling and hydraulic fracturing technologies 
led to a 57% increase in crude oil production and a 23% increase in natural gas gross 
withdrawals in the United States from 2008 to 2014.133 The primary component of natural 
gas is methane (CH4), which is a more energy efficient fuel source relative to coal or oil 
and releases significantly less carbon dioxide (CO2) upon combustion.134 However, CH4 is 
also a potent greenhouse gas with 34 times the global warming potential of CO2 on a 100-
year timescale,134 and recent studies suggest that fugitive CH4 leaks into the atmosphere 
may negatively impact the climate benefit of natural gas as a cleaner fuel alternative.38,135 
Additionally, a recent study indicated that U.S. CH4 emissions have increased by more than 
30% from 2002–2014 and could contribute 30–60% of the global increase in atmospheric 
CH4 concentrations.136 Therefore, to effectively control emissions, regulations must be 
implemented which consider the true state of national emissions and their sources. 
To understand the current state of U.S. greenhouse gas emissions from oil and gas 
operations, policymakers refer to national inventories and reporting programs.125,137 
However, inventory emissions estimates often underreport emissions due to use of outdated 
activity and emission factors, failure to account for emissions from faulty and/or aging 





to account for skewed emissions from “super-emitters”.93,138,139 Independent third-party 
measurements often support that emissions inventories are biased low, but present their 
own biases by only measuring emissions from one snapshot in time, and therefore, may 
fail to account for temporal variability of emissions. Several studies have questioned the 
representativeness of a single measurement as an indicator of typical facility 
emissions,93,112,140,141 and the temporal variability of the magnitude and source of CH4 
emissions from oil and gas production and gathering operations has been little-studied to 
date. 
In 2016, the Environmental Protection Agency’s (EPA) Greenhouse Gas Inventory 
(GHGI) reported that oil and gas systems emitted 9.8 Tg CH4 in 2014, 70% of which 
originated from the production sector, which includes well production and natural gas 
gathering processes.137 Recent methodological updates to the GHGI have increased annual 
oil- and gas-related CH4 emissions estimates by ~30%,137,142 however, independent studies 
report that emissions are still 22% higher than the updated inventory estimates.67 To further 
improve national inventories, additional characterization of production and gathering 
emissions is needed. Oil and gas production wells typically emit CH4 from pneumatic 
controllers and storage tanks.142 Gathering facilities, which collect natural gas from wells 
and pressurize the gas for downstream transport, may produce emissions from 
reciprocating and centrifugal compressors, dehydration and treatment systems, flares, and 
storage tanks.61,71,142 Importantly, the magnitude and duration of emissions can vary 
depending on the operating state of equipment (i.e., operating, not-operating depressurized, 
not-operating pressurized modes), frequency of scheduled venting or maintenance events, 





This study aims to understand the influence these factors have on CH4 emissions 
using data obtained from a field campaign conducted in June 2014 in the rapidly 
developing Eagle Ford basin. Here, we present results that assess the variability in the 
location, magnitude, and equipment source-type of CH4 emissions in an area of high 
production in the basin using four different techniques. A series of 14 aircraft-based 
surveys was conducted and used to evaluate the spatiotemporal variability of CH4 
emissions. Two unique aircraft-based mass balance techniques were used to measure 
facility-specific CH4 emissions to investigate emission magnitude changes over time . 
Furthermore, we report changes in relative emissions intensity and equipment source-types 
of CH4 emissions over time at nine oil well pads, one hydraulic fracturing operation, and 
three natural gas gathering stations using data obtained through helicopter-based forward 
looking infrared (FLIR) camera surveys. We also evaluate the most common emission 
sources from 26 oil well pads, 11 gas well pads, three hydraulic fracturing operations, and 
one saltwater injection facility surveyed by FLIR camera. Notably, FLIR-investigated well 
pads in this study were a subset of 551 Eagle Ford sites surveyed as part of a different study 
assessing the prevalence and patterns of high emission sites in seven U.S. basins, which 
demonstrated the stochasticity of emissions but did not characterize their temporal 
variability.143 Additionally, since FLIR videos suggested that flares were a source of 
fugitive emissions, three natural gas flares located at production and midstream facilities 
were repeatedly sampled to determine the temporal variability in CH4 emissions. We 
discuss the likely reasons for spatiotemporal variability in regional CH4 emissions from the 
surveys, and temporal variability of facility-specific measurements from the two aircraft-





measurement strategies which consider the effects of temporal emission variation on 
annual emissions. 
 
4.2 Instrumentation and Experimental Design 
To assess the temporal variability of emissions, a combination of four techniques 
was employed from June 18–29, 2014 in the Eagle Ford basin, TX, including an Aircraft-
based basin-wide Survey Approach (ASA), two aircraft-based mass-balance approaches 
(Transect-based Mass Balance (TMB) and Loop-based Mass Balance (LMB)), and 
helicopter-based FLIR camera surveys (FLIR). In total, the study team conducted 14 
regional surveys (ASA), 29 emission rate measurements (TMB, LMB) and 94 infrared 
camera surveys (FLIR) at 82 facilities, with repeat emission rate measurements made at 5 
sites (TMB, LMB) and repeat FLIR observations made at 13 sites. This chapter will 
primarily focus on those facilities with repeat measurements. 
 
4.2.1 Aircraft-Based Survey Approach.  
ASA measured CH4 emissions in an area of high oil and wet gas production in the 
Eagle Ford basin through a series of 14 four-hour aerial surveys of two 35x35 km areas 
over a 10 day period performed in the morning and afternoon. Each survey flight track 
spanned a square area with a 2.5 km distance between each transect, flown sequentially 
from the downwind to upwind edge of the square flight area (Figure 4.1). Transects were 
oriented perpendicular to the prevailing wind direction (~150°), survey altitude was 150 m 
above ground level (AGL), and flight speed was 250 km/hr to maximize the area covered 





with a Los Gatos Research RMT-200 Fast Methane Analyzer to continuously measure CH4 
concentrations at 1 Hz frequency from an inlet at the nose cone of the plane, with 1 ppb 
precision and 1 s response time.117 The plane was also equipped with a GPS and radar 










Subsequently, measured CH4 concentrations along the flight paths were converted 
to emission rate estimates and assigned to an inferred source location within the area of 
measurement using a Gaussian mixture model and a spatiotemporally smooth Markov 
random field to represent background CH4 concentration levels.117 Inferred source 
locations and emission rates were determined using an automated code based on Gaussian 
dispersion modeling and reversible jump Markov chain Monte Carlo inference. Briefly, 
gas dispersion between the location of measured CH4 concentrations and inferred source 
locations was defined by a Gaussian plume atmospheric eddy dispersion model. 
Approximations of background concentrations and source emission rates were determined 
using mixed l2 – l1 optimization across a discretized grid of possible source locations. 
Reversible jump Markov chain Monte Carlo inferences were then used to determine 
estimated emission rates, uncertainties, and locations of each inferred source. This 
procedure effectively acts as a high-pass filter to attribute variations in spatial and temporal 
concentrations to localized sources while assigning the lower frequency components as 
background concentration trends within the flight area. Each flight generates roughly 
15,000 one-second measurements, which are averaged into roughly 5,000 three-second 
measurements, from which background concentrations are estimated by an automated code. 
The code then estimates background concentrations for each individual measurement to 
calculate an enhancement of CH4 concentration above background, and then seeks to assign 
the most likely source magnitudes and locations to account for each measurement over the 
course of an extended iterative burn-in period. Once a dynamic equilibrium is established 
between background concentrations and inferred source designations, the median emission 






Figure 4.2. Daily ASA flight tracks with CH4 concentration (ppm) overlay represented by 
color scale and marker size. 
 
 
Raw CH4 concentration data from the 14 regional ASA surveys of the west and east 
sectors are shown in Figure 4.2, with CH4 concentration (ppm) along the flight paths 
depicted by the color scale and by marker size, with increasing size corresponding to higher 
concentrations. Resulting daily median inferred source locations and emission rates for all 
flights are shown in Figure 4.3 as square markers, with their respective CH4 emission rates 





residual edge effects can occur when assigning emission rates to sources located on the 
sampling border that are under-constrained by the available measurements. This results in 
artifacts along the flight borders, which appear as sources with atypically large emissions  
(Figure 4.3). For downstream aggregate analysis, these artifacts were identified using flight 
coverage plots and removed (Figure 4.4). Additional details regarding the ASA analysis 















An aggregate cluster analysis was then performed on the inferred source locations 
to assess spatiotemporal variability of emissions throughout the region. Inferred source 
location coordinates were converted from degrees latitude and longitude to km northing 
and easting, respectively, and a cluster distance of 2 km was used to account for ±1 km 
uncertainty associated with the inferred source locations. The cluster analysis was 





with inferred source locations (open lavender circles) and the resulting cluster centers 
(solid blue circles) after performing the cluster analysis. The locations of the TMB and 
LMB measured sites, discussed later, are shown as cyan triangles for reference. If, on the 
same day, more than one inferred source was assigned to the same cluster, the emissions 
of those sources were summed, with uncertainties summed in quadrature, and assigned to 










To assess variability over time, The percent deviation from mean emissions for 
each cluster measurement was determined for all clusters with more than one day of 
emissions (Figure 4.6), where ERdaily,clustN is the daily emission rate for some cluster N, and 
ERavg,clustN is the average emission rate for that same cluster N, as shown in Eq. 4.1. 
?? ???????????????????? ? ?
???????? ???????????? ?????
????????????
              Eq. 4.1 
It must be noted that the ASA method cannot detect sources emitting below its limit 
of detection (LOD: >15 kg CH4/hr), so a true regional emission rate cannot be determined. 
However, summation of individual cluster emission rates per flight permits assessment of 
daily changes in total emission magnitudes from large sources. For these daily aggregate 
emission rates, the uncertainties were found by summing individual cluster emission 








Figure 4.6. Number of days each cluster had detectable emissions in the east and west 
grids from the ASA aggregate analysis. 
 
 
4.2.2 Aircraft-Based Mass Balance Measurements of Point Sources.
Sites sampled via the two aircraft-based mass balance techniques (TMB, LMB) 
were selected either from the helicopter surveys or from random in-flight observations of 
large CH4 signals. TMB and LMB quantified total CH4 emissions downwind of 20 unique 
facilities, of which five were measured more than once and seven have FLIR camera 
observations. Emissions from two facilities (G1, G2) were measured by both TMB and 





method comparison could not be performed. However, since TMB and LMB emission rates 
are presented with uncertainties to 95% confidence levels (CL95), we consider 
measurements as significantly varying with time only if they do not overlap within the 
uncertainty bounds, ensuring that only variability due to the true facility emission rate is 
reported, and not variability due to differences in measurement method. Additionally, three 
flares at two well pads and one gathering facility were sampled multiple times by LMB.  
Flight experiments spanned 0.25–1.75 hr and were conducted within the 
atmospheric boundary layer between 11:00–17:00 local time (LT) to ensure sufficient 
development of the convective boundary layer (CBL) and avoid changes in wind and CH4 
concentrations associated with the transition periods of CBL growth and decay. The TMB 
approach was performed in Purdue’s Airborne Laboratory for Atmospheric Research 
(ALAR, http://science.purdue.edu/shepson/research/bai/alar.html, see Chapter 2), a 
modified twin-engine Beechcraft Duchess. The LMB approach was conducted by 
Scientific Aviation in a modified single-engine Mooney TLS aircraft 
(http://www.scientificaviation.com/). Both aircraft are equipped with a Picarro cavity ring-
down spectroscopy (CRDS) instrument (model no. G2401-m) for high-precision (TMB, 
0.5 Hz; LMB, 2 Hz) measurements of CH4, CO2, and H2O. The TMB aircraft is capable of 
high frequency (50 Hz) 3-dimensional wind measurements, used in conjunction with a high 
precision global positioning and inertial navigation system, while the LMB aircraft is 
capable of high frequency (1 Hz) horizontal wind measurements via a differential GPS 
system.144 For the TMB system, in-flight and on-ground calibrations were performed daily 





reference cylinders. The LMB system maintains bimonthly in-flight checks against the 
NOAA GMD whole air sampling flasks, providing verification from 8 km to sea level.  
 
4.2.2.1 Emission Quantification via Transect-Based Mass Balance Method 
The CH4 emission rate for each site measured using the TMB approach was 
determined according to Eq. 4.2.79,85,93,145 




?   Eq. 4.2 
Briefly, a series of 5-14 horizontal transects were flown at different constant 
altitudes at a set distance downwind of the emitting source, creating a 2-D plane extending 
from near-ground to the top of the CBL. To calculate an emission rate, the perpendicular 
component of the mean wind (U?) was multiplied by the CH4 enhancement above 
background (∆CH4). ∆CH4 was found by converting CH4 concentrations from ppm to 
mol/m3 using the molar density of air, calculated using the ideal gas law and measured data 
for pressure and temperature. An altitude-dependent median CH4 background from the 
ends of each transect was subtracted from the measured CH4 concentrations from each 
respective transect. The resulting point-by-point flux along the transects was interpolated 
to a two-dimensional gridded plane using the “EasyKrig 3.0” kriging software, integrated 
laterally across the horizontal width of the plume (-x to +x) and vertically from the ground 
(0) to the top of the CBL (zi), to a kriging resolution of 100 m and 10 m, respectively, to 
produce a CH4 emission rate (Eq. 4.2). Eq. 4.2 describes the emission rate formula using 





emission rate formula can be rewritten to accommodate CH4 enhancement in ppm, which 
results in the addition of pressure (P) and temperature (T) components (Eq. 4.3): 





?   Eq. 4.3 
where, for each point along each horizontal transect, the enhancement of CH4 concentration, 
???????  above background concentration, ????????? in ppm, was multiplied by the 
perpendicular component of the wind speed (??, [m/s]), pressure (P [mbar]), and a volume 
conversion factor Fv (1000 [L/m3]) and divided by temperature (T, [K]), the gas constant 
R (0.082057 [L-atm/mol-K]), a pressure conversion factor FP (1013.25 [mbar/atm]), and 
multiplication factor M (106) to convert from parts per million. The resulting values are a 
point-by-point flux in units of mol/m2-s. The resulting point-by-point flux was interpolated 
to a two-dimensional gridded plane using the “EasyKrig 3.0” kriging software, integrated 
laterally across the horizontal width of the plume (?? to ??) and vertically from the 
ground (?) to the top of the boundary layer (??), to a kriging resolution of 100 m and 10 m, 
respectively, to provide a CH4 emission rate [mol/s] upon summation of grid components. 
Final emission rates were then converted to kg/hr to be consistent with industry units. 
The final uncertainty of each calculated emission rate (∆F) was determined by 
considering both the uncertainty associated with the emission rate calculation (???) and the 
uncertainty associated with not capturing the full height of the plume (???). 





where k indicates the coverage factor, chosen according to the desired level of confidence (e.g., 
k = 1, 2, 3 corresponds to confidence levels of 68.3%, 95.5%, and 99.7%, respectively). A 
coverage factor of k = 1.96 was applied in this analysis to represent a 95% confidence level. 
To determine the uncertainty associated with the calculation method, ??? , the 
calculated emission rate, F, was multiplied by the uncertainties associated with each 
component of the emission rate calculation from Eq. 4.3, including the CH4 concentration 
measurement (C), CH4 background concentration measurement (CB), perpendicular wind 
speed (??), pressure (P), and temperature (T) uncertainties: 













  Eq. 4.5 
The relative uncertainty of the perpendicular winds, ???
??
, was determined by dividing 
the propagation of the standard deviation of wind measurements averaged over 10 s and 
the computed uncertainty (0.4 m/s) of the BAT probe for horizontal wind measurements, 
by the average perpendicular wind speed over the duration of each transect. For all flights, 
???
??
  represented the largest uncertainty associated with the calculation method, ranging from 
7–18%, with larger uncertainties corresponding to flights with light, variable winds. The 
relative uncertainty associated with the pressure measurement, ???? , was calculated as the 
maximum relative error between measured and theoretical pressure, determined using the 
barometric formula and archived ground pressure data from the closest local weather 
station (accessed from http://www.wunderground.com). For all flights, ????  was low and 





measurement, ???? ,  was determined as the maximum relative error between the temperature 
measured by the aircraft’s microbead thermistor (used for the emission rate calculation) 
and the temperature measured by the aircraft’s thermocouple. For all flights, 
??
?   was low 




??? is rewritten as  
????????????????????
? ? ??
, which represents the 
uncertainty associated with the measurement of methane (??? ? ) and the methane background 
concentration (?????????????? ). Here, SC is the standard deviation of the CH4 measured 
during the instrument calibration, ?? is the average measured CH4 concentration during the 
calibration, MADCB is the median absolute deviation of the background concentration 
measurements, and ??  is the median of the measured CH4 background concentration 
values. For the uncertainty associated with the CH4 background concentration, the median 
was used instead of the mean since it was more representative of the true background 
because it is less affected by large outliers than the mean. The MAD is multiplied by 1.4826 
for normally distributed data. For all flights, 
????????????????????
? ? ??
, was low and ranged from 
0.5–2.0%. 
To determine ???, each flight experiment was examined to determine if the full 
height of the plume was completely captured within the transects and flights were classified 
into one of four “capture scenarios” (Figure 4.7). For each capture scenario for each flight 
experiment, the final reported emission rate, F, was determined by averaging the minimum 





kriging from the bottom transect to the top transect only, while the maximum emission rate 
was found by kriging from the ground to the top of the boundary layer. The difference 
between the average emission rate and the minimum and maximum emission rates divided 
by the average emission rate was considered the uncertainty of the measurement with 




Category Plume Capture Description 
A Top and bottom of plume are contained within the transects 
B Top of plume not captured 
C Bottom of plume not captured 
D Top and bottom of plume not captured 
Figure 4.7. Plume capture scenarios and descriptions.  
 
 
For example, for the flight experiment performed on 6/21/2014 at G3, the complete 
height of the CH4 plume was not captured by the transects and the plume capture scenario 
corresponds to category C. The minimum CH4 emission rate (121 kg/hr, determined by 
interpolation of data between the lowest and highest flown transects) and the maximu m 
CH4 emission rate (358 kg/hr, determined by interpolation of data within the flown 





average CH4 emission rate of 240 kg/hr. The difference between the lower and upper bound 
of emissions compared to the average is 118 kg/hr, therefore, the uncertainty associated 
with incomplete capture of the plume (not considering the uncertainty associated with the 
calculation) is 240 ± 118 kg/hr. Because this accounts for the minimum and maximum 
possible emission rates based on the kriging results, we assume this to represent a 95% 
confidence interval. Subsequently, the final uncertainty ?? can be determined once ??? 
and ??? are known using Eq. 4.4. Note that the reported uncertainties represent a lower 
bound estimate, as they do not consider uncertainties associated with the kriging method. 
However, Cambaliza et al.145 found that the kriging uncertainties were small compared to 
uncertainties related to uncertainty of boundary layer height and background selection. 
 
4.2.2.2 Emission Quantification via Loop-Based Mass Balance Method 
The CH4 emission rate for each site measured using the LMB approach was 
determined as described in Conley et al.146 Briefly, the emitting source was circled at 
multiple altitudes at a distance from the source (~1 km) optimized based on the relative 
time scale of horizontal mean wind advection to the large eddy turnover time of the CBL. 
The flight loops were flown at various altitudes randomly to mitigate any temporal trends 
during the sampling period, and maximum altitude was defined as the height where no 
discernable plume was detected for at least two loops. The path integral of the CH4 flux 
(concentration fluctuation times instantaneous wind) perpendicular to the flight path was 
calculated for each loop, 





where c' is the deviation of the CH4 concentration from the loop mean, u?  is the horizontal 
wind, nˆ  is the unit normal vector pointing outward along the loop, and l is the path 
circumference. The result was integrated over the depth of flight loops and equated to the 
source strength contained in the flight volume via Gauss' Theorem. Further details of the 
methodology and its verification are given in the SI and Conley et al.146. Emissions are 
quantified by measuring the instantaneous horizontal CH4 flux, gathered at 10 Hz but 
reduced to 2 Hz, by combining the ambient wind velocity gathered at 1 Hz and 
concentration around approximately circular loops surrounding the targeted site. The 
average flux divergence within the loop is then estimated by integrating the components of 
the CH4 flux normal to the flight path using Green’s theorem. After repeated flight loops 
over a range of altitudes that extend to heights beyond which a discernable CH4 plume is 
observed, the flux divergence profile is integrated over height to relate it to the source rate 
contained within the flight pattern. Green’s theorem relates a line integral around a simple 
closed curve to the double integral of the plane region bounded by the closed curve as,                              
       ??? ? ????  =  ??? ? ?????    Eq. 4.7 
where, F = flux,  n = outward pointing normal vector, ds = path length, ?? = area encircled. 
The flux is computed by taking the wind speed in the U and V directions and 
multiplying it with the instantaneous concentration of the species above the loop mean 
concentration. The product is the instantaneous CH4 flux and is then dotted with the 
outward pointing vector normal. The integrated path length, ∫ds, is the total distance 
traversed in one complete circle. The total emission from within the loop volume, Q, is 





    ? ? ? ????? ??? ? ??????
????
???     Eq. 4.8 
where ????  is the Lagrangian derivative which is equal to 
??
??  + ? ? ?? , and u is the wind 
velocity, and c is the CH4 concentration. Because of the high Reynolds number of the 
atmospheric boundary layer (making molecular diffusion insignificant), and the very slow 
reaction of CH4 (lifetime ~ 12 years), the total derivative is equal to the source strength 
within the sampled volume. From the time series on station the temporal trend is calculated, 
and is typically <5% of the advection term. Thus the average value of the CH4 flux (F=cu) 
divergence within the flight loop is equivalent to the dot product of the instantaneous flux 
with outward directed unit normal vector, as per Green's Theorem (or the Divergence 
Theorem, Eq. 4.7). 
From the array of instruments data files were written from the five primary 
instruments. The raw data was read into a computer program created in Matlab to quantify 
emissions from the LMB method. Each instrument had a unique time stamp, therefore, the 
first step was to interpolate all time stamps onto the GPS time stamp. The GPS operates at 
2 Hz, so data from instruments operating at a higher frequency, such as the Picarro is 
reduced to 2 Hz. This does not introduce any significant error, since the average loop time 
was on the order of 100 s. Instrument lags were accounted for and any wind calibrations 
were tested and performed. Emission estimates as well as vertical gradients of effluence 
concentrations and temporal changes during the sampling period were computed. The data 






In addition to the emission estimates, a quality factor (on a scale from 0 to 1) was 
calculated at each site to determine the approximate confidence in the estimate. The quality 
factor is the product of several functions: the lowest flight altitude, with lower being better 
as more of the effluent can be sampled; the number of loops flown around the site, and 12 
to 15 loops being considered ideal based on our controlled release and numerical simulation 
studies; and the fraction of the plume that has to be estimated below the minimal flight 
altitude, as a function of how close the downwind leg is to the source. The lowest leg is 
parameterized by a fraction of the emission rate that is below the lowest leg, scaled by a 
Gaussian curve determined by the distance downwind of the source, which determines how 
much of the mean plume has risen to the lowest flight altitude. The number of loops 
parameterization is a logistic function with 12-15 loops representing a quality value of ~0.8.  
One final condition is included in the quality factor and that is the consistency of the winds. 
The dimensionless wind consistency parameter is the ratio of the vector mean wind speed 
to the average wind speed, which indicates the degree of variability in the wind direction. 
Ideal winds are considered to blow consistently from the same direction during the 
sampling (which would yield a wind consistency value of 1.) For most cases the wind 
consistency parameter was above 0.8. These parameterizations are also used to derive the 
total uncertainty in each estimate.  
??????? ? ?????? ? ??????? ??? ? ? ? ???? ?????????? ?????? ? ??? ? ??????????????????????????
??? ?                    Eq.4.9 
where, WC = wind consistency, BFE = binning fraction error (fraction change from error 
in binning), FB = fraction below (fraction of estimate measured when extrapolating to the 
surface), ND = mean non-dimensional distance from the source, # of loops = complete 





4.2.3 Forward Looking Infrared (FLIR) Camera Surveys  
Simultaneously, 687 helicopter-based FLIR camera surveys, which detect CH4 and 
other hydrocarbons (data also presented in Lyon et al.143), detected emissions at 67 facilities, 
13 of which were visited multiple times. FLIR surveys were performed by Leak Surveys, 
Inc. (LSI) and used to identify specific equipment producing observable emissions (LOD: 
3.6–10.8 kg/hr) at facilities within the ASA survey region. The pilots were extensively 
trained in infrared gas imaging for oil and gas leak detection and instructed to locate oil- 
and gas-related facilities and record the site coordinates, number of visibly emitting 
equipment, and qualitative emission intensity (i.e., small, medium, large) of hydrocarbon 
emissions, which were independently verified by two co-investigators. If emissions were 
detectable, a video was recorded while circling the facility, focusing on the source of 
emissions. In total, 91 videos were recorded. 
 
 
4.3 Results and Discussion 
 
4.3.1 Source Variability Based on ASA Survey Results 
Sample flight paths from 6/28/2014 are provided in Figure 4.8 for each aircraft-
based technique (ASA, LMB, TMB), during which ASA conducted a morning and 
afternoon survey of west and east portions of the basin, respectively, and both LMB and 
TMB measured emissions from two different facilities each. To minimize sampling 
variabilities caused by changes in atmospheric conditions, morning and afternoon ASA 





minimal variations in CBL depth) during the same time of day (Table 4.1). The CBL depth 
was more variable during morning flights, however, this has minimal influence on results 













Table 4.1. Details and results of ASA regional flight surveys. 
Sector 
Day Flight No. Time 
Boundary Layer 











?? ? 19 3001 PM 
High and stable throughout 
flight between 1700m-
2100m 
SE 9.4 55 ????????????? 
?? ? 21 3004 PM Grew from 1000 to 1800m during flight SSE 6.3 49 ????????????? 
?? ? 22 3005 AM Grew from 600 to 1200m during flight S 8.3 38 ?????????
???? 
?? ? 23 3008 PM Stable at ~1100m, decreased to 600m at end of flight SSE 8.2 32 ???????????????  
?? ? 27 3010 AM 
Fluctuated around ~600m, 
grew to 1000m by end of 
flight 
S 7.8 46 ????????????? 
?? ? 28 3013 PM Very stable at 750-850m throughout flight SSE 11.4 49 ?????????
???? 
?? ? 29 3014 AM 
Fluctuated: Began at 900m, 
decreased to 650m, grew to 
1000m by end of flight 
SSE 10 41 ?? ???????????  
? ?? 20 3002 PM Grew from 500m to 1300m during flight SE 6.8 35 ????????????? 
? ?? 21 3003 AM Grew from 600 to 1100m during flight SSE 5.4 55 ??? ??????
???? 
? ?? 22 3006 PM Stable at ~1500m, decreased to ~1000m at end of flight S 7.8 44 ?????????
???? 
? ?? 23 3007 AM Grew from ~550m to 1000m by end of flight S 8.2 36 ?????????
???? 
? ?? 27 3011 PM Stable at ~1100m, decreased to 600m by end of flight SSE 10 25 ?????????
???? 
? ?? 28 3012 AM 
Persistently low ~500m 
before growing in last third 
of flight to 700m 
SSE 9.8 30 ????????????? 




The locations of emitting clusters per day are plotted as square markers (Figure 4.9), 
with their respective CH4 emission rates (kg/hr) depicted by size and color. The east 
(magenta box) and west (green box) flight tracks primarily covered areas of high oil and 





White-shaded regions represent areas of dry gas production which were outside the survey 
region for this study. The composition of raw natural gas in the Eagle Ford basin varies by 
county, ranging from 80–95% CH4 and 5–20% natural gas liquids, also known as 
condensate.147 Condensate consists of a mixture of liquid hydrocarbons (i.e., ethane, 
propane, butane, pentane, and C6+ chain hydrocarbons) and can exist in gaseous or liquid 
form depending on changes in temperature and pressure.148 Natural gas that is associated 
with condensate is referred to as wet gas, whereas gas produced in fields with little to no 
condensate is called dry gas.148 The flight surveys suggest that higher concentration 
enhancements of CH4 (Figure 4.2) and the majority of CH4-emitting clusters (65%) (Figure 
4.9) are located within the wet gas production region as compared to oil production (35%), 
potentially due to the higher concentration of CH4 present in the product.  
Within these production regions, the spatial distribution of emitting source clusters 
across the east and west survey grids changed daily, with the proportion of emitting clusters 
in the east grid shifting from 46% (6/22) to 65% (6/27) to 55% (6/29) of the total emitting 
clusters for that day across both grids (Figure 4.9). Furthermore, of the total cluster source 
locations in the east (N=146) and west (N=148) grids, the daily number of source clusters 
with detectable emissions was also temporally variable by up to a factor of ~2, with an 
average ±1 standard deviation (σ) of 44±8 in the east grid (range: 32–55), and 37±10 in the 
west grid (range: 25–55) (Figure 4.10A, right axis). Additionally, 42% (east grid) and 56% 
(west grid) of clusters were only detected once during the survey flights. Results indicate 
that the location and quantity of emitting cluster sources exhibit spatiotemporal variability 







Figure 4.9. Spatiotemporal variability of cluster emissions from 14 ASA flight surveys. 
 
 
To assess variability in cluster emissions magnitude, three analyses were performed. 
First, daily cluster emissions were summed to quantify temporal changes in aggregate 
emissions from large emission sources (LOD: >15–100 kg/hr, varies by flight). In the east 
sector, the average aggregate CH4 emission rate was 8,400(±30% RSD) kg/hr (N=7), 
ranging from ?????????????  (6/28) to ???????????????  kg/hr (6/23), to 50% confidence level 
(CL50, Figure 4.10A, left axis, Table 4.1). In the west sector, the average aggregate CH4 





?????????????? kg/hr (6/21) (CL50). Notably, the variability observed in the regional sum of 
cluster emissions includes compensating increases and decreases from the contributing 
facilities. Results indicate that the aggregate emissions from large sources are variable by 
up to a factor of 2.3 (east) and 3.4 (west), and therefore, daily regional emissions variability 
may be significantly influenced by emission changes from large sources.  
Second, there is significant variability in the distribution of emission magnitudes  
from super-emitting facilities in the region, defined here as the top 10% of emitters, as 
indicated by the cumulative probability distributions of source cluster emission rates 
(Figure 4.10B). Data were separated by region (east: red; west: black), and plotted as 
individual days (dashed lines) and combined days (solid lines). Cumulative probability 
distributions show that super-emitters in the east sector represent a variable range of 
emission rates, with 90th–100th percentile ranges of 280–450 (6/19), 230–590 (6/21), 590–
1170 (6/22), 880–1470 (6/23), 330–720 (6/27), 290–450 (6/28), and 440–870 (6/29) kg/hr. 
Similarly, super-emitters in the west sector have emission rates ranging from 300–450 
(6/20), 420–600 (6/21), 280–400 (6/22), 240–640 (6/23), 750–1140 (6/27), 370–590 (6/28), 
and 150–250 (6/29) kg/hr. Results indicate that there is significant variability in the 
magnitude of emissions from super-emitting facilities in the region. 
To assess whether emissions from clusters detected only once differed significantly 
from emissions from clusters detected multiple times, cumulative probability distributions 
(CDFs) were plotted for both the east and west sectors (Figure 4.11). The average 
emissions for clusters with one detected emission (east: 180±180 kg/hr; west: 150±130 
kg/hr) were not significantly different from average emissions for clusters with multiple 





distribution of cluster emissions from clusters with only one detected emission do not differ 












Third, daily emission magnitude variability for individual clusters was investigated 
by calculating the percent deviation of each daily cluster emission rate (N=438) from the 
mean emission rate for that cluster across all emitting days for the 153 clusters with two or 
more days of emissions (Figure 4.12A). Results demonstrate that 36% of repeat cluster 
measurements deviate by at least ±50% from the mean. Therefore, the ASA survey results 
indicate that the daily locations, quantities, and emissions magnitudes of emitting clusters 




Figure 4.11. Cumulative probability distributions of source cluster emissions for clusters 









Figure 4.12. Temporal variability of facility-scale emissions magnitudes at oil and natural 
gas operations using daily (a) cluster and (b) FLIR-observed emission variability. 
 
 
As mentioned previously, for the aggregate analysis of inferred source locations, 
we selected a cluster distance of 2 km because the uncertainty associated with assigning a 
source location is approximately ±1 km. To determine whether selection of a larger cluster 
distance significantly affects the observed trends in variability, the cluster analysis was 
repeated using cluster distances of 3 km and 4 km and cluster locations are shown in Figure 
4.13A. Figures Figure 4.12A, Figure 4.11, and Figure 4.6, which display results from the 
aggregate analysis with cluster distance of 2 km (and are redisplayed in Figure 4.13B-D, 





analyses with distances of 3 km and 4 km. The percentage of repeat cluster measurements 
which deviate by at least ±50% from the mean increases linearly as cluster distance 
increases (2 km: 36%; 3 km: 39%; 4 km: 43%) with R2 = 0.99 (Figure 4.13B). This is 
expected, as by increasing cluster distance, more inferred source locations are grouped into 
each cluster and so variability may increase. However, by using the minimum possible 
cluster distance of 2 km based on the method’s uncertainty, we minimize the potential of 
introducing non-representative variability produced by too large a cluster distance. Figure 
4.13C demonstrates that as cluster distance increases, the cumulative probability 
distributions of individual cluster emissions of clusters with only one day of detected 
emissions begins to separate from the distribution of clusters with multiple days of detected 
emissions. In the east, cluster sources with only one detected emission had average 
emissions ±1 standard deviation which tended to decrease with increasing cluster distances 
(R2=0.75), from 180±170 (dist: 2 km) to 180±200 (3 km) to 160±140 kg/hr (4 km), 
compared to cluster sources with multiple days of detected emissions which had increasing 
average emissions with increasing cluster distances (R2=0.94), from 190±190 (2 km) to 
210±230 (3 km) to 260±270 kg/hr (4 km). In the west, cluster sources with only one 
detected emission had average emissions ±1 standard deviation which roughly increased 
with increasing cluster distance (R2=0.43), from 150±130 (dist: 2 km) to 180±170 (3 km) 
to 170±140 kg/hr (4 km), compared to cluster sources with multiple days of detected 
emissions which also had increasing average emissions with distance (R2=1.0), from 
160±150 (2 km) to 190±160 (3 km) to 220±200 kg/hr (4 km). These differences could also 
be due to inaccuracies presented by too large a cluster distance, which results in grouping 





per cluster, reducing the total number of cluster sources, and reducing the number of cluster 
sources with only one detected emission (Figure 4.13D). While trends in variability were 
roughly similar for the three cluster distances, results indicate that use of the minimum 
possible cluster distance (e.g., 2 km) is ideal to avoid aggregation of too many inferred 










4.3.2 Quantification and Characterization of CH4 Emissions from Oil and Gas Facilities 
using the TMB and LMB Methods 
To reiterate, the ASA aggregate analysis clustered nearby inferred sources within a 
2 km distance. Because multiple ground facilities can exist within a 2 km diameter, source 
attribution to one specific facility is difficult. Therefore, to understand daily variability at 
the facility-specific-level, CH4 emissions from five gathering facilities (G1-5) were 
measured 2-4 times each on different days using both aircraft-based mass balance methods, 
TMB and LMB, and emission rates are reported in Table 4.2. A summary of flight details 
and results for the TMB and LMB experiments, including site ID, coordinates (latitude and 
longitude), whether FLIR video was recorded for the site (Y, yes; N, no), which method 
performed the measurement (TMB or LMB), date and time of measurement (LT, local 
time), average wind speed (WS) and direction (WDir) during measurements, and calculated 
CH4 emission rate (ER) in kg/hr with uncertainties to CL95, are included in Table 4.2. 
Horizontal distributions of CH4 concentrations along the flight tracks performed at all 
measured facilities are shown for the TMB method (Figure 4.14 and Figure 4.15).  Four 
examples of facilities sampled by the LMB method (Figure 4.16) are shown with CH4 
concentration overlay (ppm) on top of the projected circular LMB flight track, CH4 
concentration (ppm) versus time, altitude versus time, and CH4 variability (one standard 
deviation) versus altitude. 
Significant variability in CH4 emissions was observed at G1, G3, and G4, while no 
significant variability was observed at G2 and G5. Variability in facility CH4 emissions 
can be due to changes in equipment operating state and scheduled maintenance procedures, 





were performed at two of the measured gathering facilities (G1, G2) to determine the 
source of emissions (Table 4.3). The emission rate at gathering facility G1 was measured 
by aircraft on four occasions and CH4 emissions fluctuated between 17±5 (15:05 LT, 6/21), 
20±9 (13:07 LT, 6/25), 740±230 (14:39 LT, 6/26), and 16±8 (15:45 LT, 6/26) kg/hr (CL95). 
FLIR videos indicated that the quantity and type of visibly emitting equipment at G1 
changed over time: (6/20) 5 tank hatches, 1 flare; (6/23 and 6/24) 1 flare; (6/25) 1 flare, 1 
tank hatch; (6/26) 1 tank vent stack, 3 tank hatches, 1 flare. FLIR video also indicated that 
a blowdown event was occurring at G1 during the time of the large TMB-measured 
emission on 6/26 (TMB: 14:09-15:09 LT; FLIR: 14:33 LT). Blowdowns are short duration 
(several hours or less) discharges of emissions that occur when equipment is depressurized, 
and commonly have CH4 emission rates in the magnitude of the TMB measurement of 740 
kg/hr.149 Therefore, our measurements support the expectation that emissions are 
significantly larger during blowdown events, in this case, by a factor of 46. Blowdowns 
can also release large quantities of other chemicals into the atmosphere, for instance, in 
2015 an emergency blowdown event at a compressor station in the study region vented 
183,000 kg of volatile organic compounds (VOC) in a 2 hr period (CH4 emissions not 
reported).150 Therefore, improved blowdown emission controls should be considered to 








Table 4.2. Facility-level mass balance experiment details and emission results for the 
TMB and LMB aircraft methods. 
Site Latitude (deg) 
Longitude 
(deg) FLIR Method Date Time (LT) 















14:50 – 15:20 
12:56 – 13:17 
14:09 – 15:09 
15:36 – 15:54 
7.0 / 160 
6.4 / 128 
5.6 / 162 
4.4 / 157 
17 ± 5 
20 ± 9 
740 ± 230 
16 ± 8 
G2 28.9682 -97.8583 Y LMB TMB 
6/26 
6/26 
12:14 – 14:08 
15:56 – 16:30 
6.0 / 163 
4.9 / 165 
46 ± 7 
45 ± 17 







14:50 – 15:20 
12:40 – 13:42 
7.0 / 160 
10.1 / 165 
240 ± 130 
800 ± 200 









13:22 – 13:45 
12:42 – 12:58 
11:30 – 11:54 
11:58 – 12:33 
5.6 / 184 
2.6 / 235 
2.4 / 151 
10.5 / 166 
87 ± 30 
17 ± 8 
93 ± 27 
87 ± 22 
G5 29.0014 -97.7161 N LMB LMB 
6/27 
6/28 
14:12 – 14:46 
13:17 – 13:49 
9.1 / 157 
9.5 / 165 
200 ± 90 
220 ± 30 
*Represents two gathering facilities located <0.5 km away from one another, which were 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.14. Horizontal distributions of raw CH4 concentrations (ppm) across the flight 








Figure 4.15. Horizontal distributions of raw CH4 concentrations (ppm) across the flight 
transects performed at each facility measured by the TMB method on 6/26 and 6/27. 
 
 
At gathering facility G2, CH4 emission measurements were made twice on 6/26, 
remaining statistically constant from 46±7 kg/hr (13:11 LT) to 45±17 kg/hr (16:13 LT). 
The FLIR video at G2 was not recorded until 6/27, but indicated one large emission from 
a storage tank hatch. FLIR videos are not available for G3-5. Significant emission 
variability occurred at G3 over a 7 day period, with emissions increasing three-fold from 
240±130 (6/21) to 800±200 (6/28) kg/hr. At G4, three of the four measurements (6/23, 6/25, 
6/28) were statistically identical (~90±30 kg/hr), while on 6/24 the emission rate dropped 






to 6/28 (220±30 kg/hr). Results indicate that, at these five gathering facilities, daily 
emissions can vary or remain relatively constant due to changing operational modes, and 
atypically large emissions can occur due to brief changes in operational conditions, as 











4.3.3 FLIR Surveyed Variability of Emission Source-types and Relative Emission 
Intensities at Oil and Gas Facilities 
 
To assess daily variability in the type of emitting equipment, repeat FLIR camera 
surveys were conducted at nine oil well pads (O1-9), one hydraulic fracturing operation 
(H1), and three gathering facilities (G1,-6,-7). Each visible component-level emission was 
assigned an arbitrary numerical relative emission intensity (REI) (i.e., small=1, medium=2, 
large=3, very large=4) and summed for each day per facility. For instance, the hydraulic 
fracturing operation H1 had one large (1x3) and four small (4x1) emissions on 6/18, giving 
a total REI of 7. For surveys that recorded no emission upon resurvey, the REI was 
considered 0. Note that because assignment of emissions magnitudes for the FLIR data set 
is subjective, there are uncertainties associated with the final assignments. To minimize 
these uncertainties, assignments were made by a trained FLIR emission expert and two co-
authors. The mean REI was calculated for each site with repeat measurements, and 
variability was assessed by calculating the percent deviation of each daily REI from the 
mean REI per facility by modifying Eq. 4.1. The percent deviations from the means for 
each daily REI from each of the 13 facilities were plotted as a histogram with bin width of 
15% (Figure 4.12B). Results demonstrate that 45% of repeat REIs for each site deviate by 
at least ±50% from their facility-specific means, indicating that the quantity and REI of 















To further assess the emission variability from different equipment-types, data from 
Figure 4.12B is presented in terms of specific emission source and results are reported in 
Table 4.4, where each icon represents a unique leak at a facility, with icon-shape 
representing equipment-type (i.e., vent, hatch, flare, etc.) and icon-color representing 
emission magnitude (i.e., small, medium, large, etc.). At all facilities except O1 and O6, 
the equipment source-type (11 of 13 facilities) or magnitude of emissions (8 of 13 facilities) 
varied over time, indicating changes in facility operating conditions. Changes in emission 






cessation of emissions upon repeat survey three days later, including gathering facility G6, 
which initially had leaks from two storage tank hatches, and hydraulic fracturing operation 
H1, which initially had leaks from five fracturing tank hatches on 6/18 and had no 
emissions on 6/21. Notably on 6/18, H1 was in the final stages of completion during which 
high volumes of used fracturing fluids are stored in temporary fracturing tanks until 
treatment for reuse, and by 6/21 completion had ended.  
While only 13 facilities had repeat FLIR camera observations, 67 sites were 
surveyed in total, including 25 oil well pads, 12 gas well pads, 26 gathering facilities, three 
hydraulic fracturing operations, and one saltwater injection facility (Table 4.3). To 
understand if equipment source-type correlates with facility-type, the fraction of leaks from 
tank hatches, valves, vents, flares, trucks, on-site pipelines, compressor vents, loading 
docks, and hydraulic fracturing tanks was determined from the FLIR videos and sorted by 
facility-type (Figure 4.17). During each facility-level FLIR survey, all leaking components 
were identified, and if the same source (i.e., the tank hatch on the east-most tank) was still 
emitting upon repeat survey, it was only counted once. At oil and gas well pads, the most 
common sources of emissions were storage tank vent stacks (53%) and hatches (38%), 
whereas at gathering facilities, leaks were more common from storage tank hatches (62%) 
than vent stacks (20%). A study by Mitchell et al.71 also reported venting from liquid 
storage tanks as the primary source of non-combustion emissions at gathering stations. It 
is expected that tanks will exhibit some venting of stored liquids during normal operations  
and intermittent flash emission events, which occur during transfer of pressurized liquids 
from separators to storage tanks at atmospheric pressure and can cause temporarily 






often fail,151 resulting in abnormal emissions from tank-related malfunctions (i.e., faulty 
combustor, incorrectly positioned pressure relief valves, stuck vent and/or dump valves, 
etc.).71 Additionally, Mitchell et al.71 reported that gathering stations with liquid storage 
tank emissions have, on average, four times higher CH4 emissions than facilities without 
liquid storage tank emissions. Therefore, improved regulations on fugitive storage tank 












4.3.4 Flaring CH4 Emissions   
Flaring allows natural gas facilities to safely dispose of excess natural gas by 
combustion, converting CH4 into CO2 with nearly 100% efficiency when operating 
properly.115 However, efficiencies can be affected by sporadic changes in operation, for 
instance, if flares begin sputtering or demonstrate temporary extinguishment.115  During 
this study, three flares (A-C) located on an oil well pad, gathering facility (G1), and gas 
well pad were sampled 3, 4, and 4 times, respectively, by LMB and flare efficiencies were 
determined (Table 4.5). Flares were sampled for ~1 min. and were immediately resampled 
so that all repeat measurements occurred within brief timespans of 3 min (Flare A), 9 min 
(Flare B), and 16 min (Flare C), to assess variability on a short timescale. Flare A (92.1±0.1% 
RSD) and B (99.6±0.3% RSD) efficiencies exhibited no significant variability, while Flare 
C efficiencies varied between 96.0–100% (98.8±1.9% RSD), potentially due to operational 
fluctuations as no sputtering or extinguishment was observed. Notably, Flare A began to 
sputter to extinction and emit black smoke ~5 min after sampling, which may explain its 
low efficiency. Results indicate that variability in flare efficiencies can occur within a short 
timeframe, and therefore, flares may contribute to regional variation in CH4 emissions. 
Additional measurements should be performed over longer timescales to determine if flare 



































6/24 12:04 3.5 / 235 16 1.34 1.6 92.1 0.6 
  12:07  5 0.37 4.0 92.2 1.7 






6/25 13:01 4 / 140 8 0.04 9.0 99.6 7.3 
  13:05  11 0.08 5.0 99.3 3.6 
  13:07  13 0.06 5.5 99.6 3.5 





6/29 13:29 11 / 165 46 0.4 7.0 99.7 4.4 
  13:38  37 1.2 5.0 96.0 0.9 
  13:40  37 0.03 5.0 100.0 29.4 
  13:45  38 0.19 3.0 99.6 2.8 
 
 
4.4 Conclusions Regarding the Impacts of Temporally Varying CH4 Emissions and 
Suggestions for Future Work   
 
To enable informed policy decisions, an accurate understanding of the influence of 
temporal emission variability on annual CH4 emissions from all sectors of the oil and gas 
industry is required. Multiple independent studies68,71,138 have suggested that the EPA’s 
GHGI and Greenhouse Gas Reporting Program significantly underestimate emissions. To 
improve certainty in such assessments, repeat emissions measurements should be 
performed, which consider periodic changes in emissions due to both normal and 
maintenance operating conditions and malfunctions. Alternatively, by sampling 
sufficiently large populations, single facility measurements could potentially account for 







To improve upon current methods, several areas of future work are recommended. 
First, measurements should be performed at the same facility multiple times per day for 
several days, in conjunction with infrared camera surveys to elucidate the emission sources 
and identify the occurrence of atypical conditions. Cooperation with facility operators 
would further understanding of specific operating conditions during measurements. Second, 
this methodology could then be extended to sample multiple facilities from multiple sectors 
to determine typical emission rates for each operating scenario. Operator-acquired 
information regarding the annual percent time spent in each condition can be used to 
extrapolate an annual emission rate to be compared with inventories. Third, a Monte Carlo 
simulation, using the calculated operation-mode-dependent emission rates which account 
for temporal variability, can then be extrapolated to determine the national expected annual 
emissions per sector.  
There is considerable value in understanding variability of CH4 emissions with 
changing operational conditions as emission intermittency may reduce the effectiveness of 
periodic monitoring strategies, including Leak Detection and Repair (LDAR) programs.152 
Increased frequency of LDAR inspections using new technologies (e.g., continuous 
monitors) will enhance long-term emissions assessment by capturing emissions variation, 
and government agencies are encouraging technological development of continuous 
monitoring systems to facilitate emissions reductions (e.g., Advanced Research Projects 
Agency’s MONITOR program)153. Ultimately, comprehensive consideration of the effect 
of CH4 emissions variation over time will aid in improved monitoring of current mitigation 






CHAPTER 5. ASSESSING THE METHANE EMISSIONS FROM NATURAL GAS-
FIRED POWER PLANTS AND OIL REFINERIES 
5.1 Motivation for Research 
The abundance and accessibility of underground natural gas reserves, paired with 
rapid technological advancements in horizontal drilling and hydraulic fracturing 
techniques, have given rise to a booming natural gas industry and record-low natural gas 
prices. Natural gas is considered a cleaner fuel alternative to coal, producing roughly 56% 
the amount of CO2 per unit of energy as coal,154 and therefore, holds appeal as a “bridge 
fuel” during transition to renewable energy technologies.103 In recent years, the 
combination of low natural gas prices and increased environmental regulations155,156 has 
driven many coal-fired power plants to convert to natural gas for energy generation, or to 
retire (Figure 5.1).157 For instance, the Energy Information Administration (EIA) predicts 
that stricter regulations on coal-fired power plants implemented in 2015 by the 
Environmental Protection Agency’s (EPA) Mercury Air Toxics Standards (MATS) 
program will cause retirement of 60 gigawatts of coal-fired capacity by 2020, representing 
~20% of the total coal-fired power plant capacity in 2012. Accordingly, the construction 
of new natural gas-fired power plants (NGPPs) is rapidly rising (Figure 5.2), and in 2015 
roughly 40% of new plants producing >1 megawatts (MW) of energy were natural gas-
fired.158 Furthermore, oil refineries are quickly shifting toward natural gas to fuel various 






process and utility heaters, hydrogen generation units, and gas turbines, and in 2014 




Figure 5.1. Coal-fired power plants in several U.S. states that are still operating or retired 
in 2015. Figure from http://www.eia.gov/todayinenergy/detail.cfm?id=25272 
 
 
Despite the environmental benefits of natural gas as an alternative fuel source, the 
primary constituent of natural gas is methane (CH4), a relatively short-lived greenhouse 
gas with 28–34 and 84–86 times the cumulative radiative forcing of CO2 on a mass basis 
over 100 years and 20 years, respectively.63 Recent studies indicate that CH4 leakage into 
the atmosphere may negate its advantages, for instance, a loss rate of 1.5% from natural 
gas production processes would increase the 20 year climate impact of natural gas by 






effective development of methods to control emissions of greenhouse gases from the oil 




Figure 5.2. Annual total counts of natural gas, coal, and petroleum power plants in the 
U.S. and annual power consumption from 2004 to 2015. Data from www.eia.gov. 
 
 
While CH4 emission rates from throughout the natural gas supply chain have been 
recently reported in the literature, there is less understanding regarding emissions from 
NGPPs. Locations of all NGPPs in the U.S. and their respective underground pipeline 
systems for natural gas transport in 2015 are provided in Figure 5.3. The majority of NGPPs 
operate on highly efficient combined-cycle systems, which use both natural gas and steam 
turbines to generate 50-60% more energy than a gas turbine alone by capture and reuse of 
exhausted heat from the gas turbine into a heat recovery steam generator. The process 






by gas burners within the turbine (Figure 5.4). The heated gas mixture expands, causing 
rotation of the turbine blades which are attached to a generator to produce electricity. The 
gas turbine produces heat exhaust as a byproduct, which is directed through a heat recovery 
steam generator where it heats water within tubes to generate steam. The steam 
subsequently rotates the blades in the steam turbine, which are also attached to a generator 
to produce electricity. The hot combustion gases then exit the heat recovery system and are 
vented to the atmosphere from tall stacks on the facility grounds. Therefore, potential 
sources of CH4 emissions at NGPPs include uncombusted CH4 from stack exhaust and 
fugitive leaks from the facility equipment, including compressors, steam turbines, steam 
boilers, and condensers. 
The magnitude of emissions from NGPPs may relate to the natural gas throughput, 
and the operational costs of different electric generating units (EGUs) are a driving factor 
in understanding which power plants are dispatched to satisfy the temporally changing 
demand for electricity (www.eia.gov). For instance, baseload power plants operate 
continuously year-round, and generate the required amount, or “baseload”, of electricity to 
match the load. During hours of the day when energy loads increase, including midday 
when air-conditioning use rises or evening when electricity use for lighting increases, 
peaking facilities are turned on to generate the additional power needed. A third type of 
power plant, called intermediate or “load-following” plants, supplement the power 
generated by baseload facilities while adjusting their output to correlate with the hourly 
demand of electricity. Therefore, as annual natural gas consumption continues to rise at 






plant classifications will encourage improvements in mitigations strategies as they relate 




Figure 5.3. Locations of (A) natural gas fired power plants and (B) crude oil refineries in 








Figure 5.4. Schematic flow diagram of a natural gas turbine combined-cycle power plant. 
Figure modified from http://www.epemag.net/electricity-generation4.html. 
 
 
Additionally, there is also little understanding regarding CH4 emissions from crude 
oil refineries, which use large quantities of natural gas40 and therefore may potentially be 
large sources of CH4 emissions. Locations of crude oil refineries and their respective 
underground pipeline systems for fuel transport in the U.S. are provided in Figure 5.3.  As 
described in Chapter 1.3, crude oil (e.g., petroleum) is a fossil fuel primarily composed of 
a mixture of hydrocarbons, including alkanes (CnH2n+2), aromatics (C6H5-Y), cyclic 
aliphatics (CnH2n), and linear alkenes (CnH2n). Petroleum must therefore be refined to 
extract valuable products from the crude mixture, including small alkanes (i.e., methane, 






this task by heating crude oil in a furnace to high temperatures (~400–600 °C) to convert 
the mixture into vapor and liquid components (Figure 5.5).161 The heated mixture then 
enters into the bottom of a fractional distillation tower sectioned with perforated plates. 
The heated hydrocarbons travel up the tower based on their individual boiling points, with 
compounds with the lowest boiling points traveling up the column first, and pass through 
the perforations on the plates.161 The lightest hydrocarbons (e.g., methane, ethane, propane, 
butane) with the lowest boiling points (b.p. <40 °C) will vaporize and rise to the top of the 
distillation tower, followed by naphtha (e.g., 5–9 carbon alkane mixture;  b.p. 60–100 °C), 
gasoline (e.g., 5–12 carbon alkane and cycloalkane mixture; b.p. 40–210 °C), kerosene 
(e.g., 10–18 carbon alkane and aromatic mixture; b.p. 180–330 °C), diesel oil (e.g., 12+ 
carbon alkane mixture;  b.p. 250–350 °C), fuel oil  (e.g., 20–70 carbon alkane, cycloalkane, 
and aromatic mixture; b.p. 370–600 °C), and residuals (e.g., 70+ carbon compounds 
including coke, asphalt, and tar; b.p. >600 °C). When the vaporized compounds reach a 
height where the column temperature is equal to its boiling point, the compound will 
condense onto the plates as a liquid and then travel either to condensers for additional 
cooling, storage tanks if the product is sufficiently purified, or downstream to be processed 
further.  
The equipment involved in petroleum refining, including furnace heaters, hydrogen 
generation units, gas turbines, and condensers, can be powered by various fuel types, 
including natural gas. Rapidly declining natural gas prices have resulted in a 32% increase 
in natural gas consumption at oil refineries from 2004 to 2014, while consumption of all 
other fuel types has declined by 81% (residual fuel oil), 62% (distillate), 57% (coal), 35% 






(Figure 5.6, www.eia.gov). Potentially, refineries may be a source of CH4 emissions due 
to increased use of natural gas to power their utilities and also since CH4 is a component 















Figure 5.6. Annual fuel consumption at crude oil refineries in the U.S. from 2004 to 
2014. Data from www.eia.gov. 
 
 
In this chapter, emissions are evaluated from these major natural gas end users by 
performing a series of measurements of CH4 and CO2 emission rates at three NGPPs, with 
representative sampling of the three classifications of power plants, and three oil refineries 
with small to large capacities, in Utah, Indiana, and Illinois using an aircraft-based mass 
balance technique. Hourly CH4 and CO2 emission rates are presented and used to obtain 
CH4 emission factors (EF) based on CO2 emissions for each facility (EFfacility). Co-location 
of CH4 with CO2 or H2O emissions was assessed to understand if CH4 emissions originated 
from combustion- or non-combustion-related equipment. Since NGPPs are only required 
to report combustion-related CH4 emissions to regulatory agencies,97,149 we calculated 
throughput-based CH4 loss rates and heat input-based EFs for both stack-related 
combustion emissions as well as total facility emissions and compared our calculated EFs 
to the Environmental Protection Agency’s (EPA) Greenhouse Gas Reporting Program’s 






measured in this study. Emissions for both NGPPs and refineries were then extrapolated to 
the national-scale using calculated EFs and activity factors to estimate total annual 
emissions from these facility-types. Results from this study support the existing need to 
better understand the potential of NGPPs and oil refineries as contributors to annual 
national CH4 emission totals, while also seeking to elucidate the source of emissions (e.g., 
combustion- or non-combustion-related) at these facilities.  
 
 
5.2 Instrumentation and Experimental Design 
 
5.2.1 Flight Design and Emission Rate Quantification.   
Six flights were performed at three combined-cycle NGPPs and three refineries 
from July 30–October 1, 2015. The three power plants were selected to represent different 
power plant operation-types, including peaking (P1), baseload (P2), and intermediate (P3) 
facilities (Table 5.1) and the three refineries were selected to represent facilities with small 
(R1) to large (R2, R3) processing throughputs (Table 5.2). To quantify facility emissions, 
the aircraft-based mass balance approach described in Chapter 2.1 was used. Greenhouse 
gas measurements were made with a Picarro Cavity Ring-Down Spectroscopy (CRDS, 
model G2401-m) analyzer for real-time, high frequency (0.5 Hz) measurements of CH4, 
CO2, CO, and H2O.79,80,85,86,93 Both in-flight and on-ground CH4 and CO2 concentration 
calibrations were performed daily using three NOAA-certified gas cylinders and 







Table 5.1. Gas turbine power plant facility information. 

















P1 CC peaking 550 1.7E+07 2.3E+06 104,531 115,491 
P2 CC baseload 1203 3.2E+07 4.7E+06 199,758 196,919 
P3 CC intermed 1209 4.6E+07 6.2E+06 285,001 104,613 
a Annual data from the Air Markets Program Data including heat input (a measure of 
utilization, calculated by multiplying the fuel quantity by the fuel’s heat content) and gross 
load (the energy output of an electricity generating unit measured in megawatt hours). 
Abbreviations: AMPD, Air Markets Program Data; GHGRP; Greenhouse Gas Reporting 
Program; CC, Combined-cycle. 
 
 
Prior to each mass-balance flight experiment (MBE), the facilities were circled in-
flight to determine if emission of CH4 or CO2 was occurring, and if it could be 
unambiguously attributed to the target. To perform the experiment, a series of 8–14 
horizontal transects were flown approximately 1–4 km downwind of the site. Each transect 
was flown at a unique altitude, ranging from as low to the ground as is safe up to the top 
of the boundary layer and spaced approximately 50–100 m apart. The ends of each transect 
extended sufficiently past the edge of the plume to measure background air. For MBEs 
where the top transects did not capture the full height of the plume, a vertical profile was 
conducted to estimate the height of the boundary layer. The CH4 emission rate was then 








Table 5.2. Crude oil refinery facility information. 
site barrels/ day 
gallons/ 
day fuel types
a no. unitsa unit types
a 
R1 27,100 1,232,876 fuel gas, natural gas, unfinished oils 2 
catalytic reforming unit, 
sulfur recover plant 
R2 212,000 unknown 
distillate fuel oil no. 
2, fuel gas, motor 
gas, natural gas 
16 
catalytic reforming unit, 
delayed coking unit, process 
vent, sulfur recovery plant 
R3 238,600 9,000,000 
distillate fuel oil no. 
2, fuel gas, motor 
gas, natural gas 
10 
catalytic reforming unit, 
delayed coking unit, process 
vent, sulfur recovery plant 
aData from facility-level Greenhouse Gas Reporting Program data sheets obtained from the 
EPA’s Facility Level Information on Greenhouse gases Tool (FLIGHT), accessed 
February 25, 2016. 
Abbreviations: Barrels/day, Barrels of crude per day; Gallons/day, gallons of gasoline and 
diesel produced per day. 
 
 
5.2.2 Uncertainty Determination  
Uncertainties for each calculated CH4 and CO2 emission rate were determined as 
described in Chapter 2. All reported uncertainties used a coverage factor of k = 1.96 (Eq. 2.4) 
to represent a 95% confidence level.  
 
 
5.2.3 Emission Factor Determination   
5.2.3.1 Calculation of Facility-Based CH4:CO2 EFs (EFfacility) at NGPPs and Refineries 
National inventories report annual CO2 emissions for power plants and refineries, 
but currently do not account for CH4 emissions from non-combustion-related processes. 
Therefore, a facility-wide CH4 emission factor based on CO2 emissions, EFfacility [kg 






the mass balance-derived facility-wide CH4 emission rate [kg/hr] by the mass balance-




? ? ?????????????????????????? ????????????????????   Eq. 5.1 
EFfacility was then multiplied by annual CO2 emission rates (kg/hr) reported to the 
GHGRP (power plant and refineries) and AMPD (power plants) to approximate annual 
CH4 emissions from these facilities.  
 
5.2.3.2 Calculation of Stack-Based CH4:CO2 EFs (EFstack) at NGPPs 
Current inventories only report combustion-related CH4 emissions at NGPPs, 
however, it is possible that emissions may originate from non-combustion equipment at 
the facility. Therefore, we sampled emissions exclusively from power plant stacks, the 
primary source of combustion emissions, to derive a stack-based CH4 emission factor based 
on CO2 emissions, EFstack [kg CH4/kg CO2]. Where available, we compare EFfacility to 
EFstack to better understand the source of facility CH4 emissions.  
Stacks were sampled either by flying directly above the stack or by circling the 
stack at a distance of <100 m. CO2 peaks were used to determine the start and end points 
of the stack emission and a linear fit was applied between these points to define background, 
which was subtracted to give ∆CO2 and ∆CH4 (Figure 5.7). A standard linear regression 
was performed for ∆CH4 (ppm) versus ∆CO2 (ppm) using daily stack sampling data from 
each site and the regressions were forced through zero. The slope of the line (CH4 ppm/CO2 
ppm) was converted to mass units (e.g., kg/kg) by multiplying by the ratio of the molecular 







Figure 5.7. Peak identification for stack-based emission factor calculation. 
 
5.2.3.3 Alternative Method for Calculation of Stack-Based EF at NGPPs 
To consider whether EFstack may be significantly lower than EFfacility due to 
deficiencies in the specific calculation technique, EFstack was also determined by 
performing an aggregate analysis. At each facility, each individual ∆CH4 [ppm] was 
divided by its respective ∆CO2 [ppm] at each point to give point-by-point stack emission 
factors. A cumulative distribution frequency (CDF) plot was made for each facility using 
combined data from all days of measurement. CDF plots provide information regarding the 
distribution of measurements below or above a particular value, by presenting the 







5.2.4 Throughput-Based Loss Rates and Heat Input-Based CH4 EFs at NGPPs 
NGPPs process significant quantities of natural gas daily, and fugitive losses of 
CH4 to the atmosphere may negate the climate benefits of natural gas as a cleaner 
alternative to coal. Therefore, throughput-based CH4 loss rates were calculated for the three 
NGPPs.   
 To calculate throughput-based loss rates, hourly emission data for P1, P2, and P3 
was downloaded from the Environmental Protection Agency’s (EPA) Air Markets Program 
Data (AMPD) website (https://ampd.epa.gov/ampd/).97 The AMPD is provided in 1 hour 
increments. Using the start and end times of each flight, the AMPD (e.g., heat input, CO2 
emitted, etc.) was adjusted based on the true sampling times. Heat input is the energy 
content of fuel given in British thermal units (Btu) where 1 Btu equals 1055 joules [kg 
CH4/mmBtu (million Btu)]. For example, if flight measurements spanned from 16:20–
17:10 local time (LT), then AMPD data for hours 16 and 17 was used. Because we did not 
fly during the complete hour for hours 16 and 17, the heat input [mmBtu] values reported 
for both hours must be proportionally adjusted. We flew 40 out of 60 minutes during hour 
16, and 10 out of 60 minutes during hour 17, and the time-adjusted heat input value was 
calculated using Eq. 5.2: 
???????????????????? ?? ???????????????? ? ?
??
??? ?????????????????? ? ?
??
???        Eq. 5.2 
Hourly throughput estimates [kg CH4/hr] were determined using these time-
adjusted heat inputs [mmBtu], the conversion factor 1.02 mmBtu/MCF (where MCF is 
1,000 cubic feet), the density of CH4 at 15°C and 1 atm [19.2 kg CH4/MCF], and the 










?? ?? ? ????   Eq. 5.3 
Next, using calculated EFfacility and EFstack, projected annual CH4 emission rates 
based on annual CO2 emissions reported to the AMPD and GHGRP were calculated by 
multiplying EFstack [kg CH4/kg CO2] and EFfacility [kg CH4/kg CO2] by annual CO2 
emissions [kg CO2/year] and then converting the resulting CH4 emission rate [kg CH4/year] 
to kg CH4/hr.  
Annual throughput-based CH4 loss rates were then determined for both stack-only 
emissions and total facility emissions using the calculated projected annual CH4 emission 
rates [kg CH4/hr] based on annual CO2 emissions reported to the AMPD only, since the 
AMPD is based on real-world measured data from continuous emissions monitoring 
systems, whereas the GHGRP data is based on engineering calculations using outdated 
emissions factors.: 
       ????????????? ? ?????????? ????????????????????????? ??? ????? ?????????????????????????????????????     Eq. 5.4 
The EPA’s GHGRP currently requires power plant operators to calculate annual 
combustion-related CH4 emissions using a default heat input-based emission factor of 
1.0x10-3 kg CH4/mmBtu. For comparative purposes, a heat input-based emission factor 
was calculated based on both stack-only emissions (should be comparable to the GHGRP 
default EF) and facility-scale emissions from this study. Again, the projected annual CH4 
emissions estimates derived from the AMPD CO2 data was used: 
??? ? ???????????? ?
?????????? ????????????????????????? ???????? ???????????????






5.2.5 Throughput-Based CH4 EFs at Refineries 
To calculate a throughput-based emission factor for the three refineries, projected 
annual CH4 emission rates based on annual CO2 emissions reported to the GHGRP were 
calculated by multiplying EFfacility [kg CH4/kg CO2] by annual CO2 emissions [kg CO2/year] 
and then converting the resulting CH4 emission rate [kg CH4/year] to kg CH4/hr. This 
hourly emission rate was divided by the hourly throughput [barrels/hour] of the refinery, 
determined from 2015 annual throughput data from www.eia.gov, to give a throughput-
based EF [kg CH4/barrel].  
 
 
5.3 Results and Discussion 
 
5.3.1 Mass Balance Quantification of Facility CH4 and CO2 Emissions 
To understand the magnitude of CH4 emissions from NGPPs and refineries, six 
flights were performed at three NGPPs and three refineries, resulting in eight usable mass 
balance flight experiments at the six sites, and stack emission sampling on seven occasions 
at the three NGPPs (Table 5.3). The three power plants were selected to represent different 
power plant operation-types, including peaking (P1), baseload (P2), and intermediate (P3) 
facilities. For the peaking facility, P1, we performed mass-balance measurements on 
Sunday (9/20) and Monday (9/21) during peak hours of electrical demand (~12:10 local 
time, LT). Two mass-balance experiments were attempted at the baseload facility, P2 (9/20 
and 9/21), however, only the 9/21 experiment was successful due to poor winds on 9/20. 






energy demand. The three refineries were selected based on their proximity to Purdue 
University and are representative of small- (R1) to large- (R3) scale refineries.  The three 
refineries were successfully sampled once each. An additional measurement was 
performed at R1 (10/1), however, due to nearby emissions from an unknown source, the 
data represent only a partial-facility measurement, and therefore, cannot be directly 
compared to the total-facility measurement conducted on 7/31. Therefore, this 
measurement is not included in the discussion. Meteorological conditions for each flight 
(Table 5.3) and individual flight paths (Figure 5.8) are provided. Final calculated CH4 and 
CO2 emission rates (kg/hr) at each facility are shown in Table 5.4 to a 95% confidence (± 
2σ). It is important to note that variable winds during the 9/20 P1 and 9/21 P2 experiments 
contributed to high uncertainties in the emission estimates. 
To increase understanding of the sources and quantity of U.S. greenhouse gas 
emissions, the Environmental Protection Agency (EPA) implemented the Greenhouse Gas 
Reporting Program (GHGRP) in 2009 with the goal of collecting and organizing self-
reported emissions data from NGPPs and refineries emitting greater than 25,000 metric 
tons of CO2 equivalent per year, or greater than 114 kg CH4 hr-1. Additionally, the EPA 
also requires NGPPs to install continuous emissions monitoring systems (CEMS) which 
measure gas concentrations (e.g., CO2) continuously from combustion exhaust stacks and 
report hourly emissions to the Air Markets Program Data (AMPD).97 For comparative 
purposes, the 2014 GHGRP annual facility-specific CO2 and CH4 emission estimates and 
the 2015 AMPD97 CO2 emissions during the time of our actual measurements are also 






















9/19 13:30 <1.0a Variablea SES 
9/20 12:15 1.6b 180b SES,MBEb 
9/21 12:07 5.3 190 SES,MBE 
P2 UT 
9/19 17:36 <1.0a Variablea SES 
9/20 16:45 <1.0a Variablea SES,MBEa 
9/21 17:34 3.6b 190b SES,MBEb 
P3 IL 9/25 12:25 7.1 60 SES,MBE 
R1 IN 7/31 11:44 4.9 10 MBE 10/1 15:38 10.2 26 MBEc 
R2 IL 7/31 13:52 5.9 324 MBE 
R3 IL 9/25 11:55 7.1 60 MBE 
a emissions cannot be quantified due to very low winds 
b light winds contributed to large uncertainties in the final calculated emission rate 












Table 5.4. Facility emission rates and CH4:CO2 emission factors. 
 
 





(kg CH4 / kg CO2) 
site date MBE (± 2σ) RP 
MBE  




(EF ± 1σ) 
EFStacka 








12 - 1.5(±0.5)E-5 - 
9/20 120±90 11±9 12 1.1(±0.6)E-3 3.2(±0.6)E-4 0.29 
9/21 75±30 17±6 12 4.4(±1.2)E-4 3.3(±0.4)E-5 0.08 






20 - 7.0(±1.5)E-5 - 
9/20 N.U. N.U. 20 - 9.4(±2.5)E-5 - 
9/21 84±76 24±22 23 3.5(±2.3)E-4 2.6(±1.1)E-5 0.07 
avg.     5.4(±0.8)E-5 - 
P3 9/25 240±70 2 18±5 10 34 1.3(±0.3)E-3 7.8(±0.9)E-5 0.06 
R1 7/31 360±200 4 
180±11
0 2.3  2.0(±0.8)E-4  
 
10/1 N.U. N.U.  -   
R2 7/31 540±210 51 100±60 19  5.4(±1.9)E-4   
R3 9/25 830±240 27 46±13 28  1.8(±0.4)E-3   
a Calculated via linear regression method. 
Abbreviations: ER, emission rate; EF, emission factor; RP, EPA’s 2014 Greenhouse Gas 
Reporting Program105 data; AMPD, EPA’s Air Markets Program Data97; fac., facility; N.U., 
mass balance flight data was not usable due to poor meteorological conditions or due to 
partial capture of facility emissions. 
 
 
For the NGPPs, quantified CO2 emission rates at P1 and P2 were not statistically 
different from their emissions reported to the 2014 GHGRP and the AMPD, and calculated 
CO2 emissions at P3 were a factor of 1.8 larger than the GHGRP and a factor of 1.9 smaller 
than the AMPD. However, for all NGPPs, measured CH4 emission rates were significantly 
larger than their respective 2014 GHGRP estimates, by factors of 60 (P1, 9/20), 38 (P1, 
9/21), 21 (P2), and 120 (P3). Notably, there was slight correlation between power plant 
capacity and CH4 emission rate (R2=0.25) and CO2 emission rate (R2=0.57). Significantly 
larger CH4 emission rates were also observed at all three refineries when compared to their 






Furthermore, measured CO2 emissions were also larger at all three refineries compared to 
the 2014 GHGRP, although to a lesser extent than for CH4, by factors of 78 (R1), 5 (R2), 
and 2 (R3). Refinery throughput (barrels/day) was indirectly correlated with CO2 emissions 
(R2=0.99) and directly correlated with CH4 emissions (R2=0.73). However, for both 
NGPPs and refineries, larger sample sizes representing the range of facility capacities and 
throughputs are required to fully understand their influence on emissions. 
Subsequently, facility-scale CH4:CO2 emission factors (EFfacility) were calculated 
by dividing each facility-based CH4 emission rate by its respective CO2 emission rate for 
both the NGPPs and refineries. Additionally, stack emission measurements at the NGPPs 
were used to determine CH4:CO2 emission factors (EFstack) via regression analysis of 
measured stack plume points. The resulting EFs based on facility (EFfacility) and stack 
(EFstack) measurements are provided in Table 5.4. Regression analysis indicates that no 
correlation exists between EFfacility and NGPP capacity (R2=0.00). Similarly, there is no 
correlation between EFfacility and refinery throughput (R2=0.00). However, EFstack directly 
correlates with NGPP capacity (R2=0.51). In all cases for the NGPPs, the value of EFstack 
was 5–29% that of EFfacility, indicating that stack sampling only may fail to account for the 
full scale of emissions from a facility. 
Furthermore, stack emissions were sampled three times at both P1 and P2, 
permitting assessment of temporal variability in the magnitude of EFstack. Regression 
analysis of total stack plume points for all days of measurement at the P1-3 are shown in 
Figure 5.9A, D, and G. Stack plume measurements at P1 (Figure 5.9B) and P2 (Figure 5.9E) 
are divided by day of measurement according to the figure key. Solid lines represent the 






lines represent the average facility EFstack (Table 5.4). At both P1 and P2, daily changes in 
EFstack did occur, however, this variation was more significant for P1 than for P2. Stacks at 
P1 and P2 were sampled at roughly the same time each day (P1: ~12:00 PM; P2: ~5:00 
PM), on Saturday (9/19), Sunday (9/20) and Monday (9/21). Potential differences in 
electrical demand may have influenced the increase in EFstack for the peaking plant, P1, on 
Sunday 9/20, which had the largest EFstack of all three days. To understand if these 
variations may have been influenced by sampling conditions, the data were divided based 
on whether measurements were obtained by directly sampling the stack or by indirectly 
measuring emissions by circling the stack (Figure 5.9C and F). Unfortunately, because 
direct and indirect stack sampling methods were performed on different days, it is not 
possible to say if differences in stack sampling method or temporal variation are the cause 







Figure 5.9. Regression analysis of stack plume points. 
 
 
To consider whether EFstack may be significantly lower than EFfacility due to 
deficiencies in the specific calculation technique, EFstack was also determined by 
performing an aggregate analysis. Cumulative probability distribution plots for P1-3 are 
shown in Figure 5.10, where black markers represent individual EFs calculated for each 






25, 50, and 75% quartiles. Statistics are provided in the bottom right table. EFs for P1 
(Figure 5.10A) and P2 (Figure 5.10C) are color-coded by day according to the figure key. 
EFs for P1 (Figure 5.10B) and P2 (Figure 5.10D) are color-coded by stack measurement 
method according to the figure key. The resulting EFstack for P1, calculated using combined 
data from the three sampling days, increased from 3.8(±1.0)E-5 (linear regression method, 
±1σ) to 1.6(±1.9)E-3 (aggregate method, ±1σ) across methods, however, the large 
uncertainty of the aggregate method makes the results statistically the same. Similarly, the 
combined-days EFstack for P2 increased from 5.4(±0.8)E-5 (linear regression method) to 
1.9(±3.2)E-4 (aggregate method), however, the results are not significantly different. The 
average EFstack for P3 remained statistically unchanged as well, decreasing slightly from 
7.8(±0.9)E-5 (linear regression method) to 7.2(±2.1)E-5 (aggregate method). Therefore, 
results indicate that the method of calculation does not significantly affects the value of 
EFstack and so the difference between EFfacility and EFstack is likely due to the majority of 
CH4 emissions coming from non-stack-related sources within the power plants. Due to the 
large uncertainties associated with the aggregate analysis method, EFstack values obtained 








Figure 5.10. Aggregate analysis of stack plume points. 
 
 
The hourly emission rates calculated cannot be directly extrapolated to estimate 
annual facility emissions because variations in facility operating mode may cause emission 
fluctuations. To better account for this variability, the calculated CH4:CO2 EFs can be 
applied directly to annual CO2 emissions reported to inventories to estimate a proportional 
CH4 emission rate based on the known quantity of CO2 emitted, which indirectly accounts 
for emission variability. Therefore, average annual hourly CH4 emissions [kg/hr] per 
facility were estimated by applying EFfacility (NGPPs, refineries) and EFstack (NGPPs) to 
annual reported CO2 emission data from the GHGRP (NGPPs, refineries) and the AMPD 
(NGPPs) and are shown ±1 standard deviation (Table 5.5). The hourly emission rates based 






800±400 Mg (P1), 600±400 Mg (P2), 1200±200 Mg (P3), 40±20 Mg (R1), 900±300 Mg 
(R2), and 4500±1000 Mg (R3). Also, for cases at the NGPPs where both EFstack and EFfacility  
were available to estimate annual emissions, EFfacility-derived emissions were larger than 
EFstack-derived emissions by factors of ~3–22 for both the GHGRP- and AMPD-based 
projections, further indicating that emissions monitoring methods which only sample stack 
emissions may significantly underestimate facility emissions.  
 
 
Table 5.5. Projected annual CH4 emission rates using CH4:CO2 EFfac and EFstack and 



























































P3 9/25  104,613 140±28 8±1  285,001 380±77 22±2 
R1 7/31  23,034 5±2 -  - - - 
R2 7/31  188,628 100±36 -  - - - 
R3 9/25  282,959 510±110 -  - - - 
aEPA’s 2014 Greenhouse Gas Reporting Program (GHGRP) annual facility-specific CO2 
emission rate estimate 
bEPA’s 2015 Annual Air Markets Program Data (AMPD) facility-specific CO2 emission 
rate estimate 








5.3.2 Assessment of Combustion- and Non-Combustion-Related CH4 Emissions 
If natural gas undergoes incomplete combustion, uncombusted CH4 will exist in the 
presence of combustion products, e.g., CO2 and H2O. Therefore, CH4 concentration 
enhancements along the flight path which are co-located with CO2 are likely to be 
uncombusted CH4 from combustion processes, and at NGPPs, these emissions would 
originate from exhaust stacks. Alternatively, if CH4 concentration enhancements are not 
co-located with CO2, they likely originate from non-combustion-related equipment on the 
facility. To investigate whether CH4 emissions at NGPPs and refineries are related to 
combustion processes, greenhouse gas concentration data along the flight transects is 
presented as a horizontal distribution of analyte (CH4, CO2, H2O) concentrations versus 
altitude (Figure 5.11). Linear regressions of concentration enhancements, ∆CO2:∆CH4 and 
∆H2O:∆CH4, along the flight paths were performed and R2 values were calculated to 







Figure 5.11. Co-location of CH4, CO2, and H2O emissions the three power plants (P1-3) 
and refineries (R1-3). 
 
 
For all three NGPPs, CH4 enhancements were more strongly correlated with H2O 
enhancements (R2avg=0.60), than with CO2 enhancements (R2avg=0.15) downwind of the 
facilities. All three refineries demonstrated similar findings, with CH4 enhancements being 






enhancements (R2avg=0.29). The separation of CH4 emissions from each facility that was 
observed across the flight path is likely due to variation in the temperature of emissions 
from different sources within the facilities, which could result in differences in buoyancy 
of emissions. For instance, if NGPP CH4 emissions were primarily from high temperature, 
combustion-related sources (e.g., stacks), then co-location of CH4 and CO2 would be 
expected (this was observed at all three NGPPs in the stack emissions). Supporting this 
observation, for all three NGPPs, EFstack was significantly lower than EFfacility on all days, 
further indicating that the majority of NGPP CH4 emissions are not emitted from stacks. 
At NGPPs, potential sources of both CH4 and H2O emissions include stacks, steam turbines, 
steam boilers, and condensers. We can rule out the possibility that our results are caused 
by dispersion differences of stack-emitted H2O, CH4, and CO2 due to our observation that 
combustion products (CO2 and H2O) and uncombusted CH4 were co-located at all three 
NGPPs, with a separate, distinct grouping of CH4 and H2O emissions also present, that are 
not correlated with CO2. Possible sources of CH4 and H2O at refineries include steam 
boilers, compressor engines, storage vessels, process heaters, and process furnaces. 
Therefore, it is important to consider non-stack-related emissions at NGPPs when 







Figure 5.12. Regression analysis of H2O and CO2 enhancements versus CH4 
enhancements at the three NGPPs and three oil refineries. 
 
 
It is estimated that the climate benefit of natural gas-fired power plants over coal-
fired power plants is contingent on CH4 loss rates being less than 3% of throughput.38 In 
this study, the facility-scale loss rate was less than the 0.5% in all cases, and so the climate 






rates. The percentage of unburned CH4 emitted from stacks at the three NGPPs (0.01-
0.14%) was lower than respective facility-scale losses (0.10-0.42%) in all cases, by factors 
of 3 (P1, 9/20) 15 (P1, 9/21), 10 (P2, 9/21) and 13 (P3, 9/25), again suggesting that more 
CH4 is lost from non-combustion-related equipment than from combustion processes 
(Table 5.6). Furthermore, the observation that the majority of NGPP and refinery emissions 
are from non-combustion-related equipment would support the significant discrepancies 
between our calculated CH4 emission rates and those reported to the 2014 GHGRP, which 
only requires reporting of combustion-related CH4 emissions. As such, the 2014 GHGRP 
CH4 emission rates reported for the three NGPPs were all <4 kg/hr.  
In 2014, the GHGRP required power plants to calculate and report emissions related 
to general stationary fuel combustion (GHGRP, subpart C) and electricity generation 
(subpart D), and combustion-related CH4 emissions were calculated using a required heat 
input-based emission factor (EFGHGRP) of 1.0E-3 kg CH4/mmBtu.125 To examine the 
accuracy of EFGHGRP, we used our measured data to derive EFstack [kg/mmBtu] for the 
NGPP stacks (P1, N=3 days of measurements; P2, N=3; P3, N=1) and EFfacility [kg/mmBtu] 
for the complete facilities (P1, N=2 days of measurements; P2, N=1; P3, N=1) (Table 5.6). 
For all measurement days, all three NGPPs’ EFstack [kg/mmBtu] values were larger than 
EFGHGRP by an average factor of 4.4, ranging from 0.9 to 15 times larger. More notably, 
however, is the difference between the complete facility-derived EFfacility [kg/mmBtu] and 
EFGHGRP, which were factors of 50 (P1, 9/20), 20 (P1, 9/21), 16 (P2), and 61 (P3) times 
larger than EFGHGRP. Therefore, updating heat input-based CH4 EFs at NGPPs may 
improve the accuracy of GHGRP data, which is relied on by policymakers to best 






In addition to reporting general stationary fuel combustion-related emissions 
(GHGRP, subpart C), refineries are also required to report CH4 emissions from asphalt 
blowing operations, uncontrolled blowdown systems, catalytic cracking and reforming 
units, delayed coking units, flares, process vents, storage tanks, and equipment leaks 
(subpart Y).125 Similar to subpart C, emission estimates reported under subpart Y also are 
calculated using default EFs which may be outdated and could cause underestimation of 
annual emissions. Additionally, emissions may also originate from other types of process 
equipment, including boilers, process heaters, furnaces, incinerators, and thermal oxidizers. 
Our results suggest that both CH4 and CO2 emissions may be underestimated for these three 
refineries by the GHGRP. To determine if these results are representative of the full range 
of operating conditions will require further observations. 
 
 
Table 5.6. Facility throughput estimates, NGPP CH4 loss rates, and throughput-based EFs 
Site Date Throughput Estimatea 
CH4 loss rate (%) Throughput-based Emission Factorb 
fac. stack fac. stack 
P1 9/19 41,000 - 0.01(±0.00) - 8.7(±4.3)E-4 
 9/20 26,000 0.42(±0.24) 0.13(±0.02) 5.0(±2.9)E-2 1.5(±0.3)E-2 
 9/21 30,000 0.15(±0.04) 0.01(±0.00) 2.0(±0.6)E-2 1.3(±0.1)E-3 
 avg.  0.29(±0.14) 0.05(±0.01) 3.5(±1.7)E-2 5.7(±1.6)E-3 
P2 9/19 10,000 - 0.14(±0.03) - 3.7(±0.8)E-3 
 9/20 56,000 - 0.03(±0.01) - 5.1(±1.3)E-3 
 9/21 70,000 0.10(±0.01) 0.01(±0.00) 1.6(±1.1)E-2 1.2(±0.5)E-3 
 avg.   0.06(±0.02)  3.3(±0.9)E-3 
P3 9/25 150,000 0.25(±0.05) 0.02(±0.00) 6.1(±1.2)E-2 3.5(±0.3)E-3 
R1 7/31 9,940 - - 4.5(±1.0)E-1 - 
R2 7/31 8,830 - - 1.1(±0.4)E-2 - 
R3 9/25 1,130 - - 5.0(±2.0)E-4 - 
a P1-3 [kg CH4 /hr]; R1-3 [barrels/hr] 






Potentially, NGPPs and refineries may be significant sources of CH4 emissions. 
Using the calculated heat input-based EF for the NGPPs [kg CH4/mmBtu] and activity 
factors for annual total heat-inputs we estimate that NGPPs in the U.S. emit 0.46±0.17 Tg 
CH4 annually (Table 5.7). Additionally, using a throughput-based emission factor [kg 
CH4/barrel] derived from the projected annual CH4 emissions using GHGRP CO2 data 
from Table 5.5 [kg CH4/hr] and the hourly throughput for each refinery based on data from 
www.eia.gov [barrels/hr], we estimate that U.S. refineries may emit 1.01±0.37 Tg CH4 
annually. Combined, NGPPs and refineries may therefore contribute ~1.5 Tg CH4 annually 
to national emissions. By comparison, the EPA estimated that oil and gas operations 
emitted 9.8 Tg CH4 in 2014, of which CH4 emissions from NGPPs (0.008 Tg CH4) and 
refineries (0.023 Tg CH4) were negligible.40 Therefore, consideration of improved 
emissions monitoring and reporting procedures for NGPPs and refineries would 
significantly improve national inventory emissions estimates. Note that this is a 




Table 5.7. Estimated annual contributions from national NGPPs and refineries. 
Facility 
Type Measured EF, average Activity Factor 
National Estimate  
[Tg CH4/yr] (±1σ)  
NGPP 3.7(±1.4)E-2 kg CH4/mmBtu 1.24E+10 mmBtu 0.46(±0.17) 







5.4 Conclusions and Suggestions for Future Work 
Results from this study indicate that NGPPs and crude oil refineries may be 
significant contributors to annual CH4 emissions in the U.S., despite lack of reporting in 
national inventories. Furthermore, co-location of the majority of CH4 emission 
enhancements with increased H2O concentrations and not CO2 indicates that the primary 
source of CH4 emissions at NGPPs and refineries may be from non-combustion sources. 
Therefore, combustion-derived EFs in inventories likely underestimate emissions. Top-
down approaches, such as the aircraft-based mass balance technique described in this study, 
offer the ability to measure total facility emissions to calculate more robust EFs which 
account for CH4 emissions from both combustion- and non-combustion-related processes.   
While CH4 loss rates at NGPPs in this study were within the range of acceptable 
leak rates to achieve climate benefits over coal-generated electricity, losses were still 
significant enough to contribute ~0.5 Tg of CH4 annually when trends were extrapolated 
to all NGPPs in the country. Similarly, crude oil refineries in the U.S. may emit ~1 Tg of 
CH4 annually, based on results in this study. To reduce emissions at NGPPs and refineries, 
non-combustion-related equipment sources must first be identified, potentially by use of 
infrared cameras to visualize the precise source location, and continuous emissions 
monitoring systems (CEMS) should be installed at these sources. Additionally, because 
CH4 emissions significantly influence global warming, updating CEMS to include hourly 
CH4 emission monitoring would help improve the accuracy of inventory emissions. 
Identification of the magnitudes and sources of CH4 emissions would allow 
implementation of improved emissions control protocols at these facilities, e.g., by 






devices, and upgrades to improved control technologies related to the specific emission 
sources.  
Additionally, while NGPP measurements in this study were performed during peak 
operating hours, emissions during periods of start-up and shut-down may be different. 
These differences may also depend on the power plant classification, for instance, peaking 
facilities may produce more emission variability during times of high electricity demand, 
compared to baseload facilities which operate on a more constant capacity. Variability in 
refinery emissions is also possible based on changes in operational states, including start-
up and shut-down of different units, or due to atypical conditions cause by equipment 
malfunctions. Therefore, future measurements at both NGPPs and refineries should be 







CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
The research presented in this dissertation addresses the need to better understand 
the sources of CH4 emissions within the oil and natural gas supply chain in the U.S., and 
how temporal variability effects annual totals. To achieve the President’s goal of a 26–28% 
reduction in U.S. greenhouse gas emissions by 2025 as compared to 2005 levels, a series 
of steps are recommended, beginning with the continued development and implementation 
of improved emission detection and monitoring methods with high precision and accuracy. 
Aircraft-based measurements are ideal for total emission quantification from a facility or 
region,76,79,80,85,86,93,163 and should be paired with equipment-level emissions detection 
techniques to further identify and quantify the specific source of emissions at facilities. 
Potentially, optical gas imaging (OGI) methods,143,164-166 based on infrared spectroscopy, 
could aid in the identification of specific equipment emission sources by researchers and/or 
facility operators, and portable analyzers167,168 can subsequently quantify these equipment-
scale emissions to best understand the magnitude of emissions during different operational 
periods. Additionally, satellite-based studies75,136 can identify broad-scale regions of high 
ambient CH4 concentrations, which provide a useful starting point for higher resolution 
measurement methods (e.g., aircraft- and mobile-based) to investigate. For instance, a 
recent study by Turner et al.136 used GOSAT satellite data to identify regions of high CH4 






the Sentinel-5 Precursor satellite was launched to monitor changes in greenhouse gas 
concentrations over time, using the Tropospheric Monitoring Instrument (TROPOMI) to 
monitor CH4, O3, CO, NO2, SO2, and aerosol concentrations in the atmosphere by 
measurement of absorption bands in the UV, visible, near-IR, and short-wavelength IR 
ranges of the electromagnetic spectrum.169 Satellite studies such as these address the need 
to investigate all possible source sectors (e.g., grazing and feedlot cattle, ethanol plants, 
marshlands, etc.), and can potentially draw attention to overlooked and therefore 




Figure 6.1. Trend in U.S. CH4 enhancements from 2010–2014 from satellite data with 
statistically significant trends (p<0.01) indicated by a dot. Uncertainties are roughly 








The 2016 EPA’s Greenhouse Gas Inventory (GHGI) identified the top five CH4 
sources as natural gas systems, enteric fermentation, landfills, petroleum systems, and coal 
mining, however, emissions can also come from lesser known sources whose summation 
can be significant (e.g., petrochemical production, iron and steel production, waste 
incineration, composting, etc.). Once major sources have been identified and emissions 
quantified, these real-world measurements should be used to derive more accurate emission 
factors (EF) and activity factors (AF) which consider variable emissions due to alterations 
in operation state. This is particularly important in cases where reported emissions are 
derived from engineering calculations, and are not based on actual emission measurements. 
For instance, the EPA’s Greenhouse Gas Reporting Program (GHGRP) only requires 
facility operators to report measured emissions from a fraction of facility operations, the 
remainder of which are calculated using outdated EFs and AFs. Additionally, these EFs 
and AFs do not consider changing emissions due to alterations in operational state, and 
may contribute to the discrepancies which exist between facility-reported emissions and 
independent third party measurements. 
Furthermore, policymakers rely primarily on annual emissions reported by the 
EPA’s Greenhouse Gas Inventory (GHGI).40 However, emissions reported by the GHGI 
are also derived from outdated EFs and AFs, as well as from data reported to the 
GHGRP.40,105 Notably, the most recent version of the GHGI substantially considered the 
results of several recent high impact studies, including the Barnett Coordinated 
campaign67,93,112,138,163,170 (our contribution93 is provided in Chapter 3), and a recent study 
by Mitchell et al.165 which measured emissions from 114 gathering stations and 16 gas 






methods alone increased 2013 national oil- and gas-related CH4 emission estimates by 32%, 
from 7.3 Tg (old method) to 9.6 Tg (updated method).40 Additionally, the updates improved 
agreement between GHGI estimates and third party inventory estimates reported in Zavala-
Araiza et al.,67 reducing the percent difference from 90% (old methods) to 22% (updated 
methods).67 Furthermore, in 2015 the GHGRP was updated to now require reporting of 
natural gas-related CH4 emissions from compressor stations, oil well completions, and 
blowdowns of transmission pipelines, whereas before only combustion related CH 4 
emissions required reporting.171 The rapid response by the EPA to incorporate peer-
reviewed scientific results to improve emissions reporting is encouraging, and further 
highlights the urgent need for continued, rapid advancements in the scientific community 
to address the emission monitoring problem. Thus, the continued development of improved 
EFs and AFs, e.g., by aircraft-based measurements, is essential to continue enhancing the 
accuracy of annual emissions estimated using engineering calculations and reported to 
national inventories. 
Once improvement of the accuracy of inventories and reporting programs is 
achieved, the next step is regulatory action. The abovementioned steps will aid in further 
identifying the specific mitigation efforts that must be taken based on system deficiencies, 
however, numerous regulations can now be implemented based on present literature. 
Notably, the cost of proposed regulations can be inhibitory to successful implementation, 
however, in many cases the savings benefits incurred from preventing loss of natural gas 
to the atmosphere are higher than the initial and recurring capital costs to remain compliant. 
For instance, periodic replacement (e.g., once every three years) of rod packing systems 






loss of natural gas) in reciprocating compressors is expected to yield annual cost savings 
of ~$22.3 million nationally, with an estimated payback period of 7 months per compressor, 
while saving roughly 75 Gg of CH4 from being lost to the atmosphere annually.172 
Furthermore, replacement of leaky wet seals (e.g., seals which use oil around rotating 
compressor shafts to prevent loss of natural gas) with low-leak dry seals (e.g., seals which 
use opposing force generated by hydrodynamic springs to create a seal) in centrifugal 
compressors is projected to yield $88,300 in annual savings per compressor due to reduced 
maintenance and operation costs, and $46,109 per compressor per year based on the 
amount of natural gas saved (assuming a natural gas price of $4.00/million cubic feet).172 
Installation of CH4 capture technologies at compressors can reclaim fugitive emissions and 
direct them back into the system for reuse as fuel with 95–99% recovery efficiency.172 
Another equipment-type, pneumatic controllers (e.g., automated instruments which 
maintain pressure, temperature, and/or liquid levels), are expected to account for ~15% of 
all emissions from the oil and gas industry.173 Replacement of high bleed controllers (emit 
>0.12 kg/hr) with low bleed models (emit <0.12 kg/hr), or replacing pneumatic controllers 
entirely with zero-emission instrument air systems or zero bleed solar powered controllers 
would significantly reduce emissions by up to 100%.173 At hydraulically fractured oil well 
pads, uncontrolled completion emissions are estimated at 44–247 Gg CH4 annually, and 
could be controlled up to 95% by flaring, reduced emission completions (REC), gas 
reinjection, natural gas liquids recovery, and repurposing the gas for downstream power 
generation.174 Additionally, liquids unloadings at wells (e.g., removal of accumulated fluid  
in wells to maintain gas production) are estimated to account for 14% of natural gas 






plunger lifts to remove liquids from wells would result in up to a 95% reduction in 
emissions, and installation of small diameter production tubing to increase the velocity of 
gas flow from wells would, combined, result in savings of up to $85,000 per well per 
year.175 
In recent years, the EPA has proposed several key regulatory programs to control 
emissions from power plants and oil and gas systems. In 2011, the Mercury and Air Toxics 
Standards (MATS) program was proposed to control emissions of toxic air pollutants, 
including compounds containing mercury (e.g., MeHg), non-Hg hazardous air pollutant 
(HAP) metals (e.g., Sb, As, Be, Cd, Cr, Ni), acid gases (e.g., HCl, HF), and organic HAPS 
(e.g., dioxins, furans) from coal-fired power plants.156 Since its introduction, at least a 
dozen legal suits have been filed by industry to rescind the MATS program primarily based 
on claims that the required upgrades are cost prohibitive. However, on June 13, 2016, the 
U.S. Supreme Court rejected the most recent challenge to the MATS program based on an 
updated cost benefits analysis presented to the court by the EPA. Additionally, the final 
version of the Clean Power Plan (CPP) was presented in August 2015, and was the first 
regulatory program to assign a national limit on carbon emissions from power plants, 
aiming to reduce CO2 emissions by 32% and smog and soot production by 25% by 2030 
compared to 2005 levels. However, this rule has been met with significant governmental 
opposition, and in February 2016, the Supreme Court ordered the EPA to cease 
enforcement of the CPP in a 5-4 vote until the U.S. Court of Appeals for the D.C. Circuit 
can hear the case in June 2016. Significantly, in May 2016, the Obama administration 
announced the first ever set of regulations to control CH4 emissions from the oil and gas 






440 Gg of CH4 emissions by 2025. In general, regulatory progress is being made, but at a 
rate which may prevent such regulatory actions from achieving their intended climate 
effects on a short timescale. Therefore, the initial identification of potential emission 
sources is simply the first step in the long and arduous process of policy implementation.  
However, the global damages that are projected to result from rising temperatures 
according to business-as-usual scenarios are significant (e.g., coastal flooding, increased 
extreme weather events, loss of human life, mass species extinctions, increased incidence 
of draught, etc.) and so urgency is required in addressing these issues. The incurred costs 
related to global warming damages are estimated to be 5–10% of gross domestic product 
(GDP) for 4 °C of warming with significantly higher losses regionally.6 In 2005, the net 
economic costs of damages globally were, on average, US$12/Mg CO2, which equates to 
total economic damages of $82.5 billion in the U.S., based on the estimated 6,871,000,000 
Mg of CO2 and other gases in CO2 equivalent quantities emitted in 2014. However, the 
range of this cost rate is wide ($3–95/Mg CO2), where agriculture-dependent countries 
were more significantly affected due to reductions in crop yield caused by alterations in 
regional climate. For instance, countries in Africa currently face arid conditions which 
reduce the length of growing seasons, and projected models indicate that rising 
temperatures will result in crop yield reductions of up to 50% in several African countries 
by 2020, with reductions up to 90% by 2100. In turn, this would cause severe shortages in 
the food supply leading to high mortality rates. Therefore, continued efforts to promote 
policy reform are necessary to reduce emissions and thereby reduce the severity of global 






As discussed previously, the aircraft-based method presented in this dissertation is 
ideal in accomplishing the early steps of the long-term plan to emissions abatement due to 
its high accuracy and precision, its ability to completely capture the plume in the horizontal 
and vertical directions, and its relatively low cost-per-experiment after startup. However, 
as with any analytical technique, there are limitations that can be improved upon. For 
instance, discontinuities exist between the raw data along the flight transects and the 
resulting interpolated plot produced by kriging using the EasyKrig3.0 Matlab graphical 
user interface (GUI).96 Specifically, if high signal is measured across adjacent transects, 
the interpolated results should ideally average the high signal between these transects. 
However, the EasyKrig3.0 software instead exponentially reduces the signal to zero in 
between transects, and therefore, may underestimate emissions. This issue can potentially 
be resolved by adjustment of the exponential term, and future work will involve 
optimization of this term to reduce uncertainties associated with interpolation of the data.  
Additionally, the EasyKrig3.0 software does not retain the original values of the raw data 
input into the model, and instead replaces the raw signal with reduced values, by up to a 







Figure 6.2. (a,d) Horizontal CO2 flux distributions for two MBEs conducted at Gibson 
power plant on 4/22/2016 and comparison of interpolation results using (b,e) 








New interpolation procedures are currently being developed by the Shepson 
research group to address these issues, the most promising of which is an R-based 
alternative kriging model called INTAMAP which automatically pre-processes data, 
estimates parameters, calculates spatial predications, and post-processes the results.176 This 
method improves handling of anisotropy, e.g., the condition of data which exhibits 
different values in different directions, and improves smoothing of the data compared to 
the EasyKrig3.0 results (Figure 6.2). The INTAMAP model also retains the original values 
of the input data along the transects more so than the EasyKrig3.0 model.  
Our use of INTAMAP, however, is still in its preliminary stages, as some artifacts 
can be produced in unlikely locations. For instance, during the first MBE performed at 
Gibson power plant on 4/22/2016, the top of the plume was effectively captured within the 
transects (Figure 6.2a), however, the INTAMAP model produced a large signal above the 
top transect up to the top of the CBL (Figure 6.2c). The EasyKrig3.0 result did not produce 
signal above the top transect (Figure 6.2b). Additionally, while the bottom transect did 
reveal some signal, the INTAMAP model extrapolated this signal in an unusual pattern, 
where instead of extrapolating the signal on the bottom transect to the ground in a Gaussian 
pattern, the signal was “zeroed” immediately below the measured signal and increased 
beyond the horizontal range of the measured signal (Figure 6.2c). The EasyKrig 3.0 result 
also produced signal in the same unusual pattern below the bottom transect (Figure 6.2b), 
although with less intensity than the INTAMAP model. It is probable that, at this 
downwind distance, the plume would extend from the bottom transect to the ground, 
however, it would most likely exhibit a Gaussian dispersion pattern and not the pattern 






exhibited signal reduction to zero between transects, instead of producing an average signal 
between the adjacent transects (Figure 6.2). Notably, both models produce similar emission 
rates (e.g., MBE-3: ~9% different; MBE-4: statistically the same), however, the 
INTAMAP results are slightly larger, which is encouraging since the analysis in section 
2.4 indicated that our results, using EasyKrig3.0, may be biased low as compared to CEMS 
reported values. Concluding, preliminary results from the INTAMAP kriging model are 
promising, and require additional attention to model improvement to optimize its 
performance for future use. Release of hourly CEMS data for the Gibson power plant 
experiments will aid in fine-tuning this model, paired with INTAMAP kriging of idealized 
modeled plumes with user-defined, “known” emission rates for hypothetical analysis. 
Subsequently, the model can be rerun using data sets with user-removed transects to 
statistically determine the dependence of accuracy on the number of transects. 
Additionally, while development of improved interpolation models will improve 
the accuracy of results, no kriging model considers the effects of atmospheric physics on 
the measured results. Plume dispersion models have been applied to mobile-70,72,177 and 
aircraft-based117 measurements with success, however, they have not yet been tested on the 
aircraft-based quantification technique reported in this dissertation. Therefore, future 
analysis may include incorporation of a plume dispersion model which adjusts according 
to variations in the wind to relocate the plume around the observed measurement locations 
in three-dimensions, with added assumptions of known point source location and Gaussian 
plume dispersion factored into the model.  
Furthermore, we now realize that the uncertainties reported in this dissertation do 






biased low. Specifically, our current method calculates the uncertainties associated with a 
single 10 m X 100 m cell within the complete two-dimensional gridded plane, which can 
contain as many as 200,000 cells. Therefore, future analyses should aim to improve our 
method of uncertainty determination by expanding the calculation to consider the 
uncertainties associated with the combined total grid cells used to calculate the final 
emission rate. First, instead of calculating the uncertainties using standard deviations and 
averages from across the complete data set, the point-by-point uncertainty should be found 
for each individual flux measurement, calculated by modification of Eq. 2.18 in Section 
2.3, as shown in Eq. 6.1. 













           Eq. 6.1 
Here, SU, SP,i, ST,i, SC,i, and SCB,i are all absolute uncertainties as before, for the 
perpendicular winds (U), pressure (P), temperature (T), measurement (C), and background 
(CB), however, they are now calculated per each individual point, i. The pressure 
uncertainty SP,i equals PPS,i (measured pressure at point i) – Ptheoretical,i (pressure calculated 
using barometric formula). The temperature uncertainty ST,i equals Tbead,i (temperature 
measured at point i by the Microbead thermistor) – TFUST,i (temperature measured at point 
i by the FUST probe). The wind uncertainty SU equals the square-root of [(SU,systematic)2 + 
(SU,transect)2], where the systematic uncertainty is 0.4 m/s (Garman 2009) and the transect 
uncertainty is SU,transect = σU,transect (the standard deviation of perpendicular wind 
measurements along the transect). Additional work is needed to understand the best way 
of estimating the measurement (SC,i,) and background (SCB,i) uncertainty terms, which tend 






best fit line (described in section 2.3), and therefore, likely fail to represent the true 
uncertainty associated with these terms.  
Subsequently, the individual uncertainties per flux point must be translated to each 
cell within the 2-dimensional grid produced by kriging. The kriging software automatically 
provides a variance matrix for each point in the grid cell, and so by summing the variances 
of all cells and taking the square-root, this variance could represent the uncertainty of the 
interpolation method ( ???????? ). Potentially, the final uncertainties related to the 
calculation of the flux (???) could be summed in quadrature with the uncertainties in each 
pixel of the 2-D grid (????????) and the uncertainty related to capturing the full height of 
the plume (???), since the uncertainty in the flux calculation, capture scenarios, and the 
uncertainty in interpolation of the data are independent of each other. The final uncertainty 
(e.g., ±1 σ) in the emission rate would therefore include three terms, instead of the two 
described in this dissertation, according to Eq. 6.2. 
?? ? ????? ? ????????? ? ????  Eq. 6.2 
Additionally, because the perpendicular wind uncertainties contribute to the final 
uncertainties more so than all other variables, it is important to verify the continued stability 
of the wind measurements conducted by ALAR. The wind system currently installed in 
ALAR is based on methods initially presented in 1992. In recent years, an alternative wind 
measurement system has been proposed, however, this system measures winds at a lower 
frequency (e.g., 1 Hz compared to 50 Hz for our system),144, and therefore, our wind system 
is more appropriate for our analysis requirements. In recent years, several data sets have 
demonstrated that the calculated wind speeds and directions might display a heading 






may have been damaged over time. The heading dependence is not observed in all flights, 
however, and it is uncertain what is causing it. The wind system was last calibrated and 
tested roughly 10 years ago, and therefore, extensive wind tunnel testing should be repeated 
to investigate the long-term stability of the system and modify the correction factors within 
the code if measurement drift has occurred over time.  
Alternative aircraft-based measurement methods which do not require interpolation 
of measured results include Differential Absorption Light Detection and Ranging (LIDAR), 
or DIAL.178 Essentially, DIAL operates by transmission of a laser beam tuned to a specific 
wavelength (e.g., the on-line wavelength) in the UV, visible, or infrared range that is 
absorbed strongly by the target analyte. A second laser wavelength (e.g., the off-line 
wavelength) is also transmitted that is not absorbed by the target analyte. Subsequently, 
the concentration of the target species in a column can be calculated using the difference 
in light intensity of the two return signals from the on-line and off-line measurements, 
relative to the total analyte concentration as a function of altitude. Aircraft-based DIAL 
systems are typically installed on the underbelly of the aircraft and can therefore be used 
to measure concentrations of a target species in a column spanning from the bottom of the 
aircraft to the ground. As such, aircraft-based DIAL measurements can measure emissions 
in less time than the aircraft-based mass balance technique presented in this dissertation, 
requiring a single pass flown at the top of the boundary layer downwind of the emitting 
source. Additionally, since total column concentrations are known, kriging of the data is 
not needed, and therefore, uncertainties associated with interpolation and extrapolation of 
the data are eliminated. Furthermore, uncertainties associated with changing 






equal the time to fly one transect (e.g., ~5 min for a small point source or ~30 min for a 
large area source), as opposed to the time to fly 10–15 transects (e.g., small point source) 
or 3–5 transects (e.g., large area source) as is done for the mass-balance method (e.g., ~60 
min for a small point source or ~2 hr for a large area source). DIAL methods would 
therefore allow dozens of experiments to be performed per day, as opposed to a maximum 
of 1-3 per day with the mass balance method described here, thereby maximizing data 
output. However, the high cost of DIAL systems is prohibitive, making widespread 
implementation difficult. 
Since its discovery in 1983, DIAL has been used to monitor and quantify emissions 
in multiple studies, for instance, O’Conner et al., 1998178 used an infrared-based DIAL 
system on the ground to measure fugitive leaks of volatile organic compounds (VOCs) 
from external floating roof storage tanks at chemical plants and refineries.178 Ground-based 
DIAL systems have also been used to estimate the loss rate of CH4, aliphatic hydrocarbons 
(C2+), and benzene in a study which quantified losses of 300 kg CH4, 1240 kg C2+ 
hydrocarbons, and 5 kg benzene per hour at a refinery.179 Recently, prototypes for aircraft-
180 and helicopter-based181 DIAL systems have been used for remote sensing of CH4 and 
ethane to map natural gas pipeline leaks using a scanning module which uses mapping data 
to focus the DIAL lasers directly on the underground pipeline system so that the aircraft 
does not have to fly directly above the pipeline path. For both of these aerial methods, CH4 
emissions greater than ~10 kg/hr were successfully identified and an example of results 
from the aircraft-based DIAL measurements is provided in Figure 6.3, which shows 
column concentrations of CH4 immediately surrounding the path of the underground 






measurement of pollutant emissions which could increase the quantity of data output (e.g., 
less time to measure means more experiments can be performed) and the quality of data by 
finishing an experiment before meteorological conditions change and by elimination of the 




Figure 6.3. Aircraft-based DIAL system image of CH4 emissions (rainbow color scale) 
from an underground pipeline (pink line). Figure from Lenz et al., 2005.180 
 
 
 Furthermore, Gålfalk et al., 2015166 described a method of CH4 emission 
quantification using a novel thermal infrared hyperspectral imaging technique specifically 






filter built into the detector which measures signal in a region of the electromagnetic 
spectrum where CH4 absorbs strongly, from 7.49–7.97 μm. An individual IR spectrum is 
produced for each pixel (320 x 256 pixels) for each frame of the video, which records at 
an adjustable frame rate of up to several hundred frames/s. The CH4 signature in the 
electromagnetic spectrum depends on the temperature contrast between the background 
and the gas. For instance, for warmer backgrounds than the emission, the CH4 signature 
will appear as absorption lines, and for colder backgrounds than the emission, the CH 4 
signature will appear as emission lines. The spectral lines are then used to determine the 
CH4 column density [ppm·m] per pixel. The flow rate of the emission is determined by 
tracking the motions of the gas frame-by-frame using an automated code, and subsequently, 
a CH4 emission rate can be determined. Uncertainties in the method are dependent on 
humidity levels and the temperature contrast between the emission and its surroundings, 
but in general, are less than ±20%. While the method presented by Gålfalk et al., 2015166 
used a stationary, ground-based camera, an aircraft-based platform is also available which 
is capable of locking onto the target source to quantify an emission. Potentially, this method 
could be run simultaneously to our current aircraft-based mass balance technique to 
perform a cross-comparison of the two methods. The added benefit of the IR system, 
however, is the ability to visualize the exact source of emissions at the target facility, which 









Figure 6.4. Hyperspectral infrared camera imaging of CH4 emissions to determine an 
emission rate from the target source using the Hyper-Cam Methane system. Figure 
modified from Gålfalk et al., 2015.166 
 
 
 Additionally, small unmanned aerial vehicle (UAV) platforms equipped with small 
sensors may offer a low-cost solution to top-down measurements of greenhouse gases 
(Figure 6.5).182 Multi-rotor UAVs are capable of sampling while in motion (e.g., can fly 
downwind transects or circle the target to obtain an emission rate), or fixed in space (e.g., 
stagnant within a plume to measure an emission factor), and have payloads up to 5 kg and 
flight times up to 30 min. Technical challenges include requirement of low-weight 
instrumentation designed to withstand in-flight vibrations which is also properly shielded 
from radio frequencies (RF), as interference of the RFs produced by UAV flight electronics 
could interfere with instrumentation. Additionally, advanced sampling techniques are 
currently being developed to remotely trigger sampling events by deployment of the UAV 
along pre-programmed flight paths to reach and measure the assigned target. Wind 
measurement techniques using (i) GPS stability control combined with measured pitch and 






Ultimately, use of UAVs would allow for the rapid deployment and measurement of 
emissions in emergency situations which require fast response times, as well as permitting 




Figure 6.5. Measurements from a multicopter UAV equipped with small sensors to 
measure ozone, pressure, and temperature. Figure from Baxter and Bush, 2014.182 
 
 
Concluding, the aircraft-based method presented in this dissertation is highly 
applicable to improved efforts to identify and quantify fugitive sources of greenhouse gas 
emissions, particularly from the oil and natural gas supply chain. Ultimately, the power 
production sector will have to shift to renewable energies to achieve global emissions 
reduction goals, however, natural gas offers a lower emission alternative to coal during 






understand where fugitive emissions occur to encourage appropriate responses by 
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ABSTRACT: We report measurements of methane (CH4) emission rates observed at
eight different high-emitting point sources in the Barnett Shale, Texas, using aircraft-
based methods performed as part of the Barnett Coordinated Campaign. We
quantified CH4 emission rates from four gas processing plants, one compressor
station, and three landfills during five flights conducted in October 2013. Results are
compared to other aircraft- and surface-based measurements of the same facilities, and
to estimates based on a national study of gathering and processing facilities emissions
and 2013 annual average emissions reported to the U.S. EPA Greenhouse Gas
Reporting Program (GHGRP). For the eight sources, CH4 emission measurements
from the aircraft-based mass balance approach were a factor of 3.2−5.8 greater than
the GHGRP-based estimates. Summed emissions totaled 7022 ± 2000 kg hr−1,
roughly 9% of the entire basin-wide CH4 emissions estimated from regional mass
balance flights during the campaign. Emission measurements from five natural gas management facilities were 1.2−4.6 times
larger than emissions based on the national study. Results from this study were used to represent “super-emitters” in a newly
formulated Barnett Shale Inventory, demonstrating the importance of targeted sampling of “super-emitters” that may be missed
by random sampling of a subset of the total.
■ INTRODUCTION
In 2012, natural gas production from the Barnett Shale in
North Texas, the second-largest natural gas resource in the
U.S., reached peak levels. The Barnett Shale is a 6458 square
mile natural gas shale formation located in North Texas that is
estimated to hold 43.4 trillion ft3 of technically recoverable
natural gas, whose primary component is methane (CH4), a
potent greenhouse gas (GHG).1 In the region of this study,
there are 29 900 wells, 276 compressor stations, 38 gas
processing plants, and 733 landfills.2 To facilitate informed
GHG policy and mitigation efforts, a comprehensive under-
standing of the nature and magnitude of CH4 emission rates for
various anthropogenic and natural sources is required. Emission
inventories can be constructed using bottom-up methods,
which either measure component-level emissions directly or use
activity and emission factors to calculate emissions from a
subset of sources and subsequently scale up by the number of
sources to a total emission estimate.2−4 Alternatively, top-down
methods can be used, which measure total atmospheric GHG
enhancements downwind of a source or group of sources to
capture the complete emission of the source area.2−4 Both
techniques have their weaknesses, however, with bottom-up
methods potentially failing to include significant sources leading
to emission underestimation, and top-down techniques not
being able to easily attribute emissions that may then result in
emission overestimation for individual sector-specific sour-
ces.2−4 By bridging the gap between bottom-up and top-down
methods, a more robust system for GHG monitoring and
estimating can be developed.
To provide policymakers with national GHG emissions data,
the Environmental Protection Agency (EPA) implemented two
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complementary programs, the Inventory of Greenhouse Gas
Emissions and Sinks (GHGI, 1997) and the Greenhouse Gas
Reporting Program (GHGRP, 2009). At present, these
databases function as the primary sources of GHG emission
data for policy development. The GHGI provides an overall
national emission estimate by sector using emission and activity
factors, whereas the GHGRP provides facility-specific, self-
reported annual CH4 emissions (http://www.epa.gov/
ghgreporting/). The GHGRP involves mandatory reporting
of GHGs from sources that emit greater than 25 000 t of CO2
equivalent per year (equivalent to 114 kg CH4 hr
−1 using a CH4
GWP of 25). Independent top-down ground-,4−7 aircraft-,4,8−11
and space-based12 investigations call into question the accuracy
of commonly used inventories,2 including the GHGRP,
suggesting that GHGRP estimates may underestimate the
actual emission rate by up to a factor of 3.8 due to
underestimated facility emissions, temporal variability of
emissions, and the exclusion of nonreporting facility
emissions.10,12,13
To enable scientifically defensible policy development,
methods for determining CH4 emissions must be representative
and accurate. This can be challenging because inventories
typically use outdated activity and emission factors and may fail
to account for contributions from super-emitters. This can
result in overlooking fugitive CH4 emissions from natural gas
facilities resulting from malfunctions and maintenance issues
that are not represented in the yearly reported emissions.
Landfill emissions monitoring can also be challenging due to
emission variations caused by fluctuations in atmospheric
pressure, temperature, and precipitation. Choice of landfill
cover material, the efficiency and consistency of gas collection
systems, the presence of flares, and the percentages of active,
intermediate, and final cover can also cause variations in
emissions.14
To date, no comprehensive, measurement-based study of
CH4 emissions from the entire Barnett region of Texas exists.
Thus, in October 2013 the Environmental Defense Fund
launched the Barnett Coordinated Campaign,15 to combine
top-down atmospheric measurements with bottom-up inven-
tory data to improve CH4 emissions estimates from oil and gas
systems, landfills and other sources in the Barnett Shale. Here
we report facility-scale top-down emission rates from the
Barnett collaborative campaign in which we determined CH4
emission rates for eight CH4 emitters (>150 kg CH4 hr
−1) in
the Barnett shale region of Texas, including four natural gas
processing plants, one compressor station, and three landfills.
An aircraft-based mass balance approach was employed at all
eight sites to measure CH4 emission rates. To investigate the
reliability of the measurements and the temporal variability of
emissions, the emission rates at four of the sites were compared
to emission estimates made during the Barnett Campaign using
an alternative aircraft-based method (described in SI) and/or
two unique surface-based mobile measurement approaches
(Lan et al.,16 Yacovitch et al.17). Emission estimates were also
compared to the 2013 annual average emissions reported to the
GHGRP and throughput-based emission estimates based on a
recent national study of emission measurements at 130
gathering and processing facilities reported in Mitchell et
al.,13 which we consider the most extensive and best available
estimate in the absence of other measurements for comparison.
Sites were selected that were expected to be significant
contributors to the basin-wide total and that had potential
emission rates above our limit of quantification (∼15 kg hr−1).
The three landfills (LF-I-III) and one gas processing plant
(GPP-I) were preselected based on high CH4 emissions from
the 2012 GHGRP. The other three GPPs and compressor
station were selected quasi-randomly upon observation of CH4
plumes during exploratory aerial surveying. Therefore, the
results for these sites may be representative of large emitters
that may have been experiencing anomalous conditions during
the time of the experiment. While the targets were not
randomly selected, our measurements represent in-field
observations of high emission sites during a campaign that
included aircraft mass-balance estimates of the Barnett total
emissions.18
Emission rates for oil and gas facilities tend to be positively
skewed by “super-emitters”, sites that emit much more CH4
than that represented by, for example, the mode of the sampled
distribution of their facility type.2,3,13 Super-emitting facilities
occur by definition with very low frequency, and therefore
emissions are better captured by targeted sampling of high
emission sites rather than unbiased sampling of the large
number of sites in a basin such as the Barnett.2 Therefore, the
data from this study and others16,17 were used in the Lyon et
al.2 inventory development to characterize fat-tail emission
sources, or “super-emitters”, that were above the maximum
value of a national study of facility-level CH4 emissions at 130
gathering and processing facilities conducted by Mitchell et al.13
Accounting for these high emission sources, which may
represent anomalous events that are often excluded from
other studies, is important for accurately estimating regional
emissions.
■ MATERIALS AND METHODS
CH4 emission rate measurements were conducted for the 8
point sources in the Barnett shale region of Texas shown in
Figure 1, with small gray dots representing active oil and gas
infrastructure and cyan dots representing active landfills in the
region. Five mass-balance flights were conducted in 2013 on
October 17, 19, 23, 24, and 26 in the convective boundary layer
(CBL) in Purdue’s Airborne Laboratory for Atmospheric
Research (ALAR) (http://science.purdue.edu/shepson/
research/bai/alar.html, see SI) at an average airspeed of 70 m
s−1.19−22 ALAR is a modified Beechcraft Duchess fitted with a
Picarro cavity-ring down spectroscopy (CRDS) system (model
no. G2401-m) for real-time high frequency (0.5 Hz) measure-
ments of CH4, CO2, CO, and H2O with precision of 2.6 ppb
(CH4) and 0.1 ppm (CO2).
19 The aircraft is also equipped with
a nine-port Best Air Turbulence (BAT) pressure probe23,24 for
obtaining high frequency (50 Hz) 3-dimensional wind data
when used with a high precision global positioning and inertial
navigation system (GPS/INS) (Novatel Black Diamond
System).25,26 The horizontal wind measurement accuracy is
±0.4 m s−1, as discussed by Garman 2009.27 Ambient
temperature measurements are made using a microbead
thermistor located at the center of the probe hemisphere.
Two air inlets on the nose cone of the aircraft continuously
direct sample air through a 5 cm diameter Teflon sample line to
the Picarro through a tee connection at a flow rate of ∼1800 L
min−1 with a residence time of ∼0.1 s using a DC blower
installed at the rear of the aircraft. The delay time from the nose
to the detection cell is ∼11 s. In-flight and on-ground
calibrations were performed daily with a computer-controlled
CH4/CO2/CO valve-switching system using three NOAA-
certified CH4, CO2, and CO reference cylinders (see SI).
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Mass-balance experiments spanned ∼1−2 h, between 1200
and 1800 h local time (LT), to ensure full development of the
CBL and minimal temporal variation in winds. The mass-
balance technique permits the calculation of a net mass flow
through a vertical plane downwind of the source, according to
the conservation of mass.19,21,22,28 Eight CH4-emitting point
sources were investigated, including four gas processing plants
(GPP−I-IV), one compressor station (CS), and three landfills
(LF-I-III). Sampling site coordinates, counties, and dates of
analysis are reported in SI Table S1. Meteorological parameters
and details for each flight, including average wind speed and
direction, distance downwind of the source, total number of
transects, and flight durations, can be found in Table S4 (see
SI). The SI provides full details regarding flight descriptions,
instrumentation, CH4 quantification determination, and un-
certainty estimation.
During the campaign, emission rates for GPP-I, GPP-IV, LF-
I, and LF-III were also determined from concentration data
collected via different methods, including an alternative
Aircraft-based Survey Approach (ASA) and two surface-based
measurement approaches (Yacovitch et al.;17 Lan et al.16). ASA
used an aircraft-based chemical transport model using an off-
axis integrated cavity output spectrometer (RMT-200, Los
Gatos Research, Inc.) to measure CH4 concentrations within a
2.5 km-spaced line pattern over the Barnett at an altitude of
1000 ft above ground level29 (see SI). Yacovitch et al.17 and
Lan et al.16 employed a surface-based measurement approach
and plume dispersion model for quantifying CH4 emissions,
using vehicles equipped with an aerodyne tunable infrared laser
direct absorption spectrometer (TILDAS)17,30 or a Picarro
cavity ring-down laser spectrometer.16 Method details can be
found in the provided references. All four methods reported in
this study conducted emission measurements under suitable
meteorological conditions with relatively high, consistent winds
and no rain.
■ RESULTS AND DISCUSSION
Point Source CH4 Emission Measurements. Locations
of the CH4-emitting sources sampled are shown in Figure 1 and
site descriptions are provided in SI Tables S1 (site coordinates
and counties), SI Table S2 (plant capacities, use of best
available monitoring methods (BAMM) option in 2013
GHGRP, and reported malfunctions at natural gas facilities)
and S3 (landfill properties). Figure 2 shows a sample flight path
from the 17 October 2013 flight experiment conducted at Gas
Processing Plant I (GPP-I) in which nine horizontal transects
were flown ∼3.0 km downwind of the source, perpendicular to
the wind direction (mean wind direction and speed was 200°
SSW at 3.6 m s−1) and at multiple altitudes. One transect was
omitted due to a temporary shift in wind direction and the
location of the transect. The boundary layer height for GPP-I
was approximated by visual inspection of the cloud deck
altitude. For other flights, CBL height was determined either by
flying a vertical profile or by use of high-resolution doppler lidar
(HRDL) data (see SI). However, for all cases the plume did not
extend to the top of the CBL, and therefore this uncertainty in
the CBL top is not important to the calculation, as shown in
Figure 3. Horizontal transects were long enough to extend past
both sides of the plume to achieve sampling of local
background air and the complete vertical and horizontal
distances of the plume were captured within the transects. In
cases where potential CH4 emitters were nearby, sites were
circled to attribute the CH4 emission to a specific source. SI
Figure S6 shows the flight path for each site with raw CH4
concentration overlay in ppm. The flight experiment conducted
at GPP-II was unique in that it was performed twice: four
transects were flown at 2 km downwind of the site and four
Figure 1. Map of the Barnett Shale. Outlined in white are the 15
counties that compose the Barnett shale, according to the TCEQ’s
Web site, updated on 12−5−2013 (http://www.tceq.texas.gov/
airquality/barnettshale/bshale-maps). The location of each sampling
site is marked with a red (gas processing plant), yellow (compressor
station), or green (landfill) circle and each is labeled according to its
pseudonym (GPP-I, LF-III, etc.). Small gray dots represent active oil
and gas infrastructure and cyan dots represent active landfills in the
region.
Figure 2. Experimental mass balance flight at GPP-I on 17 October
2013. Flight path is shown with CH4 concentration overlay (ppm)
represented by a changing color gradient (see key on right side of
map) and a change in diameter of plotted flight path points for added
clarity (larger size corresponds to higher CH4 concentration). The gas
processing plant (GPP-I) is denoted by a purple triangle and a
neighboring source is marked with a blue square. Average wind
direction and speed were 200° SSW at 3.6 m s−1, respectively.
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transects were flown immediately following at 4 km downwind
of the site, enabling assessment of repeatability (9% difference,
in this case).
The average emission rate for each site was determined using
the multitransect kriging method described previously19,21,22
and in the SI. For each site, 3−4 backgrounds, 3 CBL depths, 3
perpendicular wind scenarios across the uncertainties cited in
Garman 2009 (±0.4 m s−1),27 and the most probable mixing
scenario based on a large eddy simulation plume dispersion
model31 were used to provide 27−72 total emission rate
estimates (see SI). Raw CH4 concentration horizontal
distribution plots before (SI Figure S7) and after interpolation
(Figure 3) are provided. The average of the iterations was used
to determine the final emission rate measurement for each site
and results are reported as an average ± the 95% confidence
level (CL) uncertainties, the latter as determined for point
sources in Cambaliza et al.19 The results are presented in Table
1, and compared to emission rate estimates based on the
Mitchell et al.13 data (facility-type estimate) and reported 2013
GHGRP estimates (specific to facility).
Gas Processing Plant CH4 Emission Rates. For the mass-
balance aircraft-based (ALAR) CH4 emission rate measure-
ments, GPP−II-IV were selected for study after identification of
a large emission during flyby. Measured ALAR CH4 emissions
rates (95% confidence) for the gas processing plants are shown
in Table 1. During the campaign, emission rates were also
estimated using alternative methods for GPP-I (ASA; Yacovitch
et al.;17 Lan et al.16), and −GPP-IV (Yacovitch et al.17).
Emissions at GPP-I were sampled on five separate days by
ALAR and the other three techniques, providing a total of 10
measurements and allowing evaluation of the temporal
variability of GPP-I emissions (Table 2). Average measure-
ments for GPP-I are essentially identical for aircraft (ALAR and
ASA; 395 ± 150 kg hr−1) and surface (453−135
+686 kg hr−1)
methods. However, significant temporal variability exists for
CH4 emission rates at GPP-I, ranging from 126 to 1723 kg hr
−1,
indicating that emissions at this site are highly variable.
Figure 3. Interpolated plots of CH4 concentration as a function of height above ground level (m) and horizontal distance (km) are shown for natural
gas facilities (GPP−I-IV and CS) (left) and landfills (LF-I-III) (right). Area in between black dashed lines represents the horizontal distance for
which the plume is defined and the flux is calculated.
Table 1. Comparison of Multi-Transect Kriging Approach (ALAR) CH4 Emission Measurements to Gas Processing Plant and
Compressor Station Emission Estimates Derived from Ref 13. and EPA’s 2013 GHGRP (Reported Emissions for the Specified
Facility)
site ALARa (kg hr−1) Mitchell et al.13b (kg hr−1) ALAR/Mitchell et al.13 GHGRPc (kg hr−1) ALAR/GHGRP
GPP-I 322 ± 190 200 0.7−2.6 115 1.1−4.5
GPP-II (avg)d 195 ± 120 104 0.7−3.0 20 3.8−15.8
GPP-II (2 km) 181 ± 110 104 0.7−2.8 20 3.6−14.6
GPP-II (4 km) 209 ± 120 104 0.9−3.2 20 4.5−16.5
GPP-III 491 ± 290 187 1.1−4.2 76 2.6−10.3
GPP-IV 386 ± 230 166 0.9−3.7 47 3.3−13.1
CS 2038 ± 1200 530 1.6−6.1 0.2 4190−16 190
LF-I 829 ± 500 308 1.1−4.3
LF-II 316 ± 190 320 0.4−1.6
LF-III 2445 ± 1500 - 658 1.4−6.0
total:d 7022 ± 2000 1544 4.5±1.3
aEmission rate uncertainties shown represent ±95% confidence limits. bCalculated using best-fit trend line of emissions vs plant capacity (GPPs) or
emissions vs horsepower (CS), as reported13 c2013 GHGRP self-reported CH4 emissions estimates for the specified facility
dTotal calculated using
GPP-I, -II (avg), -III, -IV, CS, LF-I-III. (“GPP-II (avg)” is average of “GPP-II (2 km)” and “GPP-II (4 km)”)
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Similarly, variability in CH4 emission rates over time was
apparent at GPP-IV, which was measured on two separate days
by ALAR (10/24/13, 386 kg hr−1) and Yacovitch et al.17 (03/
28/13, 163 kg hr−1). We note that there could be a time-of-day
dependence of natural gas facility emission rates, due to work
schedule operations variability. Measurements at GPP-I
conducted by ALAR, ASA, and Lan et al.16 occurred between
1100 and 1800 LT and exhibited larger average emissions than
the measurements conducted outside of normal work hours
reported by Yacovitch et al.,17 but not statistically significantly
so. All measurements conducted by ALAR, ASA, and Lan et
al.,16 and measurements at GPP-IV by Yacovitch et al.,17
occurred during standard work hours.
The top-down CH4 emission rate measurements for the
natural gas point sources (GPP−I-IV, CS) were then compared
to CH4 emission rate estimates based on facility-level data
reported in Mitchell et al.,13 who reported methane emission
rates at 114 natural gas gathering and 16 processing facilities
from top gas producing basins, measured via a downwind tracer
flux method.32−34 For gas processing facilities, fugitive CH4
emissions increase with CH4 throughput. To find throughput-
based emission rate estimates for comparison to our measure-
ments, raw data from Mitchell et al.13 were plotted as the
weighted-average facility-level emission rate (WAFLER) vs
plant capacity (gas processing plants, R2 = 0.24) and as the
WAFLER vs combined horsepower (“C”-type compressor
stations, R2 = 0.70) (SI Figure S1). The best-fit line was used to
estimate emissions for facilities in this study based on their
plant capacity (GPP−I-IV) or horsepower (CS) (SI Table S2).
The resulting CH4 emission rate estimates based on Mitchell et
al.13 data were lower than ALAR’s measurements for gas
processing plants by a factor of 2.1, on average (Table 1). For
sites with repeat measurements, the average measured emission
rate was larger than the Mitchell et al.13 estimate by a factor of
2.2 (GPP-I, 4 measurement techniques (ALAR, ASA, Yacovitch
et al.,17 Lan et al.16)) and 1.7 (GPP-IV, 2 measurement
techniques (ALAR, Yacovitch et al.17)).
Next, we compare measured emission rates to the facility-
specific 2013 GHGRP data (Table 1). Total measured CH4
emission rates from the gas processing plants were a factor of
5.4 higher than the GHGRP reported rates. For sites with
repeat measurements, the average measured rate was larger
than the GHGRP estimate by a factor of 3.8 (GPP-I, 4
measurement techniques (ALAR, ASA, Yacovitch et al.,17 Lan
et al.16)) and 5.9 (GPP-IV, 2 measurement techniques (ALAR,
Yacovitch et al.17)). Unlike the GHGRP and Mitchell et al.13
estimates, we targeted sites that are known to have or were
observed to have abnormally high emissions, given that such
sites are arguably important to accurately represent in
inventories. Nonetheless, gas processing plant emission rate
estimates from Mitchell et al.13 were closer to the emission
rates measured by ALAR than for the 2013 GHGRP reported
data. Therefore, independent top-down studies of emissions,
reported here and from Mitchell et al.,13 support the
observation of higher emission rates compared to the
GHGRP self-reported data, suggesting that the GHGRP
could improve the accuracy of emissions reporting by updating
calculation methods.
A significant level of day-to-day (GPP-I, -IV) and possibly
hour-to-hour (GPP-I) variability in emissions exists at the gas
processing plants. However, measurements made by the
Aerodyne mobile laboratory on 3/28/13 were not statistically
significantly different,17 and so the fluctuations may reflect
variability in the measurement method. In principle, surface-
based measurements can underestimate emissions because
convective mixing above the sampling point results in under-
sampled data, preventing proper simulation of the plume by
dispersion models. The model adjusts for this using a vertical
dispersion parameter. However, emission rates are only biased
slightly (<30% for 79% of facilities in the study) by partial
recovery of emissions.13 The ALAR method is capable of
capturing the complete plume by flying at multiple altitudes,
resulting in lower uncertainties. The aircraft-based and surface-
based average measurements for GPP-I, however, exceed the
Mitchell et al.13 estimate by a factor of 2.0 and 2.3, respectively,
and the GHGRP estimate by a factor of 3.4 and 3.9,
respectively. The two aircraft-based measurements for GPP-I,
conducted 3 days apart, differ by 37%. Potential contributors to
variable plant emissions include scheduled venting of natural
gas to the atmosphere to depressurize the equipment, or
“blowdown” events, which cause a temporary and significant
increase in emissions. Blowdown emissions may have been
captured during our measurements, yielding higher than typical
emission rates, however, the dates of blowdowns are unknown
to us. For reference, the total reported blowdown events in
2013 for GPP-I-IV with total and average CH4 emissions per
event are shown in SI Table S2. The 2013 average CH4
emissions per event were 430, 6941, 45, and 316 kg (GPP−I-
IV, respectively) and were released over the course of 15 min to
3 h.35 In 2013, the average number of blowdown events per
week at each plant was 0.08, 0.06, 6.04, and 2.12 (GPP-I-IV,
respectively), suggesting that measurements at GPP-III and -IV
are more likely to have captured blowdown emissions than
measurements at GPP-I and -II. In 2013, blowdowns for these
four gas processing plants alone totaled ∼71 500 kg of CH4
emissions, as reported to the GHGRP. This indicates that
blowdowns are a significant temporary source of increased
GHG emissions which can contribute significantly to annual
emission totals.2
Our measurements could differ from the GHGRP as it does
not require inclusion of tank emissions in gas processing plant
emission calculations and some engine venting emissions are
omitted depending on operating mode.36 Reciprocating
compressor rod packing emissions and centrifugal compressor
wet seal emissions are only required to be reported when in
“operating” mode. However, studies have shown that emissions
can be significant from rod packing and seals while in “not-
operating, pressurized” mode, which compressors are in 34% of
the time,37 and from compressors in “not-operating depressur-
ized” modes.13 Compressor emissions are only required to be
measured in “not-operating, depressurized” mode once every
three years.36 Therefore, some of the temporal variability and
underestimated emissions relate to reporting requirements that
discount emissions from different operating conditions. After
natural gas is extracted, the raw product is transported to GPPs
where the gas is separated from water and other hydrocarbons
(i.e., ethane, butane, propane, etc.) by compression and cooling
and is then transported through the transmission system.38−40
During this process, fugitive CH4 leaks can occur with valves
being the largest source (30% of total emissions), followed by
connectors (24%) and compressor seals (23%).41 Equipment
that is subject to high use, temperature cycling, and/or
vibration is more likely to experience wear that leads to
leaking.41 Since equipment leak surveys are only required
annually, new, unreported leaks may exist during our
measurements.
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Compressor Station CH4 Emission Rates. The natural
gas compressor station (CS) was chosen for study after
identification of a large CH4 plume (4.6 ppm) while in flight.
During the campaign, only ALAR conducted measurements at
this site. The measured ALAR CH4 emission rate for the CS
was a factor of 1.6−6.1 larger than the Mitchell et al.13 estimate,
and 4 orders of magnitude larger than the 2013 GHGRP
estimate (Table 1). This indicates that the CS is a “super-
emitter” for the time period of our measurements. In the
Mitchell et al.13 study, 108 compressor stations were
investigated and observable emissions were reported at 71
facilities via infrared camera, which included venting from liquid
storage tanks (68%), leaking or venting from compressor
equipment (59%), and gas pneumatics (39%).13 All sites had
emissions observed by CH4 enhancement.
13 They reported
storage tank-related emissions ranging between 10−630 kg hr−1
and showed that these facilities had roughly 4 times the CH4
emissions of similar facilities without tank emissions, which
contributed to a skewed distribution where less than 30% of
compressor stations contributed ∼80% of total CH4
emissions.13 It is, however, noteworthy that the CS we studied
had an emission rate more than three times greater than the
highest emitting station sampled by Mitchell et al.,13 however,
they observed short-term emissions up to 1826 kg hr−1 during a
compressor blowdown, indicating that our measured emission
rate is reasonable for short-term events.
The significant discrepancy between ALAR’s measurement
and the GHGRP estimate is likely due to the nature of GHGRP
reporting requirements and the temporal variability of emission.
The CS is classified as a “gathering facility” and therefore is
only required to report combustion emissions and not vented
or fugitive GHG emissions, as opposed to gas processing plants
which report all three.36 The GHGRP uses a default emission
factor for natural gas consumption that represents fuel slips
from a highly efficient turbine, not the much higher fuel slip of
reciprocating engines used in most gathering stations. Use of
improved emission factors that are specific to individual units
improve the accuracy of reported results, such as those from the
compilation of air pollution emission factors (AP-42) or from
manufacturer data sheets.42,43 To understand the effect that
these underestimated combustion emission factors had on CH4
emissions, we recalculated combustion-based CH4 emissions
for GPP-I-II, -IV, and CS using AP-42 emission factors (EFs),
installed horsepower, and usage hours data collected from the
Texas Commission on Environmental Quality (TCEQ), for a
Clean Air Task Force project (SI Table S8). The AP-42 EF for
a natural gas-fired 4-stroke lean-burn reciprocating engine,
which were in use at the compressor station, is 5.7 × 10−1 kg/
MMBTU fuel input, compared to the GHGRP’s 1.0 × 10−3 kg/
MMBTU EF. Therefore, actual average combustion emissions
are estimated to be ∼570 times higher than the GHGRP
estimate. Furthermore, TCEQ requires facilities to report
excess emission events above 5000 pounds (2270 kg) of natural
gas (threshold weight includes only hydrocarbons with 3 or
more carbons, C3
+), excluding methane and ethane. If we
assume the CS gas is 64% CH4 and 20% C3+ by weight based
on the Wise County average, then a facility could emit over
7200 kg methane without exceeding the state reporting
threshold. We note that during the time we were at the CS
site, it was emitting at ∼2038 kg CH4 hr−1, and so for the 65
min measurement period, the total natural gas C3+ emissions is
likely lower than the reporting threshold. Variability in CS
emissions may also result from changes in engine operating
conditions, including ignition timing, torque, speed, air-to-fuel
ratio, ambient temperature, humidity, and other factors.44
Landfill CH4 Emission Rates. All 3 landfills sampled were
preselected based on large reported CH4 emissions to the 2012
GHGRP. Details concerning each landfill’s capacity, cover type
material, waste received in 2012, presence of flares, and details
of gas collection systems are shown in SI Table S3. Measured
ALAR CH4 emission rates for the landfills are shown in Table
1. During the campaign, emission rate measurements were also
conducted (Table 2) at LF-I by ASA and LF-III by Lan et al.16
Aircraft-based measurements for LF-I were conducted 6 days
apart, on 10/19/13 (ALAR) and 10/25/13 (ASA) and differed
by 35% but were not statistically distinguishable. For LF-III,
aircraft-based and surface-based measurements were conducted
7 days apart, on 10/26/13 (ALAR) and 10/19/13 (Lan et al.16)
and differed by a factor of 4.4 and were statistically significantly
different (95% confidence).
The top-down measured CH4 emission rates were then
compared to landfill-specific GHGRP data (Table 1). Total
measured ALAR CH4 emission rates from all three landfills
were a factor of 2.8 larger than the GHGRP reported estimates.
Sites with measurements made by multiple methods were a
factor of 2.3 (LF-I, 2 measurement techniques (ALAR, ASA))
and 2.3 (LF-III, 2 measurement techniques (ALAR, Lan et
al.16)) greater than GHGRP estimates. Landfill CH4 emissions
are known to be inversely dependent on atmospheric pressure,
and small increases in pressure (+0.17 kPa in 10 min) have
been shown to rapidly decrease CH4 concentrations by a factor
of 25.45 The strong negative dependence of landfill CH4
emission rate on atmospheric pressure changes32 can cause
up to a 6-fold variation in daily emissions.45 ALAR measured
LF-I after a 7 h period of continuously declining barometric
pressure and at the time of measurement the pressure had
dropped from100.12 to 99.72 kPa, while ASA collected data
after only 2 h of declining pressure and at a higher pressure of
100.63 kPa (dropped from 100.73 kPa) (SI Figure S8). At LF-
III, ALAR conducted measurements after a 28 h period of
declining pressure, from 100.73 to 99.72 kPa at time-of-flight,
whereas Lan et al.16 measured LF-III after a 1 h. period of
negligible pressure decrease, from 100.12 to 100.02 kPa.In both
cases, therefore, the pressure change would tend to lead to a
relatively greater emission rate for the ALAR measurement
periods. Larger sample sets over an extended period of time and
changing barometric pressure are needed to properly describe
the temporal variability of emissions, and whether this
difference is systematic.
Landfill CH4 emissions exhibit seasonal variability due to the
dependence of CH4 oxidation rates on changing soil temper-
ature and moisture. Therefore, use of average daily temperature
and moisture data for calculating annual CH4 emissions is
problematic.14 Notably, all three landfills were sampled during
the warmest hours of the day (1300−1800 LT), therefore, the
time of measurement did not likely contribute to the large
emissions observed since high temperatures are associated with
decreased CH4 emissions.
46 Additionally, all three LFs had a
gas collection system in place at the time of measurements (SI
Table S3). However, if the gas collection system was not
operating during our measurements the LFs could have emitted
an additional 2898 (LF-I), 569 (LF-II), and 1281 (LF-III) kg
CH4 hr
−1, as determined from their GHGRP data sheets
(http://ghgdata.epa.gov/ghgp/main.do). We have confirmed
with the landfill operators that during the time of ALAR’s
measurement at LF-III, the gas collection system was operating
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normally (data unavailable for other landfill measurements).
Therefore, it is likely that differences in landfill emissions could
be attributed to the combined effects of varying barometric
pressure and changes in soil temperature and moisture,
variables which are not comprehensively considered by
GHGRP emission calculations.
Considerations Regarding Super-Emitters for Inven-
tory Accuracy. The need for improved GHG emission
reporting is evident. Current inventories and the GHGRP data
used by U.S. policy makers have clear limitations, only requiring
emissions reporting from the largest emitters, omitting some
emission sources, mandating potentially inaccurate methods for
some sources, and incompletely accounting for the contribution
of super-emitters. The 2013 GHGRP estimates basin-wide oil
and gas-related CH4 emissions in the Barnett to be 17 000 kg
hr−1, however, this study and other independent stud-
ies2,13,16−18 suggest that the GHGRP may be significantly
underestimating emissions from the region. Basin-wide Barnett
CH4 emission estimates from oil and gas sources from an
aircraft-based mass balance study (59 ± 15 × 103 kg hr−1)18
and a super-emitter modified (in part from this study) emission
inventory (46−7
+9 × 103 kg hr−1)2 are statistically identical and
roughly a factor of 2.2−3.7 larger than the 2013 GHGRP
estimate. Facility-level top-down emission estimates from
Mitchell et al.13 and this study also support that bottom-up
measurement and calculation methods used by the GHGRP
underestimate emissions. Findings from top-down studies are
therefore useful in understanding nonrepresented emissions to
improve the robustness of bottom-up techniques.
Several factors may influence inconsistencies between our
results and the GHGRP estimates, including the use of
outdated emission factors and potential to miss some emissions
from super-emitters. Changes in operational mode and
equipment functions, including scheduled maintenance,
malfunctions, and aging equipment, may result in gas leakage,
contributing to components of the “heavy-tail”.3 At the time of
our studies no excess emission events were reported that may
have influenced results, but malfunctions resulting in the release
of CH4 may be exempt from TCEQ reporting (SI Table S2).
Additionally, for some emission sources, facilities reporting to
the GHGRP can choose from multiple methods for identifying,
quantifying, and calculating yearly emissions estimates.
Methods are not consistent across sectors, sources, or facilities
and can change each year. Emissions comparison over time can
therefore be difficult, limiting the long-term value of such data
and the ability to evaluate the effectiveness of new control
measures. More consistent monitoring approaches for similar
source-types and acknowledgment of anomalous emitters
would facilitate comparison of temporal trends in emissions
across facilities and sectors. Using our data to represent super-
emitters, Lyon et al.2 constructed a bottom-up inventory using
improved emission calculation methods which effectively
bridged the gap between top-down emission measurements18
and bottom-up emission inventory estimates.2 The accuracy of
such an approach depends on knowledge of the emission rates
integrated across all operating states of all emitters in a system
over appropriate time scales. This is a substantial challenge that
emphasizes the complementary role of top-down methods,
which are capable of “seeing” the atmospheric integration of all
states for a full system of thousands of emitters. Due to the
highly skewed distribution of emission rates, targeted measure-
ments of high emission sites, such as those made in this study,
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