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Abstract—A novel stochastic optimal dispatch model, 
considering medium and long-term electricity transactions for a 
wind power integrated energy system using chance constrained 
programming, is proposed. The electricity contract decomposition 
problem is introduced into the day-ahead optimal dispatch plan 
formulation progress.  Considering the case that decomposition 
results may be not executable in the dispatch plan, a coordinated 
optimization strategy based on the Lagrange multiplier is 
proposed eliminate the non-executable electric quantity. At the 
same time, the uncertainties and correlation of wind power are 
considered in the dispatch model, and the original stochastic 
dispatch problem is transformed into a mixed integer 
second-order cone programming problem using second-order cone 
relaxation and sample average approximation approach. Case 
study results demonstrate the validity of the proposed method. 
 
Index Terms—Electricity transaction, wind power, 
uncertainties, chance-constrained programming． 
 
I. INTRODUCTION  
 T present, the day-ahead and spot market trading 
platforms have not been established in China, and the 
electricity trading is dominated by the medium and long-term 
electricity market [1]. During the current transition period, 
market participants, such as generation suppliers, can sign 
medium or long-term contract and dispatch center is primarily 
responsible for the decomposition of contracted energy [2]. In 
this situation, dispatch center needs to determine a coordinated 
optimization strategy between contract energy decomposition 
and generation dispatch plan formulation. However, there is 
usually a serious contradiction between daily dispatch plan 
formulation and contract completion progress schedule 
requirements.  How to mitigate this conflict and realize 
coordinated optimization between contract decomposition and 
dispatch plan formulation is still a tough problem that needs to 
be solved. 
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  During the electricity market transition period, many studies 
have been done on the optimal generation dispatch considering 
electricity transaction plans. In [3], a month security constrained 
unit commitment (SCUC) model considering the contracted 
energy completion deviation of different units was proposed, 
which achieved optimal coordination of electricity contract 
delivery and month dispatch plan formulation. Nevertheless, 
due to the influence of renewable energy and load demand 
uncertainties, the transaction completion schedule obtained 
from the SCUC month model are often non-executable in the 
actual daily dispatch plan. As a result, the delivery of the 
electricity contract into the daily dispatch plan will become a 
continual issue within the electricity market operation. In order 
to cope with this challenge, a security constrained unit 
commitment week model for coordinating between electricity 
transaction plans and dispatch plans formulation was presented 
in [1], which avoids this conflict to some extent. Furthermore, 
the contract decomposition problem was considered in the 
procedures of a day-ahead dispatch plan formulation in [2], 
which achieved the nested optimization of the electricity 
transaction plan and dispatch plan formulation. However, the 
case that the daily decomposed electric quantity of contract may 
not be executable is ignored. 
In the meantime, due to the rapid growth of gas-fired units 
and renewable generation [4]-[5], the security of the power 
system is challenged by gas network constraints and renewables 
uncertainties [6]-[8]. These factors should be reasonably 
considered in dispatch plan formulation. The scenario-based 
stochastic optimization and robust optimization dispatch 
models for integrated energy systems (IESs) were constructed in 
[5],[6],[8] respectively, where the impact of wind power 
uncertainties on the energy flow and operational costs were 
analyzed. However, the scenario-based stochastic optimization 
relies on a certain number of scenarios to represent the 
stochastic characteristic of uncertain factors, which may cause 
inaccurate results [9]. Robust optimization is an effective way to 
achieve optimal dispatch the under worst-case scenario of 
multiple uncertain variables, but its decision results are usually 
conservative, which would inevitably result in high operational 
costs and low utilization rates of renewable generation 
[10]-[11]. 
Chance-constrained programming (CCP) is another way to 
resolve uncertainty [12]-[13], and has drawn great attention in 
recent years. An acceptable probability level is predefined to 
describe constraint violation, and the CCP optimal problem can 
be solved with probabilistic constraints transforming into the 
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 2 
equivalent deterministic forms [14]. The CCP method has been 
widely used in unit commitment [15], optimal power flow [16], 
and in energy management [17] in power systems. However, it 
has not been applied to integrated electricity and natural gas 
systems (IEGSs) considering the correlation of multiple 
uncertain factors.  
To overcome the above issues, a novel stochastic optimal 
dispatch model of IEGSs based on chance-constrained 
programming is proposed in this paper.  The electricity contract 
decomposition problem is involved in the optimal dispatch plan 
formulation procedure. Considering the case that 
decomposition results may be not executable, a coordinated 
optimization strategy is presented in this paper to provide 
relatively practical contract decomposition results, so as to 
improve the feasibility of the delivery of electricity transaction 
plan into the actual dispatch plan. Moreover, uncertainties and 
correlation of multiple wind farm’s power output are involved 
in this paper. The probabilistic chance constraints are 
transformed into deterministic forms based on a sample average 
approximation approach. The IEGS operation can realize a 
balanced tradeoff between system operational costs, wind 
power utilization rates and reliability through properly choosing 
the confidence levels.  
The rest of this paper is organized as follows. An optimal 
dispatch model of IEGSs is presented in Section II, followed by 
the equivalent deterministic transformation of probabilistic 
constraints in Section III and a solution procedure in Section IV.  
In Section V, simulation results are displayed to demonstrate the 
validity of the proposed method. Conclusions are given in 
Section VI. 
II. OPTIMIZATION MODEL 
A. Objective Function 
The gas-fired units would perform as key coupling devices 
that interface the electricity and natural gas systems. The 
objective function (1) is to minimize the total operational costs 
including (i) generation costs of the conventional units, (ii) the 
natural gas contract costs for gas-fired units, (iii) generator’s 
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where NE and NG   are the number of conventional units and 
gas-fired units respectively. Ii,t is the indicator of the unit’s work 
status. ,i gα , ,i gβ and ,i gγ indicate the gas consumption 
coefficients of the unit i.
,i e
α , ,i eβ and ,i eγ are the generation cost 
coefficients of the conventional unit i. Ci,g, Cu i  and Cd i denote the 
gas purchase price, and upward and downward reserve capacity 
price. Ru,r i,t  and Rd,r i,t  represent the upward and downward reserve 
capacity offered by the generator (i). 
B. Power System Constraints 
1) Unit Capacity Limits 
 min max, , ,   ,i t i i t i t iI P P I P i t≤ ≤ ∀ ∀，          (4) 
where Pmax i and Pmin i  indicate the upper and lower power output 
limits of the generator (i).  
2) Ramp Rate Limits 
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where rd i  and ru i  denote the ramping rate of the generator (i). 
3) Minimum On/Off Time Limits 
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where Xon i,t  and Xoff i,t  represent the continuous ON/OFF time of  
the generator (i) at time t, respectively. Ton i  and Toff i  indicate the 
minimum allowable continuous operation and shutdown time. 
4) Daily Execution Electric Quantity Limits 
For the units that have signed electricity contracts, the daily 
execution power quantity limits should be considered, which are 
shown as follows:  
, b
1
= ,   
T
x
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t
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where Ex i  represents the daily plan power quantities of unit i that 
should be completed (obtained from electricity contract 
decomposition results). Nb is the set of units that have signed 
electricity contracts. 
C. Chance-Constraints of Power Systems 
The chance-constrained programming is utilized to model the 
influence of uncertain factors on the load balance, reserve and 
power flow constraints. 
1) Load Balance Constraints 
GE D
, , , ,
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where Pi,t and Pw,t  indicate the power output of  the units 
(including gas-fired and conventional units) and wind farms. 
DLd,t represents the  demand of load d. W and ND denote the 
number of wind farms and load. ( )Ω ⋅  represents the total wind 
power output functions. Due to the wind power uncertainties, 
constraint (8) can be converted to probabilistic forms as 
follows: 
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where 1β  denotes the confidence level that represents total 
unit output meeting total load demand. 
2) Reserve Constraints 
The spinning reserve constraints (10)-(11) are modeled in 
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where Prate w  denotes the maximum  or rated power  output of wind 
farm w. Ru t and Rd t are the system  upward and downward reserve 
capacity demand  at time t, 5% of load demand at current period 
t is adopted in this paper. uα and dα are the up and down reserve 
demand coefficients for wind power, 10% is adopted in this 
paper. 2β , 3β  represent the confidence level that the total 
provided reserve capacity meets the reserve demand. 
3) Power Transmission Flow Constraints 
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where GSFl,i, GSFl,w and GSFl,d  denote the generation shift 
factor of  the generation unit, wind farm and load demand based 
on the DC power flow model. P max l  denotes the maximum 
transmission power of line l. 4β , 5β  represent the confidence 
level that meets the power flow security demand. 
D. Natural Gas System Constraints 
1)   Node Gas Pressure Constraint 
min max
, gas  i i t i t i Nπ π π≤ ≤ ∀ ∀ ∈， ，       (14) 
where πmax i and πmin i  denote upper and lower limits  of the gas 
pressure. Ngas is the set of the natural gas node. 
2) Gas Flow Constraints 
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where Fij represents the gas flow through pipeline ij. Cij is the 
comprehensive parameters of the pipeline characteristics. 
3) Gas Supplier Constraint 
sp sp sp
,min , ,max≤ ≤j j t jF F F                   (17) 
where Fsp j,min and Fsp j,max are lower and upper gas output bounds of 
supplier j. 
4) Nodal Load Balance Constraint 
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where FL j,t and Fgas j,t  are the gas demand of  conventional gas load 
and gas-fired generators at  node j. 
E. Constraints of Coupling Devices and System Emission   
1) Constraints of Gas-Fired Units 
The gas demand of the gas-fired unit is considered as a load 
for natural gas system, which must be less than or equal to the 
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where Fmax i  is the contracted  maximum natural gas consumption 
for gas-fired generator (i). 
2) Emission Constraints 
The total pollution gas emission of all units during the 
scheduling horizon must not exceed the maximum emission 
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where ag i ,bg i, and cg i  represent the gas-fired generator (i) carbon 
emission coefficients. a e i,j , b e i,j,  ce i,j represent the pollution gas 
emission  coefficients of conventional  unit. J is the set of 
pollution gas type (including SO2,NO, CO2). SU g i and SD g i  
represent the gas-fired generator (i) start-up and shutdown 
carbon emissions, respectively. SU e i,j  and SD e i,j  represent the 
start-up and shutdown pollution gas emission of conventional 
unit i, respectively. ESmax is the maximum pollution gas 
emission levels. 
III. DETERMINISTIC TRANSFORMATION OF CHANCE 
CONSTRAINTS CONSIDERING CORRELATION OF WIND POWER  
Constraints (9)-(13) are probability forms when the chance- 
constrained programming is utilized, which introduces the 
difficulties in solving the optimal dispatch model. Generally, 
these probability constraints can be converted to deterministic 
expressions based on the cumulative distribution function 
(CDF). However, for multiple wind farms considering wind 
power correlation, the joint cumulative distribution function is 
difficult or even impossible to obtain. The copula function is an 
effective way to describe correlation characteristics between 
uncertain factors, which has been widely used in power systems 
[18,19]. Nevertheless, the procedure of obtaining the copula 
function expression is relatively complex. Thus, a deterministic 
transformation method of chance constraints based on sample 
average approximation approach considering wind power 
correlation is proposed. It should be noted that the correlation of 
wind power is not directly modeled in this paper, but rather we 
use modeling of the correlation of wind speed combined with 
the relationship between wind speed and wind power to reflect 
the wind power correlation. 
A. Sample Matrix Considering the Correlation of Wind Speed 
The actual wind speed can be seen as the sum of the 
forecasting values and forecasting errors, which can be 
represented by (23): 
( ) ( ) ( )w w wv t V t tε= +                       (23) 
where Vw(t) denotes the forecasting values. ( )w tε represents the 
forecasting errors. The wind speed forecasting error is usually 
subject to a normal distribution in the daily scheduling horizon. 
A widely used standard normal distribution is adopted in this 




The wind speed between wind farms of close geographical 
location demonstrates a strong correlation characteristic, and 
the correlation usually varies with time. Therefore, the 
time-varying correlation coefficient matrix can be used to 
describe this correlation characteristic [6].  
In the actual day-ahead scheduling model, a set of determined 
wind speed sequences can be determined by the wind speed 
forecast method. However, there would be errors in the wind 
speed forecasting, so the randomness and correlation of wind 
speed forecasting errors are considered in this paper. The 
detailed method is shown as follows. 
1) Time-Varying Correlation Coefficient Matrix 
Historical wind speed data is used to calculate the correlation 
coefficients between different wind farms based on the Pearson 
linear correlation method [6,20]. Auto-correlation coefficients 
are equal to 1. 
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The correlation matrix during a certain period can be 
obtained according to the CXY (t). Taking three wind farms as an 
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According to the correlation matrix, Cholesky decomposition 
can be used to generate correlated sample series, represented by 
(26) 
*=LLΩ                            (26) 
2) Latin Hypercube Sampling 
After the above steps, a sample matrix satisfying the desired 
correlation level can be obtained by utilizing the Latin 
hypercube sampling (LHS) and lower triangular matrix L. 
Detailed procedures to implement LHS can be found in [20]. 
B. Deterministic Transformation of Chance Constraints Based 
on Sample Matrix 
By superimposing the forecasting error sample matrix 
obtained from LHS with the wind speed forecasting value, a 
wind speed random sample matrix Vw is determined. The 
number of rows of Vw represents the number of wind farms, and 
the number of columns denotes the number of wind speed 
sample data. Combined with the relationship between wind 
power output and wind speed [9], the sample matrix Ww of wind 
farm output power Pw,t can be obtained, where the row  i-th 
vector of  the matrix is the i-th wind farm power output sample. 
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The sample matrix WGW is 1×Nsample dimensional matrix, 
WLW is Ne_line×Nsample dimensional matrix. Where Nsample denotes 
the number of samples, Ne_line denotes the number of 
transmission lines in the electricity network. 
According to the sample matrix, the probabilistic constraints 
can be converted to deterministic forms. Taking upward 
spinning reserve constraints as an example, the reserve 
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where Ws GW is the sth sample value of matrix WGW. Ws r,up is 0-1 
variable. With this transformation, the chance constraint (10) is 
substituted by 2Nsample mixed integer linear constraints. 
However, when sample number Nsample is larger, the 
computation time will sharply increase. Thus, an equivalent 
substitution method based on the rank method in [12] is adopted 
here to achieve fast transformation.  Based on the rank method 
in [12], the (29)-(30) could be simplified as (31)-(32). 
E G
up,r u u
, sort,GW sample 2
1







R R N t (31) 
sample1 2
sort,GW GW GW, GW, GW, GW,=sort( )=sort([ , , , , ])W W  
Ns
t t t tW W W W  
(32) 
where ceil () is the round up function, and sort () is the 
ascending sort function. 
Other probability constraints can be similarly transformed 
into deterministic forms. 
IV. SOLUTION PROCEDURE 
The quartic functions and minimum ON/OFF time limits are 
linearized by the method in [21] and [22], respectively. The 
convex relaxation method for gas flow constraints (15)-(16) is 
shown in the Appendix. 
In the solution process, the electricity contract decomposition 
model is first introduced. The obtained daily plan electric 
quantity is regarded as constraints of the bidding units (shown in 
(7)) to ensure the effective delivery of the contract. When the 
decomposed electric quantity is not executable in the dispatch 
plan, a coordinated optimization strategy between electricity 
contract decomposition and dispatch plan formulation is 
designed to deal with this challenge. 
A. Electricity Contract Decomposition Model  
The electricity contract decomposition model must consider 
factors such as contract completion progress, load profile and so 
on to ensure the consistent delivery of contracts. A widely used 
contract decomposition model for minimizing contracts 
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where nb is the number of units for the signed electricity contract. 
x denotes the plan day number. Etrade i  is the total contracted 
electric quantity of bidding unit i. Eo i,x-1 represents the electric 
quantity that have been completed. Ei,x denotes the daily plan 
electric quantity of the unit i. Emax i and Emin i,x  are the maximum and 
minimum decomposed electric quantity, which can be obtained 
according to the maintenance plan, technical parameters of the 
unit and so on. li,x denotes the unit (i) contract completion 
progress. xl represents the average contract completion 
progress of all bidding units. Eplan x  denotes the electric quantity 
that needs to be finished on the plan day. Dx represents the load 
demand of the plan day. L denotes the total number of days 
during the contract period 
Equation (33) adopts variances to represent the differences of 
the electricity contract completion progress between units. 
Equation (34) bounds the minimum and maximum execution 
electric quantity of unit i. Equation (35) indicates that total 
execution electric quantity cannot exceed the contracted energy. 
Equation (36) denotes the constraints of the total daily 
execution electric quantity of all bidding units. Equation (37) 
denotes that the differences of the contract completion progress 
of different units which must not exceed the allowable deviation 
marginσ .  
B. Coordinated Optimization Strategy 
The above established contract decomposition model is 
introduced to the procedure of day-ahead plan formulation in 
this paper.  However, there are cases that the obtained 
decomposed electric quantity of units may not be executable in 
the dispatch plan. Thus, a coordinated optimization strategy is 
proposed to cope with this challenge.  
The key idea of this coordinated optimization strategy is to 
introduce a slack variable to relax the daily electric quantity 
execution constraint (7), and the slack variable results can 
directly reflect the part of the daily decomposed electric 
quantity that cannot be executed. Then apply an iteration 
strategy between the contract decomposition and optimal 
dispatch plan formulation to eliminate the   non-executable 
electric quantity. The detailed procedure is demonstrated as 
follows:  
Step 1:  Solve the electricity contract decomposition model 
and output of the daily plan electric quantity of bidding units. 
Step 2: Determine the unit number for the decomposed 
electric quantity that is non-executable. Relax the constraints in 
(7) with the slack variable iµ  (41). The objective (1) is 
reformulated as (42) 
, , b
1
+ = ,   0
T
i t t i i x i
t
P E i Nµ µ
=





F f M µ
∈
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where f  represents the original objective (1). M denotes a large 
positive number. 
Solve the optimal dispatch model and output of the results.  If  
iµ  is larger than zero, the daily decomposed electric quantity of 
unit i is not executable in the dispatch plan. The size of  iµ   can 
reflect the part of the daily decomposed electric quantity that 
cannot be executed.   
Step 3:  Modify the decomposed electric quantity.  The daily 
execution electric quantity constraints of the bidding units in (34) 
are reformulated as (43). The electricity contract decomposition 
model is solved again to obtain a new decomposed electric 
quantity of unit i. 
min 1
, , , ,    0i x i x i x i iE E E ifµ µ≤ ≤ − >            (43) 
E1 i,x is the decomposed electric quantity at the last time. 
Step 4: Determine the feasibility of the delivery of new 
electricity contract decomposition results into the dispatch plan. 
Substituting the new decomposed energy into the constraints (7) 
in the optimal dispatch model, if iµ  equals zero, the procedure 
is terminated. If not, the above steps are repeated until the 
non-executable electric quantity is eliminated. In order to 
reduce the iteration numbers and improve solution efficiency, a 
threshold value minµ  is set to 20. With the slack variable 
optimization results miniµ µ≥ , the decomposed electric quantity 
is judged to be non-executable.  Fig. 1 demonstrates the 
flowchart of the coordinated optimization strategy.  
Solve the optimal dispatch model and output 
results
Solve the electricity contract decomposition model 
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No
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Fig. 1 Flowchart of the coordinated optimization strategy 



































































































































































(a) IEEE 118-bus electricity network 
 
(b) 10-node natural gas network 
Fig. 2 Topology of the Simulation System 
V. ILLUSTRATIVE EXAMPLE 
The electricity contract decomposition model and optimal 
dispatch model are solved by using the CPLEX solver on a 
MATLAB R2014a platform. A modified IEEE 118-bus 
electricity network and 10-node gas network are used as the test 
system, which is shown in Fig. 2. The basic data of the test 
system can be found in [5], some price parameters, wind speed 
forecasting values and electricity transaction parameters can be 
found in [23]. The cutting in, cutting out and rated wind speed 
are 4, 20 and 15m/s respectively. Historical wind speed data for 
the same month in three different regions of the National 
Oceanic and Atmospheric Administration from 2003 to 2012 
are utilized for analysis [24]. 
A. Correlation of Wind Power 
1) Influence of Wind Power Correlation 
In order to analyze the influence of wind power correlation on 
the optimal dispatch results of the IEGSs, the decomposition 
problem of the electricity contract is not considered in this 
occasion. Two types of test cases are designed as follows: 
Case I:   the wind power correlation is ignored. 
Case II:  the wind power correlation is considered. 
The confidence level 1β is set to 90%. The confidence level  
iβ (i=2,3,4,5) is  set to 96%. The hourly correlation coefficient 
of different wind farms obtained from the analysis of historical 
data in the same month is shown in Fig. 3. Table I presents the 
comparison of system operational costs and total scheduled 
wind power in three typical wind speed environments: normal, 
high and low wind speed periods. It can be observed that the 
total operational cost in Case I is always lower than that in Case 
II in all wind speed environments, and the total scheduled wind 
power is always higher than that in Case II. In addition, from the 
comparison results under different confidence levels (as 
depicted in Fig. 4), the operational costs and scheduled wind 
power in Case I and Case II under different confidence levels 
are evidently different from each other.  
The above results demonstrate that the correlation among 
wind farms would have certain impacts on the scheduling results, 
which should be taken into account in the dispatch plan 
formulation process to obtain a more accurate uncertainty 
modeling and scheduling results. 
2) Influence of Different Confidence Levels 
The forecasting wind speed values in the normal wind speed 
period are used for the analysis of the following cases. When the 
confidence level iβ (i=2,3,4,5) is set to 96%, and the confidence 
level of power balance 1β  is set to different values, the obtained  
total system operational cost and  scheduled wind power results 
are depicted in Fig.4. With the confidence level 1β increased 
from 60% to 95%, the total wind power output gradually 
decreases from 5,494 MW to 4,459 MW in Case I (W-Case I) 
and 5,396 MW to 3,907 MW in Case II (W-Case II), and the 
system operational costs increase from $1,954,050 to 
$1,986,299 in Case I (O-Case I) and $1,957,607 to $2,009,261 
in Case II (O-Case II). The reason is that the confidence level 
represents the operational risk. A larger 1β means the reduced 
risk brought by wind power uncertainties, which would 
inevitably decrease the total scheduled wind power and increase 
the operational costs. On the contrary, a smaller 1β will result in 
lower operational costs and larger scheduled wind power, but 
the risk caused by wind power uncertainties is higher. 
The relationship between the total system operational cost 
and confidence levels 2β , 3β , 4β  and 5β is shown in Fig. 5, in 
which the confidence level 1β  is set to 90% and the confidence 
levels iβ (i=2,3,4,5) is set to the same value. The operational 
cost will continue to increase with the reserve and line security 
confidence levels varied from 90% to 98%. Although the system 
economy is deteriorated, the reliability of the system operation 
is increased.  
The above analysis demonstrates that choosing the 
confidence level is practical significant for the IEGSs operation. 
A proper confidence level should be set to realize a balanced 
tradeoff between system economy, renewable generation 
accommodation and reliability in practical applications. 
 
























Fig. 3 Hourly correlation coefficients of wind farms 
TABLE I 
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OPERATIONAL COSTS AND SCHEDULED WIND POWER OUTPUT COMPARISON OF 
DIFFERENT CASES 
Period 
Case I Case II 




speed period 1978767 4700 1992279 4281 
high wind 
speed period 1890823 7817 1902124 7384 
low  wind 
speed period 2003795 3889 2028744 3483 
 
 
Fig.4 The operational costs and total wind power output under different 
confidence levels for 1β  
 
Fig. 5 The operational costs under different confidence levels for   2β , 3β , 4β  
and 5β  
B. Coordinated Optimization between Dispatch Plan 
Formulation and Contract Decomposition 
In this section, the coordinated optimization between 
dispatch plan formulation and contract decomposition is 
analyzed with the consideration of wind power correlation 
under normal wind speed periods. The confidence level of 
power balance 1β is set to 90%, and the reserve and power flow 
confidence levels 2β , 3β , 4β  and 5β  are all set to  96%.The 
electricity contract parameters of the bidding units can be found 
in [23]. Some test cases are designed as follows: 
 Case III: No consideration of electricity contract 
decomposition when formulating the day-ahead dispatch plan.  
Case IV:  The decomposition problem of the electricity 
contract is introduced into the progress of the dispatch plan 
formulation, but the case that the daily decomposed electric 
quantity of the contract may not be executable in the actual 
dispatch plan are ignored. 
Case V: Coordinated optimization between dispatch plan 
formulation and contract decomposition is considered. 
Table II shows the system operational costs and variance of 
the units’ contract completion progress in various cases. 
Compared to Case III, the operational costs increase from 
$1,992,279 to $2,110,107 and the variance of the contract 
completion progress decreases from 6.8529 to 1.7059 in case V. 
This is due to the relative high generation costs of some bidding 
units. When the demand of the contract completion progress is 
involved, the operational costs will increase accordingly. The 
feasibility of the decomposed electric quantity is not considered 
in Case IV, and the decomposed electric quantity is not 
executable in the dispatch plan. Hence, the operational costs are 
not obtained in Case IV. 
The variance of the contract completion progress in Case IV 
and Case V are 1.5331 and 1.7059, respectively, which are 
evidently lower than the 6.8529 in Case III. It is revealed that 
considering the electricity contract decomposition problems 
when formulating the dispatch plan can reduce the contract 
completion deviation of different units, so as to improve the 
fairness of the contract completion schedule plan formulation. 
Although the variance of the contract completion progress in 
case IV is lower than that in Case V, the daily decomposed 
electric quantity cannot be fully executable in the dispatch plan. 
The proposed method in Case V first locates the unit number 
that shows the decomposed electric quantity is not executable 
and the non-executable electric quantity in the first 
decomposition results. As shown in Fig.6, the blue line 
represents the unit number and corresponding non-executable 
electric quantities in the first contract decomposition results. 
G16, G21, G22, G24, G43 and G45 are the units for which the 
decomposed electric quantity is not executable. Among them, 
the worst case is the contract decomposition results of unit G43 
whose non-executable electric quantity is up to 442 MWh. 
Through iterative coordinated optimization of the optimal 
dispatch model and contract decomposition model, the 
non-executable electric quantity is eliminated, which is shown 
as a red and black line in Fig.6.  It can be observed that the 
non-executable electric quantity is eliminated through two 
iterations.  The final contract decomposition results are shown 
in the red bar graph in Fig. 7. As seen,  the  generation of units 
which first had decomposed contract energy are non-executable, 
are reduced, and the reduced power generation are completed 
by units G27, and G28, which ensures the total power 
generation of the bidding units on the plan day. 
The above analysis shows that considering coordinated 
optimization between dispatch plan formulation and contract 
decomposition can provide relatively practical decomposition 
results, so as to improve the fairness of the contract completion 
schedule plan formulation and the feasibility of the delivery of 
the electricity transaction plan into the dispatch plan. 
TABLE II 
COMPARISON OF OPERATION COSTS AND VARIANCE OF CONTRACT 
COMPLETION PROGRESS IN DIFFERENT CASE 
 Operation costs/$ Variance of contract completion progress 
Case III 1992279 6.8529 
Case IV × 1.5331 
Case V 2110107 1.7059 
 




Fig. 6 Non-executable electric quantity varies over number of iterations 
 
Fig. 7 Results of daily contract decomposition in Case IV and Case V 
VI. CONCLUSION 
This paper proposes a novel stochastic optimal dispatch of an 
IEGS considering wind power correlation and electricity 
transactions. The influence of wind power uncertainties is 
modeled as probabilistic chance constraints by using 
chance-constrained programing. This design can drive the IEGS 
operation to realize a balanced trade-off between operational 
costs, wind power utilization and system reliability through 
setting a reasonable confidence level. Moreover, a coordinated 
optimization strategy between electricity contract 
decomposition and day-ahead dispatch plan formulation is 
developed to provide relatively practical decomposition results, 
so as to improve the feasibility of the delivery of the electricity 
transaction plans into the dispatch plan.  
  APPENDIX 
The gas flow equation (15) can be eased by the second-order 
cone programming (SOCP) method in [25], the detailed 
relaxation progress is shown as follows: 
2 2,  i i j jπ π∏ = ∏ =              (44) 
2( / ) ( )( )ij ij ij ij i jF C f f
+ −= − ∏ −∏              (45) 
 max maxij ij ij ij ijf F F f F
− +− ⋅ ≤ ≤ ⋅                        (46) 
+ 1ij ijf f
− + ≤                                           (47) 
where ijf
+  and ijf
−  are 0-1 variables that represent the gas flow 
direction of pipeline ij. Fmax ij  represents the maximum allowable 
gas flow through pipeline ij. 
 The equation (45) can be further substituted by (48)-(52): 
2
gas( / ) ,   ( , )ij ij ijF C i j Nλ= ∀ ∈                     (48) 
   min max( 1)( )ij j i ij ij i jf fλ
+ −≥ ∏ −∏ + − + ∏ −∏          (49) 
max min( 1)( )ij i j ij ij i jf fλ
+ −≥ ∏ −∏ + − − ∏ −∏          (50) 
max min( 1)( )ij j i ij ij i jf fλ
+ −≤ ∏ −∏ + − + ∏ −∏          (51) 
min max( 1)( )ij i j ij ij i jf fλ
+ −≤ ∏ −∏ + − − ∏ −∏          (52) 
Furthermore, equation (48) can be eased into a standard 












≤                       (53) 
The final gas flow equation relaxation forms can be 
represented by (46)-(47) and (49)-(53). However, the accuracy 
of the relaxation cannot be always guaranteed due to the 
influence of objective functions and network constraints. Thus, 
a small penalty item represented by ijδλ   is added to (1) to 
tighten SOC constraints, in which δ  is 0.01. 
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