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Abstract
The paper introduces the notion of a locally coalgebra-Galois extension and, as its
special case, a locally cleft extension, generalising concepts from [9]. The neces-
sary and sufficient conditions for a locally coalgebra-Galois extension to be a
(global) coalgebra-Galois extension are stated. As an important special case, it
is proven, that under not very restrictive conditions the gluing of two locally
cleft extensions is a globally coalgebra-Galois extension. As an example, the
quantum lens space of positive charge is constructed by gluing of two quan-
tum solid tori.
1 Introduction
Constructing new topological spaces by gluing together several known ones, or
studying the properties of a given space by presenting it as a patching of topolog-
ical spaces of a simpler structure, is the standard method in the classical topology
which was frequently adapted to the noncommutative geometry. Examples in-
clude the quantum real projective sphere ([13]), and the Podles´ sphere (defined
in [20], it was proven in [22] and [13] that it is C∗-isomorphic with gluing of two
quantum discs), the Matsumoto sphere and the quantum lens space ([16] and [17]).
The basic idea about covering quantum spaces by quantum subsets stems from
the observation that an ideal of the algebra of functions on a given quantum space
can be interpreted as consisting of those functions, which assume the value zero on
some quantum subset. Then the quotient algebra can be viewed as the algebra of
functions on this quantum subset.
Suppose that the algebra of functions on some quantum space has a family of
ideals, which intersect at zero. Dually it means that the corresponding quantum
subsets cover the whole of quantum space.
The covering and gluing of C∗-algebras and the notion of a locally trivial quan-
tum principal bundles in the context of C∗-algebras were introduced in [7]. The
purely algebraic theory of covering and gluing of algebras and differential alge-
bras was presented in [8], which was followed by the purely algebraic definition
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of locally trivial quantum principal bundles in [9]. An example of a locally trivial
principal bundle was produced in [9] and further elaborated in [12]. The theory
resembling locally cleft extensions, based on sheaf theory was independently de-
veloped in [19].
In what follows we introduce the concept of locally coalgebra-Galois extensions
which, without going into technical details, are the algebras and comodules which
have covers such that each of the quotient spaces are coalgebra-Galois extensions.
Of a particular interest are the conditions which ensure that a locally coalgebra-
Galois extension is a (global) coalgebra-Galois extension. Later we concentrate on
the special case, in which all the quotient spaces of the cover of a locally Galois
extension are cleft, which can be considered as the natural generalisation of locally
trivial quantum principal bundles introduced in [9].
2 Basic definitions and notation
We work over the general commutative ring K.
Categories of modules and comodules. Let C and H be coalgebras, and A and
B algebras. We denote by AM, MB,
HM, MC, AMB,
HMC, AM
C, etc, respec-
tively, the category of left A-modules, right B-modules, left H-comodules, right
C-comodules, (A, B)-bimodules, (H,C)-bicomodules, left A-modules and right C-
comodules such that the C-coaction commutes with the A-action, etc. Unadorned
M will denote category of K-modules. All algebraic objects considered belong to
this category.
Comultiplication, coaction and the Sweedler notation. Suppose C and H are
coalgebras, M ∈ HM and N ∈ MC. We denote the comultiplication by ∆ : C →
C ⊗ C, the left H-coaction by Hρ : M → H ⊗M, the right C-coaction by ρC : N →
N ⊗ C. Occasionally, to avoid confusion, we indicate the module being coacted on,
writing ρCN for ρ
C : N → N ⊗ C, and similarly for left coactions. We also use the
Sweedler notation: ∆(c) = c(1)⊗ c(2),
Hρ(m) = m(−1)⊗m(0), ρ
C(n) = n(0) ⊗ n(1) for
all c ∈ C, m ∈ M, n ∈ N, and the summation is implicitly understood.
Antipodes, counits and units. Let C be a coalgebra. We denote by εC : C → K
the counit of C. If there is no danger of confusion, we write ε for εC. If C is a Hopf
algebra, then the antipode of C is denoted by S : C → C. If A is an algebra, in
most cases we use the symbol 1A or simply 1 for the unit of A. Occasionally, we
may need to write the unit explicitly as a map η : K → A, k 7→ k1A. Whenever it
does not cause any ambiguity, we identify in notation the ground ring K with the
subalgebra K1A of A, i.e., depending on context, for any k ∈ K, k may mean also
k1A for some algebra A.
Entwining structures Let C be a coalgebra and A an algebra. Entwining struc-
tures were introduced in [5] as a very general way of linking algebra structure on
A and coalgebra structure on C. A good introduction to entwining strtuctures can
be found in [6]. Throughout this paper by entwining map we mean a right-right
version ψ : C ⊗ A → A ⊗ C, the corresponding entwining structure is denoted
(A,C)ψ.
We use the following summation notation for an entwining map ψ:
ψ(c⊗ a) = aα ⊗ c
α, for all c ∈ C, a ∈ A,
where small Greek letters are used for implicit summation indices.
With this summation notation, the bow-tie diagram condition (cf. [6]) can be
explicitly written as
1α ⊗ c
α = 1⊗ c, (1a)
aαε
C(cα) = aεC(c), (1b)
(aa′)α ⊗ c
α = aαa
′
β ⊗ c
αβ, (1c)
aα ⊗ c
α
(1) ⊗ c
α
(2) = aβα ⊗ c(1)
α ⊗ c(2)
β, (1d)
for all a, a′ ∈ A, c ∈ C.
Let (A,C)ψ be an entwining structure, and let P be an algebra and an (A,C)ψ-
entwined module. An algebra extension B ⊆ P is called an (A,C)ψ-extension if
and only if B = PcoC. Of particular interests are (A,C)ψ-extensions B ⊆ A. Such
extensions are denoted by A(B,C,ψ). In this case, if there exists a grouplike ele-
ment e ∈ C such that, for all a ∈ A, ρC(a) = ψ(e ⊗ a) then Ae(B,C,ψ) is called an
e-copointed (A,C)ψ-extension.
The canonical map and quantum principal bundles Suppose that C is a coalge-
bra and P is an algebra and a right C-comodule. Let B = PcoC be a subalgebra of
coinvariants of right C-coaction. To set the notation we recall the definition of the
canonical map,
canCP : P⊗B P → P⊗ C, p⊗B p
′ 7→ pp′(0) ⊗ p
′
(1).
If the canonical map is a bijection then P(B)C is called a C-coalgebra Galois exten-
sion of B. If, in addition C is a Hopf algebra and P is a C-comodule algebra, then
P(B)C is called a C-Hopf Galois extension. We recall the definition of the transla-
tion map,
τCP : C → P⊗B P, c 7→ (can
C
P)
−1(1⊗ c),
for all c ∈ C. We use an explicit ‘Sweedler like’ notation for the translation map,
τCP (c) = c
[1] ⊗B c
[2], for all c ∈ C,
where an implicit summation is understood. The translation map has a number of
useful properties (cf. 34.4 [6]). In particular, for all c ∈ C, p ∈ P,
c[1]c[2](0) ⊗ c
[2]
(1) = 1P ⊗ c, (2)
p(0)p(1)
[1] ⊗B p(1)
[2] = 1P ⊗B p, (3)
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Entwinings and C-coalgebra Galois extensions are closely related. If P(B)C is a
C-coalgebra Galois extension, then the map (cf. Theorem 2.7 [4])
ψcan : C⊗ P → P⊗ C, c⊗ a 7→ can
C
P(τ
C
P (c)p) (4)
is the unique entwining such that P is an entwined module. In particular, if P(B)C
is a C-Hopf Galois extension, then ψcan(c⊗ p) = p(0) ⊗ cp(1).
Multiplication of subsets Suppose that A is an algebra, M ∈ AM and ρA : A⊗
M → M denotes the left A-action. Let B ⊆ A, N ⊆ M be subsets. Unless otherwise
stated, in what follows, we denote BN ≡ ρA(B ⊗ N). We use similar convention
for right modules.
2.1 Cleft extensions
An interesting class of coalgebra-Galois extensions is provided by cleft extensions.
Definition 2.1. Let C be a coalgebra, P be an algebra and a right C-comodule. A
convolution invertible and a right C-colinear map γ : C → P is called a cleaving
map. AC-coalgebra Galois extension P(B)C such that there exists a cleavingmap γ :
C → P is called a cleft coalgebra Galois extension and is denoted by P(B)Cγ . Similarly
a cleft (P,C)ψ-extension Pγ(B,C,ψ) is a (P,C)ψ-extension with a cleaving map γ.
Observe that if P(B)C is cleft, then the inverse of the canonical map has the form
(canCP)
−1(p⊗ c) = pγ−1(c(1))⊗B γ(c(2)), for all c ∈ C, p ∈ P, (5)
where γ−1 means the convolution inverse.
Proposition 2.2. (Proposition 2.3 [3].) Let C be a coalgebra, P be a right comodule and
B = PcoC. If there exists a cleaving map γ : C → P, then the following are equivalent:
1. P(B)C is a C-coalgebra Galois extension.
2. There exists an entwining ψ such that P(B,C,ψ) is a (P,C)ψ-extension.
3. For all p ∈ P, p(0)γ
−1(p(1)) ∈ B.
If any of the above conditions hold, then P ≃ B ⊗ C in BM
C, where the isomorphism
θγ : P → B⊗ C and its inverse θ
−1
γ : B⊗ C → P are given explicitly by
θγ(p) = p(0)γ
−1(p(1))⊗ p(2),
θ−1γ (b⊗ c) = bγ(c). (6)
Lemma 2.3. Suppose that P(B)Cγ is a cleft C-coalgebra Galois extension, and that γ : C →
P is a cleaving map on P. The map
γ′ = m ◦ (Γ⊗ γ) ◦ ∆, (7)
where Γ : C → B is a convolution invertible map called a gauge transformation, is also a
cleaving map on P, and any other cleaving map on P has this form.
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3 Covering of modules and algebras
In this and the next section we recall basic definitions and theorems from [8]. Note
that the covering and gluing of modules was actually introduced in [10].
Inwhat follows, all algebraic objects, unless specified otherwise, areK-modules,
where K is a unital commutative ring such that K ∋ 2 6= 0, K ∋ 3 6= 0, and any
K-module M considered is such that 2M = M, 3M = M.
Definition 3.1. Let A, B be algebras and let C be a coalgebra. Suppose that M
is an (A, B)-bimodule (resp. a right C-comodule, an algebra, an algebra and a
right C-comodule, etc.) Let I be a finite index set, and let (Ji)i∈I be a family of
sub-bimodules (resp. C-sub-comodules, ideals, ideals which are also right C-sub-
comodules, etc.) of M, such that ⋂
i∈I
Ji = {0}. (8)
Then the family (Ji)i∈I is called a cover or a covering of M.
In what follows we will only consider finite covers, i.e., in the statement ‘(Ji)i∈I
is a covering’ it should be implicitly understood that the index set I is finite.
Observe that the quotient modules
Mi = M/Ji, Mij = M/(Ji + Jj), Mijk = M/(Ji + Jj + Jk), . . . , (9)
are (A, B)-bimodules (resp. C-comodules, algebras, algebras and right C-como-
dules, etc.), and hence, for all i, j, k ∈ I, the canonical surjections
πi : M → Mi, m 7→ m+ Ji; πij : M → Mij, m 7→ m+ Ji + Jj;
πijk : M → Mijk, m 7→ m+ Ji + Jj + Jk; . . . ;
πij : Mi → Mij, m+ Ji 7→ m+ Ji + Jj;
πijk : Mi → Mijk, m+ Ji 7→ m+ Ji + Jj + Jk; . . . (10)
are morphisms in the respective categories. Note that, by our assumption at the
beginning of this section, about the ground ring K, for all i, j, k ∈ I, Mii = Mi =
Miii, Miij = Mij, Mij = Mji, etc., and also
πii = πi, πij = πji, π
i
i = Mi, π
i
j ◦ πi = πij, π
i
jk ◦ πi = πijk, etc., (11)
A module
Mc = {(mi)i∈I ∈
⊕
i∈I
Mi | ∀i,j∈I π
i
j(mi) = π
j
i (mj)} (12)
is called a covering completion of M. Observe that Mc = kerΨM, where
ΨM :
⊕
i∈I
Mi →
⊕
i,j∈I
Mij, (mi)i∈I 7→ (π
i
j(mi)− π
j
i (mj))i,j∈I. (13)
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The map
κM : M → M
c, m 7→ (πi(m))i∈I (14)
is clearly injective (as ker κM =
⋂
i∈I kerπi =
⋂
i∈I Ji = {0}). If κM is also surjective,
then the cover (Ji)i∈I of M is called a complete cover.
Note that the definitions of the module Mc and the map κM make sense even if
the family (Ji)i∈I is not a cover. Accordingly, in what follows, we shall make use of
the term covering completion Mc and the map κM also when
⋂
i∈I Ji 6= {0}. In fact,
κM is injective if and only if (Ji)i∈I is a cover.
If M is an algebra with unit (and Ji, i ∈ I, are ideals), then M
c is an algebra, with
unit (1Mi)i∈I and
(mi)i∈I · (nj)j∈I = (mini)i∈I, for all (mi)i∈I, (nj)j∈I ∈ M
c. (15)
The map κM is then an algebra morphism. Similarly, if C is a coalgebra, flat as a
K-module, and M is a C-comodule (and (Ji)i∈I is a family of sub-comodules), then
Mc is naturally a C-comodule with the coaction
ρC : Mc → Mc ⊗ C, (mi)i∈I 7→ (mi(0) ⊗mi(1))i∈I. (16)
With respect to this coaction κM is a right C-colinear map.
The following two propositions give criterions for a cover to be a complete one.
Lemma 3.2. (Proposition 1, [8].) Let M be a K-module, and let J1, J2 ⊆ M be K-sub-
modules. Then the map κM : M → M
c defined by (14) is surjective. In particular, any
covering by two subspaces is complete.
Lemma 3.3. (Proposition 3, [8].) Let M be a K-module and let (Ji)i∈I be a covering of M.
Assume that the index set is I = {1, 2, . . . , n} and that, for all k ∈ I, the submodules Mi
satisfy ⋂
i∈{1,2,...,k−1}
(Ji + Jk) =

 ⋂
i∈{1,2,...,k−1}
Ji

+ Jk. (17)
Then the covering (Ji)i∈I is complete.
The condition (17) is not necessary. Note however that the closed ideals of a
C∗-algebra form a net with respect to intersection and addition, which is stronger
condition than (17). Moreover, a similar but weaker than (17) condition is a neces-
sary condition.
Lemma 3.4. (Proposition 4, [8].) Let M be a K-module, and let (Ji)i∈I be a complete
covering of M. Then, for all k ∈ I,
⋂
i 6=k
(Ji + Jk) =

⋂
i 6=k
Ji

+ Jk. (18)
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4 Gluing of modules and algebras
Let Mi, Mij, i, j ∈ I, be a finite family of modules, and let π
i
j : Mi → Mij be a family
of surjective homomorphisms such that Mii = Mi, Mij = Mji and π
i
i = Mi, for all
i, j ∈ I. Then the module
⊕
πij
Mi =
{
(mi)i∈I ∈
⊕
i∈I
Mi | ∀i,j∈Iπ
i
j(mi) = π
j
i (mj)
}
(19)
is called a gluing of the modules Mi with respect to π
i
j (Definition 3 [8]).
Similarly as in the case of covering completions, if the modules Mi, Mij, i, j ∈ I
are (unital) algebras and maps πij are (unital) algebra maps, then gluing
⊕
πij
Mi is
an algebra. If C is a coalgebra flat as a K-module, and modules Mi, Mij are right
C-comodules and the maps πij are right C-colinear, then
⊕
πij
Mi is naturally a right
C-comodule.
Proposition 4.1. (Proposition 8 [8].) Suppose that M =
⊕
πij
Mi. For all i ∈ I, let
pi :
⊕
πkl
Mk → Mi, (mj)j∈I 7→ mi. (20)
Then (ker(pi))i∈I is a complete covering of M.
The maps pi, i ∈ I, defined above are not in general surjective. The reason,
given in [8], is that our definition of gluing (19) does not exclude self-gluing. The
following proposition gives sufficient condition for surjectivity of maps pi, i ∈ I.
Proposition 4.2. (Proposition 9 [8].) Let M =
⊕
πij
Mi. Assume that the epimorphisms
πij : Mi → Mij have the following properties.
For all i, j, k ∈ I, πij(kerπ
i
k) = π
j
i (kerπ
j
k). (21)
Define isomorphisms
θ
ij
k : Mi/(kerπ
i
j + kerπ
i
k) → Mij/π
i
j(kerπ
i
k),
mi + kerπ
i
j + kerπ
i
k 7→ π
i
j(mi) + π
i
j(kerπ
i
k). (22)
Then assume that the isomorphisms
φkij = (θ
ij
k )
−1 ◦ θ
ji
k : Mj/(kerπ
j
i + kerπ
j
k) → Mi/(kerπ
i
j + kerπ
i
k) (23)
satisfy
φ
j
ik = φ
k
ij ◦ φ
i
jk, for all i, j, k ∈ I. (24)
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Let I = {1, 2, . . . , n}. If n > 3, assume that, for all 1 ≤ k < n and 1 ≤ i < k,
⋂
1≤j≤i
(kerπk+1j + kerπ
k+1
i+1 ) =

 ⋂
1≤j≤i
kerπk+1j

+ kerπk+1i+1 . (25)
Then, for all i ∈ I, the maps pi (20) are surjective.
Remark. Note that, for all i, j, k ∈ I, mj ∈ Mj, φ
k
ij(mj + ker(π
j
i ) + ker(π
j
k)) = mi +
ker(πij) + ker(π
i
k), where mi is any element of Mi such that π
i
j(mi) = π
j
i (mj).
5 Locally C-coalgebra Galois extensions
In what follows we shall frequently use the following two simple observations.
Lemma 5.1. Suppose that A and B are algebras, and that π : A → B is a surjective
algebra morphism. Take any N ∈ BMB. Clearly N ∈ AMA with left and right A-actions
defined by a · n · a′ = π(a)nπ(a′), for all a, a′ ∈ A, n ∈ N. Then we can identify N ⊗B N
with N ⊗A N.
Lemma 5.2. Suppose that P(B)C is a C-coalgebra Galois extension. Let A be an algebra
and a right C-comodule, and suppose that π : P → A is an algebra and a right C-comodule
morphism. If π(B) = AcoC, then A(π(B))C is a C-coalgebra Galois extension.
Proof. It is clear that the map
τCA = (π ⊗B π) ◦ τ
C
P : C → A⊗B A ≃ A⊗π(B) A (26)
is the translation map on A, where τCP is the translation map on P, and we used the
identification of A⊗B A with A⊗π(B) A (Lemma 5.1).
Observe that it is not true in general that for an arbitrary coalgebra C and alge-
bras and right C-comodules P and A, such that there exists an algebra surjection
π : P → A, we have AcoC = π(PcoC). As an example take C being a commutative
Hopf algebra generated by a single primitive element x, i.e., ∆(x) = 1⊗ x+ x⊗ 1
and ε(x) = 0. Let P be a free commutative algebra generated by two elements b and
a, and let us define a right C-coaction ρC : P → P⊗ C as an algebra map defined
by an algebra extension of the relations
ρC(b) = b⊗ 1, ρC(a) = a⊗ 1+ b⊗ x. (27)
It is clear that PcoC is a subalgebra of P generated by the element b. Let A = P/(Pb),
i.e., A is a free commutative algebra generated by a+ Pb, and let π : P → A be the
canonical surjection on the quotient space. The map π is clearly right C-colinear,
and moreover, C acts trivially on A, i.e, AcoC = A. However, π(PcoC) = K.
Unfortunately P is not a C-Hopf Galois extension, and we were unable either
to prove that AcoC = π(PcoC) when P is a C-coalgebra Galois extension, nor to
produce a counterexample. The following lemma, however, shows that, under a
not very restrictive condition, AcoC = π(PcoC) when P is a cleft extension.
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Lemma 5.3. Suppose that P(B)C is a cleft C-coalgebra Galois extension, and that π :
P → A is a surjective algebra and right C-comodule morphism. Let γP : C → P be a
cleaving map in P. If π(1(0)γ
−1
P (1(1))) has a right inverse in π(B), then A(π(B))
C is a
cleft C-coalgebra Galois extension.
Proof. The map γA = π ◦ γP : C → A is right C-colinear as the composition of
two C-colinear maps, and it is convolution invertible, with the convolution inverse
given by γ−1A = π ◦ γ
−1
P . Moreover, since π is surjective, for all a ∈ A, there exists
p ∈ P such that a = π(p), and then
a(0)γ
−1
A (a(1)) = π(p(0)γ
−1
P (p(1))) ∈ π(B) ⊆ A
coC.
Therefore, by Proposition 2.2, it remains to prove that AcoC = π(B). Consider the
map
B⊗ C
b⊗c 7→bγP(c)
// P
π
// A (28)
which is surjective by Proposition 2.2. Therefore, in particular, for all s ∈ AcoC,
there exists ∑i bi ⊗ ci ∈ B⊗ C, such that s = π(∑i biγP(ci)) = ∑i π(bi)γA(ci). The
C-coinvariants of A are characterised by the property ρC(s) = sρC(1), therefore,
∑
i
π(bi)γA(ci)1(0) ⊗ 1(1) = ∑
i
π(bi)γA(ci(1))⊗ ci(2).
Applying m ◦ (P⊗ γ−1A ) to both sides of the above equation yields
∑
i
π(bi)γA(ci)1(0)γ
−1
A (1(1)) = ∑
i
π(bi)ε(ci),
hence, if 1(0)γ
−1
A (1(1)) has a right inverse R ∈ π(B), then
s = ∑
i
ε(ci)π(bi)R ∈ π(B),
which ends the proof.
Note that if P(B)Ce,γP is an e− copointed cleft C-coalgebra Galois extension, then
1(0)γ
−1
P (1(1)) = γ
−1
P (e), which is invertible in B with (γ
−1
P (e))
−1 = γP(e) ∈ B.
Definition 5.4. A pair (P(B)C, (Ji)i∈I) is called a locally C-coalgebra Galois extension
if the following conditions are satisfied.
1. P is an algebra and a right C-comodule and B = PcoC.
2. The family (Ji)i∈I of ideals and right C-subcomodules of P is a complete cover
of the algebra P.
3. For all i ∈ I, πi(B) = Pi
coC, and Pi(πi(B))
C is a C-coalgebra Galois extension.
4. For all i, j ∈ I, πij(B) = P
coC
ij .
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Note that while (B∩ Ji)i∈I is a cover of B it does not need to be a complete cover.
Indeed, in general B ∩ Ji + B ∩ Jj 6= B ∩ (Ji + Jj), therefore π¯
i
j 6= π
i
j
∣∣∣
B/(B∩Ji)
, where
π¯ij : B/(B ∩ Ji)→ B/(B ∩ Ji + B ∩ Jj), b+ B ∩ Ji 7→ b+ B ∩ Ji + B ∩ Jj.
The following lemma is very technical and apparently obvious. However, we
shall make use of it several times in critical places and we want to state it explicitly.
Lemma 5.5. Let I, J be index sets and suppose that C, Mi, i ∈ I, Nj, j ∈ J, are K-modules.
There is a well known canonical identification
ϑM : (
⊕
i∈I
Mi)⊗ C →
⊕
i∈I
(Mi ⊗ C), (mi)i∈I ⊗ c 7→ (mi ⊗ c)i∈I,
and similarly ϑN : (
⊕
j∈J Nj)⊗ C ≃
⊕
j∈J(Nj ⊗ C). Let F
i
j : Mi → Nj, i ∈ I, j ∈ J be a
family of K-linear morphisms. Define maps
F :
⊕
i∈I
Mi →
⊕
j∈J
Nj, (mi)i∈I 7→ (∑
i∈I
Fij (mi))j∈J, (29)
G :
⊕
i∈I
(Mi ⊗ C) →
⊕
j∈J
(Nj ⊗ C), (mi ⊗ ci)i∈I 7→ (∑
i
Fij (mi)⊗ ci)j∈J. (30)
Then G ◦ ϑM = ϑN ◦ (F ⊗ C).
Lemma 5.6. Suppose that (P(B)C, (Ji)i∈I) is a locally C-coalgebra Galois extension. For
all i ∈ I, denote by τi : C → Pi ⊗B Pi the translation map in Pi. Then, for all i, j ∈ I,
(πij ⊗B π
i
j) ◦ τi = (π
j
i ⊗B π
j
i ) ◦ τj. (31)
Proof. By Lemma 5.2, both sides of (31) are translation maps in Pij. But the transla-
tion map, if it exists, is unique, hence the equality.
We use an indexed summation notation for the translation map. For all i ∈ I
and c ∈ C,
τi(c) = c
[1]i ⊗B c
[2]i , (32)
implicit summation (not over i though!) is understood.
Proposition 5.7. Let (P(B)C, (Ji)i∈I) be a locally C-coalgebra Galois extension and sup-
pose that C is flat as a K-module. Then P is a (P,C)ψ-entwined module with
ψ : C⊗ P → P⊗ C, c⊗ p 7→ (κ−1P ⊗ C)((ψi(c⊗ πi(p)))i∈I), (33)
where, for all i ∈ I, ψi is the canonical entwining on Pi (4).
Proof. First we prove that the map ψ is well defined. Using (31) we show that, for
all i, j ∈ I, c ∈ C, p ∈ P,
(πij ⊗ C) ◦ ψi(c⊗ πi(p)) = (π
j
i ⊗ C) ◦ ψj(c⊗ πj(p)). (34)
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Indeed,
(πij ⊗ C) ◦ ψi(c⊗ πi(p)) = (π
i
j ⊗ C)(c
[1]iρC(c[2]iπi(p)))
= πij(c
[1]i)ρC(πij(c
[2]i)πij(πi(p))) = π
j
i (c
[1]j)ρC(π
j
i (c
[2]j)π
j
i (πj(p)))
= (π
j
i ⊗ C)(c
[1]jρC(c[2]jπj(p))) = (π
j
i ⊗ C) ◦ ψj(c⊗ πj(p)).
Define the map
ψ¯ : C⊗ P →
⊕
i∈I
(Pi ⊗ C), c⊗ p 7→ (ψi(c⊗ πi(p)))i∈I .
By (34) and Lemma 5.5, Im(ψ¯) ⊆ ker(ΨP ⊗ C) = ker(ΨP) ⊗ C = P
c ⊗ C, where
ΨP is as in (13), and we used the flatness of C and the definition of P
c = ker(ΨP).
Hence the map ψ = (κ−1P ⊗ C) ◦ ψ¯ is well defined.
In order to distinguish between different entwining maps we use indexed sum-
mation notation ψi(c ⊗ πi(p)) = πi(p)αi ⊗ c
αi , for all i ∈ I, p ∈ P, c ∈ C, together
with the usual notation ψ(c⊗ p) = pα ⊗ c
α, an implicit summation understood. We
need to check whether ψ satisfies conditions (1). Indeed, for any c ∈ C,
ψ(c⊗ 1P) = (κ
−1
P ⊗ C)((ψi(c⊗ 1Pi))i∈I)(κ
−1
P ⊗ C)((1Pi)i∈I ⊗ c) = 1P ⊗ c,
where we used that κP (hence κ
−1
P ) is a unital map. Similarly, for all c ∈ C, p ∈ P,
(P⊗ ε) ◦ ψ(c⊗ p) = (κ−1P ⊗ ε)((ψi(c⊗ πi(p)))i∈I)
= (κ−1P ⊗ C)(((Pi ⊗ ε) ◦ ψi(c⊗ πi(p)))i∈I) = κ
−1
P ((πi(p))i∈Iε(c)) = pε(c).
Observe that, for all i ∈ I,
(πi ⊗ C) ◦ ψ = ψi ◦ (C⊗ πi). (35)
Explicitly, for all c ∈ C, p ∈ P, i ∈ I, πi(pα) ⊗ c
α = πi(p)αi ⊗ c
αi . Hence, for all
c ∈ C, p, p′ ∈ P,
(pp′)α ⊗ c
α = (κ−1P ⊗ C)((πi(pp
′)αi ⊗ c
αi)i∈I)
= (κ−1P ⊗ C)((πi(p)αiπi(p
′)βi ⊗ c
αiβi)i∈I)
= (κ−1P ⊗ C)((πi(pα)πi(p
′
β)⊗ c
αβ)i∈I) = pαp
′
β ⊗ c
αβ.
Similarly, for all p ∈ P, c ∈ C,
pα ⊗ c
α
(1) ⊗ c
α
(2) = (κ
−1
P ⊗ C⊗ C)((πi(pα)⊗ c
α
(1) ⊗ c
α
(2))i∈I)
= (κ−1P ⊗ C⊗ C)((πi(p)αi ⊗ c
αi
(1) ⊗ c
αi
(2))i∈I)
= (κ−1P ⊗ C⊗ C)((πi(p)αiβi ⊗ c(1)
βi ⊗ c(2)
αi)i∈I)
= (κ−1P ⊗ C⊗ C)((πi(pαβ)⊗ c(1)
β ⊗ c(2)
α)i∈I) = pαβ ⊗ c(1)
β ⊗ c(2)
α.
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It remains to prove that P is an entwined module. Indeed, using the coaction (16),
for all p, p′ ∈ P,
ρC(pp′) = ρC(κ−1P ◦ κP(pp
′)) = (κ−1P ⊗ C) ◦ ρ
C ◦ κP(pp
′)
= (κ−1P ⊗ C)((ρ
C(πi(p)πi(p
′)))i∈I) = (κ
−1
P ⊗ C)((πi(p)(0)ψi(πi(p)(1) ⊗ πi(p
′)))i∈I)
= (κ−1P ⊗ C)((πi(p(0))ψi(p(1) ⊗ πi(p
′)))i∈I) = p(0)(κ
−1
P ⊗ C)((ψi(p(1) ⊗ πi(p
′)))i∈I)
= p(0)ψ(p(1) ⊗ p
′).
Although a locally coalgebra Galois extension is built out of Galois extensions
it is not necessarily a (global) coalgebra Galois extension. The next theorem, which
is the main result of this section, gives (sufficient and necessary in the case of a
flat coalgebra) conditions for when a locally coalgebra Galois extension is a global
coalgebra Galois extension.
Theorem 5.8. Let (P(B)C, (Ji)i∈I) be a locally C-coalgebra Galois extension.
1. If (ker(πi ⊗B πi))i∈I is a complete covering of P⊗B P and
ker(πij ⊗B πij) = ker(πi ⊗B πi) + ker(πj ⊗B πj), (36)
then P(B)C is a C-coalgebra Galois extension.
2. Suppose that the coalgebra C is flat as a K module. The family (ker(πi ⊗B πi))i∈I
is a cover of P⊗B P if and only if can
C
P is injective.
3. If P(B)C is a C-coalgebra Galois extension and C is flat as a K-module, then the
condition (36) is satisfied and (ker(πi ⊗B πi))i∈I is a complete covering of P⊗B P.
Proof. Observe that, for all i, j ∈ I, modules Pi ⊗B Pi and Pij ⊗B Pij, as the images
of the surjective maps πi ⊗B πi and πij ⊗B πij respectively, can be identified with
the respective quotient spaces P ⊗B P/ ker(πi ⊗B πi) and P⊗B P/ ker(πij ⊗B πij).
Under this identification themapsπi⊗B πi andπij⊗B πij can be viewed as quotient
maps.
1). Suppose first that (ker(πi ⊗B πi))i∈I is a complete cover of P ⊗B P and that
relation (36) is satisfied. The condition (36) means that Pij ⊗B Pij can be identified
with P⊗B P/(ker(πi ⊗B πi) + ker(πj ⊗B πj)). The map π
i
j ⊗B π
i
j is surjective and
(πij ⊗B π
i
j) ◦ (πi ⊗B πi) = πij ⊗B πij. Therefore, the map π
i
j ⊗B π
i
j can be viewed as
a quotient map
πij ⊗B π
i
j : Pi ⊗B Pi → Pij ⊗B Pij,
x+ ker(πi ⊗B πi) 7→ x+ ker(πi ⊗B πi) + ker(πj ⊗B πj). (37)
It follows that the covering completion of P⊗B P can be equivalently defined as
(P⊗B P)
c = {(xi)i∈I ∈
⊕
i∈I
Pi ⊗B Pi | ∀i,j∈I(π
i
j ⊗B π
i
j)(xi) = (π
j
i ⊗B π
j
i )(xj)}, (38)
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and then, by assumption, the map (cf. (14))
κP⊗BP : P⊗B P 7→ (P⊗B P)
c, x 7→ ((πi ⊗B πi)(x))i∈I (39)
is bijective. Define a map
τc : C → (P⊗B P)
c, c 7→ (τi(c))i∈I, (40)
where τi : C 7→ Pi ⊗B Pi is the translation map on Pi, i ∈ I. Equation (31) ensures
that this map has image in (P⊗B P)
c. We claim that the map
(canCP)
−1 : P⊗ C → P⊗B P, p⊗ c 7→ pκ
−1
P⊗BP
◦ τc(c) (41)
is the inverse of the canonical map canCP : P⊗B P → P⊗ C of P. Indeed, denote
¯can : (P⊗B P)
c →
⊕
i∈I
Pi ⊗ C, (pi ⊗B qi)i∈I 7→ (piqi(0) ⊗ qi(1))i∈I. (42)
It is easy to see that
(κP ⊗ C) ◦ can
C
P = ¯can ◦ κP⊗BP, (43)
and therefore, for all p ∈ P and c ∈ C,
canCP ◦ (can
C
P)
−1(p⊗ c) = (κ−1P ⊗ C) ◦ ¯can ◦ κP⊗BP(pκ
−1
P⊗BP
◦ τc(c))
= (κ−1P ⊗ C) ◦ ¯can((πi(p)τi(c))i∈I) = (κ
−1
P ⊗ C)((πi(p)⊗ c)i∈I) = p⊗ c.
Similarly, for all p, q ∈ P,
(canCP)
−1 ◦ canCP(p⊗B q) = (can
C
P)
−1(pq(0) ⊗ q(1)) = pq(0)κ
−1
P⊗BP
◦ τc(q(1))
= κ−1P⊗BP((πi(p)πi(q)(0)τi(πi(q)(1)))i∈I) = κ
−1
P⊗BP
(πi(p) ⊗B πi(q)) = p⊗B q,
where in the fourth equality we used (3), and for the third equality we observed
that pκ−1P⊗BP((xi)i∈I) = κ
−1
P⊗BP
((πi(p)xi)i∈I), for all p ∈ P, (xi)i∈I ∈ (P⊗B P)
c.
2.) Suppose that C is flat as a K-module. It is clear that
¯can((P⊗B P)
c) ⊆ ker(ΨP ⊗ C) = P
c ⊗ C,
where the last equality follows by the flatness of C and the definition of Pc (38) and
ΨP (13). Define
canc : (P⊗B P)
c → Pc ⊗ C, x 7→ ¯can(x). (44)
It is clear that canc is invertible with the inverse
(canc)−1 : Pc ⊗ C → (P⊗B P)
c, (pi)i∈I ⊗ C → ((can
C
Pi
)−1(pi ⊗ c))i∈I. (45)
Using (43), and noticing that κP ⊗ C is bijective, it is easy to see that κP⊗BP is injec-
tive if and only if canCP is. But the injectivity of κP⊗BP is equivalent to (ker(πi ⊗B
πi))i∈I being a cover.
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3. For brevity, we denote cani = can
C
Pi
, canij = can
C
Pij
. By Lemma 5.2, for all i, j ∈ I,
cani ◦ (πi ⊗B πi) = (πi ⊗ C) ◦ can
C
P , (46)
canij ◦ (πij ⊗B πij) = (πij ⊗ C) ◦ can
C
P . (47)
Hence, as the maps canCP , cani, canij are bijective and C is flat as a K-module, it
follows that
ker(πij ⊗B πij) = (can
C
P)
−1(ker(πij ⊗ C)) = (can
C
P)
−1(ker(πij)⊗ C)
= (canCP)
−1(ker(πi)⊗ C+ ker(πj)⊗ C)
= (canCP)
−1(ker(πi ⊗ C)) + (can
C
P)
−1(ker(πj ⊗ C))
= ker(πi ⊗B πi) + ker(πj ⊗B πj).
Furthermore, by (43), as the maps canc, κP ⊗C and can
C
P are bijective, we obtain
that
κP⊗BP = (can
c)−1 ◦ (κP ⊗ C) ◦ can
C
P
is invertible, hence the family (ker(πi ⊗B πi))i∈I is a complete cover of P⊗B P.
Lemma 5.9. Let (P(B)C, (Ji)i∈I) be a locally C-coalgebra Galois extension, and suppose
that the ground ring K is a field. Then the condition (36) is satisfied.
Proof. For all i, j, k ∈ I, the diagrams
0 // PdBP //
πi⊗πi|PdBP

P⊗ P
ΘP
//
πi⊗πi

P⊗B P //
πi⊗Bπi

0
0 // PidBPi // Pi ⊗ Pi
ΘPi
// Pi ⊗B Pi // 0
(48)
and
0 // PdBP //
πij⊗πij|PdBP

P⊗ P
ΘP
//
πij⊗πij

P⊗B P //
πij⊗Bπij

0
0 // PijdBPij // Pij ⊗ Pij
ΘPij
// Pij ⊗B Pij // 0 ,
(49)
where ΘM : M ⊗M → M ⊗B M, M ∈ BMB is a natural surjection on the quotient
space, and d denotes the universal differential, are clearly commutative and have
exact rows.
Since the maps πi ⊗ πi|PdBP and πij ⊗ πij
∣∣
PdBP
are surjective, the application of
the Snake Lemma to the above diagrams yields that the maps
ΘP|ker(πi⊗πi) : ker(πi ⊗ πi) → ker(πi ⊗B πi) (50)
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and
ΘP|ker(πij⊗πij) : ker(πij ⊗ πij) → ker(πij ⊗B πij) (51)
are well defined and surjective. Observe that as K is a field, for all i, j ∈ I,
ker(πi ⊗ πi) = ker(πi)⊗ P+ P⊗ ker(πi),
and
ker(πij ⊗ πij) = ker(πij)⊗ P+ P⊗ ker(πij)
= ker(πi)⊗ P+ ker(πj)⊗ P+ P⊗ ker(πi) + P⊗ ker(πj)
= ker(πi ⊗ πi) + ker(πj ⊗ πj).
Hence, for all i, j ∈ I,
ker(πij ⊗B πij) = ΘP(ker(πij ⊗ πij))
= ΘP(ker(πi ⊗ πi)) + ΘP(ker(πj ⊗ πj)) = ker(πi ⊗B πi) + ker(πj ⊗B πj).
Therefore, Lemma 5.9 implies that, when working over a field, which is prob-
ably the most interesting case from a non-commutative geometry point of view,
to verify whether a locally Galois extension is globally Galois, it suffices to check
whether the covering (ker(πi ⊗B πi))i∈I is a complete covering of P ⊗B P. More
precisely we can state:
Corollary 5.10. Suppose that the ground ring K is a field and that (P(B)C, (Ji)i∈I) is a
locally C-coalgebra Galois extension. Then P(B)C is a C-coalgebra Galois extension if and
only if (ker(πi ⊗B πi))i∈I is a complete cover of P⊗B P.
In view of Corollary 5.10 it is important to study when a cover is a complete
cover.
Lemma 5.11. Let B be an algebra, and let (Ki)i∈I be a family of ideals of B. Denote the
quotient spaces by Bi = B/Ki , Bij = B/(Ki + Kj), i, j ∈ I, and by
πi : B → Bi, πij : B → Bij, π
i
j : Bi → Bij, i, j ∈ I
the canonical surjections. Suppose that M ∈ BM, Mi ∈ BiM, Mij ∈ BijM, i, j ∈ I, is a
family of modules such that Mij = Mji, for all i, j ∈ I, and that
χi : M → Mi, χij : M → Mij, χ
i
j : Mi :→ Mij, i, j ∈ I,
is a family of surjective K-linear morphisms with the properties
ker(χij) = ker(χi) + ker(χj), (52)
χij ◦ χi = χij = χ
j
i ◦ χj, (53)
χi(bm) = πi(b)χi(m), χij(bm) = πij(b)χij(m), (54)
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for all i, j ∈ I, b ∈ B, m ∈ M.
Let I = {1, 2, . . . , n}, n > 2. Suppose that, for all 2 < k ≤ n,
⋂
i∈{1,2,...,k−1}
χk(ker(χi)) ⊆
(
k−1
∏
i=1
πk(Ki)
)
Mk. (55)
Then, for all 2 < k ≤ n,
⋂
i∈{1,2,...,k−1}
(ker(χi) + ker(χk)) =

 ⋂
i∈{1,2,...,k−1}
ker(χi)

+ ker(χk). (56)
Proof. Note that by (53) and (52), for all i, j ∈ I, ker(χij) = χi(ker(χj)). Therefore,
for all 2 < k ≤ n,
⋂
i∈{1,2,...,k−1}
(ker(χi) + ker(χk)) =
⋂
i∈{1,2,...,k−1}
ker(χik) = ker
(
k−1⊕
i=1
χik
)
= ker
((
k−1⊕
i=1
χki
)
◦ χk
)
= (χk)
−1
(
ker
(
k−1⊕
i=1
χki
))
= (χk)
−1

 ⋂
i∈{1,2,...,k−1}
ker(χki )

 = (χk)−1

 ⋂
i∈{1,2,...,k−1}
χk(ker(χi))


⊆ (χk)
−1
((
k−1
∏
i=1
πk(Ki)
)
Mk
)
=
(
k−1
∏
i=1
Ki
)
M+ ker(χk)
⊆

 ⋂
i∈{1,2,...,k−1}
ker(χi)

+ ker(χk).
The inclusion relation in the opposite direction is always satisfied.
Proposition 5.12. Suppose that the ground ring K is a field. Let (P(B)C, (Ji)i∈I) be a
locally C-coalgebra Galois extension, and let πi : P → Pi = P/Ji , etc., be the surjections
on the quotient spaces. Let Ki = B ∩ Ji, i ∈ I. Suppose that I = {1, 2, . . . , n} and, for all
2 < k ≤ n, ⋂
i∈{1,2,...,k−1}
πk(Ji) ⊆
(
k−1
∏
i=1
πk(Ki)
)
Pk. (57)
Then if the family (ker(πi ⊗B πi))i∈I is a cover of P⊗B P, then it is a complete cover.
Proof. For all i, j ∈ I, denote Bi = B/Ki, Bij = B/Kij and define maps
χi = cani ◦ (πi ⊗B πi) : P⊗B P → Pi ⊗ C, (58)
χij = canij ◦ (πij ⊗B πij) : P⊗B P → Pij ⊗ C, (59)
χij = π
i
j ⊗ C : Pi ⊗ C → Pij ⊗ C, (60)
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which clearly satisfy the conditions (53)-(54). Moreover, as the maps cani and canij
are bijective, it follows that ker(χi) = ker(πi ⊗B πi) and
ker(χij) = ker(πij ⊗B πij) = ker(πi ⊗B πi) + ker(πj ⊗B πj) = ker(χi) + ker(χj),
where the second equality follows from Lemma 5.9. Moreover, for all 2 < k ≤ n,
⋂
i∈{1,2,...,k−1}
χk(ker(χi)) =
⋂
i∈{1,2,...,k−1}
ker(πki ⊗ C) =
⋂
i∈{1,2,...,k−1}
ker(πki )⊗ C
= ker
(
k−1⊕
i=1
πki
)
⊗ C =

 ⋂
i∈{1,2,...,k−1}
πk(Ji)

⊗ C ⊆
(
k−1
∏
i=1
πk(Ki)
)
(Pk ⊗ C).
Therefore, by Lemma 5.11, for all 2 < k ≤ n,
⋂
i∈{1,2,...,k−1}
(ker(πi ⊗B πi) + ker(πk ⊗B πk))
=

 ⋂
i∈{1,2,...,k−1}
ker(πi ⊗B πi)

+ ker(πk ⊗B πk),
and hence, by Lemma 3.3, the family (ker(πi ⊗B πi))i∈I is a complete cover of P⊗B
P.
The following lemma is probably well known, but we were unable to find the
reference.
Lemma 5.13. Let M, M′, M′′ be K-modules and let K, L ⊆ M, K′, L′ ⊆ M′, K′′, L′′ ⊆
M′′ be submodules. Suppose that
f : K + L → K′ + L′, g : K′ + L′ → K′′ + L′′
are K-linear maps such that the sequences
0 // K
f |K
// K′
g|K′
// K′′ // 0, (61)
0 // L
f |L
// L′
g|L′
// L′′ // 0, (62)
are well defined and exact. Then the sequence
0 // K ∩ L
f |K∩L
// K′ ∩ L′
g|K′∩L′
// K′′ ∩ L′′ // 0 (63)
is exact if and only if the sequence
0 // K + L
f
// K′ + L′
g
// K′′ + L′′ // 0 (64)
is exact.
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Proof. (64)⇒(63). Suppose that the sequence (64) is exact. Clearly f |K∩L is injective
and g|K′∩L′ ◦ f |K∩L = 0. Suppose that for some m
′ ∈ K′ ∩ L′, g(m′) = 0. By
the exactness of (61) and (62), there exist elements k ∈ K and l ∈ L, such that
f (k) = m′ = f (l), i.e., f (k − l) = 0. But f is, by the assumption, injective, therefore
k = l ∈ K ∩ L. Hence the sequence (63) is exact at K′ ∩ L′.
Finally, let m′′ ∈ K′′ ∩ L′′. By the exactness of (61) and (62), there exist elements
k ∈ K′, l ∈ L′ such that g(k′) = m′′ = g(l′), hence g(k′ − l′) = 0. By the exactness
of (64) at K′ + L′, there exist elements k ∈ K, l ∈ L such that f (k + l) = k′ − l′, i.e.,
k′ − f (k) = l′ + f (l) ∈ K′ ∩ L′ and g(k′ − f (k)) = g(k′) = m′′, hence g(K′ ∩ L′) =
K′′ ∩ L′′.
(63)⇒(64). The map g is clearly surjective, as g(K′ + L′) = g(K′) + g(L′) = K′′ + L′′
by the exactness of (61) and (62). Similarly, for all k ∈ K, l ∈ L, g ◦ f (k + l) =
g ◦ f (k) + g ◦ f (l) = 0.
Suppose that, for some k′ ∈ K′, l′ ∈ L′, g(k′ + l′) = 0, i.e., g(k′) = g(−l′) ∈
K′′ ∩ L′′. As, by the assumption g(K′ ∩ L′) = K′′ ∩ L′′, there exists m′ ∈ K′ ∩ L′
such that g(m′) = g(k′) = g(−l′), i.e., g(k′ − m′) = 0 and g(l′ + m′) = 0. By the
exactness of (61) and (62), there exists k ∈ K, l ∈ L, such that f (k) = k′ − m′ and
f (l) = l′ +m′. Therefore f (k + l) = k′ −m′ + l′ +m′ = k′ + l′, and we have proven
that the sequence (64) is exact at K′ + L′.
Finally, suppose that f (k + l) = 0, for some k ∈ K, l ∈ L, i.e, f (k) = f (−l) ∈
K′ ∩ L′. As g( f (k)) = 0, we have by the exactness of (63) at K′ ∩ L′ that there exists
m ∈ K ∩ L such that f (m) = f (k) = f (−l), i.e., f (k − m) = 0 and f (l + m) = 0.
However f |K and f |L are by assumption injective, hence k−m = 0 and l +m = 0.
Therefore k+ l = k−m+ l +m = 0 and we have proven that f is injective.
Corollary 5.14. We keep the notation and assumptions from the above lemma. Suppose
that in addition we are given exact sequence of K-maps
0 // M
s
// M′
t
// M′′ // 0, (65)
such that f = s|K+L and g = t|K′+L′ . Then g(K
′ ∩ L′) = K′′ ∩ L′′ if and only if f (K +
L) = ker(g).
Proof. It is easy to see that, under the assumptions, the sequences (63) and (64) are
exact, apart from the conditions g(K′ ∩ L′) = K′′ ∩ L′′ and f (K + L) = ker(g).
Lemma 5.15. Suppose that K is a field. Let f : M → N, g : M → N′ be K-vector space
morphisms such that ker( f ) ∩ ker(g) = {0}. Then
ker( f ⊗ f ) ∩ ker(g⊗ g) = ker( f )⊗ ker(g) + ker(g) ⊗ ker( f ). (66)
Proof. As K is a vector space and ker( f ) ∩ ker(g) = {0}, we can write
M = M¯⊕ ker( f )⊕ ker(g),
and the assertion of the lemma easily follows.
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Proposition 5.16. Suppose that K is a field and that I = {1, 2}. Let (P(B)C, (Ji)i∈I) be a
locally C-coalgebra Galois extension. Suppose that
Ji = (B ∩ Ji)P, for all i ∈ I. (67)
Then P(B)C is a C-coalgebra Galois extension if and only if
(ker(π1 ⊗ π1) + ker(π2 ⊗ π2)) ∩ PdBP
= ker(π1 ⊗ π1) ∩ PdBP+ ker(π2 ⊗ π2) ∩ PdBP.
Proof. By the Snake Lemma, for all i, j ∈ I, the commutative diagrams (48) and (49)
with exact rows induce the exact sequences
0 // ker(πi ⊗ πi) ∩ PdBP // ker(πi ⊗ πi) // ker(πi ⊗B πi) // 0 (68)
and
0 // ker(πij ⊗ πij) ∩ PdBP // ker(πij ⊗ πij) // ker(πij ⊗B πij) // 0. (69)
By Lemma 5.9, the sequence (69) can be written as
0 // (ker(πi ⊗ πi) + ker(πj ⊗ πj)) ∩ PdBP // ker(πi ⊗ πi) + ker(πj ⊗ πj)
// ker(πi ⊗B πi) + ker(πj ⊗B πj) // 0.
It follows immediately from Corollary 5.14 that
ΘP(ker(πi ⊗ πi) ∩ ker(πj ⊗ πj)) = ker(πi ⊗B πi) ∩ ker(πj ⊗B πj), (70)
where ΘP : P ⊗ P → P ⊗B P is the natural surjection on the quotient space (cf.
Lemma 5.9), if and only if
(ker(πi⊗πi)+ker(πj⊗πj))∩PdBP = ker(πi⊗πi)∩PdBP+ker(πj⊗πj)∩PdBP.
(71)
Let I = {1, 2}. Hence ker(π1) ∩ ker(π2) = {0}, and so, by Lemma 5.15,
ker(π1 ⊗ π1) ∩ ker(π2 ⊗ π2) = ker(π1)⊗ ker(π2) + ker(π2)⊗ ker(π1). (72)
Suppose that (67) is satisfied. Then by (72), ΘP(ker(πi⊗πi)∩ker(πj⊗πj))ΘP(ker(π1)⊗
ker(π2) + ker(π2)⊗ ker(π1)) = J1⊗B (J2 ∩ B)P+ J2⊗B (J1 ∩ B)P = 0 as J1 J2, J2 J1 ⊆
J1 ∩ J2 = {0}. Therefore, if in addition (70) is satisfied, then ker(π1 ⊗B π1) ∩
ker(π2 ⊗B π2) = {0}.
6 Locally cleft extensions
Definition 6.1. A locally C-coalgebra Galois extension (P(B)C, (Ji)i∈I) is called a
locally cleft extension if, for all i ∈ I, the quotient modules Pi are cleft C-coalgebra
Galois extensions. It is called a proper locally cleft extension if, in addition, for all
i, j ∈ I,
B ∩ (Ji + Jj) = B ∩ Ji + B ∩ Jj. (73)
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We adopt the following notation. We denote Pi = P/Ji, Pij = P/(Ji + Jj), etc.,
as before. In addition, we have quotient modules Bi = B/(B ∩ Ji), Bij = B/((Ji ∩
B) + (Jj ∩ B)), etc., for all i, j ∈ I. We reserve the use of the Greek letter π with
various subscripts and superscripts to surjections onto the quotient modules of B,
i.e., πi : B → Bi, π
i
j : Bi → Bij, b + B ∩ Ji 7→ b + B ∩ Ji + B ∩ Jj, etc. For quotient
maps on P, we use sub- and superscripted letter χ, i.e., χi : P → Pi, etc.
For all i ∈ I, we denote by γi : C → Pi a cleaving map on Pi. Moreover, for all
i, j ∈ I, we use the notation γiij = χ
i
j ◦ γi : C → Pij.
Note that, for all i ∈ I, b ∈ B, χi(b) = πi(b) if we identify Bi with B/Ji ⊆ Pi.
Similarly, we can naturally identify B/(B ∩ (Ji + Jj)) with B/(Ji + Jj) ⊆ Pij. In
addition, if the relation (73) is satisfied, we can identify Bij with B/(Ji + Jj). Note
that the condition (73) is equivalent to
χij(b) = π
i
j(b), for all i, j ∈ I, b ∈ B, (74)
where we used the above identifications.
The condition (74) clearly implies that (B ∩ Ji)i∈I is a complete cover of B.
Lemma 6.2. (Cf. Lemma 1 [9].) Let P(B)Cγ be a cleft extension, and let J be an ideal in
P such that ρC(J) ⊆ J ⊗ C. Then there exists a left ideal K in B such that J = Kγ(C).
Moreover, if the element x = 1(0)γ
−1(1(1)) has a right inverse y in P (i.e., xy = 1P), and
Ky ⊆ K, then K is a two-sided ideal and K = J ∩ B.
Proof. Let us define
K = (p 7→ p(0)γ
−1(p(1)))(J). (75)
Note that K ⊆ J. Therefore, Kγ(C) ⊆ J. On the other hand, for all p ∈ J, p =
p(0)γ
−1(p(1))γ(p(2)) ∈ Kγ(C). Hence J = Kγ(C).
Let b ∈ B, p ∈ J, b′ = p(0)γ
−1(p(1)) ∈ K. Then bb
′ = bp(0)γ
−1(p(1)) =
(bp)(0)γ
−1((bp)(1)) ∈ K, hence K is a left ideal in B.
Suppose that the element x = 1(0)γ
−1(1(1)) has the right inverse y in P, and
Ky ⊆ K. As shown above, K ⊆ B ∩ J. On the other hand, let b ∈ B ∩ J. Then
b = ∑i kiγ(ci), for some ki ∈ K, ci ∈ C. It follows that
b1(0) ⊗ 1(1) = ∑
i
kiγ(ci(1))⊗ ci(2),
hence
b1(0)γ
−1(1(1)) = ∑
i
kiγ(ci(1))γ
−1(ci(2)) = ∑
i
kiε(ci),
and therefore b = ∑i kiyε(ci) ∈ K. Hence K = J ∩ B and it follows that K is a
two-sided ideal in B.
From the proof of the above lemma we immediately obtain
Corollary 6.3. Suppose that P(B)Cγ is a cleft C-coalgebra Galois extension. Let K be an
ideal in B, and let J = Kγ(C) be an ideal in P. Moreover suppose that the element x =
1(0)γ
−1(1(1)) ∈ B has a right inverse in B. Then K = J ∩ B.
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Definition 6.4. Let (P(B)C, (Ji)i∈I) be a locally cleft extension. Suppose that, for
all i ∈ I, the element 1(0)γ
−1
i (1(1)) has a right inverse in Bi. Such a locally cleft
extension we shall call a regular locally cleft extension.
Suppose that (P(B)C, (Ji)i∈I) is a regular locally cleft extension. Then, by
Lemma 5.3, for all i, j, k ∈ I, PcoCij = χ
i
j(Bi) = χij(B), P
coC
ijk = χ
i
jk(Bi) = χijk(B),
etc.
For all i, j ∈ I, kerχij is an ideal and a right C-subcomodule of Pi. Therefore, by
Lemma 6.2, kerχij = K¯
i
jγi(C), where K¯
i
j = ker(χ
i
j) ∩ Bi is an ideal in Bi. Note that
kerπij = πi(kerπj) ⊆ K¯
i
j. Define K
i
j = π
i
j(K¯
i
j). Observe that
PcoCij = χ
i
j(Bi) = Bi/K¯
i
j =
Bi/ ker(π
i
j)
K¯ij/ ker(π
i
j)
πij(Bi)/π
i
j(K¯
i
j) = Bij/K
i
j. (76)
A locally cleft extension (P(B)C, (Ji)i∈I) is proper if and only if, for all i, j ∈ I,
Kij = {0} (i.e., K¯
i
j = kerπ
i
j). Note that the properness of a locally cleft extension
implies that Bij = P
coC
ij , and then
ker(χijk) ∩ Bi = ker(π
i
jk), ker(χ
ij
k ) ∩ Bij = ker(π
ij
k ), for all i, j, k ∈ I. (77)
Indeed,
ker(χijk) = χi(kerχjk) = χi(ker χj) + χi(kerχk) = ker(χ
i
j) + ker(χ
i
k)
= ker(πij)γi(C) + ker(π
i
k)γi(C) = ker(π
i
jk)γi(C),
and
ker(χ
ij
k ) = χ
i
j ◦ χi(ker χk) = χ
i
j(ker(π
i
k)γi(C)) = π
i
j(kerπ
i
k)γ
i
ij(C) = ker(π
ij
k )γ
i
ij(C).
Then the relations (77) follow from Corollary 6.3. It follows that, for all i, j, k ∈ I,
Bijk = π
ij
k (Bij) is isomorphic to P
coC
ijk = χ
ij
k (Bij), and can be identified with it. Under
this identification,
χijk
∣∣∣
Bi
= πijk, χ
ij
k
∣∣∣
Bij
= π
ij
k . (78)
In what follows, we shall examine conditions for a regular locally cleft extension
to be a proper locally cleft extension. This requires the study of ideals Kij, i, j ∈ I.
We generalise steps of the proof of Proposition 2 [9].
For all i, j ∈ I, let us define an isomorphism (cf. (6))
βiij : Pij → P
coC
ij ⊗ C, pij 7→ θγiij
(pij) = pij(0)(γ
i
ij)
−1(pij(1))⊗ pij(2). (79)
Lemma 6.5. (Cf. the proof of Proposition 2 [9].) Suppose that (P(B)C, (Ji)i∈I) is a regular
locally cleft extension. Then, for all i, j ∈ I, Kij = K
j
i .
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Proof. (Cf. the proof of Proposition 2 [9].) For all i, j ∈ I, define the map
φ˜ji : Bi ⊗ C → P
coC
ij ⊗ C, bi ⊗ c 7→ β
j
ij ◦ χ
i
j(biγi(c)). (80)
It is easy to see that ker φ˜ji = K¯
i
j ⊗ C. Consider the maps
Qji : Bij → P
coC
ij , π
i
j(bi) 7→ (P
coC
ij ⊗ ε) ◦ φ˜ji(bi1(0)γ
−1
i (1(1))⊗ 1(2)). (81)
Note that, as πi(kerπj) ⊆ K¯
i
j, and K¯
i
j is an ideal, for all i, j ∈ I, the maps Qji
are well defined. Suppose that bij ∈ K
i
j. There exists an element bi ∈ K¯
i
j such
that πij(bi) = bij. It follows that bi1(0)γ
−1
i (1(1)) ⊗ 1(2) ∈ K¯
i
j ⊗ C = ker φ˜ji, hence
Qji(bij) = 0, and so K
i
j ⊆ kerQji, for all i, j ∈ I. On the other hand, for all i, j ∈ I
and b ∈ B,
Qji(πij(b))(P
coC
ij ⊗ ε) ◦ φ˜ji(πi(b)1(0)γ
−1
i (1(1))⊗ 1(2))
= (PcoCij ⊗ ε) ◦ β
j
ij(χij(b)) = (P
coC
ij ⊗ ε)(χij(b(0))(γ
j
ij)
−1(b(1))⊗ b(2))
= χ
j
i(πj(b)1(0)γ
−1
j (1(1))) = πij(b)π
j
i (1(0)γ
−1
j (1(1))) + K
j
i .
Suppose that, for some element bij ∈ Bij, Qji(bij) = 0, i.e., bijπ
i
j(1(0)γ
−1
j (1(1))) ∈ K
j
i .
But the element 1(0)γ
−1
j (1(1)), by assumption, has a right inverse in Bj, and K
j
i is an
ideal in Bij, hence bij ∈ K
j
i . It follows that ker(Qij) = K
j
i .
We have proven, that, for all i, j ∈ I, Kij ⊆ K
j
i , and therefore, for all i, j ∈ I,
Kij = K
j
i .
Let (P(B)C, (Ji)i∈I) be a regular locally cleft extension such that the coalgebra
C is flat as a K-module. Recall from the discussion following equation (14) that
Pc is naturally an algebra and right C-comodule, and the map κP : P → P
c,
p 7→ (χi(p))i∈I is an algebra and a right C-comodule isomorphism. It follows that
κP(B) = (P
c)coC. Is is clear that
κP(B) ⊆ B˘ = {(bi)i∈I ∈
⊕
i∈I
Bi | ∀i,j∈I χ
i
j(bi) = χ
j
i(bj)}. (82)
On the other hand, let (bi)i∈I ∈ B˘, then, for all (pi)i∈I ∈ P
c,
ρC((bi)i∈I(pj)j∈I) = (ρ
C(bipi))i∈I = (biρ
C(pi))i∈I = (bi)i∈Iρ
C((pj)j∈I),
i.e., (bi)i∈I ∈ (P
c)coC. It follows that B˘ = (Pc)coC = κP(B).
Suppose that (B ∩ Ji)i∈I is a complete covering of B. Then
κP(B) = B
c = {(bi)i∈I ∈
⊕
i∈I
Bi | ∀i,j∈I π
i
j(bi) = π
j
i (bj)}. (83)
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Let µij : Bij → Bij/K
i
j = P
coC
ij be the canonical surjections. Observe that χ
i
j
∣∣∣
Bi
=
µij ◦ π
i
j, for all i, j ∈ I. By (82) and (83), for all (bi)i∈I ∈
⊕
i∈I Bi, the condition
πij(bi) = π
j
i (bj), for all i, j ∈ I, (84)
is equivalent to
µij(π
i
j(bi)− π
j
i (bj)) = 0, for all i, j ∈ I. (85)
In particular, we have the following
Proposition 6.6. (cf. Proposition 2, [8].) Let (P(B)C, (Ji)i∈I) be a regular locally cleft ex-
tension such that the coalgebra C is flat as aK-module, and I = {1, 2}. Then (P(B)C, (Ji)i∈I)
is a proper locally cleft extension.
Proof. We prove by contradiction. Suppose that K12 6= {0}. Then there exists an
element r ∈ K¯12 such that π
1
2(r) 6= 0. Let (b1, b2) ∈ B
c, then (b1 + r, b2) ∈ B˘ and (b1+
r, b2) /∈ B
c which, by the discussion preceding the above proposition, is impossible.
Suppose that (P(B)C, (Ji)i∈I) is a proper and regular locally cleft extension. Let
us define the family of gauge transformations
Ξij : C → Bij, c 7→ γ
i
ij(c(1))(γ
j
ij)
−1(c(2)), for all i, j ∈ I. (86)
The gauge transformations Ξij, i, j ∈ I satisfy the following conditions. For all
i, j, k ∈ I, c ∈ C,
Ξii(c) = ε(c), Ξji = (Ξij)
−1, (87)
π
ij
k (Ξij(c))π
ik
j (Ξik(c(1)))π
kj
i (Ξkj(c(2))). (88)
The first two of the above equalities are obvious, to prove the last one observe that,
using (78), we obtain, for all i, j, k ∈ I,
πikj (Ξik(c(1)))π
kj
i (Ξkj(c(2))) = χ
ik
j (γ
i
ik(c(1))(γ
k
ik)
−1(c(2)))χ
kj
i (γ
k
kj(c(3))(γ
j
kj)
−1(c(4)))
= χikj(γi(c(1)))χ
k
ij(γ
−1
k (c(2)))χ
k
ij(γk(c(3)))χ
j
ik(γ
−1
j (c(4)))
= χikj(γi(c(1)))χ
j
ik(γ
−1
j (c(2))) = χ
ij
k (χ
i
j(γi(c(1)))χ
j
i(γ
−1
j (c(2)))
= χ
ij
k (γ
i
ij(c(1))(γ
j
ij)
−1(c(2))) = π
ij
k (Ξij(c)).
Suppose that the ground ring K is a field and I = {1, 2}. Let (P(B)C, (Ji)i∈I) be
a proper locally cleft C-coalgebra Galois extension. By Corollary 5.10, P(B)C is a
C-coalgebra Galois extension if and only if
ker(χ1 ⊗B χ1) ∩ ker(χ2 ⊗B χ2) = {0}. (89)
We shall devote the remainder of the present section to proving that, under not
very restrictive assumptions, the above condition is always satisfied.
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Lemma 6.7. Let M1, M2, M12 be K-vector spaces, let π
1
2 : M1 → M12, π
2
1 : M2 → M12
be surjective linear morphisms. Let M = {(m, n) ∈ M1 ⊕ M2|π
1
2(m) = π
2
1(n)}, and
denote the projections on the summands of the direct sum by π1 : M → M1, (m, n) 7→ m
and π2 : M → M2, (m, n) 7→ n. As K is a field, kerπ
1
2 and kerπ
2
1 are direct summands
in M1 and M2 respectively, i.e., M1 = M1 ⊕ ker(π
1
2), M2 = M2 ⊕ ker(π
2
1), for some
subspaces Mi ⊆ Mi, i = 1, 2. Let
{mi} be a basis of kerπ
1
2 , {ni} be a basis of kerπ
2
1,
{m¯i} be a basis of M1, {n¯i} be a basis of M2.
Suppose that f : M1 → M2 is a linear map such that, for all m ∈ M1, π
1
2(m) =
π21( f (m)). Then
the family {(0, ni)} is a basis of kerπ1,
the family {(mi, 0)} is a basis of kerπ2,
the family {(m¯i, f (m¯i))} is linearly independent.
Moreover, denote M = Span({(m¯i, f (m¯i))}). Then M = M⊕ ker(π1)⊕ ker(π2).
Remark. Observe that the map f in Lemma 6.7 is necessarily injective. Note
furthermore that the restriction π¯12 : M1 → M12 (resp. π¯
2
1 : M2 → M12) of the
map π12 (resp. π
2
1) is an isomorphism, and, in particular, the map f = (π¯
2
1)
−1 ◦ π¯12 :
M1 → M2 satisfies the assumptions of the above lemma. Finally, the restriction
π¯12 : M → M12 of the map π
1
2 ◦ π1 is an obvious linear isomorphism.
Proof. Suppose that x ∈ M ∩ (ker(π1) + ker(π2)). Then x = (m, 0) + (0, n) =
(m, n), for some elements m ∈ ker(π12), n ∈ ker(π
2
1). On the other hand, x ∈
Span({(m¯i, f (m¯i))}), hence x = ∑i αi(m¯i, f (m¯i)) = (∑i αim¯i, f (∑i αim¯i)), for some
coefficients αi ∈ K. Consequently, ∑i αim¯i ∈ ker(π
1
2). As Span({m¯i}) ∩ ker(π
1
2) =
{0}, we have x = 0.
Suppose that x ∈ M. Then there exist unique coefficients αi, βi,γi, δi ∈ K, such
that
x =
(
∑
i
αim¯i + ∑
j
β jmj,∑
k
γkn¯k + ∑
l
δlnl
)
= ∑
i
αi(m¯i, f (m¯i)) +
(
0,∑
k
γkn¯k − f
(
∑
i
αim¯i
))
+ ∑
j
β j(mj, 0) + ∑
l
δl(0, nl).
Observe that
π21
(
∑
k
γkn¯k − f
(
∑
i
αim¯i
))
= π21
(
∑
k
γkn¯k
)
− π12
(
∑
i
αim¯i
)
= 0.
Therefore there exist coefficients ξs ∈ K, such that ∑k γkn¯k − f (∑i αim¯i) = ∑s ξsns.
It follows that M is spanned by vectors of the form (mi, 0), (0, ni), (m¯i, f (m¯i)). Their
linear independence is obvious.
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Lemma 6.8. Assume that the ground ring K is a field, and suppose that P(B)Cγ is a cleft
C-coalgebra Galois extension. Let {bi} be a linear basis of B and let {hi} be a linear basis
of C. Then
{biγ(hj)⊗B γ(hk)} (90)
is a linear basis of P⊗B P.
Proof. The map
F : P⊗B P → P⊗ C, p⊗B p
′ 7→ pp′(0)γ
−1(p′(1))⊗ p
′
(2), (91)
is a linear isomorphism (cf. Proposition 2.2), such that, for all i, j, k,
F(biγ(hj)⊗B γ(hk)) = biγ(hj)⊗ hk. (92)
Vectors {biγ(hj) ⊗ hk} form a basis of P⊗ C. We conclude that the family (90) is a
basis of P⊗B P.
Proposition 6.9. Suppose that the ground ring K is a field and that I = {1, 2}. Let
(P(B)C, (Ji)i∈I) be a regular locally cleft C-coalgebra Galois extension. Assume that
γ2(C) ker(π
2
1) = ker(π
2
1)γ2(C). (93)
Then P(B)C is a C-coalgebra Galois extension.
Remark. Note that if C is a Hopf algebra and P2 = B2 ⊗ C, then one can choose
γ2 : C → P2, c 7→ 1⊗ c, and then the condition (93) is automatically satisfied.
Proof. Suppose that B1 = B1 ⊕ ker(π
1
2), B2 = B2 ⊕ ker(π
2
1) and
{x¯i} is a basis of B1, {y¯i} is a basis of B2, {hi} is a basis of C,
{xi} is a basis of kerπ
1
2, {yi} is a basis of kerπ
2
1.
By Proposition 2.2,
P1 = B1γ1(C)⊕ ker(π
1
2)γ1(C), P2 = B2γ2(C)⊕ ker(π
2
1)γ2(C).
Let P1 = B1γ1(C), P2 = B2γ2(C). By Proposition 6.6, (P(B)
C, (Ji)i∈I) is a proper lo-
cally cleft extension. Therefore kerχ12 = ker(π
1
2)γ1(C) and kerχ
2
1 = ker(π
2
1)γ2(C).
It follows that
P1 = P1 ⊕ ker(χ
1
2), P2 = P2 ⊕ ker(χ
2
1), (94)
and then,
{x¯iγ1(hj)} is a basis of P1, {y¯iγ2(hj)} is a basis of P2
{xiγ1(hj)} is a basis of ker(χ
1
2), {yiγ2(hj)} is a basis of ker(χ
2
1).
(95)
For all i, let x˘i denote the unique element of B2 such that π
1
2(x¯i) = π
2
1(x˘i). Similar-
ily, for all i, let h˘i (resp. g˘i) be the unique element of P2 (resp P1) with the property
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χ12(γ1(hi)) = χ
2
1(h˘i) (resp. χ
2
1(γ2(hi)) = χ
1
2(g˘i)). Let us define the following ele-
ments of P:
Xi = κ
−1
P ((xi, 0)), Yj = κ
−1
P ((0, yj)), Xk = κ
−1
P ((x¯k, x˘k)),
Hs = κ
−1
P ((γ1(hs), h˘s)), Gt = κ
−1
P ((g˘t,γ2(ht))),
(96)
for all i, j, k, s, t. Note that condition (93) implies that
Span({YjGt}) = Span({GtYj}). (97)
Let us define B = Span({Xk}), P = Span({XkHs}). It follows immediately from
Lemma 6.7 that
B = B⊕ ker(π1)⊕ ker(π2), P = P⊕ ker(χ1)⊕ ker(χ2), (98)
and
{Xi} is a basis of ker(π2), {XiHs} is a basis of ker(χ2),
{Yj} is a basis of ker(π1), {YjGt} is a basis of ker(χ1),
{Xk} is a basis of B, {XkHs} is a basis of P.
(99)
Denote P⊗B P = Span({XkHs ⊗B Ht}). We claim that
P⊗B P = P⊗B P⊕ ker(χ1 ⊗B χ1)⊕ ker(χ2 ⊗B χ2), (100)
and
{XkHs ⊗B Ht} is a basis of P⊗B P,
{XiHs ⊗B Ht} is a basis of ker(χ2 ⊗B χ2),
{YjGs ⊗B Gt} is a basis of ker(χ1 ⊗B χ1).
(101)
First we prove that the above vectors span P ⊗B P. Denote (P ⊗B P)
′ = (Span of
the vectors (101)). By statements (99), it is obvious that the vectors
1) XiHs ⊗B XjHt, 2) XiHs ⊗B YmGt, 3) XiHs ⊗B XkHt,
4) YmGs ⊗B XiHt, 5) YmGs ⊗B YnGt, 6) YmGs ⊗B XkHt,
7) XkHs ⊗B XiHt, 8) XkHs ⊗B YnGt, 9) XkHs ⊗B XlHt,
for all i, j, k, l,m, n, s, t, span P⊗B P. Moving B-factors from the right to the left leg
in each of the above tensor products, and then using the list (99), we obtain the
following results.
The tensor products of types 2) and 4) are simply equal to zero, as
ker(χ1) ker(π2) = ker(χ2) ker(π1) = {0}.
The tensor products of types 1), 3), 7) clearly belong to
ker(χ2)⊗B Span({Ht}) ⊆ Span({XiHs ⊗B Ht}) ⊆ (P⊗B P)
′.
The tensor products of types 5) and 8) clearly belong to
ker(χ1)⊗B Span({Gt}) ⊆ Span({YjGs ⊗B Gt}) ⊆ (P⊗B P)
′.
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The tensor products of type 6) belong to
ker(χ1)⊗B Span({Ht}) = Span({YjGs})⊗B Span({Ht})
= Span({GsYj})⊗B Span({Ht}) ⊆ Span({Gs})⊗B ker(χ1)
= Span({Gs})⊗B Span({YjGt})
⊆ Span({YjGs ⊗B Gt}) ⊆ (P⊗B P)
′,
where in the second equality we used eq. (97).
The tensor products of type 9) belong to
P⊗B Span({Ht})Span({XkHs ⊗B Ht})⊕ Span({XiHs ⊗B Ht})
⊕ Span({YjGs ⊗B Ht}).
In the previous point, we have proven that the last direct summand in the above
expression is also contained in (P ⊗B P)
′. Therefore tensors of type 9) belong to
(P⊗B P)
′. It follows that the tensors (101) span P⊗B P.
Suppose that the element z ∈ ker(χ1 ⊗B χ1) ∩ ker(χ2 ⊗B χ2). As tensors (101)
span P⊗B P, there exists a family of coefficients aist, bjst, ckst ∈ K, such that
z = ∑
i,s,t
aistXiHs ⊗B Ht + ∑
j,s,t
bjstYjGs ⊗B Gt + ∑
k,s,t
ckstXkHs ⊗B Ht. (102)
Note that, for all i, j, k, s,
χ1(Xi) = xi, χ1(Yj) = 0, χ1(Xk) = x¯k, χ1(Hs) = γ1(hs),
χ2(Yj) = yj, χ2(Gs) = γ2(hs).
It follows that
0 = (χ1 ⊗B χ1)(z) = ∑
i,s,t
aistxiγ1(hs)⊗B γ1(ht) + ∑
k,s,t
ckst x¯kγ1(hs)⊗B γ1(ht).
By Lemma 6.8, this implies that aist = ckst = 0, for all i, k, s, t. Then
0 = (χ2 ⊗B χ2)(z) = ∑
j,s,t
bjstyjγ2(hs)⊗B γ2(ht).
It follows, by Lemma 6.8, that bjst = 0, for all j, s, t, i.e., z = 0 and ker(χ1 ⊗B χ1) ∩
ker(χ2 ⊗B χ2) = {0}. By Corollary 5.10, P(B)
C is a C-coalgebra Galois extension.
Note that we have also proven that the tensors (101) are linearly independent, and,
consequently, they form a basis of P⊗B P.
7 Gluing cleft extensions
The quantum geometry situation, which corresponds to the most usual setting for
the classical method of constructing principal bundles by patching together trivial
principal bundles, is as follows. We are given an algebra B, which has a complete
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covering (Ki)i∈I, and a coalgebra C. For each of the quotient spaces Bi = B/Ki,
i ∈ I (resp. Bij = B/(Ki + Kj), i, j ∈ I), we construct a cleft C-coalgebra Galois
extension Pi(Bi)
C
γi
(resp. Pij(Bij)
C
γij
). Let us denote by πi : B → Bi, π
i
j : Bi → Bij,
i, j ∈ I, etc., the canonical surjections. Then we choose surjective algebra and right
C-comodule morphisms
χij : Pi → Pij, i, j ∈ I, (103)
such that χij(bi) = π
i
j(bi), for all i, j ∈ I, bi ∈ Bi, and we use them for gluing (cf. 19)
P =
⊕
χij
Pi{(pi)i∈I ∈
⊕
i∈I
Pi | ∀i,j∈I χ
i
j(pi) = χ
j
i(pj)}. (104)
If the coalgebra C is flat as a K-module then (cf. the discussion in Section 4) P is
naturally a right C-comodule. Then, for each n ∈ I, we define the algebra and right
C-comodule map
χn : P → Pn, (pi)i∈I 7→ pn. (105)
If all the maps χi, i ∈ I, are surjective then (P(B)
C, (kerχi)i∈I) is a proper locally
cleft C-coalgebra Galois extension. Moreover, for all i ∈ I, Pi ≃ P/ ker(χi). The
following lemma gives necessary and sufficient conditions for the maps χi, i ∈ I,
to be surjective.
Lemma 7.1. Suppose that, for each i ∈ I, the element 1(0)γ
−1
i (1(1)) ∈ Bi has a right
inverse in Bi. The algebra and right C-comodule maps (103) satisfy the condition χ
i
j(bi) =
πij(bi), for all i, j ∈ I, bi ∈ Bi, if and only if there exists a family of convolution invertible
maps (gauge transformations) Γij : C → Bij, i, j ∈ I, such that
χij(pi) = π
i
j(pi(0)γ
−1
i (pi(1)))Γ
i
j(pi(2))γij(pi(3)), (106)
for all i, j ∈ I, pi ∈ Pi. Furthermore, assume that the coalgebra C is flat as a K-module.
Let I = {1, 2, . . . ,N}, and suppose that either N ≤ 3, or the algebra B and its complete
covering (Ki)i∈I satisfy the condition (cf. eq. (25)),
⋂
1≤j≤i
(kerπk+1j + kerπ
k+1
i+1 ) =

 ⋂
1≤j≤i
kerπk+1j

+ kerπk+1i+1 , (107)
for all 1 ≤ k < N and 1 ≤ i < k. Define gauge transformations Ξij : C → Bij,
c 7→ Γij(c(1))(Γ
j
i)
−1(c(2)), i, j ∈ I (cf. eq. (86)). Then the maps (105) are surjective if and
only if the condition (88) is satisfied:
π
ij
k (Ξij(c))π
ik
j (Ξik(c(1)))π
kj
i (Ξkj(c(2))). (108)
Remark. It is clear that, while maps Γij, i, j ∈ I, define surjections χ
i
j, the space
P =
⊕
χij
Pi is fully defined by the maps Ξij, i, j ∈ I. Indeed, for all i, j ∈ I, pi ∈ Pi,
pj ∈ Pj, the condition χ
i
j(pi) = χ
j
i(pj) is equivalent to
πij(pi(0)γ
−1
i (pi(1)))Ξij(pi(2))⊗ pi(3) = π
j
i (pj(0)γ
−1
j (pj(1)))⊗ pj(2). (109)
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Proof. Suppose that the algebra and right C-comodule maps (103) satisfy the con-
dition χij(bi) = π
i
j(bi), for all i, j ∈ I, bi ∈ Bi. Then, for all pi ∈ Pi,
χij(pi) = χ
i
j(pi(0)γ
−1
i (pi(1))γi(pi(2)))
= πij(pi(0)γ
−1
i (pi(1)))χ
i
j(γi(pi(2)))γ
−1
ij (pi(3))γij(pi(4))).
Defining themaps Γij(c) = χ
i
j(γi(c(1)))γ
−1
ij (c(2)), i, j ∈ I yields eq. (106). Conversely,
let the maps (103) have the form (106). Then, for all i, j ∈ I, bi ∈ Bi,
χij(bi)π
i
j(bi)π
i
j(1(0)γ
−1
i (1(1)))Γ
i
j(1(2))γij(1(3)) = π
i
j(bi)χ
i
j(1) = π
i
j(bi).
Assume that the coalgebra C is flat as a K-module. We will check that the maps
(103) satisfy the assumptions of Proposition 4.2, which in turn will prove that the
maps (105) are surjective.
Note that
kerχij = ker(π
i
j)γi(C), for all i, j ∈ I. (110)
Indeed, by (6), χij = θ
−1
γiij
◦ (πij ⊗ C) ◦ θγi , which means that ker(χ
i
j) = θ
−1
γi
(ker(πij ⊗
C)) = θ−1γi (ker(π
i
j)⊗ C) = ker(π
i
j)γi(C), where γ
i
ij = χ
i
j ◦ γi, and the second equal-
ity follows from the flatness of C. Observe that (condition (21) of Proposition 4.2)
χij(kerχ
i
k) = χ
j
i(kerχ
j
k), for all i, j, k ∈ I. (111)
Indeed, for all i, j, k ∈ I, πij(kerπ
i
k) = π
j
i (kerπ
j
k), and then, asK-modules π
i
j(kerπ
i
k)
are ideals, for all c ∈ C, πij(kerπ
i
k)Ξij(c(1)) ⊗ c(2) ⊆ π
i
j(kerπ
i
k)⊗ C = π
j
i (kerπ
j
k)⊗
C. Consequently, πij(kerπ
i
k)γ
i
ij(C) ⊆ π
j
i (kerπ
j
k)γ
j
ij(C). Furthermore by (110), χ
i
j(kerχ
i
k) =
πij(kerπ
i
k)γ
i
ij(C), hence it follows that, for all i, j, k ∈ I, χ
i
j(kerχ
i
k) ⊆ χ
j
i(ker χ
j
k).
For each i, j, k ∈ I, the map
Wijk : Pi/(ker(χ
i
j) + ker(χ
i
k)) → Bijk ⊗ C,
pi + ker(χ
i
j) + ker(χ
i
k) 7→ π
i
jk(pi(0)γ
−1
i (pi(1)))⊗ pi(2), (112)
is an isomorphism. Indeed, since ker(χij) + ker(χ
i
k) = ker(π
i
jk)γi(C), W
i
jk is well
defined. It is also obviously surjective. Moreover, suppose thatWijk(pi + ker(χ
i
j) +
ker(χik)) = 0. This means that θγi(pi) ∈ ker(π
i
jk ⊗ C) = ker(π
i
jk) ⊗ C, hence pi ∈
ker(χij) + ker(χ
i
k). Note that, for all bi ∈ Bi and c ∈ C,
(Wijk)
−1(πijk(bi)⊗ C) = biγi(c) + ker(χ
i
j) + ker(χ
i
k).
Suppose that the maps
φkij : Pj/(ker χ
j
i + kerχ
j
k) → Pi/(ker χ
i
j + kerχ
i
k), i, j, k ∈ I
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are the isomorphisms (23), i.e., for all pj ∈ Pj,
φkij(pj + ker(χ
j
i) + ker(χ
j
k)) = pi + ker(χ
i
j) + ker(χ
i
k),
where pi is any element of Pi such that χ
i
j(pi) = χ
j
i(pj) (cf. Remark after Proposi-
tion 4.2). For each i, j, k ∈ I, let us define the isomorphisms
φ¯kij = W
i
jk ◦ φ
k
ij ◦ (W
j
ik)
−1 : Bijk ⊗ C → Bijk ⊗ C. (113)
It is easy to see that explicitly, for all bijk ∈ Bijk, c ∈ C,
φ¯kij(bijk ⊗ c) = bijkπ
ij
k (Ξji(c(1)))⊗ c(2). (114)
Clearly, the condition (24) is equivalent to
φ¯
j
ik = φ¯
k
ij ◦ φ¯
i
jk, for all i, j, k ∈ I, (115)
and this in turn is, by eq. (114), equivalent to the condition (108).
Finally, in view of the flatness of C and the condition (107) we obtain, for all
1 ≤ k < N and 1 ≤ i < k,
⋂
1≤j≤i
(kerχk+1j + kerχ
k+1
i+1 ) = θ
−1
γk+1

 ⋂
1≤j≤i
θγk+1(kerχ
k+1
j + kerχ
k+1
i+1 )


= θ−1γk+1

 ⋂
1≤j≤i
(ker(πk+1j,i+1)⊗ C)

 = θ−1γk+1

ker

⊕
1≤j≤i
πk+1j,i+1⊗ C




= θ−1γk+1

ker

⊕
1≤j≤i
πk+1j,i+1

⊗ C

 = θ−1γk+1

 ⋂
1≤j≤i
(kerπk+1j + kerπ
k+1
i+1 )⊗ C


= θ−1γk+1

 ⋂
1≤j≤i
(kerπk+1j )⊗ C

+ kerχk+1i+1
= θ−1γk+1

ker

⊕
1≤j≤i
πk+1j ⊗ C



+ kerχk+1i+1 = ⋂
1≤j≤i
ker(χk+1j ) + ker(χ
k+1
i+1 ).
Thus all the assumptions of Proposition 4.2 are satisfied, and hence the maps (105)
are surjective.
8 Example: The quantum lens spaces
It was shown in [13] that by gluing two quantum discs, Dp and Dq, one can obtain
the quantum 2-sphere S2pq, and that the universal C
∗ algebra of functions on Spq
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is isomorphic to equatorial or latitudinal Podles´ spheres ([20]). In [9] a quantum
sphere S3pq was obtained, by gluing quantum solid tori (cf. Subsection 8.3) Dp × S
1
and Dq× S
1, as an example of a locally trivialU(1)-quantum principal bundle with
the base space S2pq. It was also shown that ϑ(S
3
pq)(ϑ(S
2
pq))
ϑ(U(1)) is a principal Hopf-
Galois extension.
As an illustration of methods described earlier in this chapter, we will construct
a locally cleft Hopf Galois extension of ϑ(S2pq) by gluing two quantum solid tori
(Subsection 8.3) Dp ×θ S
1 and Dq ×θ S
1, obtaining this way quantum lens spaces
L
p,q,θ
β of charge β, for all β ∈ Z. As a special case, for β = 1, this gives the Heegaard
quantum sphere ([2]).
Another example of a construction of quantum lens spaces by gluing two quan-
tum solid tori of type D×θ S
1 can be found in [17].
8.1 The quantum unit disc
A two-parameter family of quantum unit discs was defined in [15]. Here we con-
sider the one parameter subfamily studied in [14]. We start with a coordinate ∗-
algebra ϑ(Dp) generated by x and the relation
x∗x− pxx∗ = 1− p, 0 < p < 1. (116)
The spectrum of xx∗ (in any C∗-algebra completion) is
σ(xx∗) = {1− pn | n = 0, 1, 2, . . .} ∪ {1}, (117)
i.e. xx∗ ≤ 1, where≤ is understood as an order relation between positive operators.
This justifies the name ‘unit disc’. Furthermore, this relation means also that ‖x‖ =
1 in any C∗ completion of ϑ(Dp) (Theorem 2.1.1 [18]).
Observe that (116) has the following useful symmetry. Let x− be the generator
of ϑ(Dp−1), (where we consciously abuse the notation as p
−1 ≥ 1), i.e.,
x∗−x− − p
−1x−x
∗
− = 1− p
−1.
Then assignment x 7→ x∗− can be extended to a ∗-algebra isomorphism
κp : ϑ(Dp) → ϑ(Dp−1). (118)
The coordinate algebra ϑ(Dp) can be completed to the C
∗-algebra C(Dp) with
the norm
‖a‖ = sup
̺
‖a‖̺, a ∈ ϑ(Dp), (119)
where the supremum is taken over all bounded representations ̺ : ϑ(Dp) → B(H̺)
of ϑ(Dp) and ‖ · ‖̺ denotes the operator norm in the representation ̺. The C
∗
algebra C(Dp) is called a universal enveloping algebra of ϑ(Dp). Note that the norm
(119) is well defined because ‖x‖̺ = 1 for all ̺.
Irreducible bounded representations of ϑ(Dp) are unitarily equivalent to one of
the following representations.
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1. For all 0 ≤ φ < 2π, there is a one dimensional representation ̺φ : ϑ(Dp)→ C,
̺φ(x) = e
iφ, ̺φ(x
∗) = e−iφ. (120)
2. There is also an infinitely dimensional representation ̺∞ : ϑ(Dp) → B(H∞),
where H∞ is generated by orthonormal vectors Ψn, n = 0, 1, 2, . . ., and
̺∞(x)Ψn =
√
1− pn+1Ψn+1, ̺∞(x
∗)Ψn+1 =
√
1− pn+1Ψn, ̺∞(x
∗)Ψ0 = 0.
(121)
The infinite dimensional representation ̺∞ is faithful. Nonfaithful representations
correspond to subsets of quantum discs. In particular, one-dimensional represen-
tations are also characters, that is, they correspond to the classical points of the
quantum space. In the case of the quantum disc, one-dimensional representations
describe the classical unit circle.
Let us adopt notational convention x−n ≡ (x∗)n. It follows from (116) that
(1− xx∗)x = px(1− xx∗), and, therefore,
(1− xx∗)nxm = pmnxm(1− xx∗)n, n ∈ N,m ∈ Z. (122)
Moreover, it is easy to prove by induction that, for all n ≥ 0,
(x∗)nxn = 1+
n
∑
m=1
(−1)mpnm−
m(m−1)
2
[
n
m
]
p−1
(1− xx∗)m, (123a)
xn(x∗)n = 1+
n
∑
m=1
(−1)mp−nm+
m(m+1)
2
[
n
m
]
p
(1− xx∗)m, (123b)
where we used the standard p-deformed binomial coefficients[
n
m
]
p
[n]p!
[m]p![n−m]p!
,
[n]p! = [1]p[2]p . . . [n− 1]p[n]p for n ∈ N, [0]p! = 1,
[n]p = 1+ p+ p
2 + . . .+ pn−2 + pn−1 for n ∈ N, [0]p = 0. (124)
Note that equation (123b) follows from (123a) by the application of the isomor-
phism (118).
It is now obvious that, for all n,m ∈ Z,
xnxm = xn+m(1+Q
p
n;m(1− xx
∗)), (125)
whereQ
p
n;m is a polynomial of degree atmost min{|m|, |n|} and such thatQ
p
n;m(0) =
0. For example, if m ≥ n ≥ 0, then x−nxm = (x−nxn)xm−n, and then use (123a) and
(122).
As elements xnxm, n,m ∈ Z obviously span ϑ(Dp) as a vector space, (125)
means that also elements of the form
xn(1− xx∗)m, n ∈ Z, m ∈ N0, (126)
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span ϑ(Dp). In fact, using the infinite dimensional representation (121) one can
prove that the above family forms a basis of ϑ(Dp). Indeed, suppose that
∞
∑
n=−∞
∞
∑
m=0
Anmx
n(1− xx∗)m = 0,
for some coefficients Amn ∈ C, only a finite number of which are different from
zero. Therefore, for any k ≥ 0,
0 = ̺∞(
∞
∑
n=−∞
∞
∑
m=0
Anmx
n(1− xx∗)m)Ψk =
∞
∑
n=−∞
∞
∑
m=0
pmkAnm̺∞(x
n)Ψk
=
∞
∑
m=0
pmk(
k
∑
n=1
A−nm
√
1− pk . . .
√
1− pk−n+1Ψk−n + A0mΨk
+
∞
∑
n=1
Anm
√
1− pk+1 . . .
√
1− pk+nΨk+n.)
As vectors Ψk are linearly independent and p < 1,
∞
∑
m=0
pmkAnm = 0 for all k ≥ 0, −k ≤ n,
i.e., for each n ∈ Z, the polynomial ∑∞m=0 Anmt
m has an infinite number of distinct
roots pk, k ≥ 0 if n ≥ 0 or k ≥ −n otherwise. This is possible only if Anm = 0 for all
n ∈ Z, m ≥ 0. In addition, we have proven that the representation (121) is faithful.
8.2 The quantum torus
Quantum torus was defined in [21]. The coordinate algebra of the quantum torus
ϑ(Tφ), φ ∈ [0, 2π), is generated by unitary elements U, V which satisfy the follow-
ing commutation relations
UV = eiφVU, UV∗ = e−iφV∗U. (127)
Obviously, the elements
VnUm, n,m ∈ Z, (128)
form a basis of ϑ(Tφ). The coordinate algebra ϑ(Tφ) can be completed to the en-
veloping C∗-algebra C(Tφ) using representations of ϑ(Tφ). The representation the-
ory of ϑ(Tφ) depends on whether φ is a rational or irrational multiple of 2π.
Suppose that φ = 2πMN , where M,N ∈ N, M < N, and M and N are relatively
prime. Then UN and VN are central in ϑ(Tφ), and we can classify irreducible rep-
resentations of ϑ(Tφ) according to their eigenvalues. It turns out that irreducible
representations of ϑ(Tφ) include the ones isomorphic to one of the representations
̺αβ : ϑ(Tφ) → B(H
αβ), α, β ∈ [0, 2π), where Hαβ is spanned by orthonormal
vectors Ψ
αβ
n , n ∈ ZN, and
̺αβ(U
±1)Ψ
αβ
n = e
±i αN e±2πin
M
N Ψ
αβ
n , ̺αβ(V
±1)Ψ
αβ
n = e
±i
β
N Ψ
αβ
n±1. (129)
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On the other hand, if φ is an irrational multiple of 2π, then irreducible represen-
tations include the representations unitarily isomorphic to one of the ̺α : ϑ(Tφ) →
B(Hα), α ∈ [0, 2π), where Hα is the closure of the linear span of the family of
orthonormal vectors Ψαn, n ∈ Z, and
̺α(U
±1)Ψαn = e
±iαe±inφΨαn, ̺α(V
±1)Ψαn = Ψ
α
n±1. (130)
Note, that the quantum torus is not a type I C∗-algebra, therefore (cf. the dis-
cussion at the end of the chapter 3 in [1]) its irreducible representations cannot be
explicitly listed.
Representations (130) are faithful. Representations (129) are not faithful. How-
ever, choose two sequences (αn)n∈N, (βn)n∈N, such that αn, βm ∈ [0, 2π), m, n ∈ N
and αn 6= αm, βn 6= βm if n 6= m. Then the representation
̺(αn)n∈N(βn)n∈N =
⊕
m,n∈N
̺αmβn : ϑ(Tφ) −→
⊕
m,n∈N
B(Hαmβn) (131)
is faithful. Indeed, suppose that for some coefficients Amn ∈ C, m, n ∈ Z, a finitely
many of which are different from zero, ̺(αn)n∈N(βn)n∈N(∑m,n∈Z AmnV
mUn) = 0, i.e.,
for all k, l ∈ Z and s ∈ ZN ,
0 = ̺αkβl ( ∑
m,n∈Z
AmnV
mUn)Ψ
αkβl
s = ∑
m,n∈Z
Amne
in
αk
N e2πis
M
N eim
βl
N Ψ
αkβl
s+[m]N
.
Then, for all s ∈ ZN, m ∈ {0, 1, 2, . . . ,N − 1},
∑
j,n∈Z
A(m+jN)ne
in
αk
N eiβl j = 0 for all k, l ∈ N.
This, by the argument on the number of distinct roots of a finite polynomial, im-
plies that Amn = 0, for all m, n ∈ Z.
8.3 The quantum solid torus
The quantum solid torus is an example of a cleft Hopf-Galois extension.
Denote by h the unitary and central generator of the coordinate algebra of the
unit circle ϑ(S1).
Solid torus is the Cartesian product D × S1 of the unit disc and the unit circle.
Therefore, one can define a coordinate algebra of quantum torus as the tensor prod-
uct ϑ(Dp)⊗ ϑ(S
1) of the coordinate algebra of the quantum unit disc eq. (116) and
the coordinate algebra of the unit circle. One can introduce a further quantisation
parameter by making the tensor product noncommutative, i.e., by requesting that
the subalgebras ϑ(Dp) ⊗ 1 and 1⊗ ϑ(S
1) do not mutually commute. We identify
the generators x ⊗ 1 and 1⊗ h with x and h respectively. The coordinate algebra
of the quantum solid torus ϑ(Dp ×θ S
1), 0 < p < 1, 0 ≤ θ < 2π, is generated as a
∗-algebra by x and h, subject to the relations
hh∗ = 1 = h∗h, x∗x− pxx∗ = 1− p,
hx = eiθxh, hx∗ = e−iθx∗h. (132)
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The linear basis of ϑ(Dp ×θ S
1) consists of the elements of the form
(1− xx∗)kxmhn, k ∈ N0, m, n ∈ Z. (133)
Observe that there exists a surjective ∗-algebra morphism
π∂ : ϑ(Dp ×θ S
1) → ϑ(Tθ), π∂(h) = U, π∂(x) = V, (134)
of the quantum solid torus onto the quantum torus (eq. (127)), i.e., the quantum
torus is the boundary of the quantum solid torus.
Enveloping C∗-algebra C(Dp ×θ S
1) can be obtained from ϑ(Dp ×θ S
1) using
C∗ representations. Irreducible representations of ϑ(Dp ×θ S
1) include those uni-
tarily isomorphic either to the representation obtained by composing one of the
irreducible representations of the quantum torus ϑ(Tθ) with the map π∂ as well
one of the representations ̺αp,θ : ϑ(Dp ×θ S
1) → B(Hαp,θ), where H
α
p,θ is generated
by orthonormal vectors Ψn, n ∈ N0, and
̺αp,θ(x)Ψn =
√
1− pn+1Ψn+1, ̺
α
p,θ(x
∗)Ψn =
√
1− pnΨn−1 if n > 0,
̺αp,θ(x
∗)Ψ0 = 0, ̺
α
p,θ(h
±1)Ψn = e
±i(α+nθ)Ψn. (135)
If θ is irrational then the representation (135) is faithful. If θ is rational, then for any
sequence (αn)n∈N, such that 0 ≤ αn < 2π and αi 6= αj if i 6= j, for all i, j, n ∈ N, the
representation ⊕
n∈N
̺αnp,θ : ϑ(Dp ×θ S
1)→ B(
⊕
n∈N
Hαnp,θ)
is faithful.
Denote by H = ϑ(U(1)) the coordinate algebra of U(1) and let u be the unitary
generator of H. The algebra ϑ(Dp ×θ S
1) is clearly a right H-comodule ∗-algebra,
with the coaction defined on the generators by
ρH(x) = x⊗ 1, ρH(h) = h⊗ u. (136)
It is easy to see that, ϑ(Dp ×θ S
1)coH = ϑ(Dp) and ϑ(Dp ×θ S
1)(ϑ(Dp))
H
γT
is a cleft
H-Hopf Galois extension, where, for all n ∈ Z,
γT : H → ϑ(Dp ×θ S
1), un 7→ hn,
γ−1T : H → ϑ(Dp ×θ S
1), un 7→ h−n, (137)
(138)
are the cleaving map and its convolution inverse, respectively.
8.4 Gluing of two quantum solid tori
Let H = ϑ(U(1)) be the Hopf algebra generated by a unitary and group-like ele-
ment u.
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Let the deformation parameters p, q ∈ (0, 1), θ, θ′, θ′′ ∈ R. We define P1 =
ϑ(Dp ×θ S
1), P2 = ϑ(Dq ×θ′ S
1) (Subsection 8.3), P12 = ϑ(Tθ′′) (Subsection 8.2). A
∗-algebra P1 is generated by the elements x, h, which satisfy relations (132), and it is
a right H-comodule algebra with the coaction defined by (136). The corresponding
generators of P2, y and g, satisfy the relations
gg∗ = 1 = g∗g, y∗y− qyy∗ = 1− q,
gy = eiθ
′
yg, gy∗ = e−iθ
′
y∗g. (139)
P2 is a right H-comodule ∗-algebra with the coaction defined on generators by
ρH(y) = y ⊗ 1, ρH(g) = g ⊗ u. Finally, P12 is a right H-comodule ∗-algebra gen-
erated by unitary elements U and V satisfying UV = eiθ
′′
VU, with the right H-
coaction defined by the relations ρH(V) = V ⊗ 1, ρH(U) = U ⊗ u. Note that B1 =
PcoH1 ≃ ϑ(Dp) (see Section 8.1), is generated as a ∗-algebra by x, B2 = P
coH
2 ≃ ϑ(Dq)
is generated by y and B12 = P12 ≃ ϑ(S
1) is generated by V. Let the algebra surjec-
tions π12 : B1 → B12, π
2
1 : B2 → B12 be defined on generators by
π12(x) = V, π
2
1(y) = V. (140)
We define cleaving maps by
γ±11 (u
n) = h±n, γ±12 (u
n) = g±n, γ±112 (u
n) = U±n, for all n ∈ Z. (141)
Then P1(B1)
H
γ1
, P2(B2)
H
γ2
, P12(B12)
H
γ12
are cleft extensions. By Lemma 7.1, in order
to define gluing surjections (103), χ12 : P1 → P12, χ
2
1 : P2 → P12, we need to find
appropriate convolution invertible maps Γ12, Γ
2
1 : H → B12. To fix the notation,
without losing the generality, we shall only consider Γ21.
For all n ∈ Z, Γ21(u
n) and (Γ21)
−1(un) are Laurent polynomials in V such that
Γ21(u
n)(Γ21)
−1(un) = 1. By the standard argument about degree counting, this im-
plies that
(Γ21)
±1(un) = µ(n)±1V±ν(n), where µ : Z → C \ {0}, ν : Z → Z. (142)
The map χ21 must be algebraic, hence in paricular,
χ21(y
mgnykgl) = χ21(y
mgn)χ21(y
kgl), for all m, n, k, l ∈ Z.
Substituting (140), (141), (142) and (106) yields
χ21(y
mgnykgl) = χ21(e
inkθ′ymykgn+l) = einkθ
′
µ(n+ l)Vm+k+ν(n+l)Un+l,
and
χ21(y
mgn)χ21(y
kgl) = µ(n)µ(l)Vm+ν(n)UnVk+ν(l)Ul
= eiθ
′′n(k+ν(l))µ(n)µ(l)Vm+k+ν(n)+ν(l)Un+l.
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It follows that, for all n, l, k ∈ Z,
ν(n+ l) = ν(n) + ν(l), (143)
eink(θ
′−θ′′)µ(n+ l) = eiθ
′′nν(l)µ(n)µ(l). (144)
Condition (143) implies that, for all n ∈ Z, ν(n) = βn, where β = ν(1). Only left
hand side of condition (144) depends on k, therefore it can be satisfied for all k ∈ Z
only if θ′ = θ′′. We assume this, and then we have the following recursive relation
µ(n+ l) = eiθ
′nβlµ(n)µ(l), for all n, l ∈ Z, (145)
which has a family of solutions
µ(n) = αneiβθ
′ n2
2 , for all n ∈ Z, (146)
where α ∈ C \ {0}. It follows that, for all n ∈ Z, Γ21(u
n) = αneiβθ
′ n2
2 Vβn.
Similarly we prove that θ must equal θ′′ and then, for all n ∈ Z, Γ12(u
n) =
(α′)neiβ
′θ n
2
2 Vβ
′n, for some α′ ∈ C \ {0} and β′ ∈ Z. In particular Γ12(u
n) = 1, for
all n ∈ Z, is an admissible gauge transformation and, by the Remark after the
Lemma 7.1, we can assume just that without losing any generality. Accordingly,
the most general form of gluing maps for two quantum solid tori can be defined
on the basis elements (cf. (133)) of respective solid tori as
χ12((1− xx
∗)kxmhn) = δk0V
mUn,
χ21((1− yy
∗)kymgn) = δk0α
neiβθ
n2
2 Vm+βnUn, (147)
for all m, n ∈ Z, k ∈ N0. Note that χ
1
2 is a ∗-algebra map, and χ
2
1 is a ∗-algebra map
if |α| = 1. Observe that the glued algebra P =
⊕
χij
Pi is a ∗-algebra in a natural
way (i.e., with a ∗-operation defined by starring the components of the direct sum)
if and only if the maps χij are ∗-algebra morphisms. On the other hand, scaling of
g by a number of modulus one is an H-comodule ∗-algebra isomorphism of P2. It
follows that, if |α| = 1, the parameter α can be absorbed, up to an isomorphism,
by the redefinition g 7→ α−1g. Accordingly, in what follows, we shall only consider
the case α = 1.
Let us denote the generators of the algebra P−1 = ϑ(Dp ×−θ S
1) (resp. P−2 =
ϑ(Dq ×−θ S
1), P−12 = ϑ(T−θ)) with the same symbols as the generators of P1 (resp.
P2, P12). We define, by the action on generators, the ∗-algebra isomorphisms
η1 : P1 → P
−
1 , x 7→ x, h 7→ h
∗,
η2 : P2 → P
−
2 , y 7→ y, g 7→ g
∗,
η12 : P12 → P
−
12, V 7→ V, U 7→ U
∗. (148)
Clearly, for all m, n ∈ Z, k ∈ N0,
χ¯12 = η12 ◦ χ
1
2 ◦ η
−1
1 : P
−
1 → P
−
12, (1− xx
∗)kxmhn 7→ δk0V
mUn,
χ¯21 = η12 ◦ χ
2
1 ◦ η
−1
2 : P
−
2 → P
−
12, (1− xx
∗)kxmhn 7→ δk0e
iβθ n
2
2 Vm−βnUn. (149)
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Thus maps χ¯12, χ¯
2
1 have the same form as maps (147) after substituting θ 7→ −θ,
β 7→ −β. Denote P− = P−1 ⊕χ¯ij
P−2 . It follows that the map
η = η1 ⊕ η2 : P → P
− (150)
is a ∗-algebra isomorphism. Consequently, without losing generality, in what fol-
lows we shall confine ourselves to the case β ≥ 0.
Using (147) and Lemma 6.7, it is easy to see, that the vectors
((1− xx∗)kxmhn, 0), (0, (1− yy∗)kymgn), (xmhn, e−iβθ
n2
2 ym−βngn), (151)
m, n ∈ Z, k > 0, form a basis of P.
Lemma 8.1. The elements
ξ = (1− xx∗, 0), z = (x, y), a = (e
iβθ
2 xβh, g), b = (e
iβθ
2 h−1, yβg−1) (152)
of P generate P as a ∗-algebra.
Proof. It is enough to show that the basis vectors (151) are expressible in terms of
elements (152). Observe that
(0, 1− yy∗) = 1− zz∗ − ξ. (153)
It follows immediately that, for all k > 0, m, n ∈ Z,
((1− xx∗)kxmhn, 0) = e
iβθ
2 nξkzmb−n, (154)
and
(0, (1− yy∗)kymgn) = (1− zz∗ − ξ)kzman. (155)
Furthermore, using equation (125), for all m, n ∈ Z,
(xmhn, e−iβθ
n2
2 ym−βngn)
= (xmhn, e−iβθ
n2
2 ymy−βngn)− (0, e−iβθ
n2
2 ym−βnQ
q
m;−βn(1− yy
∗)gn)
= zm(hn, e−iβθ
n2
2 y−βngn)− e−iβθ
n2
2 zm−βnQ
q
m;βn(1− zz
∗ − ξ)an.
As y−βngn = eiβθ
n(n−1)
2 (y−βg)n, it follows that
(hn, e−iβθ
n2
2 y−βngn)(h, e−
iβθ
2 y−βg)n = e
iβθ
2 nb−n.
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Lemma 8.2. The generators ξ, z, a, b of P satisfy the following relations.
ξ∗ = ξ, ξz = pzξ, z∗z− qzz∗ = 1− q− (p− q)ξ, (156a)
(1− zz∗ − ξ)ξ = 0, (156b)
ξa = pβaξ, ξb = bξ, za = e−iθaz, zb = eiθbz, (156c)
za∗ − eiθa∗z = (pβ − 1)ξz1−βb, (156d)
z∗b− e−iθbz∗ = (1− qβ)zβ−1(1− zz∗ − ξ)a∗ , (156e)
ab = eiβθba, ab∗ = e−iβθb∗a, (156f)
ba = zβ, (156g)
a∗a =
β
∑
m=0
(−1)mpβm−
m(m−1)
2
[
β
m
]
p−1
ξm, (156h)
aa∗ =
β
∑
m=0
(−1)mp−βm+
m(m+1)
2
[
β
m
]
p
ξm, (156i)
b∗b =
β
∑
m=0
(−1)mqβm−
m(m−1)
2
[
β
m
]
q−1
(1− zz∗ − ξ)m, (156j)
bb∗ =
β
∑
m=0
(−1)mq−βm+
m(m+1)
2
[
β
m
]
q
(1− zz∗ − ξ)m. (156k)
where
[
n
m
]
p
are deformed binomial coefficients defined in (124)
Proof. Easy if tedious proof is left to the reader.
By the discussion in Section 4, the algebra P is naturally an H-comodule ∗-
algebra. The coaction ρH : P → P⊗ H is defined on generators by
ρH(ξ) = ξ ⊗ 1, ρH(z) = z⊗ 1, ρH(a) = a⊗ u, ρH(b) = b⊗ u−1. (157)
It is clear (cf. discussion around eq. (82)) that PcoH = B = B1 ⊕πij
B2. It follows that
PcoH is generated by the elements ξ, z ∈ P.
8.5 Lens spaces of positive charge
Let p, q ∈ (0, 1), θ ∈ [0, 2π), β ∈ N0, and let ϑ(L
p,q,θ
β ) be the quotient of a free
∗-algebra generated by the elements ξ, z, a, b, modulo the relations (156). We will
call ϑ(L
p,q,θ
β ) a coordinate algebra of functions on a quantum lens space L
p,q,θ
β of positive
charge β.
Consider the family
{ξkzmbn | k > 0, m, n ∈ Z}, {(1− zz∗ − ξ)kzman | k ≥ 0, m, n ∈ Z} (158)
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of vectors in ϑ(L
p,q,θ
β ). We will prove that it is a basis of ϑ(L
p,q,θ
β ). First we need to
prove several technical lemmas. Let
A = ( Span of the family (158) ). (159)
Lemma 8.3. The elements 1A, ξ, z, z
∗, a, a∗, b, b∗ belong to A.
Proof. The assertion is obvious in the case of the elements 1A, ξ, z, z
∗, a, a∗. Fur-
thermore,
b = b
(
aa∗ −
β
∑
m=1
(−1)mp−βm+
m(m+1)
2
[
β
m
]
p
ξm
)
= zβa∗ −
β
∑
m=1
(−1)mp−βm+
m(m+1)
2
[
β
m
]
p
ξmb,
where we used eq. (156i) in the first equality, and eq. (156g) in the second. Therefore
b ∈ A. Similarly, using eq. (156h) and eq. (156g), we obtain
b∗ = e−iβθz−βa−
β
∑
m=1
(−1)mpβm−
m(m−1)
2
[
β
m
]
p−1
ξmb∗ ∈ A.
Lemma 8.4. The following relations are satisfied in ϑ(L
p,q,θ
β ):
(1− zz∗ − ξ)z = qz(1− zz∗ − ξ), (160a)
(1− zz∗ − ξ)a = a(1− zz∗ − ξ), (160b)
(1− zz∗ − ξ)b = qβb(1− zz∗ − ξ), (160c)
ξan = eiβθ
n(n+1)
2 ξzβnb−n, for all n ∈ Z. (160d)
Proof. Using (156a) yields
(1− zz∗ − ξ)z = z− z(z∗z) − pzξ
= z− z(1− q(1− zz∗ − ξ) − pξ) − pzξ = qz(1− zz∗ − ξ).
Furthermore,
(1− zz∗ − ξ)a = a− z(z∗a) − pβaξ = a− eiθz(az∗ + (1− pβ)b∗zβ−1ξ) − pβaξ
= a− azz∗ − eiβθ(1− pβ)zβb∗ξ − pβaξ
= a− azz∗ − (1− pβ)abb∗ξ − pβaξ = a(1− zz∗ − ξ),
where in the forth equality we used eq. (156g). Similar proof of the equation (160c)
is left to the reader as an exercise.
To prove the property (160d), we note that, by (160c), (156j) and (156k),
ξbnb−n = 1, for all n ∈ Z. (161)
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Therefore, for all n ∈ Z,
eiβθ
n(n+1)
2 ξzβnb−n = eiβθ
n(n+1)
2 ξ(ba)nb−n = ξanbnb−n = ξan.
Lemma 8.5. The vector subspace A ⊆ ϑ(L
p,q,θ
β ) (eq. (159)) is closed under multiplication.
Proof. It is enough to consider products of basis vectors (158). Observe that, by
equations (160a)–(160c),
{ξkzmbn | k ∈ N, m, n ∈ Z} · {(1− zz∗ − ξ)lzsat | l ∈ N, s, t ∈ Z} = {0},
and
{(1− zz∗ − ξ)lzsat | l ∈ N, s, t ∈ Z} · {ξkzmbn | k ∈ N, m, n ∈ Z} = {0}.
Note that zz∗ = 1− (1− zz∗ − ξ) − ξ, and, by (156a),
z∗z = 1− q(1− zz∗ − ξ) − pξ.
It follows, using (156a), (156b) and (160a), that, for all n,m ∈ Z,
znzm = (1+ Pn,m(ξ) +Qn,m(1− zz
∗ − ξ))zn+m, (162a)
where Pn,m and Qn,m are polynomials such that Pn,m(0) = Qn,m(0) = 0. Similarly
by relations (156h)–(156k), (156c) and (160b)–(160c), for all n,m ∈ Z,
anam = (1+ P
′
n,m(ξ))a
n+m , (162b)
bnbm = (1+Q
′
n,m(1− zz
∗ − ξ))bn+m, (162c)
where polynomials P
′
n,m, Q
′
n,m, satisfy P
′
n,m(0) = Q
′
n,m(0) = 0.
It follows that, for all m, n, s, t ∈ Z and k, l ∈ N,
(ξkzmbn)(ξlzsbt) = p−lme−insθξk+lzmzsbn+t
= p−lme−insθξk+l(1+ Pm,s(ξ))z
m+sbn+t
∈ Span({ξkzmbn | k ∈ N,m, n ∈ Z}) ⊆ A. (163)
Using eq. (160d) yields, for all m, n, s, t ∈ Z, k ∈ N,
(ξkzmbn)(zsat) = eiβθ
t(t+1)
2 ξkzmbnzszβtb−t,
hence, by eq. (163),
(ξkzmbn)(zsat) ∈ Span({ξkzmbn | k ∈ N,m, n ∈ Z}) ⊆ A. (164)
Analogously,
(zsat)(ξkzmbn) = p−βtkzsξkatzmbn = eiβθ
t(t+1)
2 p−βtkzsξkzβtb−tzmbn
∈ Span({ξkzmbn | k ∈ N,m, n ∈ Z}) ⊆ A. (165)
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In the remainder of the proof we need the following observation. For all m, n ∈ Z,
anzm ∈ eimnθzman + Span({ξkzmbn | k ∈ N,m, n ∈ Z}). (166)
We use induction on m, n ∈ Z. The above formula is obviously true for m or n
equal to zero. By eq. (156c) and eq. (156d), it is also true for m, n = ±1. For brevity
write A′ = Span({ξkzmbn | k ∈ N,m, n ∈ Z}). Let k = ±1, kn ≥ 0. Then, using
equations (163), (164), (165), we obtain
an+kzm = ak(anzm) ∈ eimnθ(akzm)an + akA′ ⊆ eimnθ(akzm)an +A′
⊆ eim(n+k)θzman+k + eimnθA′an +A′ ⊆ eim(n+k)θzman+k +A′.
Similarly, for k = ±1, km ≥ 0,
anzm+k = (anzm)zk ∈ eimnθzm(anzk) +A′zk ⊆ eimnθzm(einkθzkan +A′) +A′zk
⊆ ei(m+k)nθzm+kan +A′.
Using (166) and then (162) and (160), we obtain, for all m, n, s, t ∈ Z,
zmanzsat ∈ einsθzmzsanat + zmA′at
⊆ einsθ(1+Qm,s(1− zz
∗ − ξ) + Pm,s(ξ))z
m+s(1+ P
′
n,t(ξ))a
n+t +A′
= einsθ(1+Qm,s(1− zz
∗ − ξ))zm+san+t + P
′′
(ξ)zm+s+β(n+t)b−(n+t) +A′ ⊆ A,
where P
′′
is a polynomial such that P
′′
(0) = 0, and in the last equality we used
eq. (160d) and then eq. (162a). This shows that, for all m, n, s, t ∈ Z and k, l ∈ N0,
((1− zz∗ − ξ)kzman)((1− zz∗ − ξ)lzsat) ∈ A, which ends the proof.
Proposition 8.6. Vectors (158) form a basis of ϑ(L
p,q,θ
β ). The algebras ϑ(L
p,q,θ
β ) and P =
P1 ⊕χij
P2 = ϑ(Dp ×θ S
1) ⊕χij
ϑ(Dq ×θ S
1) are mutually isomorphic. Here the maps χ12
and χ21 are defined in eq. (147) with α = 1 and β ≥ 0.
Proof. Let the algebra maps χi : ϑ(L
p,q,θ
β ) → Pi, i = 1, 2, be defined on generators by
χ1(ξ) = 1− xx
∗, χ1(z) = x, χ1(a) = e
iβθ
2 xβh, χ1(b) = e
iβθ
2 h−1,
χ2(ξ) = 0, χ2(z) = y, χ2(a) = g, χ2(b) = y
βg−1. (167)
By Lemmas 8.1 and 8.2 these maps are well defined, and by Lemma 8.1, the map
χ = χ1 ⊕ χ2 : ϑ(L
p,q,θ
β ) → P is surjective. Let w ∈ kerχ. By Lemmas 8.3 and 8.5,
vectors (158) span ϑ(L
p,q,θ
β ), hence
w = ∑
m,n∈Z
k>0
µkmnξ
kzmbn + ∑
s,t∈Z
l≥0
νlst(1− zz
∗ − ξ)lzsat, (168)
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for some coefficients µkmn, νlst ∈ C, where m, n, s, t ∈ Z, k > 0, l ≥ 0. By assump-
tion, χ1(w) = 0 and χ2(w) = 0. It follows that
0 = χ2(w) = ∑
s,t∈Z
l≥0
νlst(1− yy
∗)lysgt.
Since the elements (1− yy∗)lysgt, l ∈ N0, s, t ∈ Z, form a linear basis of P2, this
implies that, for all l ∈ N0, s, t ∈ Z, νlst = 0. But then
0 = χ1(w) = ∑
m,n∈Z
k>0
µkmne
iβθ
2 n(1− xx∗)kxmhn,
which implies that, for all k ∈ N and m, n ∈ Z, µkmne
iβθ
2 n = 0 and so µkmn = 0.
Hence w = 0 and therefore kerχ = {0} and so χ : ϑ(L
p,q,θ
β ) → P is a ∗-algebra
isomorphism. It follows that we can identify ϑ(L
p,q,θ
β ) with P. We have also proven
that vectors (158) are linearly independent and hence they form a linear basis of
ϑ(L
p,q,θ
β ).
Let us define a right H-coaction ρH : ϑ(L
p,q,θ
β ) → ϑ(L
p,q,θ
β ) ⊗ H by (eq. 157),
which makes χ : ϑ(L
p,q,θ
β ) → P an H-comodule isomorphism. It follows, by the
discussion after eq. (157), that B = PcoH is isomorphic to the quotient of a free
algebra, generated by elements, ξ, z, by the relations (156a)-(156b). This, in turn, is
the coordinate algebra ϑ(S2pq) on the quantum 2-sphere S
2
pq defined, by gluing two
quantum discs Dp and Dq, in [8] and [13].
8.6 The inverse of the canonical map on ϑ(L
p,q,θ
β )
By Proposition 6.9, P(B)H is an H-Hopf Galois extension. The translation maps on
P1 and P2 are given explicitly, by the formulae, for all n ∈ Z,
τ1 : H → P1 ⊗B P1, u
n 7→ h−n ⊗B h
n,
τ2 : H → P2 ⊗B P2, u
n 7→ g−n ⊗B g
n. (169)
By eq. (41), the translation map on P is given explictly as, for all n ∈ Z,
τ : H → P⊗B P, u
n 7→ κ−1P⊗BP(τ1(u
n), τ2(u
n)), (170)
i.e., for all n ∈ Z, the element τ(un) ∈ P ⊗B P is uniquely determined by the
property
(χ1 ⊗B χ1)(τ(u
n)) = h−n ⊗B h
n, (χ2 ⊗B χ2)(τ(u
n)) = g−n ⊗B g
n, (171)
where maps χ1, χ2 were defined in (167). In order to find τ(u
n), first note that, for
all n ∈ Z,
(χ1 ⊗B χ1)(b
n ⊗B b
−n) = h−n ⊗B h
n, (χ2 ⊗B χ2)(a
−n ⊗B a
n) = g−n ⊗B g
n. (172)
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Then, for all n ∈ Z,
bn ⊗B b
−n = a−nanbn ⊗B b
−n + (1− a−nan)bn ⊗B b
−n
= a−n ⊗B a
nbnb−n + (1− a−nan)bn ⊗B b
−n
= a−n ⊗B a
n + a−n ⊗B a
n(bnb−n − 1) + (1− a−nan)bn ⊗B b
−n. (173)
Observe that, for all n ∈ Z, 1− a−nan ∈ kerχ2 and b
nb−n − 1 ∈ kerχ1, therefore
the elements
τ(un) = bn ⊗B b
−n + a−n ⊗B a
n(1− bnb−n)
= a−n ⊗B a
n + (1− a−nan)bn ⊗B b
−n,
(174)
n ∈ Z, satisfy conditions (171), and hence define the translation map on P.
The above method of computation was inspired by the proof of Proposition 1
in [8].
8.7 Representations of ϑ(L
p,q,θ
β )
To find representations of ϑ(L
p,q,θ
β ) we use the same method as was used in [12].
Let ̺ : ϑ(L
p,q,θ
β ) → B(H) be any representation of ϑ(L
p,q,θ
β ) as a subalgebra of the al-
gebra of bounded operators B(H) on a Hilbert space H. Note that, by the relations
(160), (156a) and (156c), the subspaces ker ̺(ξ) and ker ̺(1− zz∗ − ξ) are invariant.
For any pair of closed subspaces S ⊆ S ′ ⊆ H, let S⊥S′ denote the closure of the or-
thogonal complement of S in S ′. For brevity, we denote S⊥ = S⊥H . In this section
symbol ‘⊕’ denotes the orthogonal direct sum of Hilbert spaces. Hilbert space H
can be decomposed into a direct sum
H = ker ̺(ξ) ⊕ (ker ̺(ξ))⊥ = (ker ̺(ξ) ∩ ker ̺(1− zz∗ − ξ))
⊕ (ker ̺(ξ) ∩ ker ̺(1− zz∗ − ξ))⊥ker ̺(ξ) ⊕ (ker ̺(ξ))⊥ .
Suppose that Ψ ∈ (ker ̺(ξ))⊥ is such that ̺(1− zz∗ − ξ)Ψ 6= 0. Since (ker ̺(ξ))⊥ is
an invariant subspace, we obtain, by the relation (156b),
0 = ̺(ξ(1− zz∗ − ξ))Ψ = ̺(ξ)̺(1− zz∗ − ξ)Ψ 6= 0,
which is a contradiction. It follows that (ker ̺(ξ))⊥ ⊆ ker ̺(1 − zz∗ − ξ). For
brevity, let us denote H0 = ker ̺(ξ) ∩ ker ̺(1− zz
∗ − ξ), H′ = (ker ̺(ξ) ∩ ker ̺(1−
zz∗ − ξ))⊥ker ̺(ξ), H′′ = (ker ̺(ξ))⊥. It follows that H = H0 ⊕H
′ ⊕H′′, and we have
an orthogonal direct sum decomposition of the representation ̺ into subrepresen-
tations
̺0 : ϑ(L
p,q,θ
β ) → B(H0), ̺
′ : ϑ(L
p,q,θ
β ) → B(H
′), ̺′′ : ϑ(L
p,q,θ
β ) → B(H
′′).
In the representation ̺0, the relations (156) are reduced to
̺0(ξ) = 0, ̺0(b) = ̺0(z)
β̺0(a
∗), (175a)
̺0(z
∗)̺0(z) = 1 = ̺0(z)̺0(z
∗), ̺0(a
∗)̺0(a) = 1 = ̺0(a)̺0(a
∗), (175b)
̺0(a)̺0(z
±1) = e±iθ̺0(z
±1)̺0(a). (175c)
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Similarly, in the representation ̺′, the relations (156) assume the form
̺′(ξ) = 0, ̺′(b) = ̺′(z)β̺′(a∗), (176a)
̺′(z∗)̺′(z)− q̺′(z)̺′(z∗) = 1− q, ̺′(a∗)̺′(a) = 1 = ̺′(a)̺′(a∗), (176b)
̺′(a)̺′(z±1) = e±iθ̺′(z±1)̺′(a). (176c)
Finally, the representation ̺′′ reduces the relations (156) to the form
̺′′(ξ) = 1− ̺′′(z)̺′′(z∗), ̺′′(a) = ̺′′(b∗)̺′′(z)β, (177a)
̺′′(z∗)̺′′(z)− p̺′′(z)̺′′(z∗) = 1− p, ̺′′(b∗)̺′′(b) = 1 = ̺′′(b)̺′′(b∗), (177b)
̺′′(z)̺′′(b±1) = e±iθ̺′′(b±1)̺′′(z). (177c)
¿From the representation theory of the quantum solid torus (Section 8.3), it follows
that irreducible representations of ϑ(L
p,q,θ
β ) include the ones unitarily equivalent to
one of the following representations.
For all 0 ≤ µ < 2π, there exists a representation ̺
′
µ : ϑ(L
p,q,θ
β ) → B(H
′
µ), where
H
′
µ has an orthonormal Hilbert basis Ψ
′
n, n ∈ N0, such that, for all n ∈ N0,
̺
′
µ(z)Ψ
′
n =
√
1− qn+1Ψ
′
n+1, ̺
′
µ(z
∗)Ψ
′
n =
√
1− qnΨ
′
n−1 if n > 0, ̺
′
µ(z
∗)Ψ
′
0 = 0,
̺
′
µ(a
±1)Ψ
′
n = e
±i(µ+nθ)Ψ
′
n, ̺
′
µ(ξ)Ψ
′
n = 0,
̺
′
µ(b)Ψ
′
n = e
−i(µ+nθ)
√
1− qn+1 . . .
√
1− qn+βΨ
′
n+β,
̺
′
µ(b
∗)Ψ
′
n
{
0 if n < β,
ei(µ+(n−β)θ)
√
1− qn . . .
√
1− qn−β+1Ψ
′
n−β otherwise.
(178)
Similarly, for all 0 ≤ µ < 2π, there exists a representation ̺
′′
µ : ϑ(L
p,q,θ
β ) →
B(H
′′
µ), where H
′′
µ has an orthonormal Hilbert basis Ψ
′
n, n ∈ N0, such that, for all
n ∈ N0,
̺
′′
µ(z)Ψ
′′
n =
√
1− pn+1Ψ
′′
n+1, ̺
′′
µ(z
∗)Ψ
′′
n =
√
1− pnΨ
′′
n−1 if n > 0, ̺
′′
µ(z
∗)Ψ
′′
0 = 0,
̺
′′
µ(b
±1)Ψ
′′
n = e
±i(µ−nθ)Ψ
′′
n, ̺
′′
µ(ξ)Ψ
′′
n = p
nΨ
′′
n,
̺
′′
µ(a)Ψ
′′
n = e
−i(µ−(n+β)θ)
√
1− pn+1 . . .
√
1− pn+βΨ
′′
n+β,
̺
′′
µ(a
∗)Ψ
′′
n
{
0 if n < β,
ei(µ−nθ)
√
1− pn . . .
√
1− pn−β+1Ψ
′′
n−β otherwise.
(179)
Finally, depending on whether deformation parameter θ is a rational or irra-
tional multiple of 2π, we have one of the following families of irreducible repre-
sentations.
Suppose that θ = 2πMN , where M,N ∈ Z, N > 0, and M and N are relatively
prime. Then, for all 0 ≤ µ, ν < 2π, there exists a representation ̺
µν
0 : ϑ(L
p,q,θ
β ) →
45
B(H
µν
0 ), where H
µν
0 has an orthonormal Hilbert basis Ψn, n ∈ ZN , and, for all
n ∈ ZN ,
̺
µν
0 (a
±1)Ψne
±i
µ
N±inθΨn, ̺
µν
0 (z
±1)Ψn = e
±i νN Ψn±1, ̺
µν
0 (ξ)Ψn = 0,
̺
µν
0 (b)Ψne
i
νβ−µ
N −inθΨn+β, ̺
µν
0 (b
∗)Ψne
i
µ−νβ
N +i(n−β)θΨn−β. (180)
If θ is an irrational multiple of 2π, then, for any 0 ≤ µ < 2π, we have a repre-
sentation ̺
µ
0 : ϑ(L
p,q,θ
β ) → B(H
µ
0 ). The Hilbert space H
µ
0 has an orthonormal basis
Ψn, n ∈ Z. For all n ∈ Z,
̺
µ
0 (a
±1)Ψn = e
±iµ±inθΨn, ̺
µ
0 (z
±1)Ψn = Ψn±1, ̺
µ
0 (ξ)Ψn = 0,
̺
µ
0 (b)Ψn = e
−iµ−inθΨn+β, ̺
µ
0 (b
∗)Ψn = e
iµ+i(n−β)θΨn−β. (181)
If θ is irrational, then for any 0 ≤ µ, ν < 2π, the representation ̺
′
µ ⊕ ̺
′′
ν :
ϑ(L
p,q,θ
β ) → B(H
′
µ ⊕H
′′
ν) is faithful.
8.8 Final remarks
We conclude this section with a number of remarks about the structure of quan-
tum lens spaces. We also comment on the K-theory of quantum lens spaces. The
detailed developments of the topics discussed here, can be considered as directions
for future work.
The relations (156) defining ϑ(L
p,q,θ
β ) assume a particularly simple form in the
case β = 1. Namely, if β = 1, then z = ba, ξ = 1− aa∗ , and the relations (156) are
reduced to
a∗a− paa∗ = 1− p, b∗b− qbb∗ = 1− q, ab = eiθba, ab∗ = e−iθb∗a,
(1− aa∗)(1− bb∗) = 0. (182)
It follows that the quantum lens space of charge 1, L
p,q,θ
1 , can be identified with the
Heegaard quantum sphere S3p,q,θ considered in [2].
For brevity, let us denote A = ϑ(S3p,q,θ). Let us define a Z-grading on A with
deg(a) = 1, deg(a∗) = −1, deg(b) = −1, deg(b∗) = 1, (183)
and, for all n ∈ Z, let An = {w ∈ A | deg(w) = n}. For any β ∈ N, define
the subalgebra A(β) =
⊕
n∈Z Aβn. It can be shown that the ∗-algebra map fβ :
ϑ(L
p,q,βθ
β )→ A(β), given on generators by
fβ(ξ) = 1− aa
∗ , fβ(z) = ba, fβ(a) = a
β, fβ(b) = e
iθ
β(β−1)
2 bβ, (184)
is a well defined ∗-algebra isomorphism.
In [2], it was demonstrated that C(S3p,q,θ) is isomorphic as a C
∗-algebra to a fibre
product of two C∗-algebras isomorphic to quantum solid tori, and then the Mayer-
Vietoris sequence was used to compute the K-theory of C(S3p,q,θ) using the K-theory
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of quantum solid tori. We expect that this method can be adapted to compute the
K-theory of C(L
p,q,θ
β ). This is a direction for future work.
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