Abstract. This article is concerned with the incompressible, irrotational, infinite depth water wave equation in two space dimensions, either with gravity and without surface tension, or without gravity but with surface tension. For both of these problems we prove that there are no solitary waves.
Introduction
The water wave equations describe the motion of the free surface of an inviscid incompressible fluid. Under the additional assumption of irrotationality, Zakharov [33] observed that this motion can be described purely by the evolution of the fluid surface.
Solitary waves are waves which move with constant velocity while maintaining a fixed asymptotically flat profile. The question of existence of solitary waves is a classical problem, going back to Russell's 1844 experimental observation of such waves. Equally interesting is the periodic setting, where one instead seeks periodic traveling waves.
Water waves come in many flavors depending on a number of physical parameters, most notably gravity, surface tension (capillarity) and fluid depth. Solitary waves have been discovered in many of these settings, see for instance [2, 9, 10, 12, 15, 16, 27] , famously including for instance the Stokes waves [28] which have an angular crest. Within this family of problems, one of the most difficult cases turned out to be the case of deep water.
For water waves in deep water, solitary waves have been recently proved to exist provided that both gravity and surface tension are present, see [6, 7, 17, 22] , following numerical work in [23, 24] . However, in the seemingly simpler cases, where exactly one of these forces is active, the problem has remained largely open, and only partial nonexistence results are known [13, 19, 29] .
The goal of the present work is to settle both of these problems in the two dimensional setting. We show that with either gravity and no surface tension, or with surface tension but no gravity, no solitary waves exist.
1.1. The Eulerian equations. We consider the incompressible, infinite depth water wave equation in two space dimensions, either with gravity but no surface tension, or without gravity but with surface tension. This is governed by the incompressible Euler's equations with boundary conditions on the water surface.
We first describe the equations. We denote the water domain at time t by Ω(t), and the water surface at time t by Γ(t). We think of Γ(t) as being either asymptotically flat at infinity or periodic. The fluid velocity is denoted by u and the pressure is p. Then u solves the Euler's equations inside Ω(t),
while on the boundary we have the dynamic boundary condition
and the kinematic boundary condition
Here g represents the gravity, H is the mean curvature of the boundary and σ represents the surface tension. Under the additional assumption that the flow is irrotational, we can write u in terms of a velocity potential φ as u = ∇φ, where φ is harmonic within the fluid domain, with appropriate decay at infinity. Thus φ is determined by its trace on the free boundary Γ(t). Denote by η the height of the water surface as a function of the horizontal coordinate. Following Zakharov, we introduce ψ = ψ(t, x) ∈ R to be the trace of the velocity potential φ on the boundary, ψ(t, x) = φ(t, x, η(t, x)). Then the fluid dynamics can be expressed in terms of a one-dimensional evolution of the pairs of variables (η, ψ), namely
Here G represents the Dirichlet to Neumann map associated to the fluid domain. This is Zakharov's Eulerian formulation of the gravity/capillary water wave equations. One limitation of this formulation is that it assumes that the fluid surface is a graph. It is known since Zakharov [33] that the water-wave system is Hamiltonian, where the Hamiltonian (conserved energy) is given by
The momentum is another conserved quantity which arises by Noether's theorem as a consequence of the fact that the problem is invariant with respect to horizontal translations (see Benjamin and Olver [5] for a study of the invariants and symmetries of the water-wave equations):
Solitary waves are solutions to the water wave equations which have a constant profile which moves with constant speed, In earlier work on the three dimensional problem it was shown in [13] that there are no solitary waves with either positive elevation (η ≥ 0) or negative elevation (η ≤ 0), and more recently, in the two dimensional case, that there are no solitary waves with at least |x| −1−ǫ decay at infinity, see [19, 29] . The expansion at infinity is discussed in greater detail in [30] .
Compared with these earlier works, here we impose no sign condition on η, as well as no decay condition on η; indeed, our only decay assumption is η x ∈ L 2 . Also, we do not impose any condition to guarantee the absence of stationary points for the flow, which is ultimately equivalent to the ellipticity of the equations and guarantees that the solitary waves must be C ∞ . Correspondingly, we only use very low regularity assumptions.
Here it is important to work at low regularity, as the solitary wave equations are not necessarily elliptic, and in particular may allow angular crests, e.g. as in the Stokes waves which have 2π/3 angles. The above Besov regularity property does preclude angular crests. However, while proving the result we give a stronger form of it in conformal coordinates, see Theorem 3. Then, at the end of Section 3, we show that this form excludes crests with angles θ ∈ (π/2, π), and in particular it excludes Stokes types crests, which are the only ones consistent with the solitary wave equations.
Next we continue with our result for capillary waves, where we use similar a-priori bounds. Here there are no prior results in this direction, as far as we are aware. 
2,1 and lower frequency bounds
Our approach for this problem relies on the use of the holomorphic formulation of the equations, which uses conformal coordinates within the fluid domain. This approach 1 has been initially used precisely in the study of solitary waves in work of Babenko [3, 4] , and later in [8, 26] but also, more recently, in the study of the dynamical problem in work of Wu [31] , Dyachenko-Kuznetsov-Spector-Zakharov [14] , and more recently by the authors and Hunter [18] , as well as by the authors [21] for capillary waves. In addition to the Babenko equations [4] , an alternate method is to use a different conformal transformation, called a hodograph transform, see e.g. [22] . This last method applies only for the steady flows, and not for the dynamical problem.
In the present work we derive a set of equations for steady gravity waves in holomorphic coordinates, which are easily seen to imply the Babenko equations for gravity waves; however, the converse is far less obvious. Similarly, we also produce a related set of equations for capillary waves. This is done in the next section, where we also recall the holomorphic form of the water wave evolution.
In the last two sections we prove the solitary wave nonexistence result, including also a statement of the main result which applies directly in holomorphic coordinates. This is a stronger statement, as in particular it does not require the free fluid surface to be a graph, and also allows angular crests in the case of gravity waves. fessorship. The second author was partially supported by the NSF grant DMS-1800294 as well as by a Simons Investigator grant from the Simons Foundation.
Water waves in holomorphic coordinates and the Babenko equations
2.1. Holomorphic coordinates. One main difficulty in the study of the above equations is the presence of the Dirichlet to Neumann operator D, which depends on the free boundary. This is one of the motivations for our choice to use a different framework to study these equations, namely the holomorphic coordinates. In the context of the dynamical problem these were first introduced by Ovsiannikov [25] , and further developed by Wu [32] and Dyachenko-Kuznetsov-Spector-Zakharov [14] , and were heavily exploited by the authors in earlier work [18] , [20] in the context of two dimensional gravity water waves and [21] for two dimensional capillary waves.
The holomorphic coordinates are defined via a conformal map Z : H → Ω(t), where H is the lower half plane, H := {α − iβ : β > 0}. Here Z maps the real line into the free boundary Γ(t). Thus the real coordinate α parametrizes the free boundary, which is denoted by Z(t, α). In order to uniquely determine the parametrization we impose a boundary condition at infinity, lim
In order to describe the velocity potential φ we use the function Q = φ + iq where ψ represents the harmonic conjugate of φ (the stream function). Both functions Z − α and Q admit bounded holomorphic extensions into the lower half plane, which implies that their Fourier transforms are supported in (−∞, 0]. We call such functions holomorphic functions. They can be described by the relation P f = f , where P is defined as
and represents the projector operator to negative frequencies. The water wave equations will define a flow in the class of holomorphic functions for the pair of variables (W, Q) where W := Z − α.
For a full derivation of the holomorphic form of gravity/capillary water waves we refer the reader to the paper [18] for gravity waves, and [21] for capillary waves. The equations have the form (2.1)
Simplifying we obtain the fully nonlinear system (2.3)
This is a still Hamiltonian system, where the Hamiltonian has a simple form when expressed in holomorphic coordinates:
The invariance with respect to horizontal translations leads by Noether's theorem to the conservation of momentum,
One downside of working in holomorphic coordinates is that here the symplectic form is not as simple as in the Eulerian case. Fortunately this is not needed in the present paper.
Since W and Q only appear in differentiated form in the equations above, differentiating with respect to α yields a self contained system for (W α , Q α ). This system is best expressed using Alihnac's "good variable", which in this case has the form
This system has the form (2.4)
where the real advection velocity b is given by
The real frequency-shift a is given by (2.6) a := i P R R α − P RR α , and the auxiliary function M is given by
Here we used the notation Y :
. Primarily, the equations (2.3) will be used in the sequel. However the above discussion motivates the fact that all the results here are in terms of the differentiated variables.
2.2.
The regularity of W α and Q α . Here we transfer the a-priori regularity of the Eulerian variables to the holomorphic variables (W, Q). 
Proof. a) Proof of (2.8). To obtain W α it suffices to construct the harmonic function β inside the fluid domain Ω(t); here β is a negative function. This solves the Dirichlet problem (2.10)
A direct computation using the inverse function theorem shows that
where due to the homogeneous boundary condition we have |β x | |β y |. 6 Thus we need to show that |β y | 1 on the top, or equivalently that |∇β| 1, or equivalently that (2.11) |β(x, y)| ≈ |y − η|.
Our starting point for this is the authors' result in [1] , Proposition 3.3, which asserts that if η x is small in B 1 2 2,1 then W α is small in the same space. This further implies that W α has a small uniform bound, and thus |1 + W α | ≈ 1. For β this shows that (2.11) holds.
For our proof here we will combine this small data result with the maximum principle in two steps. The maximum principle shows that if η 1 ≤ η 2 then |β 1 | ≤ |β 2 |.
For the first step we regularize η at a small frequency scale λ ≪ 1, namely η ≤λ . If λ is small enough then η ≤λ is small in B 2,1 , so the result in [1] applies. Thus, the corresponding function β λ satisfies β λ (x, y) ≈ |y − η ≤λ |. Here β λ is the harmonic function solving (2.10), where the defining function for Γ is η ≤λ .
On the other hand, by Bernstein's inequality, we have
Comparing η < η ≤λ + C, by the maximum principle it follows that
and thus |β(x, y)| ≤ |y − η(x)| + 2C. This provides the desired bound (2.11) at distance 1 from Γ, and localizes the problem to the unit spatial scale.
For the second step of the proof, we fix x 0 ∈ R, and seek to estimate β near x 0 . After a rotation (which preserves the B 1 2 2,1 regularity), we can assume without any restriction in generality that η ′ (x 0 ) = 0. Then, by localizing η, we can find a function η 1 which is small in
Then comparing the corresponding functions β and β 1 in a set
by the maximum principle it follows that in this set we have
In particular at x = x 0 we have
as needed.
b) Proof of (2.9). For W on the top we have the relation ℑW (α) = η(x) where x = α + ℜW (α), which shows that
Thus by part (a) we have
Similarly, for Q we have
Solitary waves and the Babenko equations.
Solitons are solutions of the form (Q(α−ct), W (α−ct)). Here the sign of c is not important due to the time reversal symmetry (W (t, α), Q(t, α)) → (W (−t, α), −Q(−t, α)). Substituting in the equations (2.3) we obtain the system (2.12)
An alternative to working with the above equations is to use the Hamiltonian formalism. We recall that the Hamiltonian and the horizontal momentum are given by
Since M is the generator of the group of horizontal translations with respect to the same symplectic form, it is natural to expect that solitary waves must formally solve the system (2.13)
This can be interpreted as saying that solitary waves are critical points for the Hamiltonian on level sets of the momentum. In this interpretation the velocity c plays the role of the Lagrange multiplier. We now use the above relation to formally derive the Babenko's equations. We first compute some simple variational derivatives.
Then from the first component of (2.13) we obtain (2.14)
Next we have dM dW = iQ α .
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Thus we are left with a single equation for W , namely
We have
This leads us to the formulation of the Babenko equations:
We specialize this to gravity, respectively capillary waves.
(i) For gravity waves, the Babenko equations have the form
These admit a variational interpretation, namely as critical points for the reduced Hamiltonian (i.e. potential energy)
on level sets of the reduced momentum
(ii) For capillary waves, the Babenko equations are (2.17)
As above, these can be seen as the equations for critical points for the reduced Hamiltonian (i.e. potential energy)
on level sets of the reduced momentum M 0 .
Rigorously deriving these equations in the low regularity setting via the Hamiltonian formalism requires inverting the symplectic map, which is not so simple in the holomorphic coordinate system. Also, we are not assuming enough low frequency regularity in order to guarantee that either the Hamiltonian or the momentum are finite. Because of this we will derive these equations directly from (2.12). We begin with the first equation in (2.12), which we rewrite as
The expression inside the projection is imaginary, thus by taking the imaginary part of both sides, leads to the following equality 1 2
Hence, ℑQ α = cℑW α ; therefore (2.18)
To obtain the counterpart of the second Babenko equation (2.14) we start from the second equation in (2.12), we substitute the expression of F from the first equation, use (2.18), and equate the real part of both sides of the resulting equation. This leads to the following relation
Further computations give
We now specialize to gravity, respectively capillary waves.
(i) For gravity waves we have
We multiply (2.19) by (1 + W) to obtain (2.20)
The right hand side of (2.20) can be written as a holomorphic plus an antiholomorphic part, but the left hand side cannot be decomposed in a similar fashion. We therefore need to use the projection P and multiply by i to arrive at (2.16).
(ii) For capillary water waves we have
As before, we multiply (2.21) by (1 + W) to obtain
and take the projection of the resulting equation to arrive at (2.17).
In both cases, we remark that the above equations provide additional 2 information compared to the Babenko type equations (2.16) and (2.17). We will take advantage of this in the sequel.
Gravity waves
Here we prove the desired nonexistence statement for solitary waves in the case of the gravity waves, expressed in holomorphic coordinates. Our starting point is the equation (2.19) for W α , which we recall here:
For this equation we consider solutions W whose derivative W has regularity as follows:
Then our main nonexistence result in holomorphic coordinates is Proof. We first directly dispense with the case c = 0. Then for c = 0 we use (3.2) to conclude that ℑW ∈ L 2 , and thus W ∈ L 2 (after possibly subtracting an appropriate constant). Since W α ∈ L 2 , we also conclude that W ∈ L ∞ , with limit zero at infinity. Multiplying the equation (3.1) by (1 + W) gives
which after projection yields the Babenko's equation
We rewrite this equation in the form
where the key remark is that the coefficient V of W α is purely real. If there were no projection, we could choose a bounded increasing function χ, multiply the equation by 2χW α , take the real part and integrate by parts to get
which yields W = 0. In our case, we need to be more careful. We set χ to be a smooth bump function which increases from 0 to 1, and for r > 0 we define
Then, multiplying as above by χW α and integrating by parts on the left, we have the following equality
where we have used the fact that P is L 2 self-adjoint. Here we have two favorable features. First, we have a commutator which yields the r −1 gain. Secondly only the frequencies in W which are less than r −1 affect the commutator. Because of this we claim that It remains to prove the Lemma.
Proof of Lemma 3.1. We first note that by Coifman-Meyer commutator estimates [11] , we have
which yields the desired r −1 factor. To also gain the remaining decay, we use the fact that primarily only the frequencies r −1 of W contribute to the commutator. Precisely, given a frequency threshold λ > 0 we truncate W . For the high frequency part we write [P, χ r ]W ≥λ,α = P, (χ r ) ≥ λ 4
W ≥λ,α , where we took the λ/4 truncation in χ r to make sure that the excluded frequencies in χ r are strictly smaller than the frequencies in W .
Here we have the decay
where N is any fixed large positive integer. Therefore using again the Coifman-Meyer commutator estimate we obtain r P, (χ r ) ≥ Here, for simplicity, by crested waves we mean waves which are smooth except for finitely many angular crests. We next show how to prove this corollary.
To set the stage, observe that the equation (3.1) implies that
.
