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Surveillance and surveillance-like practices are common 
on the free web services that we use. We argue that, 
although such practices can provide value to users, they 
should be done ‘consentfully’ as a way of empowering 
individuals and applying consumer preference to the 
market.  Our research on this subject raises some key 
challenges for interaction designers and researchers to 
address: explanations, timing, and measurement. 
Introduction: The Grey Web 
Under the surface of the web-based content and 
services that we use every day is a largely invisible 
network [3] of advertisers, data brokers and analytics 
companies, “The Grey Web” [4].  The “trackers” that 
make up the Grey Web are able to track individual users 
through a variety of mechanisms such as browser 
cookies or fingerprinting [6], and to use the information 
that they gather about the users’ web browsing history, 
possibly combined with information from other sources, 
such as social networking profiles, to create rich profiles 
of individual users; embodying Clarke’s so-called 
“dataveillance” [2]. 
As an example of a modern commercial surveillance 
network, the Grey Web provides an opportunity to 
examine issues of surveillance more generally. 
Consent & Consentfulness 
The use of everyday surveillance, by or in conjunction 
with commercial organizations, does offer some value  
to end users, through better personalization and better 
insight into, for instance, their own health or behavior. 
Although surveillance in an adversarial context such as 
security is not typically conducted with the consent of 
the surveillee the same does not seem to be desirable 
of surveillance in other broader contexts.  Our position 
is that as surveillance diversifies into new areas and 
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 forms, there is a pressing need to do so with surveillees’ 
meaningful consent.  Gaining such consent is important 
from a values-based desire to empower individual 
consumers, to allow informed consumer preference to 
act as market force on service development and, from 
service providers’ own perspective, in order to foster 
user trust in, and adoption of, new platforms and 
technology. The importance of consent is reflected in 
existing privacy and data protection regulation [8] [1]. 
‘Consentfulness’ 
As a means to think about the role of consent, we 
propose the notion of “consentfulness”; conceptually the 
(inverse) degree to which a fully-informed user would 
choose to undo a particular data collection or processing 
practice – for instance surveillance. This could be as a 
result of surprise (at its mere existence, or at its 
consequences) or because inadequate control over the 
practice was given to begin with.   
Consentful Surveillance 
Today, user consent to tracking practices is typically 
claimed on the basis of disclosures made through 
devices such as privacy policies, cookie notices and 
terms and conditions.  However, we have seen in our 
research that most users are unable to infer the 
consequences of data collection and processing by 
service providers, and in many cases even what is 
entailed by the practices themselves, based on the 
information provided by service providers [5].   
Consentful interactions must, by definition, be 
intelligible to the user, and controllable.  However, 
surveillance seems to raise a third key challenge to HCI: 
Visibility; the ability of surveillees to know if and when 
surveillance is taking place.  
The Web Mirror 
To probe user understanding of web surveillance, to 
improve its visibility, and to begin developing a model of 
how to enable consentful surveillance, we built the Web 
Mirror (http://mirror.websci.net/).  The Web Mirror 
embodies many of the concepts of a “privacy mirror” [7] 
and reflects back to users both the extent of 
surveillance in their own web browsing, and the possible 
identities that different surveillants could have created 
for them. 
Key Challenges 
Based on user-centered research using the Web Mirror, 
we offer three key interaction challenges around 
consentful surveillance: 
We need to better explain surveillance practices to 
users; explanations grounded in technical 
implementation details (“cookies”, “pixels”) do not help 
users to reason. Good explanations would allow the user 
to relate the surveillance to their own concerns; 
concerns that are often specific and based on individual 
social and cultural context. 
We need to offer explanations, and control 
opportunities, at the right time. User inattention, of 
focus on a more important task, potentially leads to 
users making non-consentful decisions. 
Finally, we may be able to develop instruments to 
measure consentfulness empirically for use as a 
quantifiable design metric; offering the ability to 
iteratively improve the consentfulness of a system as 
we would with reliability or performance. 
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