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Introduction
Blade is one of the core components of turbine machinery, which sustains a variety of loads and works at poor working conditions. Nevertheless, with the increase of blade length and flow rate, non-linear effects such as large deformation must be considered in strength design computation to guarantee the accuracy, which will significantly increase the calculation time of design process. However, the use of parallel computing can greatly improve the efficiency of conventional finite element method (FEM) and shorten the design period of blades. Hence, it is of extraordinary importance on engineering practice.
The most time-consuming part of conventional central processing unit (CPU) parallel FEM is generally the computation and assembly of element matrix and iteration solving of nonlinear equations. For the heterogeneous parallel acceleration algorithm of the former, Zhisong et al. [1] presented a new data mapping method. Compared to conventional CPU serial finite element (FE) program, this new method acquired an 81-fold speed-up when matrix assembly.
-------------- Karatarakis et al. [2] put forward a stiffness matrix integral computation and assembly method for element free Galerkin meshless methods and obtained a 202-fold speed-up of a turbine blade, in which the parallel strategy of matrix blocking and dense matrix can be utilized in FEM matrix computing and assembly. As for turbine blades, the stiffness matrix of the structure is always too ill-conditioned, which makes the linear equations solving in each iteration step extraordinary slower than that based on direct method of matrix decomposition-decimation. The ineffective sparse lower-upper (LU) decomposition method must be adopted in graphics processing unit (GPU) acceleration [3, 4] , in which the parallel optimization usually implements substructure method. Actually, the study in non-linear dynamics of a mistuned blade based on substructure method in [5] is more effective when disposing strength vibration problem of a blade. The optimization of the fan blade based on substructure method in [6] is also practical. Adopting this method as the foundation to execute heterogeneous parallel optimization of the traditional algorithm can improve computing speed and shorten design period.
On the basis of the discussion, firstly in this paper, the general kinetic equation for the turbine blade under actual load is established. Afterwards, considering the characteristic of turbine blade static strength FE computation, the heterogeneous parallel optimization is conducted based on CPU+GPU. A new algorithm is designed to increase the computing and assembly speed of stiffness matrix, which combines substructure method and Newton method for acceleration of non-linear iteration computation. Finally, the numeric simulation test is implemented.
Mathematical model
The dynamic partial differential equations for turbine blades under centrifugal load and flow load are given by [7, 8] :
where, u  is the displacement vector, Ω -the computational domain of the blade, X -the point in this domain, Г 1 -the fixed area of the blade root or rim, Г 2 -the part of the blade body flushed by the working fluid, D -the fourth-order constitutive stiffness tensor, the density of the blade material. The centrifugal load can be expressed as p where p is the pressure of flushing face, and n  -the normal vector of flushing face. In a real process, long blades sustain large load, which usually produces large deformation. The strain tensor in eq. (1) should be expressed as Green-strain according to Lagrange description. is the vector of the flow induced force for the element. In the static analysis of the turbine blade, the left of the eq. (3) is a zero vector. As a result of [K] e is the function of variables u,  the original equation has become a non-linear partial differential equation, which the Newton-Raphson method is usually used to solve [9, 10] .
Algorithm optimization
The non-linear FEA of finite deformation for turbine blade can be treated as the problems of compute-intensive and memory-constraint. The major time-consuming steps are the calculations of element matrix computation-assembly and the solving of non-linear equations. The former one takes 20%~25% of calculation time and the solving of non-linear equations takes 60%~70%. The optimization of these two steps is illustrated in detail.
Parallel strategy of element matrix computation and assembly
Element computation includes the calculation of element matrix and vector, which is of natural parallelism. While common nodes exist among each element, the overall matrix of these nodes needs superposition from the node on element matrix, which causes thread interference and is unfavorable for the computational speed. In order to distinguish the elements with common nodes, every element is dyed and two elements with shared node appear in different colors, which divide all elements into several sets. The two arbitrary elements in same color set share no common nodes. The essence of element matrix computation is multiplication of small-scale matrix. However, these matrices are not completely dense but of certain sparse and symmetry [11] . We can further arrange computation on the basis of specialty to decrease computational complexity and raise parallel efficiency. The multiplication of each intensive micro block matrix can conduct the fine-grained parallel computation in CUDA at atomic level. It can also be directly calculated on CPU by invoking the Blas library, then utilize OpenMp to run multi-core parallel [12] . The algorithm is shown fig. 1 .
The solving method of non-linear equations
Considering the mesh features in a general blade strength analysis, the mesh is dense in the region of stress concentration (i. e. blade root), while its deformation is generally small. The deformation at blade body is large while the strain/stress is small. The number of mesh or nodes at blade root usually accounts for 60%~80% of the whole structure. The specific solving procedure is shown in continuation of the paper. There is a model of N blade-rim in fig. 2 .
With substructure method, it has been divided into N + 1 domains. The first N regions are consist of the mesh of blade bodies and the N + 1 is where root-rim combine. The dyed regions as the fig. 2 on the right are the boundary of substructures. Without loss of generality, according to substructure method, the tangent stiffness matrix equation takes the form when N is assumed as 2, namely:
where K R on the principal diagonal is the stiffness sub-matrix of blade region i, K R -the stiffness sub-matrix at blade root-rim, B i -the stiffness sub-matrix at boundaries, and the rest matrixes T are the incidence sub-matrixes between substructures. According to sub-matrix decomposition algorithm [6, 13] , then we have:  at blade root is generally small, in the Newton iteration step, it can be ignored. Then, it is written as:
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The decomposition of K R is only conducted at the beginning of the iteration, so it is stored. Therefore, we only need to solve the equation consist of K 1 , K 2 , K B1 , K B2 in each iteration step in practice. The modified Newton method can be achieved with the following algorithm: (1) According to u 0, =  compute the initial tangent stiffness matrix K T0 and load vector 0 F  , which are constituted as eq. (4). (2) Acquire the initial stiffness matrix K R of the blade root-rim, conduct LU decomposition and store in internal memory. 
Results and discussion
Based on the previous algorithm, a FEA program (hereinafter referred to as TbFEA program) which supports CPU+GPU heterogeneous parallel computing is established in this paper and the compiling environment is Windows 7, Visual studio2013, CUDA7.5, and MPICH2. The computing performance in this paper is all tested upon a single computational node (one Tesla k20c/dual processors Intel Xeon E2650/128G physical internal memory).
Geometrical non-linear analysis of a rectangular plate
Firstly, a simple rectangular plate is chosen to test the precision and acceleration effect of TbFEA. The size of the rectangular plate is shown in fig. 3 . Material parameters are: elastic modulus 210 GPa, Poisson's ratio 0.3, and density 7850 kg/m 3 . As for boundary conditions, the nodes on YOZ plane are fully constrained and the force of 17000 N in Z-direction is applied evenly at the end of the plate. In order to simulate the mesh characteristic of a real blade, the mesh number of a quarter of length near the constraint wall is three quarters of the totality (small deformation and large stress in this region) while the other three quarters of length away from the wall account for a quarter; the total mesh number for calculation is set in tab. 1.
Table 1. Computation time for non-linear equation with different mesh number
The computational time of TbFEA program and ANSYS with different mesh number and the result is shown in tab. 1. Method 1 is performed with only 2 CPU in ANSYS and Method 2 is two CPU+GPU, these former two adopt full Newton method as algorithm; Method 3 is conducted in TbFEA with substructure method and full Newton method. Method 4 is in TbFEA with substructure method and modified Newton method for iteration. Figure 4 reflects the actual acceleration effect of the algorithm proposed in this paper, where S1 shows the ratio of Method 1 and Method 2 in computational time and S2 represents that of Method 1 and Method 3. In order to impartially compare the acceleration effect of TbFEA when using the same hardware, ST represents the ratio of Method 2 and Method 4 in computational time. The computation time of four methods with 2000 k is compared in right of fig. 4 .
It is indicated from fig. 4 that the speed-up of ANSYS with GPU acceleration, compared with the mere application of CPU, preserves around 1.5 when the mesh number is approximately 1000 k. With further improvement of mesh number, the speed-up slightly increases. However, TbFEA with substructure method can preferably accelerate the computation. With mesh number of 2000 k, that the speed-up is about 2.5 and when above 2000 k, it descends, since the decomposition of the global stiffness matrix has exceeded internal memory and that of substructure has also exceeded graphical memory, the problem now transforms to memory constraint; when applying modified Newton method, compared with AN-SYS with GPU, the maximum speed-up can be 4.31. As a matter of fact, the speed-up has reached up to 6.64 in comparison to ANSYS with only two CPU. When the mesh number surpasses 2000 k, the speed-up as well declines. Nevertheless, the speed-up can further increase with sufficient internal memory. 
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Finite deformation analysis of a real blade model
A real free blade-rim model of three was analyzed in fig. 5 . The blade root is fir-tree of four teeth. The blade height is 1.8 m. Material parameters of the blade are elastic modulus 210 GPa, Poisson's ratio 0.3, and density 7850 kg/m 3 . The working condition is centrifugal load of 1500 rpm. The flow exciting force on the blade surface is 2 MPa. This paper does not involve contact analysis. For the analysis of contact surface, a simple way is applied, i. e., coupling all degrees of freedom of nodes on blade root-rim. The mesh generation of the blade adopts structured grid. A thin layer of tetrahedral mesh is employed only in the transition region between the blade body and the blade root. The blade root-rim shows apparent stress concentration and the mesh number is approximately 400 k. While the blade body has large deformation and low stress, the mesh number is about 100 k. Figure 6 shows the positions from the middle blade, which are used to compare the stress result of ANSYS and TbFEA. VonMises stress distributes along the profile lines are shown in figs. 7 and 8. Both the two parts produce stress concentration and need special attention. The stress curves of the examine positions from TbFEA and ANSYS basically coincide, which illustrate that the precision of TbFEA satisfies the computing requirement. Figure 9 shows overall stress distribution of the blade root. In this blade model, the maximum stress of blade root is 403.01 MPa at the fourth bearing teeth fillet of suction surface, as for the fillet on blade root platform, is 293.13 MPa of pressure surface.
The ANSYS with full Newton method needs nine steps in total. It takes 1335 seconds to solve with two CPU, and 1132 seconds with two CPU+GPU; while TbFEA with modified Newton method proposed in this paper needs 21 iteration steps and takes 249 seconds when parallel computing with two CPU+GPU at the same time. The speed-up is 4.54, which demonstrates apparent effect of acceleration. 
Conclusion
In this paper, an optimization algorithm for classical FEM of turbine blade is proposed based on CPU+GPU heterogeneous parallel computation. The parallelism efficiency of element matrix computation and assembly is improved by element dyeing along with utilization of the element matrix sparsity and symmetry. A new nonlinear method that combines substructure method and newton method is provided. This method can decrease the solving time of nonlinear equations. Finally, the numerical experimental verification has been performed, and the computation speed of the algorithm proposed in this paper is compared with ANSYS. For the rectangle plate model with mesh number of 10 k to 4000 k, a maximum speed-up of 4.31 can be obtained. For the real blade-rim model with mesh number of 500 k, the speed-up of 4.54 can be obtained. 
