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Abstract
In recent years, Online Shopping plays an important role in daily
life and how to improve the online shopping experience with Ma-
chine Learning and Recommender System has been discussed by
a group of researchers. As a sub-field of Machine Learning, Com-
puter vision has achieved significant developments during the last
decade. The computer vision techniques can help machine to
view images and extract useful information from images like hu-
man beings. However, the existing online recommender system
has mostly used the labelled information and ignored the large
amount of useful information extracted from images. This the-
sis proposed that the extracted information from images through
computer vision techniques can be used in the current online rec-
ommender system for the improved online shopping experience.
To do this, I firstly tackled the problem of insufficient data in the
real online shopping environment. I proposed a pairwise con-
straint random forest algorithm with associating transfer learning
strategy. This new algorithm can make use of weakly supervised
labelled data which is relatively easy to collect in the real online
shopping environment to train the attribute classification model.
Secondly, I developed an explainable recommender system with
self-identity theory. This new recommender framework is built
based on the weakly learning algorithm proposed above to anal-
yse human behaviours by self-identity theory from information
system research. Compared with previous recommender system,
my work concentrates on different customer behaviours distin-
guished by self-identity and result in an improved online shop-
ping experience.
In summary, there are two major contributes for this thesis. Firstly,
this thesis introduces a new weakly-supervised learning approach
for semantic data classification in the online shopping environ-
ment. This new algorithm can work with noise partially labelled
data to achieve better accuracy for attribute learning tasks. Sec-
ondly, by analysing the recommender system with self-identity
theory, a new explainable Recommender System is proposed to
improve online shopping experience. Besides, we also indicate
the potential of further research in combining Computer Vision in
Computer Science with online shopping experience in Informa-
tion System research which can determine how Computer Vision
can help to solve real-world problems.
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Chapter 1
Introduction
1.1 Online Shopping Experience
The research of personalized shopping experience has attracted a consider-
able growth of interest in recent decades. Based on this research, there ex-
ist plenty of theories about how to optimize shopping experience (Leventhal,
Mascarenhas, Kesavan, & Bernacchi, 2006; Verhoef et al., 2009) and also a lot
of successful systems to improve customers’ shopping experience (Freiberg,
Tracy, Sanborn, & McKain, 2009). With the development of online shopping,
the shopping experience of online customers has been investigated by many
researchers (Bauer, Falk, & Hammerschmidt, 2006; Kuo & Chen, 2011; Lai,
Shih, Chiang, & Chen, 2009; Park & Kim, 2003) from different perspectives.
Among these studies an important issue of online shopping experiences lies in
the difference between online and offline shopping experience (Childers, Carr,
Peck, & Carson, 2002; Herna´ndez, Jime´nez, & Jose´ Martı´n, 2011). These
researchers showed that the socioeconomic variables which are traditionally
considered to be important have changed to be insignificant but security as-
pects tend to be more relevant. Based on those findings, online shopping web-
sites are built to improve the shopping experience from several perspectives
including quality control of website (Kuo & Chen, 2011),interface design for
elderly people (Kuo, Chen, & Hsu, 2012), service quality experience (Bauer et
al., 2006) etc.Previous studies have identified that product uncertainty and low
retailer visibility will have negative impact on customer satisfaction and thus
poor online shopping experiences (Luo, Ba, & Zhang, 2012). Researchers
have endeavored to capture more information about products and other fea-
tures to enhance customers’ online shopping experience including utilizing
1
big data, computer vision, and machine learning techniques recently devel-
oped. This research provides many theoretical methods on how to improve
the shopping experience, but most of those methods are based on the exist-
ing techniques used in websites and do not take new features from Machine
Learning and Computer Vision into consideration (Kuo & Chen, 2011; Kuo
et al., 2012; Luo et al., 2012). Therefore this kinds of new features which
could provide positive effects on the online shopping experience still need to
be analyzed.
1.2 Online Recommendation System
The online recommendation systems for improved customer online shopping
experience have gained popularity because the past transaction data could be
used to predict customers’ purchasing choices (Witten & Frank, 2005). At
the same time, there are many successful solutions for online customer rec-
ommendation systems (Andersen et al., 2008; Robillard, Walker, & Zimmer-
mann, 2010). For example, Amazon had increased nearly 30% of its sales by
developing the online recommendation system from customer browsing his-
tory . At the same time, the online recommendation system also helps Ama-
zon to control the security and price of the selling item by analyzing the big
data provided by customers and products (Linden, Smith, & York, 2003; Ri-
jmenam, 2016).However, most existing online recommendation systems are
developed from readable text (Banko, Cafarella, Soderland, Broadhead, &
Etzioni, 2007; Jacobs, 2014; Schmitz, Bart, Soderland, Etzioni, et al., 2012),
leaving many new types of data such as image and multimedia data unused.
Multimedia data and image data provides much richer information than read-
able texts. How to use those multimedia data is still a question for the Online
Shopping Environment.
1.3 Visual Attribute from Images
As living in an information explosion era, both quantity and variety of data
are growing significantly fast. How to effectively use this information could
be a big problem. Actually, there is already some research on mine mas-
sive datasets (Witten & Frank, 2005)and this work get very successful solu-
tion (Chu et al., 2007; Thusoo et al., 2009). However, the problem of those
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solutions is that the focus of the research is on the technical side which does
not highly relate to the marketing theories and also do not directly connect
with marketing usage. Moreover, the data collected are mostly from readable
text (Banko et al., 2007; Jacobs, 2014; Schmitz et al., 2012), so how to get
useful information from multimedia resources like images is another prob-
lem.
In previous design of online shopping websites, the focus of images is
only on how to present it clearly, as mentioned in some studies (Fiore, Kim,
& Lee, 2005), the Image Interactivity technology which enables the creating
and manipulation of product images has a positive impact on online shopping
experience, so how to use the information from images could be a interesting
research. In recent years, thanks to the techniques from machine learning,
Computer Vision has witnessed some big breakthroughs. And as one of major
focus in Computer Vision, the recognition of image categories has also shown
some substantial improvements (Fei-Fei & Perona, 2005; Lazebnik, Schmid,
& Ponce, 2006; Torralba & Oliva, 2003). The aim of this recognition is known
to just classify different objects, such as a shirt, shoe or hat, some business
solutions had already used this method to do image mining. However, the
problem of this kind of recognition is that it usually ignores some appearance
of object such as the color and texture. In order to solve this problem, some
new models were introduced to learn visual attributes (Ferrari & Zisserman,
2008). By using this method, some human understandable properties could be
found from images, and if I put those properties as labels attached to images,
then I can group images by a combination of labels (Farhadi, Endres, Hoiem,
& Forsyth, 2009; Kovashka & Grauman, 2013). For example,I can describe
a shirt with black and white stripes or a white shirt with red circles on it
from learning from the image. By using those methods, I could extract some
features from images by analyzing personal shopping history.
1.4 Research Questions
Machine Learning and Computer vision has achieved great developments in
last decade, especially the feature categorizing and detection. How to exploit
the new techniques in this research area is rarely discussed in the informa-
tion systems field. Theoretically, the machine learning and computer vision
techniques can be applied into many areas and transform the traditional pro-
cess of doing things in computer aided artificial intelligence. For example,
3
education, health care, retailing, transportation and home development. How-
ever, application side of the machine learning and computer vision is still in
the early stage. I are trying to answer one particular question for the applica-
tion of machine learning and computer vision in the online environment, i.e.
can I have more personalized recommendations with computer vision tech-
niques, especially in the online environment where recommendation system
have been developed for years. Specifically, our research question are:
1. is there existing research gaps between Online Shopping Experience
and Machine Learning?
Online shopping experience and Machine Learning are two popular re-
search topics in Computer Science and Information System. Since both
of them contain a lot of sub-field, is there a suitable way to combine
those researches and the research gaps between them is the question I
want to answer in this thesis.
2. How can I extract meaningful information from pictures from the on-
line environment effectively?
Most Machine Learning and Computer Vision methods need high qual-
ity data, but the currant online shopping environment cannot provide
this information. I need to build more robust methods to make use of
this imperfect/noise data. This thesis provides an algorithm to handle
the imperfect data in online shopping environment.
3. How to explain the current online recommendation system with infor-
mation theories and how those theories affect recommendation system
and shopping behavior?
The previous research in Computer Science is mostly accuracy or
dataset focused which explain their model in mathematical level.
While, in Information Science research, the recommendation system
is usually regarded as black box that the theory behind the system is
not analyzed. This thesis proposes a framework of integrating theory
from Information Science to a semantic explainable Recommendation
System.
4. How can the enhanced online shopping recommendation system im-
prove shopping experience?
Most recommendation system focus on accuracy calculated from a
large amount of user. Since I introduce information science theories
4
to the recommendation model, I want to prove how recommendation
system improve online shopping experience in theoretical level. In this
thesis, I have used the Self Identity theory from information system
field to evaluate and explain how the online shopping experience has
been improved with the enhanced online recommendation system pro-
posed above.
1.5 Improving Online Shopping Experience with
Computer Vision
Computer vision and pattern recognition has achieved significant develop-
ments in the last decade, especially the feature categorizing and detection (Fei-
Fei & Perona, 2005; Lazebnik et al., 2006; Torralba & Oliva, 2003). How to
exploit the new techniques in this research area is rarely discussed in the in-
formation systems field. This project aims to explore the opportunities from
the most recent developments from the computer vision area so that the on-
line shopping experience could be improved. I discussed the possibility of
extracting meaningful information from images and applying this to the on-
line recommendation system to improve online customer shopping experi-
ence. Implications for both researchers and practitioners are discussed. The
contribution of this project is twofold, firstly, I have summarized the state-of-
the-art of computer vision developments in the online shopping recommen-
dation system, especially in the fashion industry; secondly, I have provided
some potential research gaps for how the computer vision method could be
used in the information systems field.
In this project, I considered the problem from three different aspects:
extracting semantic attributes from images (Bossard et al., 2013), enriching
recommendation system with image features (H. Chen, Gallagher, & Girod,
2012a; Di, Wah, Bhardwaj, Piramuthu, & Sundaresan, 2013a; Jagadeesh, Pi-
ramuthu, Bhardwaj, Di, & Sundaresan, 2014) and image analyzing with hu-
mans in the loop (Branson et al., 2010; Mensink, Verbeek, & Csurka, 2011).
I reviewed previous work in the CV area and discussed why the previous
work cannot be directly applied to the current online recommendation sys-
tems. From this work I found out that, on the one hand, to apply the computer
vision methods into online recommendation systems, is essential to gain in-
sights and knowledge from the customers’ perspective. More research shall
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focus on testing and investigating customer feedback on the current online
recommendation systems through computer vision methods. On the other
hand, most of the existing work relies on a large well-labeled dataset which is
hard and expensive to collect from the Information System. There is a call for
a method to deal with the noise and partially labeled data to obtain the desired
results.
1.5.1 Improving Attribute Classification with Imperfect Dataset
Semantic attributes extracted from images could help to improve many in-
teresting applications in information systems. However, as mentioned above,
the learning of such attributes requires a large well-labeled dataset which is
usually difficult and expensive to collect and sometimes requires human do-
main experts to annotate. Partially labeled data, on the contrary, are relatively
easy to obtain from social media websites or annotated by less experienced
people. A partially labeled dataset usually contains a lot of noisy data which
is challenging for previous methods to process. In this project, I proposed
a semi-supervised Random Forest algorithm that can handle a small well-
labeled attribute dataset and large scale pairwise data at the same time for
classifying grouped attributes. Results on two typical attribute datasets show
that the proposed method outperforms the state-of-the-art attribute learner.
There are some previous works in this field (Bossard et al., 2013; Di, Wah,
Bhardwaj, Piramuthu, & Sundaresan, 2013b; Hu, Yi, & Davis, 2015b). How-
ever, most of this research relied on well-labeled datasets which is hard to col-
lect in real Information Systems. In order to solve this problem, one possible
solution is transfer learning (Pan & Yang, 2010) or domain adaptation (Ben-
David et al., 2010) which converts well trained models from a previous well-
labeled dataset to the new dataset with limited labeled data. However, the lim-
itation of both methods are that they require the well-labeled and new dataset
to be related. This requirement is easy to satisfy when only category level
information is considered. When applying these methods into our project, it
causes problems because I mainly concentrate on attribute level categoriza-
tion in Information Systems which are mostly dataset specified (e.g. dressing
style in clothes dataset or sociality in animal dataset). I consider another pos-
sible solution which is to make use of unlabeled and partially labeled data
that can be easily obtained from the Internet or quickly annotated by humans.
Utilizing both well-labeled and unlabeled/partially labeled data is a typical
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semi-supervised learning scenario. However, partially labeled data usually
contains a lot of noisy information, especially for abstract attributes such as
the style of clothing or the design of fashion items. In our project I mainly
concentrate on attribute level categorization in Information Systems which
are mostly dataset specified (e.g. dressing style in clothes dataset or sociality
in animal dataset).
In this work, I take the noise pairwise labeled data into the training set
and use ensemble methods to make it robust to noisy data. By applying pair-
wise node splitting strategy to normal splitting methods and evaluating the
OOB (Breiman, 2001) error when constructing trees, I generate the Pairwise
Constraints Random Forest(PCRF) methods which performs better than other
methods with noise dataset.
1.5.2 Self-identity Theory
Theory of planned behavior is a theory which explains how beliefs impact
human behaviors. This theory shows that an individual’s behavior is influ-
enced by personal attitude, subjective norms and perceived behavioral control
respectively. Among those subjective norms are the perceived social pres-
sure to engage or not to engage in a behavior (Charng, Piliavin, & Callero,
1988). It’s usually used to analyze social influence and how it impacts hu-
man behaviors (Ajzen, 1991). However, subjective norm mainly focused on
social influence, when customer has a chance to experience product, and all
the choices are voluntary. Self-Identity has a more significant influence on it
and SN has little effect (Hogg & Terry, 2000). So this project tries to explain
what is self-identity and how it determines online shopping behaviors.
Self-identity is a kind of internally generated role-expectation (Thoits &
Virshup, 1997), it discusses a question “who am I in my own eyes?”. This the-
ory has a significant direct effect on the acceptance in voluntary and experi-
enced situations, so it captures different aspects of social influences which are
not captured by Subjective Norm (Sparks, 2000). Previous studies have found
Self-Identity influence the individual behavior in many aspects (Granberg &
Holmberg, 1990; Sparks, 2000). Compared with other social influence theo-
ries, Self-Identity has two distinct characteristics. Firstly, Self-identify cap-
tures the voluntary aspect of social influence (Thoits & Virshup, 1997) which
means it initially compares other experience and transforms them into my own
self-expectation, and then analyze behaviors based on the self-expectation.
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Secondly, the effect of Self-Identity, unlike Subjective Norm, does not reduce
with repeated experience of performing the relevant behavior (Terry, Hogg, &
White, 1999). As a result, I use self-identity to describe customer shopping
behaviors in the Online Recommendation System. In this project, I use Deep
Learning to collect attribute level product features from visual images. Based
on those features I then use self-identity to predict online customer behaviors
and build a better Online Recommendation System.
1.6 Aims and Objectives
The previous research of online shopping (G.-G. Lee & Lin, 2005) shows
the dimensions of web site design, reliability, responsiveness, and trust, affect
overall service quality and customer satisfaction. This thesis mainly explores
how online shopping experience could be improved from the web site design
especially online recommendation system perspectives and explores what new
type of technologies from Computer Vision could be used to improve the web-
site design. Meanwhile, I also try to discuss how machine learning methods
can be used in real online shopping environment. Those research solve the
four research question proposed above and in-depth discuss the implications
of computer vision technique in information systems area.
1.7 Contribution
In conclusion, by reviewing the recent research in Machine Learning and On-
line Shopping Environment, the research gap has been summarized in this
thesis. Based on the literature review, this thesis introduces two major con-
tributions to the current Online Shopping Experience and Recommendation
System research as following.
1. This thesis introduces a weakly supervised pairwise learning algorithm
to solve the problem of insufficient data in the real online shopping en-
vironment. This novel algorithm can effectively handle noise partially
labelled data and generate a reasonable attribute classification model.
Besides, I also propose a transfer learning strategy which can efficiently
make use of noise pairwise data. In the experiment, the new algorithm
outperforms the previous algorithm.
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2. Based on previous findings and studies, this thesis proposes an explain-
able recommendation system with Self Identity theory. The explainable
recommendation system combines the classification results from visual
product images and the self-identity analysis from online shopping cus-
tomers for a better understanding of online shopping behaviours. With
the help of Self Identity theory, the enhanced recommendation frame-
work for a better online shopping experience was developed. Compared
with previous recommender system, the new proposed recommender
system does not focus on statistical evaluations such as accuracy, but
particularly concentrates on customer behaviour toward a better online
shopping experience.
1.8 Structure of Thesis
This thesis include seven chapters which introduce the research questions,
reviews on previous research, design of the experiment and the conclusions.
The detail of each chapter is described as following:
Chapter 1 introduction I address both online shopping experience and ma-
chine learning especially computer vision are popular research topics
in Information System and Computer Science. I also describe the po-
tential to combine those two research fields and the problems I need to
solve as our research target. In addition, I generally introduce Online
Recommendation System and Self identity theory and the experiment I
have done to answer the research questions.
Chapter 2 literature review I firstly review Online Shopping Experience and
Machine Learning researches to introduce the previous works on how
to optimize the online shopping experience by knowledge discovery in
online shopping communities, and conclude the research gap and in-
sufficient research fields in Online Shopping Experience and Computer
Vision. Based on the review, I conclude our research mainly focus on
two different sub-fields of online shopping experience and computer vi-
sion. The first one is Computer Vision with imperfect data from online
shopping environment, and the second one is how Self Identity explain
and enhance Recommendation System.
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Chapter 3 methodology As a cross-field research between Computer Sci-
ence and Information System, I introduce the possible research method-
ology of our experiments and discuss which is the best methods for our
projects. Following, I describe the detail of our research protocol and
the associate evaluation metrics in each experiment. In addition, I also
discuss the choices of dataset selection for our project.
Chapter 4 weakly pairwise attribute learning algorithm Based on the pre-
vious works in Chapter 2, it is realized that the insufficient well-labeled
data could be a bottleneck for applying CV to online shopping environ-
ment. To solve this problem, I developed a new algorithm which takes
both well-labeled and partially labeled data as training set. Meanwhile,
considering there are lots of noise information in current Information
Systems, I also enhanced the transfer learning to be robust for the noise
data.
Chapter 5 recommendation with self identity I have applied self-identity
theory to fill the research gap between Information System and Com-
puter Vision. In this experiment, I firstly extend the current online
recommendation system with attribute level information for visual im-
age data understanding. Then with personal shopping histories and re-
lated visual features extracted above, I use the self-identity theory to
describe and separate online shopping behaviors into different groups.
Those different behavior groups are defined by unconscious belief dur-
ing shopping. Finally, I propose a new recommendation strategy con-
sidering the Self Identity of customer as a important factor.
Chapter 6 conclusion and further work Based on the experiment results, I
explain how I solve the research questions proposed in this thesis and
how the result prove our algorithms and solutions. I also discuss the po-
tential to combine Computer Vision and Online Shopping Experience
researches, and explain the framework I created in this thesis to help for
filling research gaps. Meanwhile, I conclude all the contributes of the
thesis and describe the limitations of our work. Then I describe two fur-
ther works which can be regarded as the new research trend in this field.
One research trend is Online Shopping with human-in-the-loop which
analyzing online shopping customers with real time feedbacks. The
other is a industrial project, the Roommate Matching System. Room-
mate matching system is a project cooperate with Road 51 company.
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Online Property Renting is an subfield of online shopping that contains
special factors and requirements. In this project, I plan to build a room-
mate ratting system with complex personal and social factors to support
the original Online Property Renting website. With the system I can
help tenant to find the best properties and roommates.
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Chapter 2
Literature Review
This thesis concentrates on two research fields, Online Shopping Experience
and the related Machine Learning research. In this chapter, we firstly intro-
duce the definition and recent research on Online Shopping Experience, and
then we indicate the important factors which can be improved by Machine
Learning. In the second part of this chapter, we review and discuss what kind
of Machine Learning algorithms can be used to improve the Online Shopping
Experience and address the research gap between Online Shopping Experi-
ence and Machine Learning.
2.1 Online Shopping Experience
2.1.1 Introduction
The research on personalized shopping experience has attracted a consid-
erable growth of interest during recent decades. Theories on how to opti-
mize the shopping experience (Leventhal et al., 2006; Verhoef et al., 2009)
and build some successful systems to improve customers’ shopping experi-
ence (Freiberg et al., 2009). In recent years, with the burgeoning growth of
various e-commerce websites, the Online Shopping Experience (OSE) has
been discussed by a group of researchers (Hashim, Ghani, & Said, 2009;
Herna´ndez, Jime´nez, & Martı´n, 2011; G.-G. Lee & Lin, 2005). In this re-
view, we will discuss what is OSE in general and review how different re-
searchers analyze the Online Shopping experience from different perspec-
tives. We firstly reviewed the traditional definition of customer experience,
12
followed by the comparison between online and offline customer experience,
and lastly define the scope of our study on the online shopping experience.
2.1.2 Offline and Online Shopping Environment
Before the existence of the online shopping environment, offline shopping ex-
periences had already been investigated by many researchers (Arnold, Reynolds,
Ponder, & Lueg, 2005; Jones, 1999) from various perspectives including cus-
tomer behavior and purchase intention (Jones, 1999; Quan & Wang, 2004). To
trace the origins of online shopping experience, it is necessary to evaluate the
differences between online and offline shopping environments, meanwhile,
consider whether the existing offline shopping experience could be moved or
transferred to the online environment. The key differences between Offline
and Online shopping are shown in Table 2.1.
Table 2.1: Different factors between Online and Offline Shopping.
Offline Online
Personal Contact Rich Poor
Product Information Varies Limit
Product Options Limit but focused Unlimited
Flexibility Centralized Time,
ruled by Company
Centralized Time,
ruled by Company
Both the online and offline shopping experience can be viewed as con-
sequences of many interacting or independent factors. The early researchers
analyze the difference between online and offline shopping experience from
the different shopping contexts and drew several key conclusions (Frow &
Payne, 2007; Grewal, Levy, & Kumar, 2009; Levin, Levin, & Weller, 2005).
The first key difference could be viewed from the information theory perspec-
tive which is how much information the seller could get from the contacting
customer. Traditional shopping usually happens in the face-to-face environ-
ment where sellers have the opportunity to find out more information about
customers (Frow & Payne, 2007). This information is usually sufficient for
analyzing the customers experience towards different products and providing
personal suggestions. On the contrary, online shopping is fulfilled through the
Internet, the communications between customers and sellers are limited. Be-
cause of this limitation, the shopping experience is hard to be customized in
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the traditional way. Counter-wise, customers could get as much detailed prod-
uct information in the offline shopping environment but could only find lim-
ited text descriptions or pictures of products (Fatma, 2014; S. A. Lee & Jeong,
2014) in the online shopping scenario, which is the main cause of the higher
perceived risk for e-customers. The third difference is the range of product
options. According to the limited space of the offline sellers, the products
that are available for selling are usually limited but well picked by compa-
nies. On the contrary, in online shopping, customers face a large number of
products and it is usually hard to distinguish which one is the best (Grewal
et al., 2009). The last difference is the flexibility of time and space. Online
customers can purchase via Internet at anytime and anywhere they prefer. In
the offline shopping environment, the time and location are restricted by the
retailer (Frow & Payne, 2007; S. A. Lee & Jeong, 2014).
In summary, when shopping happened in the Internet context, many key
variables were different and many researchers believe it is hard to directly
use offline shopping strategies to evaluate the online shopping experience.
Thus, it is necessary to develop new models to define, analyze and evaluate
the Online Shopping Experience (Frow & Payne, 2007; Grewal et al., 2009;
S. A. Lee & Jeong, 2014).
2.1.3 Customer Experience in the Online Shopping Envi-
ronment
In recent years, there are many new researchers trying to evaluate the online
shopping experience with much more detailed factors, but most of those fac-
tors can be viewed as a sub-factor from the online shopping environment and
online customers’ behavior. In the initial stage of online shopping, computer
with Internet is usually considered as a hypermedia-mediated environment
between customers and retailers (Hoffman & Novak, 1996), which means
the internet has unique characteristics different from the traditional market-
ing media. As a result, Novak, Hoffman, and Yung (2000) firstly describe
the differences between online and offline shopping as happened in different
commercial environment, and the behavior of online shopping customers is
usually outside the firm’s control. From this work, the shopping experience in
the online context had already been distinguished from the offline shopping
experience and the major differences are the online environment itself and the
corresponding online customers’ behavior.
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Based on the above research, there are many different definitions of OSE.
One of the most acceptable concepts defines the Online Shopping Experi-
ence as the subjective response of customers to any direct or indirect contact
with an online shopping progress (Frow & Payne, 2007; Grewal et al., 2009;
Ha¨ubl & Trifts, 2000; Meyer & Schwager, 2007). The subject response in this
concept means the response of customer’s interaction with different online
organizations which include the website itself, the performance of product,
packaging, pricing, advertising, customer service and so on (Rose, Hair, &
Clark, 2011). From this definition, OSE tries to analyze the customers’ re-
sponse to the Online Shopping Environment, then we can distinguish Online
Shopping Experience from other related concepts such as Customer Satisfac-
tion and Re-Purchase Intention (Kranzbu¨hler, Kleijnen, Morgan, & Teerling,
2018). In this case, this thesis will review the OSE from two aspects which is
Online Shopping Environment (Web service) and online customers’ behavior.
2.1.3.1 Web Service
To identify the key factors of the Online Shopping Experience, a large number
of studies focused on the website and service quality and tried to find the
relationship between the quality and online shopping experience. This work
has involved a range of different variables and develop different measurement
methods to evaluate the web service quality.
In early web service quality research as shown in Table 2.2, the evalua-
tion framework includes E-Qual (Kaynama & Black, 2000), WebQual (Loia-
cono, Watson, & Goodhue, 2002) or .comQ (Wolfinbarger & Gilly, 2002),
treating the online shopping as a whole and unseparated progress with basic
requirements as variables (e.g. Navigation, Accessibility etc). Meanwhile,
the online shopping customers are considered to be utilitarian to the qual-
ity of service. Those kinds of early stage quality research are clearly not
sufficient to describe how Web quality influence the online shopping expe-
rience. Therefore, E-S-QUAL (Parasuraman, Zeithaml, & Malhotra, 2005)
and eTransQual (Bauer et al., 2006) is introduced Those evaluation frame-
works not only consider the utilitarian reflection, but also investigate how he-
donic emotional motives influence online shopping customers. For example,
the customer experience in eTransQual is split into four phases, Information
Phase, Agreement Phase, Fulfillment Phase, After-Sales Phase. Those four
phases reflect four steps of customers‘ online shopping. By this splitting, the
complex variables are logically sequenced, and the result is contributed to by
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the four phases. The way we regard online shopping behavior as a transaction
makes it easy to introduce more factors for analyzing, as a result they firstly
found enjoyment as a hedonic factor also important in Online Shopping Expe-
rience. Begin with this research, both customers’ behavior and online shop-
ping environment are considered, and according to the definition, the result
of this work could be seen as how Web Service influences OSE. In recent
years, the new frameworks usually control more variables or combine with
different theories. For example, H. Li, Aham-Anyanwu, Tevrizci, and Luo
(2015) combines eTailQ with Value Perception theories and Xu, Benbasat,
and Cenfetelli (2013) take a lot of information quality factors into the model.
However all of them contain the relationship between Customer behavior and
the Shopping environment, so they could see how the Web service contribute
to OSE analyzing.
From Table 2.2 it is clear to find different work usually concentrates on
different variables to evaluate service quality and how this influences OSE.
Among all the works, the technology part (Website design and reliability),
Customer Support and Security/Privacy is always considered as an important
variable, contributing to Service Quality and then resulting better OSE. Those
can be seen as the basic needs of Online Shopping (Sohn & Tadisina, 2008;
Xu et al., 2013). In addition, different researchers usually concentrate on dif-
ferent aspects of Web services, and introduce additional variables to evaluate
the importance of them. Loiacono et al. (2002) firstly consider the quality
of information provided by Shopping Websites and find it is highly related
to Shopping Experience. Further, Xu et al. (2013) split the quality of infor-
mation into different scopes (Completeness, Accuracy, Format and Currency)
and figure out the importance of information quality, especially the Complete-
ness and Accuracy. Those works find the importance of Information Quality
and believe it is highly related to Service Quality and Customer Experience.
However, those researchers only evaluate the basic type of information pro-
vided by Website. With the development of Online Shopping websites, there
are varieties of information provided by websites, such as recommendations
from big data or complex multimedia resources. So, there os some work to
define and evaluate the necessity of different information provided by web-
sites, and this work is regarded as Design Quality Evaluation. Based on the
research (Loiacono et al., 2002; Xu et al., 2013), better Design Quality leads
to better Web Service, and finally results in a better customer shopping expe-
rience.
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2.1.3.2 Web Design
The website and service design (also known as a part of Human Computer
Interaction) are another major factor for online shopping experience (Dix,
2009; Zviran, Glezer, & Avni, 2006). We review the most used design char-
acteristics in Table 2.3. Compared with Table 2.2 and 2.3, we may find a
lot of common factors, but they are not exactly the same. For example, Ef-
ficiency in Web Design quality only refers to the efficiency of the interface,
but in Web Service it also refers to the efficiency of service. This relation-
ship means Web Design quality generally can be regarded as a factor in Web
Service quality. With the development of UI design technology, we usually
split Web Design quality into lots of sub-factors and analyze how those vari-
ables influence Web Design quality. According to research, better design of
websites which include rich information content and ease of accessibility usu-
ally result in better online shopping experience (Ranganathan & Ganapathy,
2002). The new technologies introduced to online shopping website usually
have a positive impact on the shopping experience (Ha & Stoel, 2009). In re-
cent years, a large amount of multimedia resources is used in online shopping
websites and the additional multimedia information is a necessary supplement
for product description (Aghekyan-Simonian, Forsythe, Kwon, & Chattara-
man, 2012; Aljukhadar, Senecal, & Ouellette, 2010). However, most of the
research focused on evaluating the existing design, what kind of new technol-
ogy can improve Web Design quality still needs to be analyzed and then used
to guide the design of new algorithms.
2.1.3.3 Online Customer Behavior
Another group of works focusses on the online customer behavior, which in-
cludes the personal cogitative factors and the affective factors of the customer.
Compared with Web Quality evaluation, those works are trying to analyze on-
line shopping in personal feelings and behavior aspects, and they also result
in OSE.
The theory of perceived risk has been discussed for many years and suc-
cessfully describes lots of behaviors in different fields (Moorman, Zaltman, &
Deshpande, 1992; Morgan & Hunt, 1994; Rousseau, Sitkin, Burt, & Camerer,
1998). There are also many researchers trying to use it to identify OSE. From
studies (Kimery & McCord, 2002; Liao & Cheung, 2001; McKnight, Choud-
hury, & Kacmar, 2002; Schoder & Yin, 2000)Perceived risk shows a signifi-
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cant negative impact on the online shopping experience, and the risk mainly
comes from the concern of system security (Miyazaki & Fernandez, 2001),
privacy infringement (Doolin, Dillons, Thompson, & Corner, 2007) and the
most important, product risk (Bhatnagar, Misra, & Rao, 2000). Based on
this work, further studies extended the perceived risk theory with more online
shopping attributes. For example, Perceived Ease of Use (Perea y Monsuwe´,
Dellaert, & De Ruyter, 2004) which evaluates what website factors will lead
to ease of use, Perceived Control (Chang, 2008) which refers to consumers’
feelings about how they have control over their own access and search of the
content in online shopping, Perceived Benefits (Sarkar, 2011) which describes
the feelings required to get reward and benefit though online shopping, and
Perceived Enjoyment (Suki & Suki, 2007) which refers to the hopeful plea-
sure felt by online customers. From this work, we may find when applying
perceived risk to OSE, they usually control similar factors as Web Quality
evaluation does, but constructed with different theories, which means both of
them can be viewed as a part of OSE.
2.1.4 Personal Online Shopping Experience
With the development of computer technology, online shopping websites tried
to separate customers into different groups to provide personalized shopping
experience. Online shopping behavior happens between various customers
and predefined static web pages. So to personalize the shopping experi-
ence is a good way to satisfy different customer characteristics (G.-G. Lee
& Lin, 2005). One possible way to analyze customer characteristics is to
separate the customer by different shopping orientations (Brown, Pope, &
Voges, 2003), for example, the easy use of websites usually has a positive
impact on price oriented or time conscious customers. On the contrary, expe-
riential oriented and brand conscious customers prefer to use a more complex
website which usually contains more product information. Another way to
differ customers is through sociological variables (e.g. Education Level, Gen-
der, Age) (Hashim et al., 2009; Herna´ndez et al., 2011; Verhoef et al., 2009).
However, different work gives different results, some claim the influence of
sociological in the online shopping experience is very limited (Herna´ndez et
al., 2011), but others believe sociology factors play an important role in the
shopping experience (Hashim et al., 2009; Verhoef et al., 2009). Comparing
20
their results, the differences may come from the different products and dif-
ferent websites they investigate, generally, sociological factors have different
influences on products from different categories, which makes the personal-
ized shopping hard to analyze with limited questionnaire data.
2.2 Online Shopping Experience with Machine Learn-
ing
In the last two decades, with requirement to abstract information from large
amounts of data, Machine Learning as a sub-field of Knowledge Discovery
has gained a lot of attention from both academic and industrial area. Machine
learning is defined as ”A computer program is said to learn from experience
E with respect to some class of tasks T and performance measure P if its per-
formance at tasks in T , as measured by P , improves with experience E. (Ma-
chine Learning / , 1997)”. The development of machine learning in recently
years has resulted in successful project in different research fields, such as
Bioinformatics (Min, Lee, & Yoon, 2017), Information retrieval (Manning &
ChristopherD, 2008), natural language processing (C. D. Manning, 1999) and
so on. With the development of Internet and Online Shopping website, the
size and complexity of data is increasing dramatically (e.g. ImageNet (Deng,
Dong, Socher, & Li, 2009) and contains 14 million complex images collected
from social media and Amazon (R. He & McAuley, 2016) provides more than
100 million user-item relationship data). Many traditional machine learning
methods( also known as shallow learning) cannot deal with such amount of
data. In this case, Deep Learning is introduced to handle the large and com-
plex data (Lecun, Bengio, & Hinton, 2015). Compared to shallow learning
methods, deep learning usually contains much more processing layers and
parameters which can automatically extract features rather than use hand-
crafted features that is better to process complex data types (Lecun et al.,
2015). Those features of deep learning algorithm make it possible to be used
in Online Shopping Environment.
The current research trends of applying Machine Learning Methods to
Online Shopping Environment are in three aspects:
1. Online Recommendation System with multimedia and personal infor-
mation.
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The original Online Recommendation System is based on big data an-
alyzing algorithms such as collaborative filtering (Sarkar, 2011) and
content-based filtering (Ricci, Rokach, & Shapira, 2015). In this stage,
only the probability between customer and product is considered and
the accuracy is highly reliant on the amount of data. As discussed in
Chapter 2.1, there are lots of information that could be extracted from
online shopping environments, but the original Online Recommenda-
tion System does not include this information because of the bottleneck
of computation ability. With the development of Machine learning, an-
alyzing more complex features such as personal information (e.g. gen-
der, age, nationality) and product details (e.g. price, brand) becomes
possible (Ricci et al., 2015). However, this additional information is
mostly text data. Machine Learning methods are still hard to handle bi-
nary data such as images and videos. In recent years Computer Vision
with deep learning makes binary data analyzing possible, as a result,
there is a lot of works been done to include Computer Vision methods
to Recommendation System (Hu et al., 2015a; Jagadeesh et al., 2014;
Yue, Wang, El-Arini, & Guestrin, 2014). The new Computer Vision
enhanced Recommendation Systems take a lot of personal and prod-
uct information into models, which makes the model too complex and
hard to evaluate. As a result, in information system perspective, how to
evaluate those complex models becomes a problem.
2. Machine Learning with imperfect data.
Most Machine Learning methods including shadow learning and deep
learning are built based on clean and sufficient training data. However,
in online shopping context most data are imperfect and noisy, which
means most Machine Learning methods cannot be directly applied to
the Online Shopping Environment (Qiu, Wu, Ding, Xu, & Feng, 2016).
In order to solve this problem, transfer learning (Pan & Yang, 2010)
and domain adaptation (Ben-David et al., 2010) are introduced. Those
methods convert well trained models from a general clean and suffi-
cient dataset to the new dataset with noisy data in the online shopping
environment. However, for complex features in the online shopping
environment, it is hard and expensive to build a well-labeled datasets
for transfer learning and domain adaptation. A more robust method is
needed in those scenarios.
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3. Analyzing customers’ comments and feedback with NLP.
NLP is short for Natural Language Processing which is a machine learn-
ing based method to understand the sentiment meaning of a phase or a
paragraph (C. D. Manning, 1999). Online Shopping Environment pro-
vides a large amount of text based data, some of the data(e.g. price,
brand) is easy to category and analyze but there are still some complex
product descriptions and customer comments. NLP can be used to auto-
mate analyzing those kind of complex text data (Jackson & Moulinier,
2007) and generating category or numerical labels. The results provided
by NLP can be used as an additional feature in Online Recommenda-
tion Systems and online shopping companies can get easy to understand
feedback.
Those three research aspects attract a lot of researchers from both Machine
Learning and Information System fields. In this Thesis, we will focus on the
Online Recommendation System and handle the imperfect training data.
2.2.1 Machine Learning Methods
The architecture and training methods of Machine Learning is a huge topic,
many concepts and models could be introduced under this topic. To make the
structure more clear, we firstly introduce the different methods we used and
experienced in this Thesis. Then we discuss what kind of training methods
can be used to help the Online Shopping Experience, and the research gap
between the existing Machine Learning methods and Online shopping envi-
ronment.
In the Online Shopping Environment, there are various kinds of data such
as categories (e.g. gender, brand), numerical data (e.g. age, price) and mul-
timedia data (e.g. images and videos). To handle this complex data, joint
using shallow learning and deep learning methods are necessary. The shallow
learning methods, for example, Random Forest are efficient and robust to pro-
cess category and numerical data. But, images and videos need deep learning
based methods to process. In section, both shallow learning and deep learning
methods are introduced.
2.2.1.1 Shallow learning methods
Before the wide use of deep learning, most Machine Learning methods used
shallow architectures that only contain one or two nonlinear layers with ex-
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tracted feature (Lecun et al., 2015). There are lots of successful and famous al-
gorithms. For statistical learning there are Gaussian Mixture models(GMMs),
conditional random fields(CRF), and maximum entropy (MaxEnt), for dis-
criminate learning there are support vector machines (SVMs), logistic regres-
sion(LR), and multilayer perceptrons (MLPs). Those shallow architectures
are effective solutions to solve simple problems and learn well-constructed
features, e.g. Microsoft uses random forest to do Human Pose Recognition in
Kinect (Shotton et al., 2013). However, when dealing with large and complex
realistic data, they usually cannot fit them very well and the quality of the
model is highly depends on the quality of extracted features. In ILSVRC2012
challenge (Deng, 2012), the result of SVMs with well-constructed feature is
10% worse than deep learning model with raw images (Krizhevsky, Sutskever,
& Hinton, 2012). However, training a deep learning model need a large
amount of data which sometimes is hard and expensive to collect. When there
is no sufficient data or the data contains a lot noise, shallow learning meth-
ods may perform better. In detail, we introduce SVM and Random Forest as
following:
Support Vector Machine The Support Vector Machine is a supervised learn-
ing model for classification. The target of SVM is to find a hyper-plain
to separate two classes with largest margin. The loss function for SVM
is L(xi, yi) = max(0, 1 − yi(w · xi − b)) where x and y refers to the
features of data and its label, w and b is the parameters and bias for
the SVM model. The training progress is to minimize the loss function.
SVM is easy to train, but it can hardly handle complex unstructured
features especially the image data.
Random Forest Random Forest is kind of ensemble learning methods which
combine a lot of weak predictors together for better accuracy. A typi-
cal Random Forest consists a lot of decision trees which integrated by
bagging. This strategy makes the random forest robust for noisy data
and prevent the model to be overfitting. The disadvantage of Random
Forest is similar with SVM that it can easily handle structured data but
hard to process unstructured data.
2.2.1.2 Deep Learning Methods
Historically, the concept of deep learning can be traced back to the artificial
neural network, which usually refers to MLPs with many hidden layers also
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called deep neural network (DNN) (Lecun et al., 2015). The concept of per-
ceptron was firstly introduced by Marvin and Seymour in 1969 (Minsky &
Papert, 1969). During that time, perceptron is an algorithm for learning a bi-
nary classifier, which can be regarded as a function that maps its input and
transfer to an output. As a linear model, perceptron cannot solve non-linear
problem. To cope with more complex data, MLP or ANN was proposed.
ANN is a kind of feed-forward model that mapping input data to multiple
layers of nodes and give a set of outputs. ANN usually contains many pa-
rameters which is hard and expensive to train. Back propagation was then
introduced (Schmidhuber, 2015) in 1988 to use gradients to enable training
large and deep ANN possible. With back propagation, ANN can be used to
solve many real problems. However, back propagation also has vanishing of
gradient problem (the gradients decrease exponentially from layer to layer),
especially when the ANN contains more than one layers. From this point,
traditional ANN only contains one hidden layer, which still belongs to shal-
low learning models. In recent year, with the development of architectures
and training methods, building a deep ANN has been possible. We introduce
several deep learning models which we used in thesis.
2.2.1.3 AutoEncoder
The AutoEncoder introduced by Hinton and Salakhutdinov (2006) is a special
type of DNN that consumes unlabeled data and output vectors which is a
better representation of the origin data. The AutoEncoder is typically used
for dimensionality reduction or generative models.
When there is more than one hidden layer, the AutoEncoder can be seen as
a deep learning model. The architecture contains an input layer which repre-
sents the input data, then connected to one or more hidden layers to transform
features and finally an output layer which is usually a better representation
of the input data. The whole structure contains two parts, the encoder which
maps x ∈ X to z ∈ F and the decoder which maps z ∈ F to x ∈ X ′ , the
X refers to the origin space and F refers to the feature space. So the ob-
jective of AutoEncoder is to minimize reconstruction errors (Bengio, 2009)
which is L(x, x′) =
∥∥x− x′∥∥2. From the objective function, it is clear that
AutoEncoder is an unsupervised learning methods. The dimension of the
hidden layers can be either smaller or larger than the input dimension, when
smaller, the AutoEncoder will do feature compression, otherwise, it will map
features to a higher-dimension. By selecting different dimensions of hidden
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layers and different objective function, the AutoEncoder can do various jobs
such as denoising (Vincent, Larochelle, Bengio, & Manzagol, 2008), spars-
ing (Le, 2013) or generating. Since we use the minimize reconstruction error
as the objective function, the training of AutoEncoder is still based on the
back propagation. As a result, the vanishing gradient problems with the use
of back propagation to train networks with many hidden layers still exists.
To solve this problem,Hinton, Osindero, and Teh (2006) produced a layer by
layer pre-trained technique based on a restricted Boltzmann machine to pre-
train the weights and then fine turn them by back propagation.
The AutoEncoder can help to reduce noise data in the online shopping
context. The images from different website are usually in different quality
and may contain mistakes, AutoEncoder is a potential way to cope with the
quality and noisy problems that makes other Machine Learning algorithms
works in the online shopping environment.
2.2.1.4 Convolutional Neural Network
As described above, the number of parameters in a network is directed based
on the number of layers and number of neural in each layer, so when the net is
getting deeper and larger, there will be too many parameters to learn which is
usually hard and expensive (Krizhevsky et al., 2012). The Convolutional Neu-
ral Network(CNN) solves this problem by sharing weight in convolutional
layers. It is especially good for handing complex data e.g. images, and the
Convolutional layers can be regarded as a learned feature extraction method
which avoids building hand-craft features. To limit the number of training
parameters, in 1990s CNN (LeNet-5), a ANN with additional Convolutional
layers,was introduced by LeCun et al. (1995). In the Convolution layer, the
output is generated by the input convolute a small kernel, and in the pooling
layer, the input will be sub-sampled to lower dimension with some strategy
(max polling, average polling, etc.). Compared with full-connected ANN,
LeNet-5 contains two convolutional layers in which the number of parame-
ters needed to train only equals to the size of convolutional kernels multiply
the number of kernels h∗w ∗d (e.g. in LeNet-5 the parameters in (32*32*12)
plus (16*16*12). In this case, CNN significantly reduces the number of pa-
rameters. As a result, LeNet-5 has a very successful result on MINST dataset.
However, LeNet-5 is still hard to train on huge and complex datasets (e.g. Im-
ageNet). The reason is the vanishing of gradient in deep structure, and the lim-
ited layers (only 2 convolutional layers) reduce its ability. In 2012, AlexNet,
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a more deep CNN, was produced (Krizhevsky et al., 2012) and has a much
better result than shallow learning methods (SVMs etc.). On ILSVRC (Deng
et al., 2009). AlexNet, as shown in Fig 5, is known as one of the most suc-
cessful deep learning architectures in recent years. Compared with LeNet-5,
AlexNet choose a more deep structure and made the following main changes:
• Data Augmentation: AlexNet pre-processes images with horizontal re-
flections, random crops and color transformation. With data augmenta-
tion, there will be more data for training which will reduce the overfit-
ting problem.
• Dropout: Dropout can randomly break connecting when training CNN
which makes the CNN try to get the right result with a subset of neural.
Compared with L2/L1 regularization, the use of Dropout can signifi-
cantly reduce the overfitting problem.
• ReLU activation function: Instead of using Sigmoid or Tanh, AlexNet
use ReLU f (x) = max(0, x) as the activation function. The advantage of
ReLU is two-fold, on one hand it is easy to calculate for both forward
and backward, on the other hand the linear right part avoids the vanish-
ing of gradient and the left zero part makes the network sparse, which
is similar to L1 regularization.
• Local Response Normalization: Instead of normalization on all the
data, AlexNet chose to normalize on recent training data.
• GPU: the ability of using GPU to do fast matrix computation is one of
the most important foundations of the deep learning. Due to the length
of the thesis, we will not include the hardware parts of deep learning.
After AlexNet, there are many successful deep learning architecture pro-
posed, such as VGG (Simonyan & Zisserman, 2014), GoogLeNet (Szegedy
et al., 2015) and ResNet (K. He, Zhang, Ren, & Sun, 2016). These works
use different strategies and make the CNN more accurate and deep. A very
successful network is ResNet which use identity mapping with batch normal-
ization to add the origin data to output(H(x) = F (x) + x). With this simple
strategy, the problem of vanishing of gradient can be avoided, as a result the
ResNet could contain unbelievable 152 layers.
Meanwhile, instead of making the CNN deeper, Inception model was also
proposed to add the different size of convolution filter into the same layer,
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Figure 2.1: Basic Inception Convolution Block (Szegedy et al., 2015).
which can be regarded as extending the width of network (Szegedy, Ioffe,
Vanhoucke, & Alemi, 2017). The basic Inception block is shown in figure 2.1.
However, the Inception model significantly increases the complexity of the ar-
chitecture, which prevents it from becoming wider and deeper. To solve this
problem, ResNeXt (Xie, Girshick, Dolla´r, Tu, & He, 2017) was introduced,
which replaced the complex inception block with a group of repeated convo-
lution filters, and those filters can be computed by group convolution. Com-
pared with the complex Inception model, group convolution is much quicker
for the GPU to calculate. The complexity of ResNeXt can be defined and
described by Cardinality, which is the number of same filters in one block.
A typical ResNeXt usually comes with 32 Cardinality blocks that are much
wider than Inception network.
As described above, the three typical ways to improve CNN architecture
is to make CNN deeper, wilder and in higher resolution, but the bigger CNN
usually means it is challenging to train and fine-tuning. Therefore, there is
a trade-off between the deep, wide and resolution of a CNN network. Ef-
ficientNet (M. Tan & Le, 2019) was then introduced by experimenting and
calculating the best deep, wide and resolution combinations of a CNN net-
work and it is believed to be the state-of-the-art architecture considering the
size, complexity and accuracy at the same time.
By building the CNN network, complex attribute learning becomes possi-
ble. In this case, we can extract many different middle-level features from on-
line shopping products’ images. With those features, we could build more ac-
curate models to describe customer shopping behaviour and analyzing shop-
ping history. Besides, theories from Information Systems or Marketing can
also be easily applied to Online Shopping environment.
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In our experiment for semantic attribute learning, considering the num-
ber of attributes and the size of the dataset, the slightly increased accuracy
is not that important. Instead, the easy to get a pre-trained model, the hard-
ware requirement for fine-tuning and the speed to training the model are all
critical perspectives. In this case, the CNN architecture used in this thesis
may be slightly changed according to different datasets, and the state-of-the-
art network may not necessarily be used because our research is not accuracy
focused. The details of our CNN network is described in Chapter 5.
2.2.2 Machine Learning with Imperfect Data in Online Shop-
ping Environment
As described above, data from the Online Shopping Environment usually con-
tains noise and errors. Semi-supervised learning is a class of machine learning
techniques that makes use of unlabeled or partially labeled data for training,
and those unlabeled and partially labeled data can be generated from noisy
data in Online Shopping Environment. There are various data structures can
be regarded as weakly or semi-supervised learning problem. For example, the
visual relations in the same image can be learned with only object level label
and without annotated relations (Peyre, Sivic, Laptev, & Schmid, 2017). An-
other weakly supervised learning task is to handle such a deep learning model
with constraints incorporating different forms of weak supervision and can
share those weak supervision from different datasets (Zhukov et al., 2019).
In this thesis, we consider another situation that a specified partially labeled
dataset as pairwise constraint data and extend the existing work to handle
pairwise constraint relations.
To utilize pairwise constraints, some researchers consider it as a cluster-
ing problem and develop constrained clustering algorithms based on K-means
such as COP K-means (Wagstaff, Cardie, Rogers, Schro¨dl, et al., 2001) and
CMWK-Means (de Amorim, 2012). With a similar idea, a more efficient
Semi-supervised Maximum Margin Clustering method was also introduced
to handle the pairwise constraints (Hu, Wang, Yu, & Hua, 2008; Zeng & Che-
ung, 2012). The drawback of these algorithms is that they make a strong
assumption that the pairwise constraint data are accurate. However, in prac-
tice, pairwise information is usually collected from social media sites which
makes it contain a lot of noisy data. To avoid the influence of noisy data, the
Constraint Propagation Random Forest which attempts to prevent the noise
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impact by an ensemble is formulated (X. Zhu, Loy, & Gong, 2015). Com-
pared to the previous algorithms, it performs better when dealing with noisy
data. However, the limitation of these algorithms is that they only use the
pairwise constraint data to do clustering rather than classification. To build
attribute classifiers, a small set of well-labeled data should be utilized along
with a large amount of pairwise data.
Taking labeled data into consideration, Liu et.al. (X. Liu et al., 2013) pro-
posed a Random Forest based approach which trains trees with both labeled
and unlabeled data, and as an ensemble method it is also robust to noisy data.
However, this algorithm does not take the relation among unlabeled data into
consideration, but only uses them as background knowledge to find better
splits. To use labeled data and pairwise information at the same time, Convex
Pairwise Kernel Logistic Regression which builds a loss function with pair-
wise constraint information was introduced by Yan et.al. (Yan, Zhang, Yang,
& Hauptmann, 2006). Similar with this work, a Margin-based approach was
also proposed (Nguyen & Caruana, 2008). In this method, a regular multi-
class SVM is extended with a pairwise optimization objective function. These
two algorithms use both well-labeled and partially labeled data, but accord-
ing to our experiments, they are not robust to noisy pairwise data and do not
consider the different qualities between well-labeled data and pairwise data.
2.2.3 Recommendation System with Computer Vision
Analyzing the customers’ behavior from their shopping history and using this
information to make recommendations to customers so that customers’ shop-
ping experiences could be enhanced has become a trend in most e-commerce
websites. (Childers et al., 2002; Park & Kim, 2003). Currently, most online
shopping websites such as Amazon and ebay, make suggestions to their cus-
tomer by analyzing customers’ searching or shopping history. This method
is successful because related items or products similar to those from their
browsed history could be pushed to customers. The limitation is that all
the predictions are only based on the item-to-item or user-to-item combina-
tions (Linden et al., 2003; Poon, Maltzman, & Taylor, 2012).The algorithm of
these models only considers the relations between item and user or item and
item, but ignores the features of the products themselves.
The most salient features extracted from images in e-commerce websites
would be used to enhance online recommendation systems and thus shopping
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experience. Extracted features could be those descriptive categories perceived
by human beings such as color and style etc. For example, clothes on the
Amazon website usually contains 5 labels: color, style of sleeve, material,
brand and price, but from the pictures provided by the website we can extract
more than 10 additional labels such as length, cut, pocket, collar, and material
etc. (H. Chen et al., 2012a; Di et al., 2013a). Moreover, new algorithms could
be built based on some public training datasets (Bossard et al., 2013; Kalan-
tidis, Kennedy, & Li, 2013), and well trained models can automatically extract
the clothing part and analyze possible labels from each type of clothes. These
labels could be implemented from human perspectives and some cognitive
factors could also be used to extract useful information from clothes pictures.
For instance, personality type could be used to classify clothes style based on
attributes extracted from images. There is thus a possibility to provide more
accurate description of products from a higher cognitive and conceptual level
so that customers could be provided more enriched products information at a
higher conceptual and cognitive level.
The overall trend for online fashion recommendation systems enables the
online shopping systems to be more personalized. There are some successful
examples for the fashion recommendation systems through the combination
of both text and image features. Jagadeesh et al.(Jagadeesh et al., 2014)pro-
posed a fashion recommender by analyzing the color model from street im-
ages for item recommendation. Iwata et al Iwata, Wanatabe, and Sawada
(2011)collected text and image data from fashion magazines to build a topic
based recommendation system.These two works are item based which only
considers the relationship between items and the item-user relationship is not
considered here. With the development of social networks, personalized rec-
ommendation systems with image features are gaining popularity in recent
research.Sigurbjornsson, Borkur and Van Zwol (Sigurbjo¨rnsson & Van Zwol,
2008)proposed a personalized tag recommendation system based on a Flickr
dataset. In this work, they analyzed the frequently used tags of customers
to automatically recommend personalized tags for newly added photos. An-
other research from Yisong et al Yue et al. (2014) provided a similar per-
sonalized recommendation system by collecting customers’ feedback. This
type of research mostly concentrates on the customer side, and provides rec-
ommendations by finding similar customers. Meanwhile, there is also some
research considering both user-to-item and item-to-item relationships at the
same time (Hu et al., 2015a). In Yang et al.’s research, they built a model
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Figure 2.2: Finding tops to match with given bottom and shoes with image
features (Hu et al., 2015a).
with each customer’s preferred fashion items and combined a set of fashion
items themselves, and then made a personalized recommendation with a set
of fashion item as shown in Figure 2.2.
As shown in Figure 2.2, researchers built various recommendation sys-
tems through mining the large set of data collected from computer vision
methods. Meanwhile, other research trends try to include other information
and product relations into the current model. Quadrana, Cremonesi, and Jan-
nach (2018) proposed a sequenced recommender framework which takes a
list of behaviours as the prediction resource. Compared with previous work,
they include time-series data into current recommendation model and believe
the new framework will outperform the previous one, which only works on a
single behaviour. Similarly, a graph-convolution based network (Ying et al.,
2018) was introduced to direct handle relation of products by CNN itself.
However, the current contribution of these new papers is mostly on the
new mathematical methods or algorithms that could handle different types of
datasets. These works only focus on the recommendation algorithm from the
technology perspective. How customers will respond to this new type of data
has not been investigated from the information systems perspective. What
type of features shall be extracted? Which features are more salient in im-
proving online customers’ shopping experience still have not been explored.
2.3 Recommendation System with Self Identity
Theory
In order to analyze and evaluate the Computer Vision enhanced Recommen-
dation System we introduced Self Identity theories which helps us understand
how features from computer vision works and evaluate the recommendation
system results.
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Early studies on online recommendation system rarely consider image
as an important factor but only display the pictures clearly to achieve the
best product effects (Fiore et al., 2005). The information in the picture is
not fully explored mainly because the image processing techniques haven’t
been fully developed in early days. Alongside the development of the Im-
age Interactivity technology which enables the creating and manipulation of
product images, the potential to exploit more feature from images increase.
In the beginning, researchers started focusing on sketching and modelling
fashion items(H. Chen, Xu, Liu, & Zhu, 2006).Recently, due to the tech-
niques from machine learning, Computer Vision is witnessed some big break-
throughs. One of the major breakthroughs in Computer Vision is the recog-
nition of image categories (Fei-Fei & Perona, 2005; Lazebnik et al., 2006;
Torralba & Oliva, 2003). The first improvement comes with feature rep-
resentation of images, for example, at the feature level, there are kinds of
features that could be extracted by different methods including SIFT (Ke &
Sukthankar, 2004) ,GIFT (Oliva & Torralba, 2001), Histograms of Oriented
Gradient(HOG) (Dalal & Triggs, 2005), Local Binary Pattern (LBP) (Aho-
nen, Hadid, & Pietikainen, 2006), Maximum Response Filters (Varma & Zis-
serman, 2005)).Based on these features, a well-trained model could be de-
veloped to classify different objects, such as a shirts, shoes or hats into cate-
gories. The semantic attributes provided by researcher can be used to further
assist object classfications. Some business solutions had already used this
method to preform image mining and achieved satisfactory results (Bossard
et al., 2013). However, the problem with this kind of recognition mechanism
is that it usually ignores certain type appearance of objects such as the color
and texture. In order to solve this problem, some new models were introduced
to learn visual attributes (Ferrari & Zisserman, 2008). By using this method,
human understandable properties could be extracted from images. If we put
those properties as labels attached to images, then we can group images by a
combination of labels (Farhadi et al., 2009; Kovashka & Grauman, 2013)For
example,we can describe a shirt in a specific style with black and white stripes
or a white shirt with red round on it and classify clothes with these properties.
By using those methods, we could extract some high level semantic features
from images such as clothing style, patterns and textures. But these methods
only work well with clear and simple image data. As a result, in the realistic
online shopping environment, those methods can hardly handle the complex
and noisy image resources.
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In order to solve this problem, some object detection models have been de-
veloped (X. Chen et al., 2014; Yamaguchi, Kiapour, Ortiz, & Berg, 2012).These
models use human pose estimation or simple object detection method to lo-
cate the interesting item in an image so that attribute learning method can be
applied only to those located item. With this kind of preprocessing method,
we could extract semantic attributes from images in a real online shopping
environment. There is already some success research in this area. Actually,
there are already some success research on this.For example, through collec-
tion of a well labelled dataset,Chen et al. (H. Chen et al., 2012a) extracted
complex semantic features from clothing. Moreover, Liu et al.(S. Liu et al.,
2012) collected both top and bottom clothes and identified the semantic fea-
ture relations between them, which enable them to make further suggestion
on item combinations of clothes.
As shown above, applying those information collected from Computer
vision method could help to improve the design of website and improve not
only the description of products but also the shopping experience. However,
the training of a semantic model needs a large set of well-labeled data and
as the fashion items increase every year, there is also a strong demand to
update the current model with new data. The previous work mostly generated
their datasets with the help of crowdsourcing which is time consuming and
expensive. So it is important to design attribute learning algorithms that do
not require lots of well-labeled data.
2.3.1 The Definition Self Identity
In psychology, Self Identity is known as a theory that describes how social
environment affects self and how self affects behaviors (Hogg, 2001; John-
son, Venus, Lanaj, Mao, & Chang, 2012; Stryker & Burke, 2000). And the
behavior, in Self Identity, is organized to change the situation of self in order
to bring themselves into an agreement with some identity standards (Stryker
& Burke, 2000). Accordingly, Self Identity research usually contains two
portions: one focuses on characteristics of a person which differ him from
others (Johnson et al., 2012) and the other analyzes the link between social
structures and self behaviors (Carter, 2015). The characteristics of a person
contains both conscious and unconscious aspects which affected by different
social or environmental structures and result in different behaviors. The an-
alyzing of self identity is to distinguish how the conscious and unconscious
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characteristics may affect the behaviors (Horowitz, 2012; Nurra & Oyserman,
2018).
In previous research, Self Identity was widely used to discuss how per-
sonal and environmental differences like culture and gender affects academic
and physical abilities and skills (caglar, 2009; Trautwein, Lu¨dtke, Marsh, &
Nagy, 2009). In order to avoid unrelated factors and focus on specific targets,
some researches use one portion of Self Identity theory along with environ-
mental or social factors to build a more realistic model (Papacharissi, 2010;
Van der Werff, Steg, & Keizer, 2013; Whitmarsh & O’Neill, 2010). In those
research, Self Identity is a set of factors attached to the self as a standard that
guides behaviors in situations. When identity is activated, a feedback loop
is established where the standards defined by self identity and environmen-
tal factors will result in behaviors, on the other side, the behavior can affect
the environmental factors and finally reflect to Self Identity (Stets & Burke,
2003). Therefore, Self Identity is not constant, it may changed during time
and different environmental factors.
The Self Identity determined by both conscious and unconscious fac-
tors. In psychology, self-schema refers to unconscious generalization of self,
and self-representation refers to the conscious belief such as gender and cul-
ture (Brewer & Gardner, 1996) which can be symbolized in words. Most
previous research focus on the self-representation to build Self Identity mod-
els (Van der Werff et al., 2013; Whitmarsh & O’Neill, 2010), but self-schemas
are hard to collect and analyze. Each individual has multiple self-schemas
which can be activated under different situation and shift person’s mind. Self-
organization is the collection of self-schemas for a person. People vary in how
well they realize their self-organization under different situations. The level
of self-organization can be separated in to five stages: Harmonious, Mildly
conflicted, Vulnerable, Disturbed, Fragmented (Horowitz, 2012). From Har-
monious to Fragmented, people will less realize their self-organization and
become unpredictable to their action. Therefore, the level of self-organization
under a situation refers to how well the behavior can be predicted and how
clear the person knows what he wants.
In conclusion, Self Identity describes how environment affects self and
how self identity decides the behavior. The progress of it is not constant, it
may vary from time and different situation. Self-organization is a collection
of unconscious factors of Self Identity, the level of it can be used to describe
how well a person known himself.
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2.3.2 How Self Identity is used in Recommendation System
As reviewed above, Self Identity is rarely used in analyzing Online Shop-
ping Experience(OSE). There may three reasons: firstly, the research on OSE
mostly focus on a group of customers(under same age or culture and so on)
on a specific scenario rather than analyzing one customer’s behavior. Thus,
group identity or social identity is more likely used. Secondly, unconscious
factors in Self Identity are hard to collect and exam in normal ways, but sym-
bolic conscious factors are more preferred to be used in OSE research (Van der
Werff et al., 2013; Whitmarsh & O’Neill, 2010). Finally, the Online shopping
scenario is a complex system, Self Identity theory itself is not sufficient to
describe or analyze the whole system. However, to increase OSE we do not
need to increase the whole system but focus on a specific aspect. In this case,
we could use Self Identity to describe and predict customer behaviors under
a special situation. Relative to previous OSE research, we use Self Identity
theory to focus on very personalized Online Recommendation problem, and
as a result, increase the online shopping experience.
Early studies on online recommendation system involve two directions:
one is technical part which focus on algorithms and try to increase the pre-
dict accuracy, the other is information system part that analyzing customers’
behaviors and feedbacks. The latter researches consider online recommen-
dation system as an important factor of OSE, and the target of research con-
centrate on customers’ feedback. The conclusion from information system
research about online recommendation could be helpful to guide the devel-
opment of recommendation system in computer science, but there are rarely
research integrate those two parts together. Self Identity theory was never
used to analyzing online recommendation system in both research directions.
But considering the limitation of Self Identity theory described above, the re-
search from CS can focus on personalize customers and collect unconscious
factors(by Machine Learning). Future, with concentrating on Recommenda-
tion part instead of the whole system, Self Identity can be used to describe
customer behaviors under a specific situation.
In our project, we meticulous analyzing customer product selection progress
along with text and image information of products to investigate the stage
of self-organization, and then obtaining the Self Identity model of each cus-
tomers in each online shopping progress. The result from Self Identity, on the
one hand can be used to increase current online recommendation system, on
36
the other hand it could be used to analyzing how customer behaviors can be
affected by recommendation and other online shopping factors.
2.4 Research Gaps
Based on the literature review from both Information System and Computer
Science research, the research gap can be summarised, and the potential method-
ology to fill the gap can also be discussed.
In Computer Science research, the research gap exists in the different re-
search target and the tight requirement for machine learning algorithms.
1. Researches taken in CS field usually focus on a specific mathematic
evaluation metrics(e.g. Accuracy, F1 score), and the target of new gen-
eration algorithms is to achieve better score under those evaluation met-
rics. However, in Information System research, some complex research
targets, such as customer behaviour, customer satisfaction, can not be
described well by simple evaluation metrics used in CS research. There-
fore, how to combine different research target is one important research
gap between CS and IS.
2. Most Machine Learning especially Deep learning methods require a
large well-labelled dataset for training. In real Online Shopping Envi-
ronment, those high-quality dataset is usually different and expensive
to collect. How to make existing ML algorithms working with weakly
and imperfect labelled data is another research gap.
In Information System research, the research target is mostly customer-focused,
and the whole progress of online shopping is usually split into different sub-
systems for further analysing (e.g. Recommendation, Web Service and Qual-
ity control). However, considering the research in CS, there are still some
research gaps exist.
1. Those split sub-systems are usually treated as whole black boxes, and
the algorithms behind them are rarely discussed. How the details of
the algorithms can affect customers is not be well considered either.
In this case, the influence of different CS algorithms work in the same
sub-system can be hardly analysed.
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2. The research of IS usually focus on the existing system, how new algo-
rithms in CS can be applied to the current system is rarely considered.
Meanwhile, the IS theories about how CS methods affect customers are
not well discussed either.
2.5 Summary
In this chapter, we review the recent research in Online Shopping Experience
and explain the key factors include Web Service, Web Design and Customer
Behavior. Based on review, we particular discuss the importance of Recom-
mendation System which plays an important role in the all three aspects and
we also point out the limitation of previous research is that they regard Rec-
ommendation System as a black box without considering how it recommend.
Meanwhile, we introduce the existing research trend about Machine Learning
in Information system and basically discuss the advantage and disadvantage
of different Machine Learning algorithms. The imperfect and insufficient data
in real online shopping environment limit the performance of Machine Learn-
ing, especially Computer Vision. How to handle those imperfect noisy data is
our first research topics. The Recommendation System is developed in both
Information Science and Computer Science, but the aim of those research
is different. In Computer Science, those researches are accuracy concerned
which try to improve the prediction ability, while in Information System, the
research is customer focused that explained how customer reflect to the Rec-
ommendation System. Thus, we introduce Self Identity and use it to explain
the Recommendation System and try to improve the shopping experience with
new Recommendation System.
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Chapter 3
Methodology
In this chapter, we generally discuss the methodology we used to solve the
problem we addressed in Chapter 1 and 2. In addition, we describe the evalu-
ation methods for experiment and the data collection for each projects.
3.1 Introduction
As a cross field research, the methodology we could use in experiments con-
tains both Computer Science and Information Science methods. The possible
methodologies list as following:
Mathematical modeling and proof method This is a common research method
in Computer Science, especially in developing new algorithms. The
mathematical model will describe the input and the reflection of that
input with functions, and introduce a combination of functions which
will cover all interest factors (Mudaly & De Villiers, 2004). Based on
the model, we could analyze and predict how algorithms working on
it and how the target reflect on the algorithm with mathematical proof.
The first advantage of this methodology is it abstract the important fac-
tors and hide irrelevant details from the real world (Mudaly & De Vil-
liers, 2004). And those abstraction usually describe a common prob-
lem solving approach which is not environment and problem specified.
The other advantage is those mathematical model can be mathematical
proven which is very reliable and explainable (Mudaly & De Villiers,
2004). However, for complex problems with hidden factors, mathemat-
ical modeling is usually hard to abstract and define. The mathematical
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modeling prefer to solve common questions rather than analyzing real
world problems.
Simulation The methodology of simulation refers to the approximate imita-
tion of a process or system (Jerry, 2005). It is usually used to simulate
complex models which are hard or expensive to repeat in real world.
The simulation study is used in both Computer Science and Informa-
tion System areas (Law, Kelton, & Kelton, 1991). The advantage of
simulation is it is easy to control and collect data, meanwhile, it can
hide irrelevant information from real world which let the experiment
focus on target. However, to simulate the system, we usually need to
collect enough information of the system and approximate all key fac-
tors (Law et al., 1991).
Quasi-Experiments Quasi-experiment is a popular research methodology
used in Information Science. Compared with formal experiment, quasi-
experiment just estimate the causal impact of a factor on target with-
out strict control all other factors and the design of quasi-experiment is
mostly based on empirical knowledge (Cohen & Ledford Jr, 1994). The
advantage is clear that quasi-experiment is easier to set and collect re-
sults which is usually used to confirm the research trend or judgement.
The disadvantage is those research include a lot randomizations and the
result is hard to be clearly described and proofed.
Prototyping Prototyping is a common research method in Computer Sci-
ence to test how a product works in real world or display the project
to customers. In detail, the prototype only implement key functions of
a system and prove the correctness of design (Houde & Hill, 1997).
Compared with previous methodology, prototype is a more industrial
related design methods but it can also be used to prove principles.
Survey method The survey method is mostly used in Information Science
to collect the individual response on a particular topic (Nicolas, 2004).
This methodology directly connect researchers with research candidate
and could quickly get personalize response for analyzing that is useful
for customer centered research. However, it is usually expensive and
hard to collect large amount of data, and the process of survey is mostly
time consuming.
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Qualitative methods The qualitative research is a popular research method
in Information Science. It can handle non-numerical data and conclude
the meaning or concept behind those data, and those researches usually
result in new definitions, characteristics or concepts (Maxwell, 2008).
The qualitative method is mostly social and human centered. In experi-
ment, it usually works with survey methods to explain the theory behind
the survey.
All the six methodologies are popular used and sometimes researchers
combine some of those methods together to get a better understanding to the
question and establish a more meaningful model. In our research, we apply
Machine Learning to online shopping environment where we could get a lot of
numerical data to analyze and the results of experiment are mostly described
in mathematics. In this case, during research we use simulation to approxi-
mate the online shopping environment and extract related factors, and apply
mathematical modeling and proof method to establish and prove the Machine
Learning algorithm. The result of our research will be evaluated by mathe-
matical methods. The detail of our methodology approach is described from
the abstract of the problem, experiment and evaluation methods to the details
of design and simulation for each experiment. In addition, we also discuss the
data we used in our experiment.
3.2 Overall of the Problems
In chapter 2, we reviewed the past research about online shopping experience,
and mainly discussed web service,the design of online shopping website and
online customer’s satisfaction, especially how recommendation affect online
shopping experience. Then we review the research from the Computer Vi-
sion field which may be applied to improve online shopping experience and
indicate the research gap that most Computer Vision methods need well or-
ganized data which is hard to find in online shopping environment and the
research in online shopping experience rarely consider how new computer vi-
sion can affect the customers’ experience. In literature review, we reviewed
most top conferences on Computer Vision such as Computer Vision and Pat-
tern Recognition and ACM Multimedia Conference, especially targeting at
the fashion and clothing area. The review results demonstrated that attribute
learning method could be used to improve online shopping experience. We
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prove this by demonstrating how fashion item recommendation system could
be developed with attribute learning method in computer vision.
Based on the literature review, to improve online shopping experience we
could rather improving machine learning algorithms used in online shopping
environment or doing theoretical analysis based on Information System the-
ories. In this case, we split our experiments into two parts. Firstly, we try to
solve the imperfect data problem in online shopping context. Then we apply
self identity into the current online shopping recommendation system to de-
scribe shopping experience with self identity theory and investigate how the
theory affect online shopping behavior.
Both of the problems contain lots of numerical data to analyze, and as
a complex online shopping system, abstracting necessary key factors is im-
portant for our research. The survey method with qualitative analysis can
not be used in our model because we collect data from public dataset rather
than questionnaire and the data type is mostly numerical. Similarly, Quasi-
Experiment method which focus on information science to get research trend
is not suitable for our target. Prototyping is also not necessary for our ex-
periment, as it usually concentrate on industrial projects and our research is
mostly theoretical focus. In our research, we use both mathematical model-
ing and proof and simulation methodology to guide our design. The reason is
in two fold, on the one hand, our research produce new algorithms and sys-
tems which can be modeled and described by mathematics and the behavior
of our new design can also be predicted by the proof of mathematical model.
On the other hand, we need abstract and simulate the complex online shop-
ping environment to focus on the key factors we interested in. The simulation
methodology can be used to do such abstraction.
Figure 3.1 describes the overall experiment structure in details. The whole
experiment can be separated into three stages. The first stage is semantic
attribute learning stage where the visual attributes from product images can
be learned by CNN and prepared for further analysis. This stage is described
in Chapter 4. The second stage is self-identity analysing, in which stage the
self-identity of customers can be analysed by combining attribute information
and customer-product relationships. The final stage is to analyse and build a
recommender system with knowledge from previous self-identity analysis.
Specifically, each input and output for each block are described as following:
Circle 1 Attribute Classifier is trained by open and public datasets.
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Figure 3.1: The flowchart of overall experiment design
Circle 2 The trained classifier predict visual images from product to text at-
tribute labels.
Circle 3 The shopping history contains both product information and customer-
product relationships.
Circle 4 The visual images from product information will be transferred into
attribute labels.
Circle 5 Products with attribute level information along with shopping rela-
tionships will be used for self-identity analysing.
Circle 6 The product-customer relationships will be used to help self-identity
analysis and build recommender systems.
Circle 7 Recommendation with self-identity theory will be finally built based
on previous RS and self-identity analysis.
3.3 Experiment Method
For each experiment, we follow the research protocol as following: we firstly
define and identify the problem and review relevant literature. Secondly,
based on the methodology we used, we construct the experiment design and
abstract the key factors in experiment. Thirdly, we use mathematical proof or
simulation to introduce the new algorithm or system. Finally, we conduct the
experiment with real data from online shopping environment to confirm our
prediction, meanwhile, we present findings and conclusions for the target.
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The define and identify problem and literature review are been generally
discussed in the Chapter 1 and 2. In experiment, a more clear definition of
problem will be given and the review will concentrate on related research in
recent years. After that, a mathematical model or simulation of the problem
will be introduced.
In second and third phase of the protocol, for mathematical modeling and
proof method, the correctness of our algorithm is proven by the mathemat-
ical derivation and the experiment results from simulation. For simulation
method, we abstract necessary data and key factors from the complex online
shopping environment, then we use mathematical model to evaluate how our
theory affect the system. And based on the results, we propose new system
which is also proven by mathematical model and the experiment results con-
firm our design.
Next, we will implement the mathematical model based algorithm or sim-
ulation system to confirm the algorithm and system we presented. The result
of our experiment will be evaluated by mathematical evaluation metric or sta-
tistical evaluation methods.
Finally, we will explain our results compared with related methods and
make the conclusion for our experiment. The correctness of our claim is con-
firmed by both mathematical model and simulation result.
3.4 Evaluation Method
In research, we firstly build or simulate an online shopping environment with
public data collected from internet. In this environment, we abstract the nec-
essary data and how current algorithm or system works, then we analyze the
weak point of the system and describe how we could improve the online shop-
ping experience by updating the algorithm or system. Finally, we introduce
our design or algorithm into the online shopping environment and compared
the new one with previous system.
In Experiment, we follow the protocol of analyzing problem, building new
solution and experimenting new system compared with the old one to prove
our new solution can improve the online shopping experience. An important
part of those protocol is to use suitable evaluation methods which can explain
and compare our result with other researches. In this section, we introduce
the evaluate method we used in our experiment.
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3.4.1 Classification Accuracy
The Classification Accuracy is the basic evaluation metric for machine learn-
ing models. The accuracy is the fraction of correct predictions in our model
as shown in equation 3.1.
Accuracy =
|P (X) = y|
|X| (3.1)
3.4.2 K-fold Cross Validation
The K-fold cross validation is usually used to confirm the stable of model and
prevent the model to be overfitted to training data. In K-fold cross validation,
the whole dataset is split into equally K parts, and for each evaluation process
different K-1 parts will be selected as training data and the rest part is the
validation data. The error could be calculated as Ek =
∑
i∈k(yi − p(xi))
where p() is the prediction of the model, k refers to the k-th part of evaluation
data. Summarizing all errors, we could produce the cross-validate error as
shown in equation 3.2.
CV =
1
K
K∑
k=1
Ek (3.2)
3.4.3 Hit-rate
The Hit-rate function is a special evaluate metric for Recommendation Sys-
tem. It calculates how many hits it predicted in TOP-N recommendation.
HR@n =
numhits
n
(3.3)
Equation 3.3 describes the hit-rate function for top-n recommendation. The
number of hits refers to the predict item exists in real shopping list.
3.5 Random Forest with Imperfect Pairwise Data
As describe in Chapter 2, Online Shopping environment contains a lot of im-
perfect noisy data, in order to handle those kind of data we developed a Ran-
dom Forest based algorithm and evaluate it with previous algorithms.
To address the problem, we firstly investigate the quality of information
in Online Shopping context and conclude that we can not directly get well-
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organized clean data from Online Shopping environment. On the contrary,
we could get a small set of well labeled data and a large set of noisy pairwise
data. The pairwise data means all images organized in two pairs, we only
know the similarity of them, and the noisy data means the label of that data
could be wrong.
Based on the problem, we review previous pairwise and semi-supervised
learning algorithms and find previous related work. However, all those works
can not handle all problems(noisy,pairwise data,well-labeled data) at the same
time. And based on previous research, we develop Pairwise Constraint Ran-
dom Forest algorithm to solve the problem we addressed.
3.5.1 Data Collection and Experiment Design
In order to evaluate our methods with previous algorithms, we need to build
attribute level dataset with both well-labelled data and noisy data. Meanwhile,
to make our results more convincing, we prefer to use well-known and public
data source rather than collect data by ourselves. In this case, we select three
different public known datasets, the Clothing with Attribute dataset (Farhadi
et al., 2009), DeepFashion Dataset (Z. Liu, Luo, Qiu, Wang, & Tang, 2016)
and Animal with Attributes dataset (Lampert, Nickisch, & Harmeling, 2009).
The details of datasets are described in Table 3.1. The categories in the ta-
ble refer to the high-level class, which are typically the target of Machine
Learning methods, for example, the category in clothing dataset contains suit,
T-shirt, dress, and so on. The attributes are middle-level features such as
colour, pattern and style, as described in Chapter 2, they are hard to classify
than high-level categories. The number of attributes per image describes the
coverage of the attribute label. For example, in DeepFashion dataset, there
are totally 100 types of attributes, but not every image contains all attributes,
on the contrary, the mean number of attributes per image is only 37.1.
Table 3.1: Features in three attribute level datasets
Datasets #images #categories#attributes#attributes
per
image
CwA dataset (Farhadi et al., 2009) 1846 5 26 26
DF dataset (Z. Liu et al., 2016) 289,222 50 100 37.1
AwA dataset (Lampert et al., 2009) 30475 50 85 81.7
46
Figure 3.2: Example
from Clothing with at-
tribute dataset
Figure 3.3: Example
from DeepFashion
Dataset
Figure 3.4: Example
from Animal with At-
tribute datasets
The example of images for each dataset is shown in Figure 3.2, 3.3 and 3.4.
As all data in these three datasets are well labeled, we randomly select part of
them as well labeled one and then add noise label to the rest data. The advan-
tages of choosing these datasets are in two folds: on the one hand, they are
both well build data and has been used in many other studies which reduce
the influence of bias information from untrusted data (Farhadi et al., 2009;
Lampert et al., 2009; Z. Liu et al., 2016). On the other hand, by controlling
noisy data manually, we can test our algorithm in different noisy rate which
clearly experiment the robustness of algorithm. These two datasets are both
public and free for educational usage.
In experiment development, we use C to implement SVM based algo-
rithm, matlab to implement Random Forest based algorithm, python with
TensorFlow to implement CNN based algorithm. All these implementations
are based on open source softwares. By testing different types of algorithms
in selected datasets, we use predict accuracy to describe how each algorithm
works and get the conclusion of the Pairwise Constraints random forest works
better than other existing solution.
3.6 Recommendation with Self Identity Theory
In this experiment, we try to enhance the Recommendation System with infor-
mation generated by Computer Vision, then organize and analyze the system
with Self Identity Theory. As a result, we introduce a unique Self Identity
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theory guided Recommendation system, and we also analyze the shopping
behavior with Self Identity theory.
we reviewed the currently Recommendation System from both computer
science and information system perspectives. From the review, we address the
problems of the current research are the new Recommendation System devel-
oped by Computer Science researchers mostly focus on involve new features
and get better accuracy, but they do not consider the feedbacks from customer
and the evaluation do not include shopping history and customer behavior.
And researches in information system area do not consider the new technolo-
gies and most research only consider recommendation as a factor of whole
systems rather than concentrate on the Recommendation System. To solve
the problem, we review Self Identity theory and introduce it can be used to
guide and describe recommendation results. Based on the review, we build a
new recommendation system with Self Identity theory, and use Self Identity
theory to describe the shopping behavior of customers.
3.6.1 Data Collection and Experiment Design
The experiment is mostly focused on fashion items, so the data we collected
are mostly fashion related. In order to analyze how Self Identity affected
by different product’s categories, we also collect a small set of data from
digital items which compared with fashion items are easy to analyze. As
described above, the whole framework contains three parts, attribute classifier,
recommendation system and the Self Identity analyzer. To build the whole
framework, we need three different types of dataset for training models and
evaluate results. The datasets we used in the three stage are described in
Table 3.2 .
The reasons we selected those datasets are firstly we need sufficient data
to build the fashion item attribute classifier for image feature extraction. In
this part, we use DeepFashion datasets (Z. Liu et al., 2016). Secondly, to
build the recommendation system, we need customer shopping history data.
Thus, we use Amazon digital public data as the base data and collect product
details from Amazon.co.uk. Finally, as the most important part of the system,
to analysing the recommendation system with Self Identity theory, we use
click-through data from Amazon to analyse customer behaviours.
In experiment, we use python with TensorFlow to extract attribute level
features, we use python to store and processing recommendation models. To
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Table 3.2: Datasets for Recommendation and Self Identity theory
Stage dataset features of dataset
Attribute classifier DF dataset (Z. Liu
et al., 2016)
Attribute label,
Fashion related
Recommendation System Amazon
dataset (R. He &
McAuley, 2016)
Fashion related, item-
customer relationship
Self Identity analyzer Amazon
dataset (R. He &
McAuley, 2016)
Fashion related,
time sequence data
analyzing the result we use python with Scikit-learn to show the distribution
of different algorithms and different features.
3.7 Summary
By analyzing possible methodology in both Computer Science and Informa-
tion Science, we select mathematical modeling and proof method and simu-
lation method as our research methodology. We also introduce the protocol
of our experiment and the associate evaluation metric for different problems.
Finally, we introduce the dataset we used in our experiment and explain why
we choose them.
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Chapter 4
Improving Attribute Classification
with Imperfect Pairwise
Constraints
As described in Chapter 2, Semantic attributes extracted from images could
help to improve Online Shopping Experience by automatic image classifica-
tion and recommendation systems. However, learning of such attributes re-
quires a large well-labeled dataset which is usually difficult and expensive to
collect and sometimes requires human domain experts to annotate. Partially
labeled data, on the contrary, are relatively easy to obtain from social media
websites or be annotated by less experienced people. However, a partially
labeled dataset usually contains a lot of noisy data which are challenging for
previous methods. In this research, we propose a semi-supervised Random
Forest algorithm that can handle a small well-labeled attribute dataset and
large scale pairwise data at the same time for classifying grouped attributes.
Results on two typical attribute datasets show that the proposed method out-
performs a state-of-the-art attribute learner.
4.1 Introduction
Semantic attribute learning attracted a considerable growth of interest from
computer vision and multimedia researchers in the last few years. By using
those mid-level features, the accuracy of high-level category classifiers could
be improved and the learned attributes can be adopted as semantic features for
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other multimedia applications. For example, using Computer Vision to recog-
nize and describe fashion items at the semantic level is extremely helpful for
analyzing personal fashion styles (Hu et al., 2015b). However, the training of
a semantic model needs a large set of well-labeled data (Bossard et al., 2013;
Di et al., 2013b)and as the fashion items increase every year, there is also a
strong demand to update the current model with new data. The previous work
mostly generated their datasets with the help of crowdsourcing (H. Chen, Gal-
lagher, & Girod, 2012b; S. Liu et al., 2012) which is time consuming and ex-
pensive. So it is important to design attribute learning algorithms that do not
require lots of well-labeled data.
One possible solution is transfer learning (Pan & Yang, 2010) or domain
adaptation (Ben-David et al., 2010) which converting well trained models
from a previous well-labeled dataset to the new dataset with limited labeled
data. However, the limitation of both transfer learning and domain adaptation
is they require the well-labeled and new dataset are related. This require-
ment is easy to fit when only considering category level information, but in
this paper we mainly concentrate on attribute level categorization which are
mostly dataset specified (e.g. dressing style in clothes dataset or sociality in
animal dataset). Therefore, we considering another possible solution which
is to make use of unlabeled and partially labeled data which can be easily
obtained from the Internet or quickly annotated by humans. Utilizing both
well-labeled and unlabeled/partially labeled data is a typical semi-supervised
learning scenario. However, partially labeled data usually contains a lot of
noisy information, especially for abstract attributes such as the style of cloth-
ing or the design of fashion items.
There are many existing approaches on semi-supervised learning. Some
consider it as a clustering problem without taking advantage of the well-
labeled data at all (de Amorim, 2012; Hu et al., 2008; Wagstaff et al., 2001;
Zeng & Cheung, 2012; X. Zhu et al., 2015) and others use a well labeled
dataset along with totally unlabeled data (X. Liu et al., 2013) but ignore the
weak relationship in the unlabeled data. A most related solution to our work
was presented by Nguyen & Caruana (Nguyen & Caruana, 2008) and Yan et
al. (Yan et al., 2006) who used a well labeled dataset together with additional
partially labeled data, but their methods do not work well with noisy data.
This research aims to provide a solution to solve the problem of learning
attributes from partially labeled noisy data together with well-labeled data.
The contribution of our work is two-fold. Firstly, our model is built on a
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small set of well-labeled training data with a large amount of noisy pairwise
constraint data. The setting is more realistic than learning from well labeled
data and can be easily collect in real online shopping environment. Secondly,
the pairwise data is collected according to semantic groups (e.g. color or
texture) and only two pairwise constraints (i.e. must-link, meaning a pair of
samples must be in the same class, and cannot-link, meaning a pair of samples
must come from different classes) are applied. This situation is shown in
Figure 4.1, there are must-links in color, style, but cannot-link in neckline
type. The purpose is to utilize such pairwise data and detect and reduce the
noisy information to improve semantic attribute transfer learning.
Figure 4.1: Example for pairwise constraint data
4.2 Related work
The related works include three aspect researches, semantic attribute analysis,
semi-supervised learning and transfer learning.
4.2.1 Semantic attribute analysis
As described in Chapter 2, attribute learning as a specific image classification
problem has gained lots of interest and resulted in many successful applica-
tions Bossard et al. (2013); H. Chen et al. (2012b); Di et al. (2013b); S. Liu
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et al. (2012). Such approaches usually use low-level features to train lots of
mid-level classifiers, and then the mid-level attribute information can be used
to generate a more accurate high-level classifier or to analyze the semantic
information of images. However, the training of mid-level classifiers relies on
well-labeled data which are hard and expensive to collect. Furthermore, the
selected attributes are mostly simple ones such as color or texture which do
not contain much expert domain knowledge. Thus, the use of partially labeled
data rather than well-label data makes the previous work more realistic.
4.2.2 Semi-supervised learning with pairwise constraints
We introduce supervised and semi-supervised learning in Chapter 2, and dis-
cussed how it can help with Online Shopping Environment. In this research,
we experiment most learning methods described in Chapter 2 and particularly
focussed on robust semi-supervised learning.
Semi-supervised learning is a class of machine learning techniques that
makes use of unlabeled or partially labeled data for training. In this paper, we
specify the partially labeled dataset as pairwise constraint data and analyze
the existing work which can handle pairwise constraint relations.
To utilize pairwise constraints, some researchers consider it as a cluster-
ing problem and develop constrained clustering algorithms based on K-means
such as COP K-means Wagstaff et al. (2001) and CMWK-Means de Amorim
(2012). With a similar idea, a more efficient Semi-supervised Maximum
Margin Clustering method was also introduced to handle the pairwise con-
straints Hu et al. (2008); Zeng and Cheung (2012). The drawback of these
algorithms is that they make a strong assumption that the pairwise constraint
data are accurate. However, in practice, pairwise information is usually col-
lected from social media sites which makes it contain a lot of noisy data.
To avoid the influence of noisy data, the Constraint Propagation Random
Forest which attempts to prevent the noise impact by an ensemble is formu-
lated X. Zhu et al. (2015). Compared to the previous algorithms, it performs
better when dealing with noisy data. However, the limitation of these algo-
rithms is that they only use the pairwise constraint data to do clustering rather
than classification. To build attribute classifiers, a small set of well-labeled
data should be utilized along with a large amount of pairwise data.
Taking labeled data into consideration, Liu et al X. Liu et al. (2013)
proposed a Random Forest based approach which trains trees with both la-
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beled and unlabeled data, and as an ensemble method it is also robust to
noisy data. However, this algorithm does not take the relation among un-
labeled data into consideration, but only uses them as background knowl-
edge to find better splits. To use labeled data and pairwise information at
the same time, Convex Pairwise Kernel Logistic Regression which builds a
loss function with pairwise constraint information was introduced by Yan et
allet@tokeneonedot. Yan et al. (2006). Similar with this work, a Margin-
based approach was also proposed Nguyen and Caruana (2008). In this method,
a regular multi-class SVM is extended with a pairwise optimization objective
function. These two algorithms use both well-labeled and partially labeled
data, but according to our experiments, they are not robust to noisy pair-
wise data and do not consider the different qualities between well-labeled data
and pairwise data. In addition, based on Spectral Kernel Learning, Shanget
allet@tokeneonedot. Shang, Jiao, and Liu (2012) proposed a semi-supervised
classification algorithm with enhanced spectral kernel under the squared loss
(ESKS) which also takes labeled data and pairwise labeled data into consid-
eration. However, the target dataset of ESKS is with large labeled data and
small number of unlabeled or partially labeled data. That is different with the
situation we considered in our work which the dataset contains small number
of labeled data and large number of partially labeled data.
Another group of studies taking unlabeled data into their model and pro-
posed some more weak supervision situations (Fogel, Averbuch-Elor, Cohen-
Or, & Goldberger, 2019; Ying et al., 2018). However, because of the difficul-
ties of their proposed data settings, they only focused on clustering problem
rather than the attribute level classification. Furthermore, there are still some
works trying to do difficult classification problem based on only unlabeled
and partially labelled data (Shi, Otto, & Jain, 2018; Tu, Lin, Wang, & Kim,
2018). Nevertheless, those works only focused on a specific research area
such as Facial recognition and digital signal processing, and they put much
prior knowledge on their algorithm design which makes it difficult to be ex-
tended to other types of datasets. As we discussed above, the previous algo-
rithm can not solve the robust pairwise constraint attribute learning problem
in the particular data setting proposed in this thesis.
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4.2.3 Transfer Learning
Deep learning achieves considerable success in most Machine Learning prob-
lems, especially in the Computer Vision field. However, Deep learning model
usually needs many data to train, which is hard and expensive in most on-
line shopping environment (Schmidhuber, 2015). Transfer Learning which
transfers a well-trained model from one domain to another solves the insuf-
ficient data problem, but it requires the different domains are related (Pan
& Yang, 2010). For recognizing new attributes in new datasets, the transfer
learning still needs enough data to cover new features (Weiss, Khoshgoftaar,
& Wang, 2016). The recent research for transfer learning is mainly focused
on domain transfer problem and try to introduce new techniques from other
research fields to accelerate the training for new model (C. Tan et al., 2018).
For example, Cui Ying et tl (Cui, Song, Sun, Howard, & Belongie, 2018)
proposed a domain transfer training strategy for fine-grained categorization.
Moreover, to make the domain transfer more accuracy, a partial domain trans-
fer algorithm which transfers from a big domain to a small sub-domain were
also introduced (Cao, Long, Wang, & Jordan, 2018). Another research tried
to solve the lack of data problem for transferring, they use self-supervised
pretraining to make use of unlabeled data (Noroozi, Vinjimoor, Favaro, &
Pirsiavash, 2018). However, considering the problem proposed in our the-
sis, the major problems are not domain transfer or data enrichment but to use
the information from pairwise constraint links, and the previous research is
helpful but not that relative to our tasks.
4.3 Robust Random Forest with Pairwise Con-
straints
As mentioned in the introduction, pairwise constraints exist among the re-
lated attributes, so in our approach, we split different attributes into various
groups. As a result, the pairwise relation only exists in the same group. To
address the problem clearly, the following Figure 4.2 describes the overall
flowchart of the proposed Robust Random Forest with Pairwise Constraints.
Compared with regular Random Forest, the new algorithm contains a pairwise
node splitting strategy discussed in Section 4.3.2 to handle pairwise data, and
a tree evaluation method described in Section 4.3.3.
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Figure 4.2: Flowchart of Robust Random Forest With Pairwise Constraints
A fully supervised dataset usually includes a set of labeled training sam-
ples L = {xi ∈ X}i=1...l and their labels {yi ∈ Y }i=1...l where X ⊂ < is the
feature space, Y = {1...k} is the label set and l is the number of samples. In
this paper, in addition to the labeled data, there are also partially labeled data
which include Must-Link M = {(xαi , xβi )‖yαi = yβi }i=1...m and Cannot-Link
C = {(xαi , xβi )|yαi 6= yβi }i=1...n. In our learning framework, different with the
previous one proposed by Nguyen & Caruana Nguyen and Caruana (2008),
we consider a more realistic situation where the partially labeled data con-
tain a lot of noisy information. And the labeled dataset, on the other hand, is
assumed to be a well-constructed one with fewer noisy data.
4.3.1 Random Forest with Supervised Learning
Random Forest is a widely accepted ensemble method to handle noisy data Breiman
(2001). It consists of a list of decision trees{t1, t2, ..., tN} which are indepen-
dently trained with a random subset of the whole data and the final results
are generated by getting votes from all these trees. Growing each decision
tree involves data selection, node splitting and stopping criterion detection.
According to a predefined sub-sample rate r, the data selection phase is to
randomly select a subset from the whole dataset Ho (1998). Feeding the se-
lected data into decision trees, each node splits the data into two parts with a
splitting strategy. Considering both accuracy and efficiency, the Linear Com-
bination Splits Geurts, Ernst, and Wehenkel (2006) is the most used one. The
function of it is defined as follows:
h(W, θ) =
0,W · x < θ1, otherwise (4.1)
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where W is the parameter with one or more non-zero elements to select fea-
tures, and θ is the split threshold. According to the output of h(W, θ), all
arriving samples are split into either the left or right child node . To find the
optimal split parameter, the criterion ∆G is introduced and it can be formu-
lated as
∆G(R) = G(R)− |Rl||R|G(Rl)−
|Rr|
|R| G(Rr) (4.2)
where R refers to the current node, Rl, Rr represent the attempted split to left
and right child nodes. The function G can be computed by many methods
such as information gain and Gini impurity Olshen, Stone, et al. (1984). In
this paper, we choose Gini impurity
∑
i 6=j pipj due to its efficiency. The p
in Gini impurity reflects the proportion of samples belonging to the same
category, and it can be calculated as follows:
pl =
1
|R|
|R|∑
i=1
[yi = l] (4.3)
where |R| is the number of samples in current node R and [yi = l] refers to
indicator function,it equals to 1 when yi = l and otherwise equals to 0.
The target of information gain is to maximize ∆G by selecting different
W and θ. To make it more efficient, a maximum attempting number mtry is
usually defined as a stopping criterion.
After training, each tree in Random Forest gives a probability estimation
of class l, pt(l|x) for a given test case x, and then the total probability of
random forest is calculated by averaging
p(l|x) = 1
N
N∑
i=1
pi(l|x) (4.4)
where N is the number of trees and pi(l|x) is obtained by calculating the ratio
of class l getting votes from the leaves in the ith tree. The final result of
Random Forest is defined as
lˆ = argmax
l∈Y
p(l|x) (4.5)
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4.3.2 Node Splitting with Pairwise Constraints
The conventional Random Forest described above only takes labeled data as
input and the limited size of supervised data in our problem would lead to
an obvious performance drop X. Liu et al. (2013). To avoid this problem,
we extend the current splitting strategy to take pairwise constraint data into
training. According to equation 4.2, the target of split is to maximum the
Gini impurity at each node which requires to obtain the proportion of well
labeled data belonging to the same category. However, for partially labeled
data, samples come in pairs, so when the Must-link or Cannot-link relation
is broken by splitting, the gini index calculated by
∑
i 6=j pipj does not work.
In this situation, we introduce a new method for both Must-link M pairs and
Cannot-link C pairs. In pairwise constraint situation, instead of directly cal-
culating the number of samples falling into the correct side of each node,
we count the ratio of broken links in total must-link and cannot-link. So the
following equation will illustrate how we calculate that ratio.
Equation 4.6 obtains the number of samples in Must-link set M falling
into the same node, and Equation 4.7 calculates the total number of samples
from Must-link set M in the node R.
NM(R) = 2 ∗ |{(xα, xβ)|xα ∈ R ∧ xβ ∈ R ∧ (xα, xβ) ∈M}| (4.6)
NMtotal(R) = |{xα|xα ∈ R ∧ (xα, xβ) ∈M}|
+ |{xβ|xβ ∈ R ∧ (xα, xβ) ∈M}|
(4.7)
where R denotes the current tree node. α and β refers to the pair data in a
pairwise constraint. The reason we twice the result in the final Equation 4.6
is because there are two samples in a pair. Similar to Must-link, we obtain the
same data from Cannot-link set C with Equation 4.8 and 4.9
NC(R) = 2 ∗ |{(xα, xβ)|xα ∈ R ∧ xβ ∈ R ∧ (xα, xβ) ∈ C}| (4.8)
NCtotal(R) = |{xα|xα ∈ R ∧ (xα, xβ) ∈ C}|
+ |{xβ|xβ ∈ R ∧ (xα, xβ) ∈ C}|
(4.9)
The Equation 4.6 , 4.7 and 4.8, 4.9 calculate the number of pairwise con-
straint samples falling into same side or different side and the total number of
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must-link and cannot-link. That information will be used further to calculate
the radio of success splitting for pairwise constraints.
Based on N and Ntotal defined above, we propose two estimation func-
tions as follows:
EM = − log N
M(R)
NMtotal(R)
(4.10)
EC = − log N
C
total(R)−NC(R)
NCtotal(R)
(4.11)
Equations 4.10 and 4.11 are the estimation functions for Must-link and
Cannot-link sets respectively. These two equations are constructed by the
ratio between successful splitting number and total samples. In addition to
making it more robust for noisy data, we apply log function to it, which makes
derivative of it smaller when the successful number is close to the total num-
ber. Actually, there are other ways to define the estimation function, but in
our experiment, this is the most simple and efficient solution.
To use the estimation proposed above for node splitting, this project follow
the idea from the origin Random Forest as discussed in Equation 4.2, we can
propose a similar split criterion for pairwise constraint data which evaluating
the tree before and after splitting.
∆E(R) = EM(R)− |R
M
l |
|RM |E
M(RMl )−
|RMr |
|RM |E
M(RMr )
+ EC(R)− |R
C
l |
|RC |E
C(RCl )−
|RCr |
|RC |E
C(RCr )
(4.12)
Then the new target becomes to find a split to maximize Equation 4.12
which contains both must-link estimation and cannot-link estimation.
In addition, our algorithm considers a more complex condition that the
pairwise data include a lot of noise information, when the procedure of tree
construction closes to the leaf nodes, the total number of pairwise dataNMtotal(R)
andNCtotal(R) could be smaller and Equation4.10 and 4.11 would too sensitive
to noise data. In order to avoid this problem, we introduce a combined split
strategy as follows:
∆C(R) =
∆G(R) + α∆E(R), |L| < |M |+ |N |∆G(R), otherwise (4.13)
where |L|, |M |, |N | refers to the number of well-labeled, must-link and
cannot-link data respectively, and α is the learning rate for pairwise data. In
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practice, we usually choose a small number for α which makes ∆E(R) only
have a limited influence at tree construction.
In this paper, we assume a situation that the size of partially labeled data
is much larger than that of the well-labeled data, but the accuracy is on the
contrary. So to calculate Equation 4.13 more efficiently, the samples with
broken Must-link or satisfied Cannot-link will be removed from child nodes
as shown in Equations 4.14 and 4.15. With the help of this data filtering
strategy, the number of total pairwise data will be reduced in child node and
make the algorithm more efficiency.
Mnew(R) = {(xα, xβ)|xα ∈ R ∧ xβ ∈ R ∧ (xα, xβ) ∈M} (4.14)
Cnew(R) = {(xα, xβ)|xα ∈ R ∧ xβ ∈ R ∧ (xα, xβ) ∈ C} (4.15)
The tree constructing procedure is shown in Algorithm 1. It illustrate
how our pairwise constraint node splitting can be merged into normal random
forest. When split strategy set to δC = ∆G(R) it works as normal random
forest, otherwise it works based on pairwise constraint information.
4.3.3 Evaluation of Trees with OOB Error
In our work, we consider the partially labeled data contain a lot of noisy infor-
mation, and the Random Forest, as a ensemble method, reduces the influence
of noisy data by aggregating results from the individual trees. However, the
splitting strategy described above considers all the data from both labeled and
partially labeled datasets, which means the noisy data still have contributions
to the result of each tree. Therefore, when the noise rate of partially labeled
dataset is large, most of the trees in Random Forest will be affected by the
wrong information and the final result from Random Forest could be less ac-
curate. So there need to be an evaluation method to select training samples.
The training of each tree in the Random Forest is independent and only
uses a subset of training data. The samples which are not used for training
are defined as the Out Of Bag (OOB) data Breiman (2001) and the error cal-
culated from it is known as an unbiased estimation of the accurate of trees.
Therefore, to reduce the influence of noisy data in a partially labeled dataset,
each tree is trained on only the labeled data or both labeled and partially la-
beled data. If the OOB error increases with the tree trained on both datasets,
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Algorithm 1: Construct Random Forest Tree
Input : Well-labeled training data Xl ∈ L in current node R,
pairwise data (Xα, Xβ) ∈ {M ∩ C} in current node
R,learning rate for pairwise data α ,maximum splitting
attempting numbermtry
Output: The best cut hyperplane W and θ, The associated child node
Rl and Rr
1 Remove unnecessary pairwise training data according to Eq4.14 and
4.15;
2 if |xl| < (Xα +Xβ)/2 then
3 Set split strategy δC = ∆G(R) + α∆E(R);
4 end
5 else
6 Set split strategy δC = ∆G(R);
7 end
8 Initialise W, θ;
9 ntry ← 0;
10 δCbest ← 0;
11 repeat
12 ntry = ntry + 1;
13 Randomly select W0 and θ0;
14 calculate δC according to selected split strategy;
15 if δCbest < δC then
16 δCbest ← δC;
17 W ← W0, θ ← θ0;
18 end
19 until ntry > mtry;
20 Generate Rl, Rr according to Wandθ;
21 return W, θandRl, Rr;
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these two trees will be both deleted and new sub-samples of the partially la-
beled dataset will be randomly generated for training new trees. With the help
of this method, a subset which contains too much noisy data will be ignored
and a new one will be generated. And this procedure can be used to detect
and ignore noisy data. The tree selecting procedure is shown in Algorithm 2.
There are two hyperparameters defined for this algorithm, the maximun train-
ing times and bootstrap aggregating ratio. In our experiment, the best values
for each hyperparameters are determined by KFold evaluation and in most
case, we set aggregation ratio to 0.6 and maximum training times to 50.
Algorithm 2: Select Random Forest Tree
Input : Well labeled training data Xl ∈ L, pairwise data
(Xα, Xβ) ∈ {M ∩ C} , maximum training times nmax
Output: Random Forest Tree T
1 X il ← generate a new subset from Xl using bootstrap aggregation;
2 Training tree Tl with X il ;
3 oobel ← Compute the OOB error of Tl;
4 ntry ← 0;
5 bestoobe ← oobel,bestT ← Tl;
6 repeat
7 ntry = ntry + 1;
8 (Xα, Xβ)← generate a new subset from M and C using
bootstrap aggregation;
9 Training tree T with both X il and (X
α, Xβ);
10 oobe← Compute the OOB error of T ;
11 if bestoobe > oobe then
12 bestoobe ← oobe,bestT ← T ;
13 end
14 until ntry > nmax;
15 return bestT ;
4.4 Transfer Learning with imperfect pairwise data
Deep learning usually outperforms shallow learning methods in most Com-
puter Vision problems, but it requires a lot of data to train the model. Applying
transfer learning to deep model may reduce the requirement for the number
of data, but for complex and professional target such as attribute learning, a
large number of data is still required.
In our data setting, the transferred model needs to learn new attributes
from the imperfect pairwise data and well labeled data at the same time. As a
62
result, the normal Sigmoid or Cross-entropy loss does not fit for this situation.
To handle this problem, we introduce triple loss into our model as shown in
equation 4.16.
Lxa,xp,xn =
|X|∑
j=1
max(α + ‖xai − xpi ‖22 − ‖xai − xni ‖22) (4.16)
where the input is a triplet (xa, xp, xn), where xa refers to anchor data which
come from the well-labelled dataset, and xp, xn refers to the positive and neg-
ative samples generated by pairwise data. xp, xn is different from the pairwise
pair xα, xβ discussed above, which the new samples have been already iden-
tified whether it is similar or dissimilar to the well-labelled data.To reduce the
noisy data in pari-wise set, we train a PCRF firstly and use the Evaluation of
Trees described in Section 4.3.3 to ignore the noisy pairs and use the rest data
for training.
The deep learning model will be firstly trained on large dataset(e.g. Ima-
geNet (Deng et al., 2009)) and then keep the top level layers fixed and transfer
learn the well labeled data for bottom layers. Finally the deep model will be
fine-turned on cleaned pair-wise data with triplet loss.
4.5 Experiments and Analysis
To test the performance of Pairwise Constraint Random Forest, we build
two different attribute level datasets based on the Clothing with Attributes
dataset Farhadi et al. (2009) and Animal with Attributes dataset Lampert et
al. (2009). Considering the efficiency, the algorithm proposed in this paper is
implemented based on the code provided online1.
4.5.1 Dataset settings
Clothing with Attributes dataset
The Clothing with Attribute dataset includes 11 different attribute groups
and totally 36 attributes. According to the learning framework de-
scribed above, a small labeled dataset and a large pairwise dataset should
be both generated. To make the pairwise dataset more realistic, we
1https://github.com/karpathy/Random-Forest-Matlab
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choose 5 major colors as the color group, 6 different patterns as the pat-
tern group, 3 different lengths of sleeve and 3 types of neckline shape as
another two groups. Then we only keep 300 well labeled data and ran-
domly generate pairwise datasets with 800 and 1500 images. To sim-
ulate the noisy situation, the four attribute groups are manually added
noisy data with 0%, 5%, 10%, 15% and 20% respectively.
Because the Clothing with Attribute dataset only provides the origi-
nal images, we apply the pose estimation method by Yang et al. Yang
and Ramanan (2013) to locate the clothing area. And with the help
of VLFeat Vedaldi and Fulkerson (2008) and scikit-learn Pedregosa
et al. (2011), low level features including SIFT features, Color His-
togram features, Local Self-Similarity features and PHOG features are
extracted. The color histogram features are extracted from 21 cells of
a 3-level spatial pyramids of images and for each cell 128 dimensional
histogram are extracted and concatenated into 2688 feature vectors. For
PHOG features, same spatial pyramids are applied to images but 12 di-
mension feature vectors are extracted for each cell and result in 252 fea-
ture vectors. The other features are extracted by 2000-bin bag of words
histograms. Then we use PCA to reduce the high dimension features
and keep 99% information. We do not apply PCA on PHOG features
and the other results is 1359 for color histogram, 1875 and 1391 for
SIFT and LSS separately.
Attribute Groups Colors Patterns Length of sleeve Neckline shape
Number of Attributes 5 6 3 3
Table 4.1: Chance of different data to be selected for training
Animal with Attributes dataset
For the Animals with Attributes dataset, there are 85 different attributes
in total. In our experiment, we randomly select 5 attributes as the color
group, 4 attributes as the texture group, 5 attributes as the living place
group and finally 5 attributes as the sociality group. Because this dataset
is much bigger and much nosier than the previous one, we select 400
samples as the well-labeled dataset and 1000 and 3000 samples as pair-
wise data. The pairwise dataset is also manually added noisy informa-
tion at 0%, 5%, 10%, 15% ,20%. As the low level features are provided
by authors Lampert et al. (2009), we directly use these features and the
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dimension of each features are same with our previous dataset. After
applying PCA to them and maintain 99% information. The number of
dimension of each feature vectors are 1538, 1797, 1546 for Color his-
togram, SIFT and LSS separately.
4.5.2 Reduce the influence of noisy data
Random Forest uses a subset of training data to build each tree. The sub-
sampling rate is the number of samples in a subset divided by that in the whole
dataset Breiman (2001); X. Liu et al. (2013). In traditional Random Forest,
the sub-sampling rate is manually defined before training and the chance of
samples to be selected into a subset is equal during training. After the sub-
sampling,the data selected by each trees will all contribute to the evaluation
for node splitting.
However, in Pairwise Constraints Random Forest, according to Algo-
rithm 1 the pairwised data used in training could be ignored and the influ-
ence of them is also limited. And as we described in Section 3.3, to reduce
the influence of noisy data, we evaluate each tree with OOB error and keep
generating new subsets from the partially labeled dataset that means the ran-
domly generated subsets which contain too many noisy data will be deleted.
As a result, even if we fix the sub-sampling rate before training, the chance to
choose noisy data into a subset is less than the chance to choose normal data.
In the experiment, because the dataset is not balanced, we choose different
Noise rate 0% 5% 10% 15% 20%
Well-labeled data 90% 90% 90% 90% 90%
Partially labeled data 60% 60.60% 61.87% 63.57% 66.63%
Noisy data 60% 48.51% 43.20% 39.37% 33.48%
Table 4.2: Chance of different data to be selected for training
sub-sampling rates for labeled and unlabeled data as 0.9 and 0.6 respectively.
Analyzing the procedure of Pairwise Constraint Random Forest working on
both dataset, table 1 shows the average chance of different samples to be se-
lected in all trees during training. The results indicate that the effect of noisy
data is reduced by the methods we proposed in this paper.
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4.5.3 Compared with other pairwise algorithms
There are limited previous works on classification with a small well labeled
dataset and a large pairwise constraint dataset. As shown in Nguyen and
Caruana (2008)’s research, the proposed PCSVM reached the state-of-the-art
performance and PKLR proposed by Yan et al. (2006) works better when the
data is limited. So we compare our pairwise constraint Random Forest with
PCSVM and PKLR in the same dataset proposed above. The implementation
of PCSVM and PKLR algorithm is provided by authors. We only make minor
changes to make it work for our datasets. To illustrate the effect of partially
labeled data, we test a normal Random Forest training with only well labeled
dataset.
To get the best performance of each algorithm, we apply 5-fold cross val-
idation to select best parameters. For the pairwise constraint Random Forest
we set the number of trees to 150 and the learning rate for partially labeled
data is set to 0.01.
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Figure 4.3: Results of PCRF on large Clothing with Attribute dataset
The dataset used in our experiments contains only limited well-labelled
data and a lot of noisy information, so the stability of the algorithm is impor-
tant. To get the variance of different methods, we apply 5-fold validation on
testing and choose the average accuracy along with variance as the results.
Figure 4.3, 4.4, 4.5, 4.6 shows the average performance of all attribute groups
with Pairwise Constraint RF against PCSVM, PKLR and the normal Random
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Figure 4.4: Results of PCRF on small Clothing with Attribute dataset
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Figure 4.5: Results of PCRF on large Animal with Attribute dataset
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Figure 4.6: Results of PCRF on small Animal with Attribute dataset
Forest. It is clear that when the noise rate is lower, all algorithms get a similar
accuracy, which means all algorithms work well with accurate pairwise con-
straint data. However, when the noise increases in the pairwise data, Pairwise
Constraint Random Forest is more robust and performs better than PCSVM
and PKLR.
As demonstrated in the results we get from a small set and large set par-
tially data in Figure 4.3,4.4 and 4.5, 4.6, Pairwise Constraint Random Forest
can handle both small and large set of partial data, and the variances of results
on both datasets are smaller than others. Meanwhile, the increasing num-
ber of partially labelled training data usually results in a more robust model.
This implies that the sufficient pairwise labelled data is important for getting
a robust model, but the accuracy is limited due to the ability of random forest.
Our model outperforms others when the dataset contains a lot of noise data
mainly because the particular tree selection strategy can reduce the influence
of noise data and the random forest based algorithm itself is robust to noise
information. However, the accuracy still suffers from the increasing noise
rate, which means our algorithm still cannot avoid the influence of noise data
completely.
Figure 4.7 and 4.8 shows the average performance of all attribute groups
with PCSVM against Pairwise Constraint RF and the normal RF with only
labeled data on both datasets. When the noise rate is smaller, PCSVM and
Pairwise Constraint RF get the similar accuracy which means both algorithms
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Figure 4.7: Average accuracies on Animal with Attribute dataset
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Figure 4.8: Average accuracies on Clothing with Attribute dataset
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work well with accurate pairwise constraint data. However, when the noise
increases in the pairwise data, Pairwise Constraint Random Forest is more
robust and performs better than PCSVM.
The result indicate PCRF can successful reduce the influence of noisy
data, but the accuracy of PCRF is still limited due to the quality of image
feature and ability of random forest. To get a better solution, we introduce the
deep learning based transfer learning model with PCRF algorithm to reduce
noisy data.
4.5.4 Compared with Transfer Learning
Transfer learning Pan and Yang (2010) as an important field in Deep Learning
shows great advantage in Computer Vision fields. However, transfer learning
usually bases on a pre-trained model which is similar to the target dataset.
And to fine-turning the pre-trained model, it still need some well-labeled
data Weiss et al. (2016). In our experiment, to test how transfer learning works
on our dataset, we selected ResNet50 model pre-trained on ImageNet and fine
turning on the small set well-labeled data. Transfer learning performs similar
in low level features such as Color and Pattern, but it does not works well in
complex attribute features. The reason is in two fold, on the one hand, the
pre-trained dataset is not similar with the target dataset. On the other hand,
the well-labeled data is quite limited, the deep learning model needs more
data to fit the new dataset. Since PCRF can efficient reduce the noisy of pair-
wise training data and classify them into binary classification, we proposed a
combination learning strategy including both transfer learning and PCRF. The
noisy pair-wise data will firstly feed into PCRF where the noisy data will be
removed, then we choose those classified data with high confidence as labeled
data to fine turn the transfer learning model. The results illustrate in Table 4.3
and Table 4.4 proves the accuracy of our combined model.
The RF in Table 4.3 and Table 4.4 refers to normal random forest algo-
rithm with only labeled data, similarly, TF-Labeled is the transfer learning
model with only labeled data. Triplet loss is a special loss function used to
handle pairwise data, TF-Triplet is the transfer learning model with both la-
beled and noisy pairwise data. TF-PCRF is the model we presented above
which combine the advantage of transfer learning and PCRF, the results also
prove the TF-PCRF is the state-of-the-art solution for such datasets.
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Table 4.3: PCRF with Transfer Learning on Animal with Attribute dataset
Model color texture living place All
RF 0.3915 0.2631 0.352 0.27 0.31915
PCRF 0.4792 0.3022 0.5784 0.2861 0.411475
TF-Labeled 0.5175 0.3102 0.3312 0.291 0.362475
TF-Triplet 0.5013 0.319 0.4132 0.2532 0.371675
TF-PCRF 0.5318 0.3421 0.5821 0.3268 0.4457
Table 4.4: PCRF with Transfer Learning on Clothing with Attribute dataset
model color Pattern Sleeve length Neckline Shape All
RF 0.4233 0.312 0.612 0.41 0.439325
PCRF 0.5177 0.4264 0.827 0.447 0.554525
TF-Labeled 0.5861 0.3531 0.7231 0.4132 0.518875
TF-Triplet 0.5485 0.4172 0.837 0.4513 0.5635
TF-PCRF-Triplet 0.6029 0.5265 0.8572 0.5012 0.62195
In our experiments, the deep learning based TF methods outperform ran-
dom forest based methods is basically because the deep learning can handle
unstructured visual images better, the automatic generated deep features can
represent images better than handcrafted features such as SIFT, colour his-
togram. Compared with TF-Labeled and TF-Triplet, it is clear that the use
of pairwise constraints with the help of triplet loss can increase the training
data and achieve better accuracy. And considering the noise data in pairwise
constraint dataset, the joint using of TF PCRF with triplet can successfully
reduce the influence of noise training information.
Due to the quality and quantity of our experiment datasets, the proposed
TF-PCRF-Triplet model achieve best accuracies in all experiment tests, but
the result is still far away from the accuracy of deep learning models on other
famous datasets(e.g. ImageNet). Considering the difficulty of the attribute
we want to predict and the quality of data we used, our work still produces an
acceptable solution.
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4.6 Conclusion
In this paper, we addressed the problem of the lack of well-labeled data for
training attribute classifiers, grouped related attributes and proposed a Pair-
wise Constraint Random Forest which handles well labeled data and imper-
fect pairwise data at the same time. In the experiments, we extended two
well-known attribute datasets with different noise rates and test the perfor-
mance of Pairwise Constraint Random Forest on them. The results showed
that the Pairwise Constraint Random Forest proposed in this paper works bet-
ter than the previous methods on a large set of pairwise noisy data. Based
on the result, we combine transfer learning and PCRF to get a more accuracy
solution.
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Chapter 5
Recommendation with Self
Identity Theory
5.1 Introduction
With the explosive growth of data available on online shopping environment,
customers are hard to find out their best choice from countless products. Rec-
ommendation systems(RS), as an information filtering tool, can deal with
such problem by providing users with new contents and products they proba-
bly are interested in (Jannach, Zanker, Felfernig, & Friedrich, 2010). RS is a
part of online shopping environment to work out customer’s over-choice, and
the research of it has been done in both Computer Science and Information
System areas (Ricci et al., 2015). The aim of those researches are both to
improve Online Shopping Experience, but Computer Science researches are
mostly focused on algorithms which makes RS more accuracy and researches
in Information System fields are more concentrate on customers and the whole
systems that explaining how and why RS helps in Online Shopping Experi-
ence (Childers et al., 2002; Park & Kim, 2003) Therefore, how IS researches
and theories can help to analyze and improve CS Recommendation Systems
and how CS algorithms can improve the understanding of Online Shopping
Experiences could be an interesting problem. In this experiment, we try to
build an high explainable RS and using Self Identity theories from IS to an-
alyze the information from RS. Based on the result, we finally introduce a
better RS design with the support from IS theory.
In previous IS research, the RS is mostly considered as a black box in the
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Online Shopping Environment to produce predictions and help customers to
improve Online Shopping Experience (Hashim et al., 2009; Herna´ndez et al.,
2011; G.-G. Lee & Lin, 2005). There are rarely RS centered research and the
reason is in IS we need to collect lots of theoretical related factors to support
some theories and conclude results, but the current RS itself can not provides
enough customer and product related data Ricci et al. (2015). In our research,
we are trying to solving this problem by making RS more explainable and
taking more complex data into RS.
In CS, the research of RS are mostly concentrated on taking use of new
information and bring better Machine Learning algorithm into RS (Adomavi-
cius & Tuzhilin, 2005). Generally, the recommendation results are gener-
ated based on personal preferences, product features, user-item relationship
and time sequence information (Adomavicius & Tuzhilin, 2005; Ricci et al.,
2015). The algorithms of RS can mainly categorized into collaborative filter-
ing, content-based recommendation and hybrid recommendation (Adomavi-
cius & Tuzhilin, 2005). Those traditional approaches can produce reasonable
predicts but the results are mainly based on simple user-item relationships and
features(text and label features), there are a lot of complex information(e.g.
comments, images) in Online Shopping environment are not been used. When
trying to analyzing the prediction in IS view, we found there are not enough
customer and product factors to support any theories. The RS can only con-
sidered as a whole system or a black box in Online Shopping Environment.
Recently, deep learning are widely used in many application domains such as
Computer Vision and Nature Language Processing because of its capability in
solving complex data types and providing state-of-the-art solutions (Lecun et
al., 2015). Therefore, deep learning brings more opportunities to improve the
performance of RS and there are already lots of deep learning based RS has
been developed to take complex data into current recommendation architec-
tures (Ricci et al., 2015). Those new deep learning enhanced recommendation
systems are rather using deep learning as feature extractors (Hu et al., 2015a)
or building end-to-end deep learning recommendation architectures (Cheng et
al., 2016). However, both low level features generated by deep learning or the
end-to-end deep learning recommendation system are hard to explain by IS
theories. The reasons of the unexplainable RS are that the low level features
which contains thousands of numerical data are hard for human to under-
stand and the deep learning models are also highly non-interpretable Ricci
et al. (2015). As such, making explainable recommendation systems for IS
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research seems to be an uphill task. In our research, we solve this problem
by building attribute level classifier as described in Chapter 2. The attribute
classifier makes the understanding of low level features becomes possible and
helps us to understand RS as not a black box. In this case, we could applying
IS theories into RS to explain the behavior and guide to build better RS.
To explain deep learning based RS with attribute classifier, we introduce
Self Identity theory Hogg (2001) into the Recommendation Framework. In
psychology, Self Identity is known as a theory to describe how social envi-
ronment affects self and how self affects behaviors (Hogg, 2001; Johnson et
al., 2012; Stryker & Burke, 2000). In RS, the social environment contains the
product information collected from online shopping environment and the self
purchase intention. How those environment factors affects self behaviors can
be described by Self Identity theory. In our research, Self Identity is a set of
factors attached to the self that guides behaviors in online shopping. The fac-
tors in Self Identity contains both conscious and unconscious factors (Van der
Werff et al., 2013; Whitmarsh & O’Neill, 2010), in online shopping envi-
ronment, conscious factors refer to the customers’ clear requirements known
by themselves and personal belief such as gender and culture, on the other
hand, the unconscious factors include potential requirements which they do
not know by themselves. An example of unconscious factors is customers
may like some products by seeing it but they cannot describe which features
attracted him. The previous researches are mostly focused on conscious fac-
tors (Van der Werff et al., 2013; Whitmarsh & O’Neill, 2010) because it is
easy to collect. In our experiment, because of the explainable RS, we try
to use Self Identity to describe the RS system and customer behaviors. In
details, we split customers into five stages based on Self Identity: Harmo-
nious, Mildly conflicted, Vulnerable, Disturbed and Fragmented (Horowitz,
2012). From Harmonious to Fragmented, people will less realize their con-
scious requirement and become unpredictable to their action. Therefore, the
five stages refer to how well the behavior can be predicted and how clear the
person knows what he wants. By Self Identity theory, we can split customers
into different groups and for each group we produces different recommenda-
tion strategy.
As described above, the research contains three stages. Firstly, we build a
attribute classifier to understand low level features extracted by deep learning
algorithm. Secondly, we establish an deep learning based recommendation
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system. Finally, we apply the attribute classifier to RS to describe the shop-
ping behavior by Self Identity theory, and based on the result, we introduced
a better RS system.
5.2 Background
The research is based on deep learning enhanced RS in CS area and Self
Identity theory from IS fields. To clarify our design and algorithm, we discuss
the related research in both CS and IS.
5.2.1 Recommendation System
Over the last few decades, there has been a significant amount of research on
Recommendation System. The Recommendation System generate sugges-
tions to assist customers in online shopping processes, and with the help of
it, customers are more likely to find suitable products (Schafer, Konstan, &
Riedl, 2001). In conclude, the aim of RS is to predict how much customer like
a product and ranking products by predictions (Sarwar, Karypis, Konstan, &
Riedl, 2001). The former process is to evaluate how much a customer would
like to buy a specific products, and in RS, it usually produces a score between
0 to 1 to describe the relationship between customer and product. The latter
process is to predict Top-N products for a given customer, it will gives a list
of products which the customer most preferred. Based on the algorithms and
source of data, the typical Recommendation Systems are classified into three
categories (Adomavicius & Tuzhilin, 2005).
Collaborative filtering RS The collaborative filtering is one the most used
algorithms in RS, it build based on user-item relationships and makes
the assumption that who prefer a product in the past will also like it
in the future (Sarwar et al., 2001). Collaborative filtering algorithms
contains a list of m user U = u1, u2, ..., um and a list of n item P =
p1, P2, ..., Pn. Then we can construct a m × n rating list Ri,j , for each
ui ∈ U and pj ∈ P we can find the rating ri,j from R. Because the
training data only contains part of user-item relationships, the target of
training is to fill the rating matrix Ri,j . Generally, we can use Near-
est Neighbors, Matrix Factorization and other Machine Learning algo-
rithms to finish the training of collaborative filtering algorithm, and we
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could get all rating for each user-item pairs (Jannach et al., 2010). The
CF algorithm is simple and efficient to use and predict, however, the
accuracy is highly relay on the quality of existing user-item data and do
not consider the features of user and item (Sarwar et al., 2001). For new
products with almost no one purchased before, CF can not get accuracy
ratings, and it ignores lots of product and personal information which
may help to predict.
Content-based RS Content-based RS produces recommendations based on
the features of items and the profiles of users (Van Meteren & Van Someren,
2000).Compared with CF, content-based algorithm recommends items
that are similar to those the user liked before. It will be very efficient
when predicting new items, because it only work on the description
of products. However, it can hard to predict personal information be-
cause of the lack of personal data and it do not consider the community
knowledge between users (Lops, De Gemmis, & Semeraro, 2011).
Hybrid RS Both CF and content-based RS have strengths and weaknesses.
In this case, Hybrid RS combine CF and content-based algorithm to
avoid the weaknesses for both algorithms. There are multiple ways for
the combination(e.g. feature combination and feature augmentation),
but it requires a large amount of data for predicting and the quality of
data strongly affects the results.
5.2.2 Deep Learning based Recommendation System
As described in Chapter2, Since (Hinton & Salakhutdinov, 2006) introduced
an efficient way of training deep models, deep learning has become an emerg-
ing topic in Computer Science fields. Currently, deep learning produces the
state-of-the-art solutions for many problems including Recommendation Sys-
tem. Similar to normal recommendation system, the deep learning based al-
gorithm can also be classified into collaborate filtering based algorithm and
content-based algorithm (S. Zhang, Yao, Sun, & Tay, 2019).
Deep Collaborative Filtering Recommendation As described above, there
are many algorithms can be used to predict user-item relationshipUi,j(e.g.
Matrix Factorization and Nearest Neighbor), deep learning can also be
used to do the training process (S. Zhang et al., 2019). Each deep
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learning model described in Chapter 2 can be used to do RS, and dif-
ferent models have different advantages. Multilayer perceptron model
is used to do non-liner interaction between user preference and item
features which usually performs better than liner model. Deep matrix
factorization (van Baalen, 2016), on the other hand, applied deep learn-
ing to do feature extraction during matrix factorization which enrich
item features in the RS. Those works use deep learning as an impor-
tant part of the RS, in addition, there are also some End-to-end deep
learning based models which combines the whole RS into deep learn-
ing architectures. Wide & Deep model (Cheng et al., 2016) is one of
the end-to-end deep recommendation model which joint trained wide
linear models with CNN to overcome the sparsity of user-item relation-
ship. Another research trends are RNN based models which usually
used to handle time series data and make user related short-term pre-
dict (Hidasi, Karatzoglou, Baltrunas, & Tikk, 2015; Y. Li, Liu, Jiang,
& Zhang, 2016; Seo, Huang, Yang, & Liu, 2017). With sufficient data,
deep learning based CF algorithms usually performs better than classic
CF algorithms and that is mainly because deep learning models usually
take more user and item features into training and predicting (S. Zhang
et al., 2019).
Deep Content-based Recommendation The deep learning is also applied to
content-based recommendation system. In this case, the content-based
RS usually benefit for the visual features extracted from images or
text features generated by Natural Language Processing (Guan, Wei, &
Chen, 2019; Kumar, Khattar, Gupta, Gupta, & Varma, 2017; S. Zhang
et al., 2019). Those additional features can be directly added to normal
content-based RS and improve the recommendation quality. For exam-
ple, in DeepStyle model (Q. Liu, Wu, & Wang, 2017), they treat visual
style features along with high level category information to build style
based fashion recommendation. And in the joint representation learning
model proposed by Y. Zhang, Ai, Chen, and Croft (2017), they put as
many as heterogeneous information sources into their model and build
the state-of-the-art recommendation system.
The deep learning enhanced RS as described above usually performs better
than previous shalow learning based RS, but how to explain the details of
recommendation process becomes more difficult because the deep learning
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model is another black box for analyzing. In order to solve this problem, we
use an additional attribute classifier rather than end-to-end models.
5.2.3 Recommendation and Self Identity
As reviewed in Chapter 2, previous studies on online recommendation system
involve two directions: one is technical part which focus on algorithms as de-
scribed above and try to increase the predict accuracy, and the other is infor-
mation system part that analyzing customers’ behaviors and feedbacks. Self
Identity is rarely used in Recommendation System in both research trends.
For CS research, they usually focus on algorithms and try to increase accu-
racy rather than analyzing customer behaviors (S. Zhang, Yao, & Sun, 2017),
on the other hand, for IS research, the previous RS is usually considered as a
black box which is hard for theoretical explanation (Van der Werff et al., 2013;
Whitmarsh & O’Neill, 2010). In our research, as combined RS with attribute
classifier,the RS becomes explainable, and Self Identity theory is applied to
RS to distinguish customers from harmonious to fragmented.
In general, there are three major differences between the previous RS and
this project:
1. In out work, we assume the interests of customers are changing over
time and could be affected by outside environment. Therefore, the RS
should be also changed over time for the same customer. In our project,
that part is addressed by theory of self identity.
2. We considered the shopping history as a list of continuous behaviours,
not just a set of single purchase. The analysis and evaluation of RS are
based on a list of shopping behaviours.
3. Explainable Recommendation. We not just want to predict, but also
want to figure out how the recommendation been made and what we
can learn from those recommendation. In our project, instand of di-
rectly using deep features as input (Wang et al., 2017), we use human
explainable mid level features as additional visual features. Based on
those features, we expand self identity theory to customer shopping be-
havior and analyse how RS works on different kinds of customers.
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Figure 5.1: The architecture of deep learning models
5.3 Attribute classifier
In Chapter 4, we describe and implement attribute classifiers for imperfect
data. Followed that research, to collect attributes from multiple datasets with
multiple constraint, we present a deep learning based algorithm for attribute
learning.
The datasets we used contain different types of information. In order to
combine those dataset together we present a constraint transfer learning model
to handle multiple attribute groups, categories and human positions. Assum-
ing a dataset may contains three different labels of information, attributesyattribute
,categories ycategory and human positions yposition. The training model we
present can handle not only all three labels together but also each single type
of labels.
5.3.1 Deep Learning Architecture
The base model used in this project is ResNet50 which is relative easy and
quick to train. Since the target of this project is not about accurady, ResNet
is enough to produce good results for further studies. The architecture of our
model is shown in Figure 5.1 include a base CNN modelMbase, a position de-
tect networkMposition, a global feature blocksMglobal and a local feature blocks
Mlocal. In our experiment,theMbase is a ResNet50 network (K. He et al., 2016)
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without the last CONV blocks. Both Mglobal , Mposition and Mlocal are con-
nected to Mbase. Meanwhile, the output of Mposition are feed into Mlocal with
a special ROI polling layer together with the output of Mbase. The final output
of the model is a concatenation of the output of Mlocal andMglobal, and there
are also a special output from Mposition for position training.
5.3.2 Loss Function for Multiple Dataset
As described above, to handle different type of dataset we presents multi-
ple models, as a result, we need multiple loss function to training the whole
model. Firstly, a L2 regression loss is used to localize the positions:
Lposition =
N∑
j=1
‖vj · (pˆj − pj)‖22 (5.1)
where N donates number of samples,pj refers to positions of j sample and vj
is a visibility vector, for each position in pj 1 refers to visible and 0 refers to
invisible. Secondly, two Softmax loss for position visible and categories:
Lvisible,i = −fvi + log
∑
j
efj (5.2)
Lcategory,i = −fci + log
∑
j
efj (5.3)
the f in equation 5.2 and 5.3 refers to the vector of class score. Thirdly, a
cross-entropy loss for attributes learning:
Lattribute =
∑N
j=1(wpos · ajlogp(aj|xj))
+wneg · (1− aj)log(1− p(aj)|xj)
(5.4)
where N is the number of samples, xj and aj donate the j-th images and its
attributes. wposandwneg is the ratio of the numbers of positive and negative
samples. In addition to the four loss function for four output of the models,
we also introduced the triple loss Schroff, Kalenichenko, and Philbin (2015)
for pairwise similar metric learning:
Ltriplet =
N∑
j=1
= max(α + ‖f(xai )− f(xpi )‖22 − ‖f(xai )− f(xni )‖22) (5.5)
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where (xa, xp, xn) is a triplet, xa is the anchor image, xp is the image similar
to anchor and xn is the image different from anchor. And α is the margin
parameter. During training, to avoid noise data, we do not select the hardest
positive and negative image as triplet. Instead, we apply the online generation
strategy which random select the triplet (xa, xp, xn) fit for the constraint in
equation 5.6.
‖f(xai )− f(xpi )‖22 < ‖f(xai )− f(xni )‖22 (5.6)
With the definition of five loss function in equation 5.1,5.2,5.3,5.4,5.5, we
could handle different types of dataset in one deep learning model. In details,
the choice of loss function correspond to different dataset types are shown in
table 5.1.
Table 5.1: Loss function with corresponding dataset types
Datasets types deep model loss function
category, attribute, position, pairwise all models equation 5.1-
5.5
category, attribute, pairwise Mbase
Mglobal
equation 5.3,5.4,5.5
category, attribute Mbase
Mglobal
equation 5.3,5.4
5.3.3 Training Strategy
The training of this deep learning model is slightly different because we ap-
plied five different loss function together. The strategy we used is dynamic
weighted loss combination with three steps training. In the first step,the
weights of loss function for Mposition is set to large, while other weight is
set to small. In this stage, Mbase and Mposition are fast trained. The second
step, on the contrary, the weights of loss function for Mglobal and Mlocal are
set to large. In this stage, category and attribute will be fast learned. In the
final stage, the weight for equation 5.3 is set to large and the main target of
attribute will be fine-turned. During training, the four stage will repeat for
each batch of data until the model convergence.
82
5.3.4 Transfer Learning
As the present deep learning model is prepared for multiple datasets, it is nec-
essary to define the transfer learning strategy which could involve new targets
and data into models. Assuming the deep learning model is firstly trained on
a datasets with all four types of label, when it is transferred to another dataset,
theMbase as low level features will be fixed. The position modelMposition con-
tains the position of humans which is similar in each dataset, so once it is well
trained, it will be fixed in transfer leaning. The other part of the model will be
trained depends on the relationship between new and old dataset Dnew, Dold.
For a type of category or attribute A, if A ∈ Dnew&A ∈ Dold the exist global
and local model will be trained, otherwise, if A ∈ Dnew&A /∈ Dold a new
global and local model will be trained with the old one fixed. The rules for
transfer leaning will involve new categories and attribute into model without
loss the previous results.
5.4 Deep Learning based Recommendation Sys-
tem
As described in Chapter 5.1, to make recommendation system explainable,
we do not use end-to-end deep learning RS, but applying deep features into
classic RS. Based on those idea we present the deep feature based RS.
The relationship between user and item is the most import training data for
RS. In our model, we consider a more complex relationships which include
four different types of connections.
1. user viewed relationship. This relationship refers to a user uwho viewed
itemXi also viewed itemXj . In the set of relationshipsR,this is defined
as ri,j = 1or(0001)inbinary.
2. user view to purchase relationship. This relationship refers to a user u
who viewed item Xi also bought item Xj , and it is defined as ri,j =
3or(0011)inbinary
3. user purchased relationship. This refers to a co-purchase relationship
which a user u purchased Xi also purchased Xj ,and it is defined as
ri,j = 7or(0111)inbinary
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4. user item purchased combination. Compared with previous relation-
ship, this is a special time related one. It refers to a user u purchased
XiandXj the same time ri,j = 15or(1111)inbinary
X refers to all training items and their four types of relationship belong to
a relationship set R which means ri,j ∈ R|∀ri,j 6= 0. The binary coded
relationship means two items could have multiple relationship at the same
time.
5.4.1 Recommendation System Model
There are a various models could handle those kind of dataset defined above.
But to make a explainable and attribute related model, we introduce a RS
with attribute space and personalize information. For every item X , we use
ResNet50 K. He et al. (2016) described above to extract its deep feature x.
And for each relationship described above, we try to find a distance function
d(xi, xj) to describe the relationship. For ri,j ∈ R, d(xi, xj) is smaller than
ri,j /∈ R. To achieve the constraint, a suitable distance transformation should
be applied. In our model, we use Mahalanobis distance Xiang, Nie, and Zhang
(2008)(equation 5.7) as the base distance transformation function.
dM(Xi, Xj) = (xi − xj)M(xi − xj)T (5.7)
Assuming F is the dimension of deep feature of X , transformation matrix M
in equation 5.7 should be F ×F . As we use ResNet50 features, the M should
contains 32 million parameters which is too large to train and can be easily
overfitted. To address this issue, we follow the solution used in Der and Saul
(2012) which approximate M as M ' TT T . The matrix T is a matrix of
dimension F × K, and the dimension K could be a smaller number which
could consider the transform as low-rank embedding.
dT (Xi, Xj) = ‖(xi − xj)T‖22 (5.8)
In addition to equation 5.8, we could consider a K dimension vector fi = xiT
for each element in X . The distance transformation could be rewrite as:
dT (Xi, Xj) = ‖(fi − fj)‖22 (5.9)
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The fi in equation 5.9 can be considered as the transferred feature space from
xi. During the training process, different feature space could be learned by
selecting corresponding relationship R. As a result, we could manually con-
trol which feature we want to analyze or combine them together that makes
the model more explainable.
5.4.2 Personalize RS model
The model described above only consider the relationships between user and
item. The predictions are same for all users which ignore the personalize
selection. Our target model need to be used by self identity theory which
must contains personalize suggestion. In this case, we introduce a personalize
distance function.
dT,u(Xi, Xj) = (xi − xj)TDuT T (xi − xj)T (5.10)
where Du is a K × K diagonal matrix, and the element in Du( k, k) indicate
how much a user u influenced by the attribute k. Similar as equation 5.9, we
define a U ×K matrix Y and the Duk,k = Yuk and then the distance could be
considered as equation 5.11.
dT,u(Xi, Xj) = ‖(fi − fj) · Yu‖22 (5.11)
The Yu is a personalize weight parameter which added personalized informa-
tion to our model. The model we present can provide explainable attribute
prediction with personalized information which can be used to analyze the
RS with Self Identity theory.
5.4.3 Training strategy
For each relationship, we could use a sigmoid function transfer the distance d
to probability.
P (rij) = σc(−d(xi, xj)) (5.12)
where c is an anchor distance. If d(xi, xj) = c then they have 0.5 probability
to be related, if d(xi, xj) < c, xiandxj have more than 0.5 probability to be
related. During training, we could build a position training set with relation
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R and a negative training set N = ri,j|ri,j /∈ R. And optimize the likelihood
based on equation 5.12.
L(T, c|R,N) = ∑ri,j∈R log(σc(−dT (xi, xj)))
+
∑
ri,j∈N log(1− σc(−dT (xi, xj)))
(5.13)
The model will be learning by optimizing equation 5.13 which achieved by
gradient decent. In experiment we use TensorFlow to optimize the non-linear
problems.
5.5 Recommendation with Self Identity Theory
In this section, we present a novel framework combine Attribute Classifier
and RS. Then we apply Self Identity theory to the framework and present the
analyzing strategy and how the result can be used to improve RS.
5.5.1 Attribute Level Recommendation
From attribute classifier, we could get attribute level information for each
images and based on the similarity, we could build a attribute based item-to-
item relationship dataset. Assuming Ak refers to the k-th attribute, the special
dataset contains Rk = ri,j|ri,j ∈ Ak. Applying those specific relationship
dataset to RS described in section 4, we could built multiple attribute based
recommendation system RSK where K refers to a list of attribute Ak which
used for training the RS. In addition, we also build personalize recommenda-
tion system based on equation 5.11, and this model will be used for analyzing
personal shopping behavior with RS prediction accuracy.
In conclusion, we could produce three different RS models based on dif-
ferent relationship as following.
item-to-item relationship Based on item to item relationship, we build a
normal deep learning based recommendation system which will be used
as the base line and got global predictions.
attribute-to-attribute relationship The attribute relationship can be used to
produce item-to-item relation Rk = ri,j|ri,j ∈ Ak and corresponding
RS can be trained. In our research, we use the attribute RS to explain
how RS works and how Self Identity influence the behavior.
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personalize RS Applying user-item data into RS could build personalized
RS. Based on different relationship used in model, we could generate
a personalize RS with selected relationship and that will results in a
personalize analyzer.
The item-to-item RS and psersonalize RS have been introduced by many
researchersS. Zhang et al. (2017), and the attribute RS can be regarded as a
special personalize RS which use attribute relationships instead of personal-
ize data. All of the three models have been well developed and evaluated
for different situation, however, how them work in real Online Shopping En-
vironment and what affect the different behaviors between them are rarely
discussed. In this project, we will use Self Identity from Informaiton Sci-
ence to distinguish different shopping behaviors and determine how different
custoemrs will benefit from different RS.
5.5.2 Self Identity with View and Purchase History
To apply Self Identity to Online Shopping Environment, we need firstly demon-
strate how It affect shopping behaviors and prove the relationship between
RS and Self Identity. In Chatper 2, we introduce the Self Identity of a user
could be considered as a combination of conscious and unconscious behav-
iors. For a specific user in a specific condition, different weight of con-
scious and unconscious factors will result in unpredictable action from Har-
monious to Fragmented. In Online Shopping Environment, the harmonic
behavior means the customer clearly understand what produces or features
they want, on the contrary, a fragmented behavior usually result in random
search and less purchases intensions. For example, the shopping process of
a user search online shopping website for a red T-shirt refers to the user hold
conscious requirements for red color and T-shirt category and unconscious
requirement(e.g. speical pattern or texture) which may imply in subcon-
sciousness, meanwhile, those requirements especially unconscious require-
ments usually changed during online shopping process. The harmonic cus-
tomer tends to keep their shopping requirements during shopping, on the other
hand, the fragmented customer mostly do not know what they exactly wanted.
In this Section, we firstly prove the Online Shopping behaviors can be
distinguished by Self Identity theory, then based on attribute classifier, we
discuss how different Self Identity could be influenced by RS. The dataset
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used for RS contains time serial data which can be listed to analyze a cus-
tomer’s behavior in a short period of time, and with the attribute prediction
from RS, we could in depth analyze what attribute features the customers are
concentrate on. Those attribute features in Self Identity could be regarded as
conscious or unconscious factors.
The dataset designed for RS mainly focus on item-to-item relationship. In
our framework, we need find a list of sequence data which a user viewed or
purchased a lot of products in a short time. Based on this rules we could gen-
erate a new time series dataset for Self Identity analyzing. We set fours param-
eters for data generating which timemax and timemin which define the max-
imal and minimal windows size we considered for sequence data, countview
and countpurchase refers to the number of view and purchase behavior during
the time. With the four parameters we build a sequence data scoring function
Su,t = wv ∗ countview + wp ∗ countpurchase + wt ∗ −t
s.t.t < timemax, t > timemin
(5.14)
where u is the specific user, t is the time window size,wv, wp, wt is the weights
for scoring. With the scoring function, we could pick high quality data from
the whole dataset. And the three weight parameters define the preference of
the relationship among view, purchase and length of time.
5.5.3 Analyzing shopping behavior with Self Identity
For each sequence data we generated above, we calculate the number of
item the customer viewed or purchased as #v,#p, the number of each at-
tribute #Av,#Ap has been viewed or purchased, the total attribute for each
image#aimage. Then we produce a weighted attribute hit rate functionhri =
(#Aiv + w ∗ #Aip)/(#v + w ∗ #p) ∗ #aimage where w is a fixed weight
to enhance the influence of purchase, i refers to the index for each attribute.
We then defined the distance function dhri,hrj for hit rate the same as equa-
tion 5.13. The distance is scaled to 0,1 and the smaller the dhri,hrj is, the more
dissimilar between hriandhrj .
The hit rate function collects the distribution of attributes during online
shopping, it can be considered as a attribute level behavior feature for each
user. We then apply statistic methods such as average, variance to get the
feature of distribution and use clustering to split user behavior to different
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groups. With the theory of Self Identity, we can define each group from Har-
monious to Fragmented by analyzing the distribution. In details, we firstly
rerank the hr from high to low which ignore the attribute information, and use
K-means to cluster the reranked hr into five groups which refers to Harmo-
nious, Mildly Conflicted, Vulnerable, Disturbed and Fragmented respectively.
In cluster model, we then analyze the results in each cluster to discuss whether
Self Identity can be used to describe customer behavior. In our assumption,
the user with harmonious self identity tends to view or purchase products with
specific attributes, therefore, the data in harmonic cluster have a larger vari-
ance and a smaller change to view more typies of attributes. On the contrary,
the fragmented behaviors can be also described as smaller variance and larger
view range for attributes. In detail, those feature can be described by aver-
age variance V ar(X) = 1
n
∑|X|
i=1(xi − x¯)2, the number of attribute that never
viewed |A||∀P (A) = 0 and the number of attribute that viewed more than
half chance |A||∀P (A) > 0.5. In experiment, we will prove Self Identity can
be used to distinguish customer behaviors by the three statistical results.
In addition, the previous research of Self Identity describes that when
identity is activated, a feedback loop is also established and environmental
factors will result in behaviors, meanwhile, the behavior can affect the envi-
ronmental factors and finally reflect to Self Identity (Stets & Burke, 2003).
The former identity behavior is analyzed by clustering the reranked hit ra-
tio data to prove Self Identity can affect shopping behaviors, while, the lat-
ter reflection still need to be investigated. In online shopping environment,
the reflection process can be described as the attribute preference changing
over viewing different products. In other words, the different attributes rec-
ommended by RS will result in Self Identity behavior changing, and those
changing may result in different level of pruchase intention.
Both harmonic and fragmented behaviors are easy to be explained by sta-
tistical data and those behaviors are more stable than mid behaviors. To an-
alyze the reflection process of Self Identity, we choose the mid behavior be-
tween harmonic and fragmented as the datasource. In details, we select mid
behaviors with longer duration and split their shopping behavior with small
sliding window to determine the attribute based Self Identity changing over
shopping. There are three different kinds of data can be found as following.
From harmonious to fragment The three variables, average variance, num-
ber of never viewed attributes and number of usually viewed attribute,
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change from harmonious level to fragment level which means the cus-
tomer firstly concentrate on specific items, but changed to uncertain
products during Shopping. This process can be described by two dif-
ferent situations. The fisrt one is a customer prefer to specific attribute
features but be attracted by other attributes during shopping. The sec-
ond one is a customer focus on a specific products and purchase them,
then he is attracted by other different products.
From fragment to harmonious The three variables described above change
from fragment level to harmonious level. This process describes the
customer find their preferred attribute combination during shopping and
usually result in high purchase intension.
Keep mildly We can not find statistical relationship from the variables de-
scribed above. That may because the customer keep changing perfer-
ence during shopping or the attributes we used are not enough to de-
scribe this kind of user.
As harmonious behavior usually result in high purchase intention, to de-
velop different strategies for different mid behaivor customer is necessary.
Specially, for users chaging from fragment to harmonious, we prefer to en-
rich the attribute range predicted by RS to accurate this process and lead to
higher purchase rate.
In experiment, to get longer analyzing data, we increase the time weight
wt in score function 5.14 and get high score data. Then we apply sliding
window to generate time series data. Finally, we use the Self Identity cluster
model to analyse the changing of behaviors for mid behavior custoemr.
5.5.4 Enhanced RS with Self Identity and Attributes
Based on the research on how Self Identity affect shopping behavior, accuracy
is not enough to describe the quality of RS, especially considering the pur-
chase intention. For each user we could generate a specific hit rate function
during shopping, those hit rate refers to how a customer concentrate on spe-
cific attributes. As we trained multiple attribute relationship RS, we present a
combined recommendation system with Self Identity and attribute attention.
P = (1− α)PT,u + (α− β) 1|A|
∑|A|
s hrs · Ps
+(α + β) 1|A|
∑|A|
s hr
−1
s · Ps
(5.15)
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where α is the Self Identity factor, it will be larger for fragmented user and
smaller for harmonious user. β is the attribute concentration factor, the model
will focus on specific attributes when the value is small. PT,u refers to the
normal RS and PA refers to a list of attribute RS. The combined model takes
advantage of the attribute relationship and uses Self Identity to describe how
user concentrate on specific attributes in a short time to make better predic-
tions. Meanwhile, for Mid behavior users, we try to increase the prediction
variety rather than the accuracy which may encourage their behaviors chang-
ing from fragmented to harmonious which may increate their purchase inten-
tion.
5.6 Experiments and Analysis
As described above, the experiment include three stages, for every stage we
use different data and generate different models. The first experiment is to
train a attribute classifier by using transfer learning from three datasets. We
then get a complex attribute classifier for hundreds attribute. The second tar-
get is to build deep learning enhanced Recommendation System. Following
the protocol described in section 5.4.3, we trained nine different models for
both global and attribute recommendation. Based on the above two experi-
ments, we applied Self Identity to the RS and shopping behavior to discuss
how Self Identity can help to identity shopping behaviors and improve RS.
Here we literary discuss the experiment for each stage.
5.6.1 Attribute Classifier
5.6.1.1 Dataset collection
For attribute classifier, we use transfer learning strategy and train the model
in three different dataset. The dataset we used is described in Table 5.2. The
DeepFashion dataset (Z. Liu et al., 2016) contains most of information includ-
ing category, attribute and human position, but the variety of attribute is still
limited. To solve this problem, we select other two datasets which contain
more different semantic attribute and learn those different attributes to one
model.
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Table 5.2: Datasets for Attribute Learning
Datasets # image # attribute # category
DeepFashion (Z. Liu et al., 2016) 181,072 85 12
CwA (Farhadi et al., 2009) 2,171 36 5
Fashion10K (Loni et al., 2014) 18,487 31 2
5.6.1.2 Training Strategy
We firstly train the whole model include Mbase,Mlocal,Mgloabl,Mposition on
DeepFashion dataset which include all the four typies of information de-
scribed in Section 5.3. The deep learning model use Adagrad algorithm (Kingma
& Ba, 2014) to do back propagation. And as suggested in Section 5.3.3, the
training weights for different loss functions are 0.90 for position learning and
0.1 for feature learning at the beginning, and be slightly changed to 0.05, 0.95
for position and feature learning at the end. Next, we apply transfer learning
to train the model on CwA and Fashion10K datasets (Farhadi et al., 2009;
Loni et al., 2014) in which not all typies of information are included but en-
rich the attribute range. During training, we fixed Mbase, Mlocal and Mposition
models and trained another two Mglobal models for each new dataset.
The deep learning model was implemented in Python with TensorFlow
framework (Abadi et al., 2016), and the training was applied on two AWS
G2 instances (Amazon, 2015). It totally cost 17 hours to train the model for
all the three datasets. After training, we generated six models: one Mbase,
Mposition and Mlocal model trained on DeepFashion dataset and three Mgloabl
models trained on all three datasets.
5.6.1.3 Results
The attribute classification model is trained based on the three different dataset
we discussed above with total 200k images. To evaluate the accuracy of
model, we keep 80%,10%,10% as train,evaluate and test samples separately.
The attribute classifier we trained could classify 113 different binary attributes,
but not all attributes could be clearly classified. We removed 31 attributes
which the model can hardly predict, and 13 attributes which performs quite
different among different datasets. Then we group the rest attributes into 9
groups by attribute grouping (e.g. color related attribute will be moved in
color group) and list corresponding accuracy as described in table 5.3. For
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baseline model, we select exact the same settings and use origin Resnet50
architecture for comparing.
Table 5.3: Accuracy of the Attribute Classifier
Attribute groups Colors Patterns sleeve Neckline Texture Fabric Shape Part/Category Style Total
# Attribute 15 7 3 3 9 6 8 10 8 69
Accuracy of Baseline 0.773 0.6919 0.9127 0.9342 0.6577 0.6136 0.5249 0.7576 0.7004 0.7296
Accuracy of Ours 0.8972 0.723 0.9131 0.9421 0.7421 0.6543 0.6132 0.7543 0.7143 0.7726
The accuracy is not the important part of our project, but the result still
prove our proposed attribute learning architecture outperform the origin one
especially for Color, Pattern and Shape attribute groups. That is mainly be-
cause our model can take use of the position information and pairwise con-
straint to avoid the influence from background noise. To illustrate the result
more clearly, we select three samples which is believed to be the good, av-
erage and poor prediction results shown in Figure 5.2. The red underlined
attribute refers to the incorrect prediction and the attribute in brackets is the
ground trues.
Figure 5.2: Example of good, average and poor prediction results
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5.6.2 Recommendation System with deep features
5.6.2.1 Dataset collection
We use Amazon clothing item-to-item dataset (K. He et al., 2016) as the base
dataset. The details of the dataset are listed in Table 5.4. The dataset contains
four different relationships as described in Section 5.4 and we consider those
as the dataset-global for training global RS. There are too many users(>1M)
in dataset, to build personalize RS, we only select active users(view or pur-
chase behavior> 30) with related relationship as dataset-personal for training
personalize RS. For attribute related RS, we firstly collect product’s images
and identify the quality of them. The quality of image is defined as the visual-
ability of human in image which can be determined byMpositionmodel from
Attribute classifier. In Amazon Fashion dataset more than 99% items con-
tains high quality image. We then apply attribute classifier generated above to
products’ images to get attribute labels and then build a attribute relationship
dataset as dataset-attribute. In experiment, we build 8 attribute RS based on
dataset-attribute.
Table 5.4: Amazon Clothing Dataset Settings
Dataset #User #item #rating #relationship
Amazon Fashion Dataset 3,260,278 773,465 25,361,968 16,508,162
Dataset with Qualified Image 3,031,260 741,019 22,019,256 15,972,145
Dataset for Personalize RS 1,985,463 694,184 19,236,483 12,693,360
5.6.2.2 Training Strategy
Considering the efficiency and accuracy, we choose different sizes of K as
the transform rank, the 1000 dimension output from last ResNet50 layer with
AVG pooling as the image feature. As discussed in Section 5.4.3, we trained 9
different models: one item-to-item relationship model, 8 attribute relationship
model and 1 personalize model. For each model, it takes 4 hours to coverage.
The training protocol is described below:
1. To find the best parameter for each RS, we choose multiple K values
from 10 to 100 and evaluate which is the best choice.
94
2. We collect the R data as positive set and random select equal size of
unrelated data as negative set. Then we split those data into Train, Val-
idation, Test dataset with %80,%10,%10 data respectively.
3. Training model with parameters generated above on the dataset and
evaluate the results with the assumption that P (xi, xj) > 0.5|∀ri,j ∈ R.
4. Select the best K value for each model and report the evaluation result
on Test dataset.
5.6.2.3 Results
The accuracy of each model is described in Table 5.5. The accuracy is calcu-
lated based on the protocol 3 described above in section 5.6.2.2. For any two
randomly selected products, the proposed model should make a prediction
bigger than 0.5 if they contain some relationships during shopping, otherwise
it means the model fails to do the recommendation. In the experiment, all
the 9 models reach considerable accuracy which is enough for further Self
Identity analyzing.
Table 5.5: Accuracy of Recommendation Models
Model Parameters Accuracy
Global-RS K=100 0.897
Personlize-RS K=50 0.9038
Attribute-RS-Color K=10 0.8073
Attribute-RS-Patterns K=25 0.8654
Attribute-RS-Sleeve K=10 0.911
Attribute-RS-Neckline K=10 0.9272
Attribute-RS-Texture K=25 0.8386
Attribute-RS-Fabric K=25 0.8175
Attribute-RS-Shape K=25 0.9321
Attribute-RS-Part K=25 0.9143
Attribute-RS-Style K=25 0.8014
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5.6.3 Analyzing Shopping Behavior with Self Identity
The personalize recommendation system do not split user into different groups
but only consider the user-to-item relationship. As a result, it is hard to pre-
dict the behavior for users with less relationship, then the personalize recom-
mendation system is more close to global recommendation system. In this
experiment, we predict preferred products for users in time series dataset and
apply hit rate function to analyze as described in Section 5.5. The distance
between different hit rate hr is defined similar to equation 5.12 in which the
distance is transferred to probability from 0 to 1.
5.6.3.1 Dataset collection
As described in Section 5.5.3, we select time serial shopping data from Ama-
zon Clothing Dataset (K. He et al., 2016) and use the scoring function 5.14
to determine the quality of data. In experiment, to get meaningful data we set
the timemax = 4, timemin = 0.5 in hours and wv = 0.1 , wp = 0.5 ,wt = 2
for weights. The score describes whether a user viewed more than 10 times
or purchased more than 2 times in half hours. The equation part wt ∗ −t will
make sure the length of sliding windows to be shorter and the frequency of be-
havior to be larger. The table 5.6 illustrates the data average score before and
after scoring filtering with score > 0. The result proves our data collection
strategy change the dataset from item-to-item relationship to user behavior
focused. The dataset will be used to do Self Identity related research.
Table 5.6: Dataset properties with score filtering
#Record #User Avg. Score Avg. Time(hours) Avg.View Avg.Purchase
Total Records 1260278 1260278 -1.1757 0.59 0.033 0.002
Selected Records 31341 30172 1.315 1.01 31 0.47
The dataset for mid behavior analysis, shown in Table 5.7, is generated
based on the above user behavior dataset. In order to get long history data,
we set wt = 4 and wv = 0.05 to rescoring the data and remove the data with
score < 0. For the sliding window splitting, we set the window size to 0.2
hours and move step to 0.1 hours which we can get 9 sliding windows for 1
hour data. This dataset will be used to analyze mid behavior users.
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Table 5.7: Dataset for analyzing mid behavior users
# Data Avg. Score Avg. Time(hours) Avg.View Avg.Purchase
Total Record 31341 1.315 1.01 31 0.47
Selected Record 3517 0.2255 1.35 56 0.51
5.6.3.2 Customer Behavior Clustering with Self Identity Theory
The approach of customer behavior clustering is used to prove how Self Iden-
tity influence the shopping behavior. Following the strategy proposed in Sec-
tion 5.5.3, we introduce the following experiment protocol.
Quality check and feature extraction we firstly collect image data from the
dataset collected above and justify the quality by using the visualability
predcition from Mposition model. The low quality image will be re-
moved, and the others’ feature will be collected from ResNet50 model.
Attribute feature prediction The attribute classify model predicts attribute
features for each image and the result will be stored in a vector.
Clustring with reranked hit rate With proposed method in Section 5.5.3,
we calculate the reranked hit rate histogram and its statistic features for
each user, and then group all users together to do clustering with K-
means. Finally, we report the clustering result with associated models.
5.6.3.3 The influence of Self Identity in Online Shopping
We cluster the data into five groups based on the hit rate histogram and statistic
features shown in table 5.8.
Table 5.8: Clustering result
Clustering groups # User Avg.Variance Avg. P(Attribute)>0 Avg. P(Attribute)>0.5 Avg.#Purchase
Group1 2437 0.039665133 47.3712 6.1821 1.7207
Group2 4841 0.029625402 51.321 3.9812 0.7721
Group3 10394 0.02603529 51.9742 3.1215 0.5321
Group4 1949 0.024057834 52.8431 2.9736 0.2415
Group5 11720 0.019460588 61.1732 1.2643 0.0702
The Avg. Variance refers to the average hit rate variance for each cus-
tomers, the higher variance means the customer concentrate on particular at-
tributes, on the contrary, lower variance refers to the user prefers to do ran-
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dom search products. The Avg. P(Attribute)>0 indicate the average num-
ber of attribute the customer viewed during online shopping, similarly, Avg.
P(Attribute)>0.5 refers to the average number of attribute that the customer
viewed more than 50% chance.
From the result, we could clearly find the customer in Group1 tend to
behave more harmonious and concentrate on special attributes. And for cus-
tomers in Group 5, they behave fragmented and can not be distinguished by
attributes’ differences. The rest of users in group 2,3 and 4 perform similarly
that the behavior of them is between group 1 and group 5. Based on the def-
inition of Self Identity, the users in group 1 can be regard as Harmonious,
the users in group 5 is Fragmented and the rest user is the Mid behavior cus-
tomer. In detail, we random pick three customers from group 1, group 2,3,4
and group 5 respectively to illustrate the different histograms among different
groups.
Figure 5.3: Typical histogram of user in group 1
The figure 5.3,5.4,5.5 illustrate three typical histogram of reranked hit rate
in three different groups. It is clear that a customer with harmonious identity
tends to focus specific attributes and ignore a lot irrelevant attributes. On the
contrary, the user with fragmented identity randomly viewed every attributes.
And the users in group 2,3,4 concentrate on some attributes but are not very
convinced.
The result also indicate that customer with harmonious purpose usually
result in higher purchase chance. For Recommendation System, to encour-
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Figure 5.4: Typical histogram of user in group 2,3,4
Figure 5.5: Typical histogram of user in group 5
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age online shopping customer changing from fragmented to harmonious is
important than just increase prediction accuracy.
5.6.3.4 The reflection from RS to Self Identity
Figure 5.6: User Distribution Chart
As shown in figure 5.6 more than half customers are Mid behavior cus-
tomers, it is important to understand how to build better RS for those users.
As Self Identity can be affected by the reflection from environment, in sec-
tion 5.5.3 we also propose a sliding window based method to describe how
the Mid customer behavior changed over time. We calculate the variance, the
number of attribute never viewed and the number of attribute viewed more
than half chance in each sliding window, and the differences between each
window. If the variance increase more than 0.001 for a period of time the
customer marked as Fragmented to harmonious, on the contrary, the variance
decrease more than 0.001 will be marked as harmonious to fragmented. The
rest customers are labeled as Mid user. The result is shown in Table 5.9.
Table 5.9: Clustering result
Type # User Avg.#Purchase Avg.Variance Diff. Variance Diff.P(A)>0.5
F to H 3792 0.9131 0.029936 0.002139 1.134
H to F 6572 0.374 0.025431 -0.002732 -0.294
Mid 6820 0.559921378 0.2329 -0.0001021 0.072
The three types are discussed in Section 5.5.3, and the Fragmented to
Harmonious customer more tend to purchase products compared with Har-
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monious to Fragmented one. The results indicate that the Self Identity of
users could change over time, and the changing may because they meet the
attribute combination they preferred. In this case, increasing attribute combi-
nation range of recommendation may promote the Self Identity of customer
to change from Fragmented to Harmonious.
5.6.4 Improve RS with Self Identity
The results above show the Self Identity theory is necessary for analyzing
shopping behaviors, especially the behavior happens in a short period of time.
The user with harmonious belief in products will concentrate on specific at-
tribute combinations. Thus, applying attribute based recommendation model
may help to increase the prediction accuracy for that group of customers. In
this experiment, we implement the algorithm proposed in Section 5.5.4, to
determine whether Self Identity classification can be used to improve current
RS. Meanwhile, for analyzing Mid behavior customers, we select the sliding
window dataset and for each user we classify their behavior changing by clus-
tering model generated above. Based on the result, we will choose different
recommendation strategies for them.
5.6.4.1 Dataset Collection
We use the same data described in Section, and to split them into Train, Vali-
dation, Test dataset.
5.6.4.2 Results
As discussed in Section 5.5.4, parameters α and β are used to control the joint
model. In our experiment, we use n-fold to select best parameters which do
not only consider the recommendation accuracy but also consider the attribute
recommendation range. The α is set to 0.95, 0.8, 0.8 and β is set to 0, 0.1,
0.05 for Harmonious, Mid and Fragmented customer respectively.
Table 5.10: Accuracy of Recommendation System with Self Identity
Model Accuracy for All Accuracy for G1 Accuracy for G2,3,4 Accuracy for G5
Personlize-RS 0.9038 0.9172 0.9091 0.8716
RS with Self Identity 0.9013 0.9318 0.9087 0.866
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The Table 5.10 shows the result of different RS for different group of
users. It clearly points out that the prediction for fragmented users is difficult
than others because they are more prefer to do random view. By taking use
of the attribute information, the prediction accuracy for harmonious users is
increased which indicate the Self Identity can be used to describe the online
shopping behavior.
Table 5.11: Average number of attribute in Top 10 predictions of Recommen-
dation System with Self Identity
Model Avg.#Attribute Avg.#Attribute for G1 Avg.#Attribute for G2,3,4 Avg.#Attribute for G5
Personlize-RS 46.12 41.13 44.96 47.04
RS with Self Identity 49.92 37.25 51.86 49.75
Another scope of evaluation, as discussed above, is the average number
of attribute in top 10 predictions of RS. The table 5.11 describes the result of
how Self Identity works on RS. It proves that the RS with Self Identity will
more concentrate on specific attributes for Harmonic customers, meanwhile,
it increase the predicted attribute range for Mid and Fragmented users. The
new attribute combination may push mid customers to become harmonious
and result in better purchase intention and shopping experience.
5.7 Summary
In this experiment, we propose a framework that combine the deep feature
based recommendation system with Self Identity theory. The contribute of
this work is in two-fold. On the one hand we prove the Self Identity can
be used to describe shopping behavior affected by different attributes they
viewed, on the other hand, we propose the new recommendation strategy
based on Self Identity theory. The results of experiment also indicate the
accuracy from Computer Science is not enough to describe the quality of RS,
for Mid customers, enrich the attribute combination is more important than
predicting related products.
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Chapter 6
Discussion, Conclusion and Future
work
The reviews and exeperiments describe the research gap between Online Shop-
ping Experience in Information System and Machine Learning techniques,
especially Computer Vision from Computer Sicence. And we proposed two
methods to solve the lack of data problem and combine the Informaiton Sys-
tem theory into Machine Learning algorithms. In this chapter, we will discuss
and explain the research questions and the experiment we used to answer the
questions.
6.1 Discussion
6.1.1 Research Gap between Machine Learning and Online
Shopping Experience
The thesis, improving Online Shopping Experience by Knowledage discovery
from communities, is a big topic include two popular research fields: Online
Shopping Experience in Information System and Knowledge discovery from
Computer Science. Both research areas are also include huge research topics.
To clearify the connection between Online Shopping Experience and knowl-
edge discovery and propose our research targets is our first work in the thesis.
The target of research in Online Shopping Experience is to define and dis-
cuss what factors in online shopping procedure can affect Customers’ shop-
ping experience. In the review, we describe that the early researches in Infor-
103
mation System area are concentrate on high level overview of Online Shop-
ping Experience which regard the Online Shopping Environment as a whole
system or only spilt them into 4 or 5 parts (Frow & Payne, 2007; Grewal et
al., 2009; Ha¨ubl & Trifts, 2000; Meyer & Schwager, 2007). With the de-
veloping of online shopping, the components of Online Shopping Environ-
ment has been treated as more detail particulars. To evaluate Online Shop-
ping Experience, we can analyze the problem from a lots of subset of Online
Shopping Environment such as Web Service (Kaynama & Black, 2000), Web
Design (Dix, 2009; Zviran et al., 2006), Online Customer Behavior (Moor-
man et al., 1992; Morgan & Hunt, 1994; Rousseau et al., 1998) and Online
Recommendation System (Childers et al., 2002; Park & Kim, 2003). In this
case, improving Online Shopping Experience can be regarded as a problem
of improving a subfields listed above. By reviewing all those subfields, we
conclude that Online Recommendation System is the most related field which
can be improved by combining Information System theories and Knowledge
discovery methods.
There are three reasons to focus on Online Recommendation System.
Firstly, Online Shopping Recommendation System has been developed in
both Information System and Computer Science area, but the research tar-
get is different. The research in Information System tries to analyze hu-
man response to the RS and how RS helps in Online Shopping Environ-
ment (Childers et al., 2002; Park & Kim, 2003). On the other hand, re-
searchers in Computer Science mostly focus on the performance and how
new elements from websites can be used in RS (H. Chen et al., 2012a; Di et
al., 2013a). Secondly, our research methods, knowledge discovery from com-
munities, need huge data to analyze and produce results. Coincidentally, the
online shopping recommendation system is built based on those large amount
of data which are a good resource for our knowledge discovery (Hu et al.,
2015a). Finally, there is a research gap in Online Recommendation System
between Information System and Computer Science. The RS in Information
System is usually treated as a black box, researchers do not want to consider
how RS works and what the prediction procedure means in Online Shopping
Experience. The researches in Computer Science area, on the contrary, are all
data centered that they only interest in mathematics or algorithms in RS, the
feedback from customers is rarely considered (G.-G. Lee & Lin, 2005). In
conclusion, to fill the research gap which investigate RS as a white box and
improve RS with the results from Information System becomes our target.
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Knowledge discovery, as our research methods, is another big topic in
Computer Science. The sub-fields of knowledge discovery include Data Min-
ing, Big Data analysis, Information Retrial and Machine Learning. In Chap-
ter 2, we discussed the recent research trend (Lecun et al., 2015) in Machine
Learning and how Machine Learning helps RS Iwata et al. (2011). We partic-
ular focus on Computer Vision, a sub-field of Machine Learning, to discuss
how it helps RS in Information System view. The reason to choose Computer
Vision is in two-fold. On the one hand, Computer Vision attracted consid-
erable attentions due to the developing of Deep Learning and it provides the
ability to analyzing complex image data which can help to understand the
RS (Lecun et al., 2015). The Computer Vision provides the potential to split
Online Shopping Experience into more detail parts. On the other hand, RS
is built based on a large amount of data which is a good resource for Com-
puter Vision. Actually, there are already a lot of research in improving RS
with image features, but most those research are built on well picked data
rather than real online shopping environment (H. Chen et al., 2012a; Di et al.,
2013a). Therefore, how Computer Vision can help Online Shopping Expe-
rience, especially Online Recommendation System, and how it work in real
Online Shopping Environment becomes another research target.
Here we propose our research target in both Computer Science and Infor-
mation System field:
Computer Science The Computer Vision methods are mostly developed on
well picked data, but real Online Shopping Environment contains lots
of noisy and unlabeled data. So the weekly supervised learning problem
of extending current Computer Vision methods to handle noisy and par-
tially labeled data in online shopping environment is our first research
target.
Information Science Most research in Information System regards RS as a
black box which do not analyze the inside the recommend approach.
The second target is to introduce a theory to describe RS behavior and
improve RS with Information System theories.
Those two research targets are introduced based on reviewing related work
and try to fill the research gap between Online Shopping Experience and
Computer Vision. The result of our research could improve Online Shopping
Experience in both Computer Science and Information System fields.
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6.1.2 Machine Learning in Online Shopping Environment
To solve the first problem, we firstly describe a real online shopping scenario.
Semantic attributes, compared with high level categories, contains more in-
formation about images in Online Shopping Environment Hu et al. (2015b).
For example, the high level category for clothing images only split clothes
into limited groups that a dress with different style can not be distinguished
by the high level features. Semantic attributes for clothes contain more in-
formation such as style, color, texture and so on. Those additional infor-
mation can meticulous recognize images which is necessary for Information
System research. However, the complex classification requires high quality
well-labeled data which is hard to collect in real Online Shopping Environ-
ment. Therefore, we present an algorithm to improve attribute classification
with imperfect training data H. Chen et al. (2012b); S. Liu et al. (2012).
The target of the problem is training semantic attributes classifier, the data
is a small set of well-labeled data which is not enough for supervise training
and a large set of noisy pair-wise data. The setting of data is easy to find in
real Online Shopping Environment, the large set of noisy pair-wise data can
be generated by purchasing relationship or collecting from inexpert annota-
tor, the small set of accurate data can be get from expert annotator. This is
a much easier and cheaper way to get semantic attribute training data com-
pered to previous methods with fully labeled data. As described in Chapter
4, we present PCRF algorithm to classify and reduce noisy pair-wise data and
change them to labeled data, then the data can be used by normal algorithms.
The results show our algorithm outperforms previous similar methods and
reach similar accuracy with well-labeled data.
In conclusion, for the first target, we propose a general Online Shopping
scenario and solve the problem by weakly supervised learning. The experi-
ment results in two findings, firstly, it is necessary to create new algorithms
for Online Shopping Environment which include more complex and noisy
data. The present Computer Vision algorithm may fail to handle imperfect
data or can not get reasonable results. Secondly, with the developing of Com-
puter Vision, it is possible to create new strategies to handle complex data.
In recent years, the deep learning significantly increases the predict accuracy
into vary high level, in some special case, it already outperforms human. We
could get various accuracy prediction with new models and those result may
provide new ways for Information System research.
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6.1.3 Analyzing and improving Recommendation System with
Self Identity theory
This experiment concentrates on the second problem, how RS can help to
analyzing Information System theory and how the theory improve RS. To an-
alyzing RS, we firstly try to make RS explainable which is easily to be done
in mathematics but hard to be analyzed in human behavior aspect (Ricci et al.,
2015). For Information System research, to explain human behavior predicted
by RS is important. We explain that by adding more meaningful features
rather than latent variable to current RS. The meaningful feature we used is
the semantic attributes from images. The first experiment answers a question
that how to build attribute classifier from imperfect relation data. The dataset
for RS can be regarded as noisy relation data which can be used by the algo-
rithm proposed above and then attribute for images can be extracted. We then
present deep feature based RS and semantic attribute based RS. As described
in Chapter 5, those RS can be explained by analyzing attribute features from
images.
The results of the explainable RS can be described by Self Identity theory
which split shopping behaviors from harmonious to fragmented (Horowitz,
2012). A person with harmonious identity tends to purchase products with
particular features, on the other hand, a fragmented customer usually random
search items. With the theory, the analyzing results prove that harmonious
customers can be easily predicted, while, fragmented behaviors are predicted
in low accuracy. Those human behaviors and RS results are integrated in
Self Identity theory in which the RS can be explained by Information System.
Based on the result, we present a multiple attribute related RS for harmonious
customer which outperforms the current one. But to make RS predict frag-
mented behavior, the model is easy overfitted and can not give meaningful
prediction.
Rather than the accuracy of RS, we try to describe quality of model with
different ways. We analyzing the mid behavior between fragmented and har-
monious and found those behavior can be meticulous spitted to two stages.
The first stage is random searching which can be regarded as fragmented be-
havior, and the second stage is more close to harmonious which they found
some particular attribute combination they want. The progress to encourage
the Self Identity from fragmented to harmonious can not improve RS accu-
racy, but it is necessary in Information System theory which improve the On-
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line Shopping Experience. In this case, we presents a joint RS which for
harmonious customers we try to make high accuracy prediction and for frag-
mented customers we try to increase the range of prediction.
The results of this experiment describe that how Information System the-
ory can help in RS. The targets of research, compared with pure Computer
Science problem, are not all about accuracy but also include behavior analyz-
ing which makes the model more suitable for different kinds of customers,
even it is not increase the accuracy. It also point out the differences between
Computer Science and Information System, but with suitable theory, the dif-
ferences can also be used to improve online shopping experience.
6.2 Conclusion
This thesis firstly reviewed recent works in Online Shopping Experience and
discussed how Knowledge Discovery method such as Machine Learning and
Deep Learning can help to improve Online Shopping Experience in Chapter 1
and 2. Based on the review, we propose two research targets, one is Machine
Learning in real Online Shopping Environment and the other is how Infor-
mation Science theory can help to improve Machine Learning techniques. In
Chapter 3, 4 and 5, we designed two experiment to solve the problem ad-
dressed above and got reasonable result which prove the potential of Machine
Learning to be used in Information Science research. Finally, we discussed
the reason to choose those two experiments and the inspires we got from the
result.
Online Shopping Experience and knowledge discovery are two big topics
in both Information Science and Computer Science, it is impossible to solve
the problem in all aspects within one research. In this case, we particularly
focused on sub-fields of those research which is Recommendation System
from Online Shopping Experience and Machine Learning from Knowledge
Discovery. In detail, we concentrate on two problems which are Machine
Learning in Online Shopping Environment and improving Recommendation
System with Self Identity Theory. The contribution of this thesis is in three
aspects.
Research Gap between Online Shopping Experience and Machine Learning
we reviewed recent research on both sides and conclude the research
gap between them. In Online Shopping Experience, the research is
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mostly focused on existing design and algorithm, how new methodolo-
gies like Machine Learning can help is rarely discussed. Meanwhile,
it usually regards the algorithm or system in Online Shopping environ-
ment as a whole black box that does not analyze the in depth details
under the algorithm or system. In Machine Learning, the algorithms
are mostly built on well picked datasets which are hard to get in Online
Shopping Environment, how to apply Machine Learning to real Online
Shopping Environment is still a problem.
Attribute Learning with weakly supervised data As described in Chapter
4, a possible way to combine Machine Learning with Online Shop-
ping Environment is to built a semantic attributes classifier based on
the realistic data collected from online shopping website. Therefore,
we propose a Pairwise Constraint Random Forest to do classification
and noise data removal. The results prove the algorithm we proposed
can work with imperfect data and the potential of applying Machine
Learning algorithm to more complex scenario.
Recommendation System with Self Identity theory In this project, we im-
plement deep feature based Recommendation System and prove the
customer behavior can be distinguished with Self Identity theory. For
different customer groups, we point out that different Recommendation
targets are needed for different group of customers, and then we pro-
pose a joint Recommendation System which do not only consider the
accuracy but also consider the Self Identity behaviors. This research
also demonstrate that in real online shopping environment, statistics
evaluation methods from Computer Science are not enough to describe
customer behaviors. Some theories from Information Science are nec-
essary to improve Online Shopping Experience.
The three contributions prove the novelty of our research, but there are
still limitations existing in our work. And based on those limitations, we can
conclude the implications in further research.
6.3 Limitations and Implications
As discussed above, Online Shopping Experience and knowledge discovery
contain lots of subfields, and our research can not cover all aspects of those
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two fields. In addition, for each specific scenario(e.g. weakly supervised data
in an online shopping environment), there is still a lot of different situations.
For example, the weakly supervised data can be pair-wise or group-wise, and
the noisy can exist in image level or label level. In theoretical development,
we prove Self Identity can be used to enhance Recommendation System, but
we can not confirm Self Identity theory itself is sufficient for describing the
Recommendation System. We may need to introduce more theory from Infor-
mation Science to describe the work of Recommendation System. In detail,
we list the limitations and implications of this thesis as following:
Complex weakly supervised data To apply machine learning to real online
shopping environment, we need to handle the complex and imperfect
data. In our research, we consider the special condition that we already
got a small set well labelled data and need to use another large set pair-
wise imperfect data to increase the prediction accuracy. However, the
imperfect data could be in another situation. Firstly, the noise of data
could be in both image-level and label level, which means the image
could be unclean and mislabeled at the same time (Mnih & Hinton,
2012). In our work, we only consider the label level noise and ignore
the unclean images. Secondly, the imperfect data can be more com-
plex group-wised rather than pair-wise (Claesen, De Smet, Suykens, &
De Moor, 2015). The group-wise data refer to the attribute of some
data in one group may differ from that in other groups which describe
a more general situation but more difficult to handle. Finally, the well
labelled data can not exist or quite limited, which can be regarded as
zero-shot (Socher, Ganjoo, Manning, & Ng, 2013) or one-shot learn-
ing (Fei-Fei, Fergus, & Perona, 2006).
Complex prediction target In online shopping environment, the category
level prediction is not enough for improving the online shopping ex-
perience. Thus, we choose semantic attribute learning as the target and
use the result to analyze and improve the recommendation system. In
recent years, with the development of deep learning, more complex pre-
diction target can be used in the online shopping environment. For ex-
ample, the sentiment analysis from customers’ feedback (Kouloumpis,
Wilson, & Moore, 2011) which can be used to understand more person-
alize feelings from comments and help to describe the customer more
clearly. The generative adversarial network (Goodfellow et al., 2014)
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which generate new items rather than classify them can be used to gen-
erate new online shopping items based on personal preference, and it
will help for the company to develop new products (S. Zhu, Urtasun,
Fidler, Lin, & Change Loy, 2017).
Others fields in Online Shopping Experience As discussed in Chapter 2,
the Online Shopping Experience contains a large number of research
fields. In our project, we particularly focus on the Recommendation
System as it has been discussed a lot in both Information Science and
Computer Science. There are still a lot of other fields in Online Shop-
ping Experience can be investigated by Machine Learning such as Web
Service and Web design. The target of Web design research is to deter-
mine what particular factors in a website can improve online shopping
experience (Zaphiris & Kurniawan, 2007). The previous researches are
mostly based on the feedback from the questionnaire, which contains
limited data, but with the help of Machine Learning, we could directly
collect information from customer behaviours (Zaphiris & Kurniawan,
2007). The Web Service research concentrates on the whole process of
online shopping, which includes the view, purchase, delivery and qual-
ity feedback (Cardoso, Sheth, Miller, Arnold, & Kochut, 2004). That
research provides a lot of complex data such as user-to-item relation-
ship from the web viewing, user geometric information from delivery
and user sentiment response from feedbacks, and those data provide the
perfect resource for machine learning investigation.
More theories to fill the research gap In Chapter 5, we introduce Self Iden-
tity to distinguish online shopping customers into different groups and
analyze RS based on Self Identity properties. The result shows Self
Identity theory is necessary for improving RS, and the new Self Iden-
tity enhanced RS performs better than the previous one. However, we
also find Self Identity theory can not cover all customer shopping be-
haviours, additional theory or feature need to be introduced to improve
RS further. As discussed above, there are many fields in online shop-
ping experience can be analyzed by different methods, and the associ-
ated theory is also necessary to explain and guide the research in other
fields.
We conclude the limitations and implications in those four dimensions,
which include both Machine Learning and Information System research areas.
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It describes a lot of research trends in this field, and in our further work, we
choose two directions from both theoretical field and industrial project.
To consider the longer Implications of this thesis for 5-10 years, on the
one hand, I believe our proposed explainable recommender system framework
will direct a new way to develop the new recommender system changing from
statistics focused into theory focused. In the 5-10 years future, recommender
system will be the core component of the online shopping website and highly
contribute to better online shopping experience. On the other hand, the re-
search methodology in this thesis also indicates the future of how Deep Learn-
ing technology will be included in the current Information System. The future
Information System includes online shopping websites will contain more and
more intelligence from Machine Learning.
6.4 Further
I address the research gap between Online Shopping Experience and Machine
Learning and solve two particular problems in experiments. Since it is a big
topic, there are still a lot of works to be done in this area. In further, I plan
to continue on some theoretical and algorithmic works and also analyze and
improve some industrial projects. Meanwhile, I will discuss the longtime
future research trends in this area.
6.4.1 Image analysis with the human in the loop
In Computer Science algorithm development research field, another possible
technique for improving Online Shopping Experience is to improve image
analysis with the human in the loop. Most Computer Vision problems are
solved by machine learning algorithms, and there is no need to build a huge
image dataset to be learned by that algorithm. Rather researchers need to col-
lect a well-labelled fashion dataset for training purpose. The quality of that
dataset determined the accuracy of the computer vision model to a certain
degree. However, the collection of that dataset usually is expensive and time-
consuming. Especially in the fashion and clothing industry, the product and
style are changing ever year, and fashion companies update their dataset fre-
quently. To resolve this issue, a humans in the loop method is proposed (Bran-
son et al., 2010; Mensink et al., 2011). In this method, humans’ answers
are collected for some specially designed questions, and these questions are
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formed as human knowledge to enrich the model. Compared with the previ-
ous algorithm, the Humans in the loop method use less dataset and get more
intelligent results in a dynamic way.
The current progress for humans in the loop methods only have been
widely used in animal datasets (Branson et al., 2010) or unfamiliar classes (Wah
& Belongie, 2013). There are not any works on Online Shopping Experience
mainly because the feedbacks on product items are different among differ-
ent customer groups, which is not like those structured feedbacks on animals.
To improve the humans in the loop methods for the Online Shopping, more
feedbacks from different customers groups could be adopted in the algorithm.
The past marketing research findings on customer segmentation could be con-
sidered to apply to humans in the loop methods. The integration of previous
marketing theories and information systems theories is expected to contribute
to the humans in the loop methods.
6.4.2 Roommate Recommendation System
Considering the industrial requirements, roommate recommendation could be
a possible further trend. The online property renting is a specific field of on-
line shopping which attracted a lot of companies to invest in recent years (Ca-
longe, 2009). The room renting system for students is recently in high de-
mand due to the increasing number of international students, and for prop-
erties with many rooms, those students usually need to find some others to
share. However, the lack of social activity and friends for new international
students becomes an important resistance for them to find suitable roommates.
In this case, Road51 raised an industrial project which is to build an online
roommate matching system. The company provides datasets about property
features and previous renting information and wants to build a smart person-
alize Roommate Recommendation system. Compared with Online Shopping
Recommendation system, the difficulty of this project is in three aspects.
Complex Data recourses Different from Online Recommendation System,
which data only include products and customers, the Roommate Rec-
ommendation system need to consider the information from different
dimensions. The first dimension is personalization which includes the
personal requirement and its social preference and features. The second
dimension is the property features, including price, size, and so on. The
third dimension is the geometric features which indicate the geometric
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relationship to popular locations. The last dimension is the community
information which can be collected from the City council, including
the crime rate, the average age for that property located area. Those
complex data need to be carefully considered and used in the roommate
recommender system.
Data limitation The online shopping behaviour can happen at any time any-
where that makes Online Shopping website collected a huge amount of
data for training model and predicting. However, the process of find-
ing roommate, compared with online shopping, happen in limited times
which can not provide enough data for the recommendation. Moreover,
we need to apply more Information Science analyze to predict their
preference.
Value for investment As an industrial project, we need to consider the trade-
off between the investment and efficiency of the system. A complex
recommendation system usually needs more server resources and more
funds for data collection, but those additional investments may not re-
sult in the corresponding reciprocation. In this case, during the system
design, we need to balance the difficulty of the system and the invest-
ment for that system.
The three difficulties differ Roommate Recommendation System to nor-
mal Online Shopping Recommendation System, but Self Identity and deep
feature based recommend methods are still necessary for this project. In this
case, by solving the three difficulties, we plan to take all the information into
the classic recommendation model and produce real-time recommendation
result.
6.4.3 Future Research Trend
The development of Deep Learning achieves a lot of sightings during the past
five years, but the research about how Deep Learning can be used in Infor-
mation Systems and how the customer will feedback to the new algorithms is
rarely discussed. However, I believe, there will be more and more researchers
working on this topic in the next five to ten years. Generally, the breakthrough
of those researches would happen in two research trends.
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Privacy and Security The problems of privacy and security of personal in-
formation has been discussed a lot in IS research, but rarely mentioned
in Deep Learning research. Deep Learning models usually need a lot
of data for training, and most of the data contains personal information
which may be presented somehow in the model. For example, for a
personalized recommendation system, the privacy of shopping history
may be leaked by analyzing the prediction in that system. Those kinds
of privacy and security control should be carefully discussed in Infor-
mation System research, and I believe the problem must be solved in
the future.
Creativity and Imagination The current Information System researches are
mostly focused on how to use and aggregate existing information for
customers efficiently. In recent research, with the help of GAN, the
Deep Learning network has the potential to create new resources ac-
cording to some patterns. That means the Deep Learning is not just
analyzing data but also creating information. In Information System re-
search, how that Creativity and Imagination from Deep learning can be
used to help customers would be another research trends in the future.
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