[1] The Eta-Community Multiscale Air Quality (CMAQ) model's forecast performance for ozone (O 3 ), its precursors, and meteorological parameters has been assessed over the eastern United States with the observations obtained by aircraft, ship, ozonesonde, and lidar and two surface networks (AIRNOW and AIRMAP) during the 2004 International Consortium for Atmospheric Research on Transport and Transformation (ICARTT) study. The results at the AIRNOW sites show that the model was able to reproduce the day-to-day variations of observed daily maximum 8-hour O 3 and captured the majority (73%) of observed daily maximum 8-hour O 3 within a factor of 1.5 with normalized mean bias of 22%. The model in general reproduced O 3 vertical distributions on most of the days at low altitudes, but consistent overestimations above $6 km are evident because of a combination of effects related to the specifications of lateral boundary conditions from the Global Forecast System (GFS) as well as the model's coarse vertical resolution in the upper free troposphere. The model captured the vertical variation patterns of the observed values for other parameters (HNO 3 , SO 2 , NO 2 , HCHO, and NO y _sum (NO y _sum = NO + NO 2 + HNO 3 + PAN)) with some exceptions, depending on the studied areas and air mass characteristics. The consistent underestimation of CO by $30% from surface to high altitudes is partly attributed to the inadequate representation of the transport of pollution associated with Alaska forest fires from outside the domain. The model exhibited good performance for marine or continental clear airflows from the east/north/northwest/south and southwest flows influenced only by Boston city plumes but overestimation for southeast flows influenced by the long-range transport of urban plumes from both New York City and Boston.
Introduction
[2] Ozone (O 3 ) pollution is a major concern in the United States since it can adversely affect human and ecosystem health. Tropospheric O 3 is generated in the presence of solar ultraviolet radiation through a complex series of photochemical reactions involving many volatile organic compounds (VOC) and nitrogen oxides (NO x ), which originate either from anthropogenic sources (e.g., industry and vehicle emissions) or biogenic sources (e.g., forest and soil). Harmful levels of O 3 concentrations are typically observed during high pressure, hot, sunny and stagnant atmospheric conditions at the locations with substantial VOC and NO x concentrations. According to the revised 8-hour National Ambient Air Quality Standard (NAAQS) for O 3 (0.08 ppm) promulgated by the U.S. EPA in 1997, U.S. Environmental Protection Agency (U.S. EPA) [2005] estimated that about 160 million Americans are exposed annually to the daily maximum 8-hour O 3 concentrations that exceed this new NAAQS. Therefore it is desirable for local air quality agencies to accurately forecast ozone concentrations to alert the public of the onset, severity and duration of unhealthy air and to encourage people to help limit outdoor activities and reduce emissions-producing activities (e.g., reduce automobile usage).
[3] Real-time forecasting systems for O 3 with regionalscale air quality models have been developed and deployed for several years [U.S. EPA, 1999; McHenry et al., 2004; Cope et al., 2004; McKeen et al., 2005; Kang et al., 2005; Otte et al., 2005] . McKeen et al. [2005] statistically eval-uated the real-time forecasts of O 3 from seven air quality forecast models over the eastern United States and southern Canada during the summer of 2004, and concluded that relative to any individual model, the ensembles, which were based on the mean and median of the seven models, had higher correlation coefficients, lower root-mean-square errors (RMSE), and better threshold statistics, pointing to ensemble modeling as a better real-time O 3 forecast tool.
[4] The regional air quality in New England was a focus of the 2004 International Consortium for Atmospheric Research on Transport and Transformation (ICARTT) study. Two of the major goals of the 2004 ICARTT study were to link surface air quality with the important features of transport and chemistry that occur above the surface and to determine the relative importance of local pollution compared to long-range transport in shaping local air quality. As summarized by Russell and Dennis [2000] , model evaluation studies for O 3 and its precursors are severely limited by a lack of data both aloft and at the surface. The performance requirements for current generation air quality models has increased significantly as a result of exceedingly complex issues that the models are now being used to simulate [Mathur et al., 2005] . As an example, continuous applications of air quality models for operational forecasting have placed new demands on performance requirements for such models, which need to accurately simulate the pollutant distributions under varying dynamical and chemical conditions. The 2004 ICARTT experiment provided a comprehensive set of measurements of chemical constituents and meteorological variables, both from surface and aircraft based platforms, which can be used to examine in detail the performance of air quality models from a multipollutant perspective, both in terms of their surface concentrations as well as vertical structure. Such detailed information on model performance in turn helps in identifying deficiencies in existing models, and provides guidance for further model enhancements and consequently the development of more robust operational models. Additionally, since forecasts from operational air quality models are increasingly being used to provide in-field guidance to support the planning of field experiments [e.g., McKeen et al., 2005] , complementary analysis of the detailed 3-D structure of various pollutants from the models in conjunction with the field measurements can help improve understanding of regional pollution episodes. In this study, the National Weather Service's (NWS) operational mesoscale forecast Eta model is used to supply meteorological input to the Community Multiscale Air Quality (CMAQ) model (Eta-CMAQ model suite); the models are then used to provide predictions of O 3 and related chemical species in the forecast mode. The objectives of this study are two-fold. First, the temporal and spatial performance of the Eta-CMAQ forecast model for O 3 is evaluated against the observations from the Air Quality System (AQS) network over the eastern United States. Second, the ability of the Eta-CMAQ model to predict air quality and the meteorological conditions dictating episodes of high O 3 horizontally and vertically is comprehensively examined on the basis of the extensive measurements obtained by aircraft, ship, ozonesonde, and lidar during the 2004 ICARTT field experiment. Recommendations for further research and analysis in the pursuit of improved O 3 forecasts are also provided on the basis of the current evaluation. Note that the summer of 2004 in the eastern United States exhibited very few O 3 ''episodes'' or exceedances because of unusually cool and wet conditions (i.e., temperatures either below or much below normal, and precipitation either above or much above normal (http://www.ncdc.noaa. gov/oa/climate/research/2004/aug/aug04.html)), associated with continental polar air masses during July, and the influence of several hurricanes during August. Therefore the model performance presented here is probably not climatologically representative of summertime conditions, but is unique to the summer of 2004.
Description of the Eta-CMAQ Forecast Model and Observational Database
[5] The Eta-CMAQ air quality forecasting system [Otte et al., 2005] , created by linking the Eta model [Rogers et al., 1996] and the CMAQ Modeling System [Byun and Ching, 1999; Byun and Schere, 2006] , was applied over a domain encompassing the eastern United States (Figure 1c) during the summer 2004. The linkage of the two modeling systems is described in detail by Otte et al. [2005] . A series of postprocessors interpolates the Eta model output fields in the horizontal and in the vertical onto a coordinate structure and map projection that are compatible with CMAQ. In this application, both CMAQ and Eta model domains have horizontal grid spacing of 12 km. Twenty-two layers of variable thickness are specified on a sigma vertical coordinate system to resolve the atmosphere between the surface and 100 hPa. The thickness of layer 1 is about 38 m. The lateral boundary conditions are horizontally constant and are specified by continental ''clean'' profile for O 3 and other trace gases; the vertical variations are based on climatology [Byun and Ching, 1999] . To improve representation of O 3 in the free troposphere and possible effects related to stratospheric intrusion, the O 3 lateral boundary conditions above altitudes of 6 km were augmented using O 3 forecast results from NCEP's Global Forecast System (GFS). The Eta-CMAQ model forecast provides twice-daily 48-hour gridded O 3 predictions as air quality forecast guidance for the United States. The primary Eta-CMAQ model forecast for the next day is based on the current day's 1200 UTC Eta simulation cycle. The target forecast period is 0400 UTC (local midnight) to next day's 0300 UTC (local midnight). The current forecast cycle is initialized using the prediction from the previous forecast cycle [Otte et al., 2005] . The emissions are projected to 2004 from the 2001 U.S. EPA national emission inventory [Pouliot, 2005] . The Carbon Bond chemical mechanism (version 4.2) has been used to represent photochemical reaction pathways.
[6] The hourly, near real-time observed O 3 data at 614 sites in the eastern United States are available from the U.S. EPA's Air Quality System (AQS) network (Figure 1 ), resulting in nearly 1.2 million total hourly O 3 observations for the study period (see Table 1 ). Four sites of Atmospheric Investigation, Regional Modeling, Analysis, and Prediction (AIRMAP) [DeBell et al., 2004; Mao and Talbot, 2004] PAN, isoprene, toluene) , and meteorological parameters (liquid water content, water vapor, temperature, wind speed and direction, and pressure) were carried out by instrumented aircraft (NOAA P-3 and NASA DC-8), ozonesonde and ship-based lidar deployed as part of the 2004 ICARTT field experiment. The detailed instrumentation and protocols for measurements are described at http://www.esrl.noaa.gov/csd/ICARTT/fieldoperations/. The flight tracks of P-3, DC-8, ship and locations where daily ozonesondes were launched are presented in Figure 2 . The model performance during the period of 1 July to 15 August 2004 is examined in this study on the basis of the 1200 UTC model run for the target forecast period.
Results and Discussion

Spatial and Temporal Evaluation of O 3 Over the Eastern U.S. Domain at the AQS Sites
[7] Table 1 summarizes the evaluation results for the hourly, daily maximum 1-hour and daily maximum 8-hour O 3 concentrations for two cases; one using all data and the other only using an O 3 threshold of 40 ppbv. As can be seen, the Normalized Mean Bias (NMB) and Normalized Mean Error (NME) when only data with O 3 > 40 ppbv is considered range from 6.1 to 11.9% and 18.2 to 21.5%, respectively, much lower than those when all data are considered, indicating that the overestimations in the low O 3 concentration range contribute significantly to the over- On 11 July at night, after takeoff at 2300 UTC, the P-3 encountered the Boston plume as the aircraft turned to the south flying to the west of Boston (see Figure 2 ) and intercepted a significant biomass-burning layer at $2700 m in the later ($2400 UTC) flight to southeast of Boston during a spiral climb. 15 Jul A very well defined NY city plume was sampled extensively by flight by making cross sections and spirals through the plume after $1830 UTC for understanding of ozone evolution in an urban plume. 20 Jul
The aircraft encountered a fresh NY city plume immediately downwind of NY, which reached up to $1800 m, and the biomass-burning plume at $3000 m between 1700 and 1800 UTC. The flight aimed to look at the pollution accumulation ahead of the cold front. The pollution upwind and downwind of the Washington and Baltimore metropolitan area was sampled by P-3 during 1730 to 1830 UTC with very high SO 2 (>5 ppb) and CO (>180 ppb) concentrations.
Jul
The conveyor belt outflow without a clear signature of the anthropogenic pollution export was sampled with low concentrations for all species as there was a stationary front. There was a biomass burning plume over Quebec beyond of the model domain.
On 31 July at night, the P-3 encountered the NYC plume at $1 August, 0130 UTC, with high SO 2 (>5 ppb) and CO (>180 ppb).
Aug
On 3 August at night, the P-3 encountered the NYC plume over southwestern Connecticut at $700 m during 0400 to 0430 UTC with high SO 2 (>5 ppb) and CO (>180 ppb). 6 Aug The P-3 encountered the plume of Ohio valley power plants at $1000 m during 1530 and 2030 UTC with high SO 2 (>5 ppbv) and low O 3 (<60 ppbv) concentrations. 7 Aug
On 7 August at night, the P-3 encountered the NYC and Boston plumes at $700 m during 8 August, 0100 to 0430 UTC, with high SO 2 (>5 ppb) and CO (>180 ppb). 9 Aug
On 9 August at night, the P-3 encountered the plume of Ohio valley power plants at $1000 m during 10 August, 0030 and 0330 UTC, and the NYC and Boston plumes at $700 m during 10 August, 0430 to 0630 UTC, with high SO 2 (>5 ppb) and CO (>180 ppb).
On 11 August at night, the P-3 encountered NYC plume at $700 m during 0230 to 1030 UTC with high SO 2 (>5 ppb) and CO (>180 ppb). 14 Aug
It was a cloudy day across the whole eastern United States under the influence of Hurricane Charley. The P-3 encountered NYC plume at $200 m during 1630 to 1730 UTC with high SO 2 (>5 ppb) and CO (>180 ppb).
It was still cloudy along eastern coast. The P-3 encountered Atlanta plume at $700 m during 1820 to 2000 UTC with high SO 2 (>5 ppb) and CO (>180 ppb). performance criteria for the unpaired peak O 3 . Additional insight into the air quality forecast (AQF) modeling system's positive bias (over prediction) and error (scatter) can be gained from Figure 1a , which shows that the model reproduced the majority (73.1%) of the observed daily maximum 8-hour O 3 concentrations within a factor of 1.5, but generally overestimated the observations in the low O 3 concentration range (<50 ppbv). It is believed that the points in the low O 3 concentration ranges below the background level reflect depletion of O 3 from deposition or titration by NO [Lin et al., 2000] . The overestimation of the observations in the low O 3 concentration ranges could be indicative of titration by NO in urban plumes that the model does not resolve because most of the AQS sites are located in urban areas. This is further supported by the fact that most of sites with MB (mean bias) > 40 ppb in the low O 3 concentration range (<50 ppb) for the maximum 8-hour O 3 in Figure 1a are located within major metropolitan regions and along the Washington, D.C./New York City/Boston urban corridor (not shown). In order to investigate the AQF system's performance over time, the values of mean, NMB and correlation coefficients were calculated (domain wide averages) and plotted as daily time series for the daily maximum 8-hour O 3 concentrations ( Figure 1b ). Although the forecasts tracked the general temporal pattern well, the overestimation discussed above was prevalent throughout the four month period. The domain-wide mean values of NMB and NME during the ICARTT period for maximum 8-hour O 3 are 22.6% and 28.8%, respectively. The model had the best performance on 8 August (NMB = 1.9%, correlation coefficient (r) = 0.73) and the worst performance on 12 August (NMB = 42.4%, r = 0.47). A close inspection of the synoptic-scale meteorological conditions (not shown) reveals that on 8 August, the majority of the domain was dominated by high pressure and clear sky (conditions that are conducive to O 3 formation), whereas on 12 August, an active cold front stretched from the north to south accompanied by convective cloud cover and precipitation through the domain under low pressure. As shown by the diagnostic analysis [Mathur et al., 2004] , the significant overestimation in areas of cloud cover is mainly caused by the unrealistic vertical transport of excessive amounts of high O 3 concentrations near the tropopause to the ground associated with downward entrainment in CMAQ's convective cloud scheme. Spatially, the model performed better over the western region with NMB of ±25% than eastern coastal region of the domain with NMB > 25% (Figures 1c and 1d ). The largest overestimation of the observed daily maximum 8-hour O 3 concentrations was in the northeast (NMB> +50% and NME > 50%), mainly caused by very low observed O 3 concentrations, which typically coincide with nonconducive meteorological conditions (i.e., cloud cover, precipitation and cool temperatures). Biases and errors associated with the maximum 1-hour O 3 (not shown) follow a similar pattern to the maximum 8-hour O 3 .
Evaluation of Vertical Profiles for O 3 , Its Related Species, and Meteorological Parameters
[8] Comparisons of modeled vertical profiles with aircraft, ozonesonde, and ship-based lidar observed vertical profiles provide an assessment of the ability of the model to simulate the vertical structure of air pollutants and meteorological fields. Following Mathur et al. [2005] , modeled results were extracted by ''flying'' the aircraft through the 3-D modeling domain by mapping the locations of the aircraft to the model grid indices (column, row, and layer). Hourly resolved model outputs were linearly interpolated to the corresponding observational times. The flight tracks of aircraft show that measurements onboard the P-3 cover a regional area over the northeast around New York and Boston (Figure 2a ) from 0 to $5 km altitudes, whereas the DC-8 aircraft covers a broader regional area over the eastern United States (see Figure 2b ) between 0 and 12 km altitudes. All DC-8 measurements were conducted in the daytime ($0700 to $1900 LT), and P-3 also conducted most of its measurements during the daytime except on 11 and 31 July and 3, 7, 9, and 11 August when the P-3 measurements were conducted at the night ($2000 to $0600 LT). Tables 2 and 3 present missions for the different flights and summaries of conditions encountered. To compare the modeled and observed vertical profiles, the observed and modeled data were grouped according to the model layer for each day and each flight. Thus these vertical profiles may be regarded as representing the mean conditions along the flight track for each day. Figures 3 -7 present modeled and observed vertical daily profiles for O 3 , its related species, and meteorological parameters during the ICARTT period. The temporal variations of modeled and observed JNO 2 (photolysis rates of NO 2 ) along the flight tracks for the daytime only are shown in Figures 8 and 9.
[9] As shown in Figures 3a and 3b , the model generally reproduced the observed O 3 vertical structure on most days with the best performance on 25, 27, and 31 July and 6, 7, 9, and 11 August for the P-3 measurements and 18 and 22 July and 6, 7, 13, and 14 August for the DC-8 measurements, although it tended to overestimate in the upper layers, especially for DC-8 observations at altitudes >6 km. Noticeable among these are generally the better model performance during nighttime (11 and 31 July and 3, 7, 9, and 11 August) relative to P-3 observations. A close inspection of the temporal variations of modeled and observed O 3 along the flight tracks (not shown) reveals that the modeled overestimations of observed O 3 at the low altitudes for most days in Figures 3a and 3b occurred over the ocean regions. Comparisons of time-height variations in O 3 structure along the ship tracks (Figure 3c ) indicates that the model predicted more uniform vertical O 3 profiles than the observations, and the overestimations increase with altitude on the basis of the lidar measurements over the ocean off the coast of New Hampshire (NH) and Maine (see Figure 2c) . A close inspection of the synoptic-scale meteorological conditions (not shown) reveals widespread cloud cover and precipitation over the ocean off the coast of New Hampshire (NH) and Maine for nights of 16 and 17 July. The unrealistic vertical transport of excessive amount of high O 3 concentrations near the tropopause to the ground by the CMAQ's convective cloud scheme mainly caused the significant overestimations over the ocean for nighttimes of 16 and 17 July as shown in Figure 3c . Comparisons of vertical profiles of median O 3 concentrations at five sites on the basis of ozonesonde observations reveal a consistent model overestimation above $6 km (Figure 3d ), although the model reproduces the O 3 vertical profile well at the low altitudes, especially at the Pellston site. As discussed before, this higher bias at the high altitude is attributed to the lateral boundary conditions derived by the GFS model and coarse model resolution in the free troposphere, and is consistent with the DC-8 comparisons shown in Figure 3b .
[10] The model's ability to simulate the vertical profiles for other parameters (CO, HNO 3 , SO 2 , NO, NO 2 , HCHO, NO y _sum (NO y _sum = NO + NO 2 + HNO 3 + PAN) and NO y (NO y = NO + NO 2 + NO 3 + 2*N 2 O 5 + HONO + HNO 3 + PNA + PAN + NTR)), as measured by the P-3 and DC-8 aircrafts, is illustrated in Figures 4 -6 . In general, the model captured the vertical variation patterns of the observed values for various species, with some exceptions, depending on the studied regions and air mass characteristics. Noticeable among these are the consistent underestimations for CO vertical profiles on most days except 15 and 31 July and 14 and 15 August for P-3 measurements, and 18 and 31 July for DC-8 measurements. The summary of Table 3 indicates that there was a widespread signature of biomass burning plume (i.e., the observed acetonitrile, the biomass burning plume tracer, was strongly enhanced) over the studied areas except these days, which were only significantly affected by the urban (New York, Boston or Washington and Baltimore) plumes. One of the reasons for this underestimation of CO can be attributed to the inadequate representation of the transport of pollution associated with biomass burning from outside the domain [Mathur et al., 2005; McKeen et al., 2002] . The significant underestimations of CO during 20 and 22 July 2005, further support this explanation as the aerosol index images from the TOMS satellite observations http://toms.gsfc.nasa.gov/) clearly show that the eastern United States was significantly influenced by pollutants from large Alaskan forest fires during these days. Tables 2 and 3 indicate that a progressively more aged NY city plume over the Bay of Fundy on 22 July with a widespread signature of biomass burning was sampled by both P-3 and DC-8, confirming the conclusion.
[11] Another noticeable discrepancy is the consistent underestimations of observed NO at altitudes greater than 6 km relative to DC-8 measurements (Figure 6b ). This may be because the aircraft and lightning NO emissions are not included in the current model emission inventory. As shown in Figure 10 , on 15 July, the DC-8 flight flew through convective clouds and there is a significant underestimation of observed NO at altitudes greater than 6 km relative to DC-8 measurements (Figure 6b ). On 9, 21, 27, and 28 July, the P-3 encountered the fresh city plume (Boston or New (Figures 4a and 4c) , and DC-8 (Figures 4b and 4d) during the ICARTT period.
York) shortly after takeoff as summarized in Table 3 with very high NO concentration at low altitudes. The model estimations also missed these high NO concentrations at low altitudes as shown in Figure 6a .
[12] As summarized in Table 3 , the P-3 sampled the plume of Ohio Valley power plants at $1000 m during 6 August from 1530 to 2030 UTC and 10 August from 0030 to 0330 UTC. Figures 3-6 show that the model reproduced the SO 2 , NO, NO 2 , HNO 3 , O 3 and NOy_sum concentrations well relative to P-3 observations in the power plant plumes at this height for these two days. However, the model overestimated SO 2 in the NYC and Boston plumes at low altitudes <700 m for these two days. The modeled SO 2 concentrations are generally higher than the observations at the low altitude (<200 m) most of the time when the P-3 sampled the urban plumes of New York and Boston except 21 July and 7 August, indicating that the model may have overestimated some of emission sources of SO 2 from the New York and Boston areas.
[13] The point source emissions from power plants are often rich in SO 2 and NO x and mobile sources (or urban plumes) are rich in CO and NO x . On 27 July, the surface weather map showed convective activity associated with a surface cold front that stretched from the center of a surface low over the West VirginiaÀPennsylvania state line to the southwest along the Appalachian Mountains with thunderstorms. There was pollution accumulation ahead of the cold front. The pollution upwind and downwind of the Washington and Baltimore metropolitan area between 600 and 2000 m altitudes was sampled by the P-3 during 1730 to 1830 UTC with very high SO 2 (>5 ppb), CO (>180 ppb), and HNO 3 (>3 ppb) but low O 3 ($60 ppb) concentrations. The model reproduced the low O 3 concentrations, but underestimated all other species (CO, HNO 3 , NO, NO 2 , NOy_sum) below 2 km for this pollution accumulation event ahead of the cold front as shown in Figures 3 -6 .
[14] The model shows good performance for HNO 3 most of the time except 9, 21, 22, 27, and 28 July and 11 August relative to P-3 observations and 18, 20, and 22 July relative overestimated water vapor at low altitudes relative to P-3 observations, especially on 27 and 28 July when there was a surface cold front across the northeastern domain. The model also overestimated water vapor at low altitudes relative to the DC-8 observations on 28 July, indicating that the model did not reproduce moisture well for the cold front system. The model seems to consistently underestimate the wind speed slightly in layer 1 most of the time except on 31 July and 3 August relative to the P-3 observations. The model also tracked the vertical variations of temperatures, pressures and wind directions very well most of the time (not shown).
[16] Cloud and aerosol can significantly affect photolysis rates of NO 2 (JNO 2 ) by enhancing and reducing the UV actinic flux, depending on their optical properties, solar zenith angle, and the position of the layer of interest relative to the observation point. Figures 8 and 9 show that the model captured the temporal and vertical variations of the observed JNO 2 very well for some periods but was weighted too low or too high for other periods along the flight tracks for each day. Upon a closer inspection of visible satellite images and aircraft observations, it is noted that the model generally captured the observed JNO 2 very well during the cloud-free periods, but underestimated the JNO 2 values by 20-90% (see Figure 9 ) when there was a 
YU ET AL.: EVALUATION OF ETA-CMAQ FORECAST MODEL
solid cloud deck below the aircraft such as the period of 1400 to 1500 LT on 15 July (see Figure 10 ) and overestimated JNO 2 values significantly when solid cloud deck is above the aircraft such as the period of 1400 to 1500 LT on 6 August (see Figure 9 ). Note that the cloud location information in Figure 10 was obtained from the observational documents (see Table 3 ). The poor model performance for JNO 2 during cloudy periods is tied to both misplacements of cloud cover (not shown), and potential inaccuracies in estimation of attenuation of photolysis rates for cloudy conditions. As summarized in Table 3 , the P-3 encountered the plume of Ohio valley power plants (e.g., cloud-free polluted conditions) at $1000 m during 1030
and 1530 LT on 6 August. A very large fluctuation of JNO 2 values varying from 6.9 Â 10 À4 to 1.1 Â 10 À1 s À1 at this altitude was observed because of the significant effects of the strongly scattering aerosols within the power plant plume (see Figure 8) . The relatively constant modeled JNO 2 values of approximately 8.6 Â 10 À3 s À1 during the power plant plume sampling period indicate that the model generally overestimated the observed JNO 2 without capturing its fluctuations within the power plant plume.
Time Series Comparisons Over the Ocean Surface With the Ronald H. Brown Ship Observations
[17] The cruise tracks of the NOAA ship Ronald H. Brown in Figure 2 indicate that most of ship's time was Figure 11 . The air mass flow patterns sampled in the Gulf of Maine can be divided into two groups for our study period as shown in Figure 12b . One is the offshore flow from the southwest and west, and another is the relatively clear marine and continental flow from east, south, north and northwest as summarized in Table 4 . The air masses in the southwest offshore flows had passed over the urban New York/Boston corridor during the previous 2 -24 hours before being sampled at the ship. Angevine et al. [2004] showed that transit times from Boston and NYC to the regions of ship measurements (Gulf of Maine) were approximately 2 -3 hours and 12 hours, respectively. These southwest offshore flows led to high pollution episodes along the New England coast. The sampled air masses in the westerly flows were typically about 2 -4 hours downwind of Boston and the surrounding forested areas. As indicated in Figure 11 and Figure 11 and Table 4 . This suggests that the model can simulate the background environments for clear marine or continental flows very well.
[18] The model overestimated the observed O 3 in all southwest/west offshore flows except on days 16-17 July and 4 and 8 -11 August. Two case studies for southwest offshore flows on 20 and 30 July are shown in Figures 12  and 13 , respectively. On these days, long-range transport of urban plumes from both NYC and Boston region significantly impacted the atmosphere over the Gulf of Maine during the late afternoon as illustrated in Figure 12c and 13b. Comparison with the ozonesonde observations in Figures 12d and 13c shows that on these two days, the model simulated O 3 at 1840 UTC very well from ground to high altitudes ($2 km) at Narragansett, RI, but consistently overestimated morning O 3 (by $50 ppb) between the surface and $2 km over the ocean as shown by the ship ozonesonde. The model reproduced surface O 3 concentrations at $2200 UTC at the Portsmouth site when the ship arrived back in Portsmouth as shown in Figures 12c and 13b for both 20 and 30 July. Figure 13 also reveals that the model actually simulated the surface high O 3 (>80 ppb) very well at the AQS coastal sites in NH and Maine such as Reid State Park (Maine), Cape Elizabeth (Maine), Portsmouth (NH), Odiorne State Park (NH) and Newbury (MA). On the other hand, a case study for the southwest offshore flow on 10 August illustrated in Figure 14 reveals that the transport of only Boston urban plume impacted the ship observational region (Gulf of Maine). The relatively weak wind speeds (see Figure 11 ) later during the day reveal that sea breeze carried polluted air from the coastal waters inland into New Hampshire (see Figure 14b) ; similar features were found during 2002 Northeast Air Quality Study (NEAQS) [Angevine et al., 2004] . The model reproduced this episode very well as shown in Figures 14a and 14b . The significant increases of observed CO, NO y , NO 2 , and NO in Figure 11 during this day also strongly indicate the fingerprint of the fresh urban plumes directly from the Boston city. The model captured the buildup of these species well although it tended to overestimate their concentrations. Compared to the ozonesonde profiles, Figure 14c shows that the model O 3 vertical profiles between surface and $2 km are close to the observations both at Narragansett, RI, and on the Ronald H. Brown ship although the model results are slightly lower than observations by $10 ppb. The better model performance for O 3 + NO 2 than for O 3 at low concentrations as shown in Figure 14a that reveals that the model exaggerated the effects of NO titration on O 3 as inferred from the O 3 observations during the nighttime over the ocean. Upon closer inspection, it is noted that on other days with good model performance for southwest/west offshore flows, i.e., 16-17 July and 4 and 8 -11 August, the ship observations in Gulf of Maine were significantly affected only by Boston city plumes according to the model simulations. As pointed out by Angevine et al. [2004] , pollutant concentrations in stable layers over coastal water surfaces are allowed to remain high because of the lack of deposition or deep vertical mixing of the over-water trajectories. Our analyses suggest that for conditions involving southwest offshore flows impacted by long-range transport of NYC and Boston urban plumes, the model overestimated the O 3 concentrations over the ocean regions, but simulated the O 3 concentrations well over the ocean regions under the conditions impacted only by the Boston plumes. The transport patterns determine the model performance, indicating that the model does not simulate well the transport over land-ocean interface. This suggests additional investigation of the representations of boundary layer mixing and dry deposition over the ocean in the model. The large discrepancies between the model and observations for coastal grid cells where the model results are too high are due to the fact that the model's boundary layer mixing cannot resolve steep subgrid land-to-sea gradients.
[19] Figure 11 indicates that the model captured, with a good deal of fidelity, the temporal variations and broad synoptic changes seen in the observed wind speed, wind direction and relative humidity (RH) along the ship track most of the time, especially for RH, although with some occasional major excursions. The model reproduced the diurnal variations in the observed JNO 2 very well along the ship track most of the time, except on the peaks of 9, 18, 19, and 27 July and 5 and 8 August in which the model seriously overestimated the observations. Misplacements of cloud cover in the model results in the overestimations of Percentages (%) are the percentages of the comparison points at which model results are within a factor of 1.5 and 2 of the observations. N is number of samples.
the observed JNO 2 (not shown), which can also contribute to the higher O 3 bias. The model performance for JO 3 follows those of JNO 2 as shown in Figure 11 . The better model performance for JNO 2 along the ship track than for the aircraft may be because the aircraft flight paths covered much larger geographic areas and possibly encountered cloudy conditions more often.
Time Series Comparison and Diagnostic Evaluation at the AIRMAP Sites
[20] Figure 15 presents time series comparisons and scatterplots of the model predictions and observations for O 3 , CO, NO, NO y , SO 2 , JNO 2 , temperature (T) and RH at the CS site. Following Yu et al. [2003 Yu et al. [ , 2006 , the percentages of the comparison points where the model results are within a factor of 1.5 and 2, respectively, of the observations are listed in Table 5 . The model captured the hourly variations and broad synoptic changes seen in the observations of each parameter (O 3 , CO, NO y , JNO 2 , T and RH) (correlation coefficient>0.49, see Table 5 ) except NO and SO 2 at CS, IS and TF sites. The serious underestimation of NO, CO, NOy and SO 2 at the MWO site (the highest mountain (1916 m) in the northeastern United States), in part, reflects the inherent subgrid variability in their emissions and concentrations that are not adequately captured by the model grid structure. This is also due to the fact that usually the models misrepresent mountain sites because they essentially sample free tropospheric air while models can't resolve the terrain. Another possible reason for the underestimation at the mountain sites could be related to unrealistic downward mixing in CMAQ's convective scheme that may bring free tropospheric air to the mountain site and which can then result in the simulated low concentrations of these species. Relatively large discrepancies between modeled and measured concentrations are noted for primary species, such as NO and SO 2 . These are likely related to the discrepancies between modeled and observed wind speed and direction, which cause modeled plumes to be displaced leading to relatively larger error for primary species when the modeled and measured values are paired in space and time. The model underestimated CO by 20-50% consistently at each site, similar to those comparisons for the vertical profiles. As shown in Figure 16 , the Eta model tended to overestimate the observed PBL heights at all times at Concord, NH, which were derived from radar wind profilers during the 2004 ICARTT study [Pleim, 2007] . The general overestimations of the PBL heights by the Eta model could also cause the underestimation of precursor concentrations at the surface sites. The model reproduced the observed temperatures with $±5% errors and relative humidity (RH) with $±10% errors at CS and TF sites.
[21] The analysis of photolysis rates of NO 2 focuses on daytime data by excluding data where JNO 2 < 5 Â 10 À5 s
À1
following Thornton et al. [2002] . Table 5 indicates that the model reproduced 49.6%, 43.1% and 53.8% of observed JNO 2 values within a factor of 1.5 at the CS, MWO and TF sites, respectively. DeMore et al. [1997] suggest that about ±20% uncertainty in photolysis rates can be associated with uncertainty in the cross section and quantum yield data used in the calculation of JNO 2 values. The sensitivity tests of Hanna et al. [2001] indicate that a 50% uncertainty in JNO 2 could cause about a 40 ppbv, or a 20% uncertainty in predicted maximum O 3 concentration in their cases. Addi- [22] The upper limits of the ozone production efficiencies (e N ) value can be estimated by the O 3 -NO z (NO z = NO y À NO x ) slope. Jacob et al. [1995] estimated NO 2 concentrations for daytime conditions during the Shenandoah Cloud and Photochemistry Experiment (SCAPE) by assuming the NO/NO 2 /O 3 photostationary steady state (PSS) in order to obtain NO x and NO z concentrations. Following Jacob et al. [1995] , Griffin et al. [2004] and Kleinman et al. [2004] , NO 2 concentrations at the CS and TF sites were estimated on the basis of the PSS assumption in this study. On the basis of comparisons between observed and calculated NO 2 from the field program, Kleinman et al. [2004] estimated an accuracy of ±25% for the calculated NO 2 values by the PSS assumption for NO x to NO y ratios in fresh plumes. On the basis of the ship data in which NO 2 concentrations were observed (see section 3.3) in this study, it was found that the mean NO 2 concentrations for the observations and estimations by the PSS assumption are 2.41±2.87 and 3.36±4.36 ppbv, respectively, with correlation coefficient of 0.932 between them. The PSS assumption overestimated the observed NO 2 by 28% in this case. In this study, the PSS assumption is only used to estimate NO 2 concentrations at the CS and TF sites. Figure 17 and Table 7 ). While the e N values of the model (5.2 to 6.4) and observation (8.5 to 10.7) at the CS and TF sites are close to the lower and higher bounds of the estimated ranges (5 to 10) of other investigators [Olszyna et al., 1994; Fiore et al., 2002] at rural sites in the eastern United States, respectively, the modeled e N value is about 40% lower than the observations. The modeled intercepts (background O 3 ) are consistently higher than the observations at each location. The results along the ship tracks over the ocean in Table 7 and Figure 17 reveal that the modeled e N value (3.6) is much lower than the corresponding observation (11.7) and both modeled and observed e N values are outside of estimation range (5 to 10) of other investigators at rural sites in the eastern United States. As suggested by Chin et al. [1994] , the e N values estimated by the O 3 -NO z slopes are upper limits because NO z species (primarily HNO 3 ) are removed from the atmosphere more rapidly than O 3 . Figure 17 shows that compared to the observations, the model produced less O 3 at the high NO z regime. The scatterplots of Figure 17 also reveal that the modeled NO z concentrations were higher than the observations, indicating that the model chemistry produces more terminal oxidized nitrogen products than inferred from observations, thereby contributing in part to the noted underestimation of e N .
Summary and Recommendations
[23] A rigorous evaluation of the Eta-CMAQ forecast model performance for O 3 , its related precursors, and meteorological parameters has been carried out over the eastern United States by comparing the model results with Figure 16 . Comparison of PBL height of the Eta model and observation derived from a radar wind profiler at Concord, NH, averaged over the ICARTT period. values significantly when solid cloud deck was above the aircraft. The poor model performance for JNO 2 during cloudy periods is tied to both misplacements of cloud cover, potential inaccuracies in estimation of attenuation of photolysis rates for cloudy conditions. On the other hand, the model was able to reproduce the vertical profiles of observed water vapor and wind speed.
[24] The capability of the model to reproduce the observed pollutants over the ocean areas (Gulf of Maine) differed from day to day, depending on the offshore flow types and transport patterns, i.e., good performance for marine or continental clear flows from the east/north/northwest/south and southwest flows influenced only by Boston city plumes but overestimation for southeast flows influenced by the long-range transport plumes including both NYC and Boston. Time series comparisons at the AIRMAP sites indicate that the model captured the hourly variations and broad synoptic changes in the observations of different gas species (O 3 , NO 2 , CO, NO y , PAN) except NO and SO 2 at each site, although there were occasional major excursions. The e N values of the model (5.2 to 6.4) and observations (8.5 to 10.7) at the CS and TF sites are close to the lower and higher bounds of the estimated ranges (5 to 10) of other investigators at rural sites in the eastern United States, respectively. However, the modeled e N value is about 40% lower than the observations. Since the majority of the eastern United States during the summer 2004 experienced unusually cool and wet conditions, the model performance presented here is probably not climatologically representative of summertime, but is unique to the summer of 2004.
[25] In light of the uncertainties in the photochemical mechanism, prognostic model forecasts of meteorological fields, and challenges associated with real-time specification of the day-to-day variability in emission patterns and magnitude, the overall performance of the Eta-CMAQ forecast model during the ICARTT period can be considered to be reasonable since the traditional performance metrics of error and bias in predicted concentrations are similar in magnitude to those from typical hind-cast applications with regional air quality models [e.g., Russell and Dennis, 2000] . Nevertheless, comparisons with the detailed measurements from ICARTT revealed several systematic trends in model errors and biases, addressing which can result in substantial improvements in the model's forecast skill. On the basis of our analysis the following recommendations for improvements in model processes and key input data are offered:
[26] 1. Since the prognostic model forecasts of meteorological fields, especially the accurate description of frontal passages, cloud cover, and wind fields, are key to forecasting regional air quality, improvements in the forecast of these variables will directly lead to improvements in the predictions of local pollution gradients as well as in representation of regional pollution patterns.
[27] 2. Limited comparisons with profiler data suggest overestimation of simulated boundary layer heights which may lead to excessive dilution of pollutant species, and suggest the need for improvements in representation of subgrid treatment of PBL processes and mixing therein.
[28] 3. The systematic overpredictions in simulated JNO 2 and O 3 under conditions of widespread cloudiness highlight the need for accurate representation of the effects of clouds on photolysis attenuation as well as accurate representation of spatial trends in cloudiness in the models.
[29] 4. The systematic overprediction in simulated freetropospheric values of O 3 highlights the need for improved methods for lateral boundary conditions through consistent coupling with larger-scale models.
[30] 5. The systematic underprediction of NO at altitudes >6 km suggests the possible role of emissions from lightning and aircrafts, which have traditionally not been included in episodic regional-scale modeling but may potentially be important for continuous long-term applications. The NO underpredictions also highlight the need for greater scrutiny of the performance of current chemical mechanisms at the lower temperature range typical of the free troposphere.
[31] 6. Relatively large discrepancies between modeled and observed pollutant concentrations during events influenced by biomass burning highlight the need for accurate event-based representation of these emissions in real-time applications.
