INTRODUCTION
Newly arrived feedlot calves may be stressed de pending on whether they have been recently weaned, how much time they have spent in marketing chan nels, and whether they undergo some intensive man agement procedures at arrival. This stress and fatigue ABSTRACT: Two groups of cattle were used to develop (model data set: 384 heifers, 228 ± 22.7 kg BW, monitored over a 225d feeding period) and to validate (naïve data set: 384 heifers, 322 ± 34.7 kg BW, monitored over a 142d feeding period) the use of feeding behavior pattern recognition techniques to predict morbidity in newly arrived feedlot cattle.
In the model data set, cattle were defined as mor bid (MO) if they were removed from their pen to be treated due to visual observation of clinical signs of bovine respiratory disease and healthy (HL) if they remained within their pen and lacked lung lesions at slaughter. Individual feeding behavior parameters col lected with a GrowSafe automated feeding behavior monitoring system were reduced via principal com ponent analysis to 5 components that captured 99% of the variability in the data set. Combinations of clustering and cluster classification strategies applied to those components, along with pattern recognition techniques over different time windows, produced a total of 105 models from which precision, negative predictive value, sensitivity, specificity, and accuracy were calculated by comparing its predictions with the actual health status of individual cattle as determined by visual assessment. When the models with the best specificity (models 79 and 87), sensitivity (models 33 and 66), and accuracy (models 3 and 14) in the model data set were used in a naïve data set, models 79 and 87 were not able to predict any MO heifers (0%), with all animals (100%) being predicted as HL. The application of pattern recognition algorithms to feeding behavior has potential value in identify ing MO cattle in advance of overt physical signs of morbidity. Work on an integrated system that would automatically process data collected from automated feed bunk monitoring systems is still required, how ever, for this method to have value to the commercial feedlot industry as a practical means of identifying MO cattle in real time.
reduces immune function, increasing the susceptibil ity to diseases such as the bovine respiratory disease (BRD; McEwen and Wingfield, 2003) . Morbidity and mortality from BRD in receiving cattle continue to be the most significant health problems facing the North American beef cattle industry in terms of animal welfare and economic loss (Duff and Galyean, 2007; Smith, 1998; USDA, 2013) . Accurate predictions of cattle health status are essential in modern feedlots (Booker et al., 2004) , as they provide evidence to develop proactive strategies to improve the management of the disease (Babcock et al., 2013a) . Recognizing the health status of cattle can be difficult, however, as it is mostly based on the sub jective evaluation of individual behavior rather than on physical characteristics (Broom, 2006) . The use of automated feeding behavior monitoring systems coupled with mathematical models has the potential to aid in the detection of ill animals (Berckmans, 2004; Wathes et al., 2008) . Previous studies (Daniels et al., 2000; Quimby et al., 2001 ) have reported a reduced time spent at the feed bunk of morbid compared with healthy cattle using simple linear statistics. To date, no studies have used nonlinear data mining analysis tech niques, such as pattern recognition, clustering, and al gorithms, to analyze feeding behavior in an attempt to characterize patterns of feeding behavior exhibited by healthy vs. morbid cattle. The objective of this work was to develop and test an algorithm to detect early morbidity from feeding behavior patterns of newly ar rived feedlot cattle.
MATERIALS AND METHODS

Animals, Diets, and Housing
To validate the developed model, it was necessary to compare the results obtained in the model data set against a naïve data set. This prevents the problem of overfitting, that is, making the model too specific for the model data set (Goodner et al., 2001) , and results in a better assessment of the performance of the gener ated models. Therefore, 2 groups of cattle were used in this study, the first to generate the model data set and the second to generate a naïve data set for testing of the model. All cattle were cared for in accordance to the Canada Council of Animal Care (1997) guidelines.
Model Data Set. Three hundred eighty-four (228 ± 22.7 kg BW) predominantly British × Continental, nonpreconditioned heifers were monitored over a 225d feeding period. All heifers were purchased from auction markets located between 580 and 950 km from the Cactus Feeders feed yard in Amarillo, TX. Upon arrival, cattle were administered the following: metaphylactic dose of tilmicosin (Micotil; Elanco, Greenfield, IN), an infectious bovine rhinotrache itis-Leptospira modified live vaccine (Vista 5 L5 SQ; Intervet Animal Health, Inc., Boxmeer, Netherlands), 7way clostridial bacterintoxoid (Vision7; Intervet Animal Health Inc.), a drench containing 1,000,000 IU vitamin A and 200,000 IU vitamin D (Rovimix dis persible liquid; Roche Vitamins, Inc., Nutley, NJ), an antiparasitic (Dectomax; Pfizer Animal Health, New York, NY), and a growth promotant (Synovex-H; Wyeth Animal Health, Guelph, Canada). All heifers were reimplanted 115 d later with another growth pro motant (FinaplixH; Intervet Animal Health Inc.).
Additionally, cattle were ear tagged with a passive transponder that allowed individual identification and continuous monitoring of feeding behavior patterns us ing the GrowSafe system (GrowSafe Systems, Airdrie, Canada). This electronic monitoring system consisted of a neoprene mat located in the feed bunk, on the far side of the bunk facing the heifers, which contained an antenna and a reader panel to receive signals from ear tags at a distance of up to 45.7 cm. A desktop computer housed in a weatherproof location and connected to the series of reader panels via a data cable recorded and stored information every 5.6 s about individual identification and time of day when the heifer was at the feed bunk. After being processed, cattle were held in receiving pens for 2 d before they were randomly allotted to 4 adjacent pens containing the GrowSafe system. The number of animals assigned to each pen was adjusted to provide approximately 24 cm of feed bunk space and 14 m 2 of pen space per heifer.
Upon arrival at the feedlot, cattle were fed a high roughage receiving diet (Table 1) . The transition to the final finishing diet included a step-up program with 10 increases in grain over a 45d period to gradu ally increase the energy content of the diet. Heifers in all pens were fed 3 times daily at approximately 0600, 0900, and 1300 h and were allowed free access to drinking water. The supplement delivered on the last feeding of the day contained melengestrol acetate (MGA; Pfizer Animal Health; 0.5 mg MGA/heifer/d) to suppress estrus. All diets were formulated to meet or exceed requirements for finishing beef cattle (NRC, 1996) . Feed bunks were visually inspected and scored for the amount of residual feed at approximately 0600 h daily. Cattle were fed ad libitum, with the amount of feed issued to each pen adjusted daily by the amount of feed, if any, remaining in the bunk before the first feeding of the day.
Naïve Data Set. Three hundred eightyfour (322 ± 34.7 kg BW) feedlot heifers, mixed breed British × Continental, were monitored over a 142d feeding pe riod under similar management conditions as for cattle used for the development of the model data set and were housed at the at the same feedlot (Cactus Feeders feed yard, Amarillo, TX).
Upon arrival at the feedlot, cattle were fed a re ceiving diet (Table 2) with the transition to the final finishing diet accomplished using 2 step-up rations over 19 d. The receiving diet and the 2 transition diets were fed 3 times daily at approximately 0600, 1030, and 1300 h. The finishing diet was fed twice daily at 0600 and 1300 h. Feed delivered on the second feed ing of the finishing diet included MGA (Pfizer Animal Health; 0.5 mg MGA/heifer/d) in the supplement to suppress estrus. All diets were formulated to meet or exceed requirements for growing-finishing beef cattle (NRC, 1996) . All cattle had free access to drinking water.
Data Collection
Health Status Classification. In the model data set, heifers were defined as morbid (MO) if they were removed from their home pens for medical assessment and treatment on one or more occasions at any point over the 225d trial. Heifers were removed for treat ment according to the visual observation of trained feedlot personnel of signs of illness, including reluc tance to move, anorexia, nasal and/or ocular discharge, and coughing. After being removed, heifers were as sessed and diagnosed by staff members, treated ac cordingly, and moved to a hospital pen, if necessary, where heifers were monitored on a daily basis until recovery was observed based on the absence of fever and diminished signs of sickness. The type of illness the cattle were being treated for was recorded, and only cattle diagnosed with BRD at the time of treat ment were used in this study. Dead and prematurely culled cattle were not included in the MO group. Carcass information as well as incidence of lung lesion data was collected on all heifers at slaughter. Heifers that had not been removed for sickness and did not have any lung lesions at slaughter were defined as healthy (HL). It was assumed that heifers having lung lesions suffered from BRD at some point during their lives. Therefore, cattle that were never removed for morbidity but had lung lesions at slaughter were not included in the HL group.
To reduce the possibility of false positive (cat egorizing HL cattle as MO) and false negative clas sification (categorizing MO cattle as HL), a severity index of morbidity was created. Each MO heifer was included into the mild, moderate, or severe subgroup based on a combination of the number of times that it was removed from its home pen due to sickness and the number of days spent in the hospital pen on its first removal, as detailed in Table 3 . Feeding Behavior Data. Individual feeding be havior was collected with an automated feed bunk monitoring system (GrowSafe Systems) as previously described by Schwartzkopf-Genswein et al. (1999) . Data were compiled into a format where the start and end of each feeding observation were used to define feeding events and their duration in seconds. A feed ing event was defined as the length of time an animal spent at the feed bunk without interruption. Feeding events that were separated by an interruption shorter than 300 s in length were grouped into meals, as pre viously described by Schwartzkopf-Genswein et al. (2002) . Interruptions separating each meal were de fined as nonfeeding periods. Twelve feeding behavior variables were then calculated for each heifer using the MEANS procedure of SAS (version 9.1; SAS Inst., Inc., Cary, NC), including meal frequency (number of meals per day), total meal duration (sum of the length of all meals occurred within a day), mean and SD of meal duration (average and SD of the length of meals occurred within a day), shortest and longest meals (du ration of the shortest and longest meals within a day), frequency of nonfeeding periods (number of nonfeed ing periods per day), total nonfeeding time (sum of the length of all nonfeeding periods occurred within a day), mean and SD of nonfeeding period duration (average and SD of the length of nonfeeding periods occurred within a day), and shortest and longest non feeding periods (duration of the shortest and longest nonfeeding periods within a day; Table 4 ).
Data Mining
Data Set Creation, Cleaning, and Reduction. To reduce the amount of data to be analyzed, only feeding behavior data from 10 d before a MO individual being removed from its home pen for medical assessment and treatment were used in the analysis. This 10d pe riod was chosen arbitrarily to ensure changes in feed ing behavior due to sickness (which may occur up to 7 d before clinical symptoms were observed; Wolfger et al., 2014) were captured in the final data set. The final data set included data from all MO cattle and a match ing number of HL cattle. In this manner, a 1:1 ratio of MO to HL cattle was obtained from the original data set such that for every MO animal, a HL animal was randomly selected from the same pen on the same day. This approach ensured that subjects were selected under similar environmental and feedlot management conditions. In cases where the MO individual was re moved from the pen before spending 10 d in the feed lot, only data from the beginning of the experiment to the day before removal of the animal from the pen were included in the analysis for that particular MO-HL pair.
To ensure that the model developed was based on MO cattle, only data for individuals with severe and moderate categories were included. Furthermore, to reduce data variability and in an attempt to increase the accuracy of the final model, only the phase of the day in which cattle were most active at the feed bunk were used in the analysis. Data from all selected cattle were reduced to three 4h periods representing daily feed bunk activity (0600 to 1000, 1000 to 1400, and 1400 to 1800 h) over the 10 d before removal cattle from the pen.
After these refinement and reduction stages, the fi nal data set included the feeding behavior data of each heifer collected during three 4h periods per day, over a maximum of 10 d, resulting in 30 blocks of behav ioral information per animal, with block 1 being the period immediately before the animal was removed from its home pen and block 30 being 10 d before its removal.
Principal Component Analysis. This mathemati cal method was used, as described by Fukunaga (1990) , Table 3 . Strategy to define the severity of morbidity for each heifer based on how many times that heifer was removed from its home pen due to sickness and the number of days spent in the hospital pen on its first removal to transform the original feeding behavior variables into new uncorrelated variables called principal com ponents. Each principal component represented a lin ear combination of the original feeding behavior vari ables and allowed a dimensionality reduction, classi fication of data points, and identification of patterns in the original data set (Jolliffe, 1986; Jackson, 1991) . The application of principal component analysis to the data using the PRINCOMP procedure of SAS resulted in the identification of 5 principal compo nents that captured 99% of the variability (Table 5) . Based on these results, these 5 principal components were selected to construct a revised data set to be used as input data for cluster analysis.
Cluster Analysis. A k-means technique with the default FASTCLUS procedure of SAS was used to cluster the principal components data set such that in tracluster variance was minimized while intercluster variance was maximized (Duda et al., 2001) . The low est number of clusters to be analyzed was naturally de fined as 2, given that a minimum of 2 groups (i.e., HL and MO) were expected to emerge from the clustering. The upper limit of number of clusters was selected by testing the performance of the algorithm using an increasing number of cluster strategies, to the point where the overall model performance defined as the accuracy of predicting health status started to decline. Accuracy of the algorithm started to decline when the input data were divided into more than 6 clusters. As a result, the number of cluster strategies to be used for further model development calculations ranged be tween 2 and 6.
Classification. Once the principal components were grouped into 2 to 6 clusters, they were classified as MO or HL based on the percentage of MO cattle in cluded in each cluster. The final objective was to match specific behaviors with a health outcome. However, very similar behaviors (clustered together) often oc curred in both HL and MO heifers at the same time. A 50% threshold was selected as the central criteria on the rationale that if more than half of animals within a cluster were MO, then it was labeled as a MO cluster. Clusters that were not MO clusters were defined as HL clusters. To assess the soundness of this 50% thresh old, 45 and 55% thresholds were also tested when de veloping the models.
For model development purposes, all animals be longing to a cluster, that is, with very similar feed ing behavior, were assumed to have the same health status as the majority of that cluster. In other words, if a cluster was defined as a MO cluster, then all ani mals belonging to that cluster were assumed to have MO status. This classification process was repeated for each animal at each single time period (for a total of 30 time periods), which means that even though a HL heifer could have been labeled as MO at one time period, it still needed to follow a certain pattern (next step of the data process) to finally be declared as MO.
Pattern Recognition. After processing the feeding behavior data set of each animal with any combination of clustering and classification strategies, the appar ent health status classification was obtained for each animal at each single time period. Concatenating all these apparent health status classifications produced a binary (HL/MO) string of the same length of the num ber of periods from which the feeding behavior of that heifer was collected.
The overall health status of each animal was sub sequently determined by calculating the median of its apparent health status over a time window. A time win dow was defined as a subset of consecutive periods of each animal's binary string. For this analysis different window sizes (3, 5, 7, 9, 11, 13 , and 15 blocks) were considered based on the rationale that a minimum of 1 day's data (i.e., 3 blocks) would be required to make a decision and that the window size should be of odd length to avoid a situation where an even number of HL and MO declared health statuses may arise.
An upper limit, or ceiling, value (Z) was deter mined for each time window as follows: in which W was defined as the window size (number of consecutive blocks of the binary string). Then, for each animal and window size, if the analysis returned a number of MO health status classifications ≥Z, then the animal was classified as MO; otherwise, the ani mal was classified as HL. Each one of the 15 binary strings for each animal was then analyzed using this time window algorithm to return a declared health sta tus value for each animal under each combination of cluster strategies and threshold levels.
Validation and Evaluation of the Models in the Naïve Data Set
Comparison of each model prediction over the en tire analyzed period to the visual observations in the model data set could result in 4 possible outcomes: 1) if the model classified the heifer as MO and visual signs of sickness were observed, it was identified as a true positive; 2) if the heifer was classified as MO but no symptoms were observed, it was identified as a false positive; 3) if the model classified the heifer as HL and no visual signs of sickness were observed, it was identified as a true negative; and 4) if the heif er was classified as HL but showed visual signs of sickness, it was identified as a false negative. Figure  1 shows a contingency table representing the 4 pos sible outcomes obtained from the models predictions as well as the equations of several common metrics that can be calculated (i.e., precision, negative pre dictive value (NPV), sensitivity, specificity, and ac curacy). All these parameters were calculated for all the models produced from the model data set for later comparisons of its overall performance. However, if those models were to be applied to an actual popula tion where MO and HL heifers were not paired as in our model data set, the accuracy, precision, and NPV of the models would be greatly influenced by the true prevalence of disease. A receiver operating charac teristics (ROC) graph was created as described by Fawcett (2006) for visualizing, organizing, and select ing models based on performance.
Models were evaluated based on 3 specific crite ria: 1) high specificity: models in which a high per centage of HL heifer predictions were correct; 2) high sensitivity: models in which a high percentage of MO heifer predictions were correct; and 3) high accuracy: models in which a high percentage of MO and HL pre dictions were correct.
A common scenario in assessing modeling strat egies is to evaluate their performance in a different (naïve) data set (Goodner et al., 2001 ). This prevents the problem of overfitting, that is, choosing a model too specific for just 1 data set. Based on our severity index of morbidity, as detailed in the model data set, a subset of 13 MO:HL pairs were identified from the na ïve data set. Data collection and mining were applied using the same procedure outlined for the model data set. All the models developed with the model data set were applied to the naïve data set, and those 2 mod els that exhibited the highest performance based on the 3 criteria described above were selected for fur ther analysis. Model predictions on the naïve data set were then compared with the actual health status of the animal. As with the model data set, the performance of each model in the naïve data set was evaluated by calculating its precision, NPV, sensitivity, specificity, and accuracy, along with a ROC graph.
Statistical Analysis
Raw data from the GrowSafe system were im ported and compiled into custom software using Visual Basic 6.0 (Microsoft Corporation, Redmond, WA) com bined with an Oraclebased database (Internet Rapid Application Development [IRAD] ; Oracle Corporation, Redwood Shores, CA). This IRAD software was used to summarize the feeding events based on the previous definitions. This information was further processed and summarized by each time period.
Differences on the accuracy of different model ing strategies on predicting health status of the naive data set were analyzed using the MIXED procedure of SAS, where the model included the effects of number of clusters, thresholds of morbidity, and windows sizes. Degrees of freedom were calculated using the KenwardRogers method. The percentage of accuracy had to be log transformed to achieve a normal distribution before analysis. Significance was declared at P < 0.05.
RESULTS
Model Data Set Characteristics
Out of the 384 heifers used for the model data set, 267 remained in their home pen throughout the study with no apparent signs of sickness (Fig. 2) . After ana lyzing the carcass information, however, 28 out of the 267 heifers had lung lesions and, as a result, were ex cluded from the study. The remaining 239 cattle had no lung lesions and were therefore classified as HL.
Out of the original data set, 93 heifers were moved from their pen for treatment after showing signs of morbidity, with 17 of these having lung lesions at slaughter. Upon classification, 70 of these 93 heifers showed a moderate or severe morbidity index (15 of them had lung lesions) and were included in the MO group. Cattle with a mild morbidity index (23) along with 25 that died or were prematurely slaughtered were not included in the data set.
Fifty-two out of the 70 heifers (74.3%) removed from their pen for treatment, which exhibited either moderate (45.7%) or severe (28.6%) morbidity, were removed within 14 d after entering the feedlot. The rest of the heifers (18 cattle), with either moderate (18.6%) or severe (7.1%) morbidity, were removed after this point.
Performance of Different Model Development Strategies
The different combinations of cluster strategies, thresholds of morbidity, and windows sizes to recog nize a feeding pattern resulted in 105 different models being used to assess the initial data set. Data shown in Table 6 summarizes all the models tested and their performance in predicting MO and HL heifers on the model data set. The ROC graph of all models (Fig.  3 ) was used to identify the 2 models that performed best under each of the 3 criteria defined earlier (i.e., high specificity, high sensitivity, and high accuracy). Models 79 and 87 had the greatest specificity as they did not generate any false positive result (specificity of 100%; Table 6 ). Model 79 correctly predicted 40% of the MO heifers, and this occurred 3.6 ± 1.71 d before they were removed from the pen for treatment. Model Final number (n) of healthy (HL) and morbid (MO) cattle used for developing the model from the original data set based on whether the heifers showed signs of morbidity, the severity of these signs, and the presence of lung lesions at the time of slaughter. Table 6 . Model information and performances predicting morbid and healthy heifers in the model and naïve data sets with all the cluster, threshold, and window size strategies developed in this study (sorted from greatest to smallest accuracy in the naïve data set) 
Application of the Selected Models to the Naïve Data Set
When the 2 models that performed best in the model data set based on the 3 criteria defined earlier (i.e., high specificity, high sensitivity, and high accu racy) were used to predict morbidity in the naïve data set, models 79 and 87 were not able to predict any MO heifers (0%), with all animals (100%) being predict ed as HL. Model 33 predicted 58.3% of the HL and 66.7% of the MO heifers, with MO heifers being pre dicted 3.1 ± 1.64 d earlier than their actual pen remov al. Model 66 predicted 50.0% of the HL and 75.0% of the MO heifers, with MO heifers being predicted 3.1 ± 1.76 d earlier than their removal for treatment. Model 3 predicted 100% of the HL and 50.0% of the MO cattle, with MO cattle being predicted 1 d earlier than their removal from the pen. Model 14 predicted 83.3% of the HL and 58.3% of the MO cattle, with MO cattle being identified 2.4 ± 1.99 d earlier than their removal from the pen for treatment.
When the rest of modeling strategies were applied to the naïve data set, models identified as 1, 2, 3, and 5 from Table 6 showed a 100% precision and specificity, with an overall accuracy of 79.2 (models 1 and 2) or 75.0% (models 3 and 5). Model 4 showed a 100% NPV and sensitivity, with an overall accuracy of 75.0%. Figure 4 shows the ROC graph of all tested models from the model data set applied to the naïve data set. The accuracy on predicting health status in the naïve data set was greater (P = 0.01) in models with 4 clus ters than those with 2, 3, or 6 and in models with 4 or 5 compared with those with 2 clusters (Fig. 5) . The accuracy was also greater (P < 0.01) when the cluster classification threshold was 55% compared with 50 or 45% and when it was 50 compared with 45%. Receiver operating characteristic graph of the model's per formance in the model data set. The true positive rate (calculated as the sensitivity) is plotted on the yaxis and the false positive rate (calculated as 1 -specificity) is plotted on the xaxis. The diagonal dash line (y = x) represents the strategy of randomly guessing the health status. The size of the circle represents the number of models with exactly the same true and false positive rates. Throughout the figure, squares with numbers identify models 79 and 87 from Table 6 , those with the greatest specificity (i.e., lowest false positive rate); models 33 and 66 from Table 6 , those with the greatest sensitivity (i.e., greatest true positive rate); and models 3 and 14 from Table 6 , those with the best overall accuracy.
DISCUSSION
Early Detection of Morbidity and Its Application
The use of pattern recognition techniques applied to feeding behavior in feedlot heifers was successfully used to develop algorithms that correctly predicted the health status in 4 out of 5 receiving heifers from the na ïve population, as evidenced by a prediction accuracy of 79.2% for Models 1 and 2 of Table 6 . In addition, these 2 models had a precision of 100%, which means that no HL cattle were ever classified as MO, and a NPV of 70.6%, which means that only 3 out of 10 heif ers classified as HL were actually MO. Application of these early detection of morbidity algorithms in a com mercial feed yard would have benefits in terms of re ducing drug costs and improving animal performance due to the fact that cattle would be treated for sickness only when they actually required it. Current metaphy lactic protocols are based on mass antimicrobial medi cation to all receiving cattle. Even assuming that with these models there will always be a proportion of false positives and that the reduction of drug use will apply only to the true negatives, it can still be considered a step toward a reduction in antimicrobial use. Moreover, the methodology outlined in this paper, in combination with other strategies such as preconditioning of calves or risk factor analysis, could play an important role in increasing the effectiveness of combating infectious diseases in their early stages and, hence, reducing drug use as well as antimicrobial resistance. This will be in agreement with the World Health Organization (2000) global principles for the containment of antimicrobial resistance in animals intended for food, where it is stated that prophylactic use of antimicrobials in control programs should be regularly assessed both for effec tiveness and to see whether such use can be reduced or stopped. In Models 1 and 2, however, approximately 30% of MO cattle would not be detected, with con sequent losses in late treatment, mortality, or spread of the disease among HL cattle. Caution must be used when extrapolating these numbers to another popula tion. Although sensitivity and specificity are inherent to each model, predictive values of the models (NPV and precision) and accuracy would vary based on the actual prevalence of the disease. In fact, for any diag nostic test, the precision will fall and the NPV will rise as the prevalence of the disease falls, and vice versa (Loong, 2003) . For example, if Model 6 was applied to a population where the prevalence of BRD was 30% (instead of the 50% prevalence of our paired naïve population), the precision would decrease from 87.5 to 75.1% but NPV and accuracy would increase from 68.8 and 75.0 to 83.7 and 81.7%, respectively. On the other hand, if prevalence was greater, for example, 70%, pre cision would increase to 94.2% but NPV and accuracy would decrease to 48.5 and 68.3%, respectively.
Model 4 from Table 6 correctly predicted the health status of 3 out of 4 receiving heifers (75% accu racy), with an NPV of 100%, meaning that no MO cat tle were ever classified as HL, and a 66.7% precision, which means that 1 out of 3 heifers classified as MO were actually HL. The benefits of the application of this algorithm to a commercial feedlot would include the correct identification of all the MO cattle, with the consequent savings on the use of drugs and labor. Onethird of the HL cattle, however, would also be treated when they did not potentially require it. Nevertheless, this still would represent a lower use of antimicrobi als compared to the metaphylactic treatment strategy commonly used by North American feed yards for receiving cattle. The World Organization for Animal Health (OIE, 2003) has recognized the need to work on the containment of antimicrobial resistance, advo cating for the prudent use of antibiotics. Ineffective usage of antimicrobials as prophylaxy or metaphylaxy may result in bacterial pathogens of BRD exhibiting an increased resistance to a large number of antibiot ics (Hodgins and Shewen, 2004) . Therefore, early de tection of morbidity based on feeding behavior could suppose a benefit in reducing the use of antimicrobial therapy while preserving animal health and welfare.
Models that performed best on the model data set were not necessarily the same models that performed best on the naïve data set. Models with the greatest ac Table 6 , those with the greatest specificity in the model data set (i.e., lowest false positive rate); models 33 and 66 from Table 6 , those with the greatest sensitivity in the model data set (i.e., great est true positive rate); and models 3 and 14 from Table 6 , those with the best overall accuracy in the model data set.
curacy (83.8%) in the model data set were ranked 3rd and 33rd for accuracy on the naïve data set. This is most likely due to the heterogeneity of both data sets and leads to the conclusion that the accuracies of prediction in both data sets could be improved by making the mod eling data set larger and more diverse. Such improve ments would allow identification of a more accurate algorithm to predict the health status of receiving cattle. Data provided in Fig. 5 suggest that a model strategy where data is divided in 4 clusters, classified based on a 55% threshold of morbidity and with a window size of around 9 periods of length (equivalent to 3 d), will result in the greatest accuracy when early detecting ill ness in a population of receiving cattle similar to the ones used in this study. The algorithm presented in this paper must be considered a prototype, and further re search is needed to improve overall model performance with different populations of beef cattle.
Depending on the use in a commercial setting, a feedlot may want to select the model that predicts mor bidity earlier with less accuracy or later with more accu racy. For example, Model 33 offers a 62.5% of accuracy predicting MO heifers over 3 d earlier than when the individual was removed from the pen, whereas Model 3 offers a 75.0% of accuracy predicting MO heifers but only 1 d before they were diagnosed as being ill and re moved from the pen. In any case, early prediction of MO cattle has the potential to improve treatment response and to decrease the rate of development of chronic BRD and/or mortality (Apley, 1997) , with subsequent eco nomic benefit derived from a better growth performance and lower death loss (Snowder et al., 2006) .
When choosing a strategy to reduce morbidity in feedlot cattle, metaphylactic antimicrobial therapy has been effective in reducing the negative health and per formance effects associated with BRD (Nickell and White, 2010) . Moreover, previous studies (Wittum et al., 1996) suggested that the use of antimicrobial therapy only on clinically ill feedlot cattle is not ad equate to prevent all the production losses attributable to respiratory tract disease. The use of realtime infor mation to predict an individual animal's proneness to respiratory disease, however, could offer the ability to tailor treatment programs for individual animals be fore they show clinical symptoms of BRD. This has the potential to not only avoid irreversible pulmonary lesions but also to maximize the effectiveness of an tibiotic therapy while ensuring prudent use of antimi crobials and minimizing the development of antimi crobial resistance. Therefore, practitioners must use experience as well as known risk factors for the group to estimate the expected BRD risk for the population. This classification, along with welfare, economic, and environmental factors, has to be used to implement an effective health program.
Feeding Behavior as Predictor of Morbidity
Findings from the model data set indicated that 62.2% of the animals with lung lesions were not re moved from their pen for antimicrobial treatment. This is similar to the 68% reported by Wittum et al. (1996) and to the 69.5% reported by Thompson et al. (2006) . Although it is not possible to determine if those lung lesions were developed before or after the heif ers arrived to the feedlot, it seems obvious that many cases were either subclinical (Hoerlein et al., 1973) or were missed, suggesting that current methods of sick ness detection are not effective for resolving the dis ease. In addition, most animals become sick within a short period after arrival to the feedlot (Griffin, 1998; Mathison, 1993; Smith, 1998) , as evidenced by the fact that 75% of the animals were identified as clin ically ill within the first 14 d on feed. Results from this study suggest that MO cattle exhibit a common feeding behavior pattern before overtly displaying any signs of illness and can be differentiated from HL cat tle using feeding behavior data assessed using pattern recognition techniques.
Previous studies have shown changes in feeding behavior due to BRD morbidity. Sowell et al. (1998 Sowell et al. ( , 1999 identified that MO heifers spent less time at the feed bunk and spent less time at the bunk in re sponse to feed delivery than did HL heifers. Similarly, Schwartzkopf-Genswein et al. (2005) reported that re ceiving heifers that required drug treatment throughout a 227-d trial spent less time at the feed bunk and made fewer visits to the feed bunk than cattle that never re quired any treatment. As far as we know, this is the first study that tried to identify those changes in feed ing behavior to predict morbidity using pattern rec ognition techniques. The results obtained are similar to those reported by Quimby et al. (2001) , who used linear statistical methods to predict morbidity in newly received cattle based on the time spent by each animal at the feed bunk with an overall accuracy of 86% and an average of 4.5 d in advance of the animal being removed for treatment due to visual observation of BRD symptoms. More recently, Wolfger et al. (2014) showed that an increased mean meal intake, meal fre quency, and intermeal interval was associated with a decreased hazard for developing BRD 7 d before vi sual identification of clinical symptoms. Besides the use of a nonlinear data mining analysis to develop a predictive model, the main difference between the present study and those cited is testing the developed procedure on a naïve data set. As emphasized by nu merous pattern recognition experts (Duda et al., 2001) , testing is the last but most crucial part of the pattern recognition and method development process.
Feeding behavior has been also used as an indica tor of ketosis (González et al., 2008; Goldhawk et al., 2009) , lameness (González et al., 2008) , and metritis (Urton et al., 2005) in dairy cows as well as general illness in milk-fed calves (Svensson and Jensen, 2007; Borderas et al., 2009) . In those studies, early changes in variables such as time spent at the feed bunk, number of visits to the feeder, or eating rate have been associated with an increased risk of developing different health disorders. With the pattern recognition technique used in the present study, however, the original variables ob tained from the automated feeding behavior monitoring system have been combined into principal components (uncorrelated linear combinations of the original vari ables, also known as eigenvectors). Therefore, differ ences on the feeding behavior between MO and HL heifers cannot be identified in the original variables.
Modeling Strategy
Differences in feeding behavior are expected not only between different populations but also within an animal within a period of time depending on factors such as hierarchy (Olofsson, 1999) or growth perfor mance (Schwartzkopf-Genswein et al., 2011) , even un der similar feedlot management conditions. The goal of this study was to develop an algorithm able to cope with this variability and identify feeding behavior patterns as indicators of morbidity in advance of overt visual signs of sickness. The modeling strategy used in this study allowed the algorithm to deal with expected fluctua tions of feeding behavior by testing different clusters strategies with the idea of allowing MO heifers to be have as HL heifers, and vice versa, for a fraction of the feeding period analyzed. As shown in Fig. 5 , the use of 55% as the threshold to classify clusters of feeding behavior as HL or MO resulted in greater accuracies predicting morbidity in the naïve data set. Setting the threshold too high, however, may limit the usefulness of the algorithm, as potentially no clusters would meet such requirements, resulting in classifying all animals as HL. Although differences were not significant, Fig.  5 also shows that models using a window size around 7 had the greatest accuracy, that is, the models needed to analyze the feeding behavior of each animal for at least seven 4h periods collected over 3 consecutive days. Even though the observation period required by the al gorithm to differentiate HL from MO cattle is longer than that when visual identification is used, models with the greatest accuracies were able to predict MO health status before clinical signs of morbidity were evident through visual observation. This is likely the result of assessing the health of cattle taking into account the behavior over an extended period of time, something that is not possible through visual observation due to excessive labor requirements. Further work is required to refine the boundaries and thresholds to be used to op timize MO classification accuracy. This could change and may be specific to different populations of cattle.
Besides feeding behavior data, other studies have tried to use commonly collected information, such as on-arrival risk factors, daily health, historical cohort, and realtime feed yard data, to predict cumulative risk of BRD morbidity (Babcock et al., 2013b) or the individual calf's outcome after being treated for BRD (Amrine et al., 2014) . Predictive accuracies of the models ranged between 64 and 74% and between 15 and 75%, respectively, and in both cases it was sug gested that the complexity of the epidemiology of BRD in feedlot production systems caused a high vari ability of the accuracies obtained. This is why data col lection, cleaning, and reduction become as important as the algorithm development itself. The predictive accuracy of a classifier is directly related to the data used in its development. If the input information does not help distinguish the class of interest, then results of classification using validation data will not be useful (Amrine et al., 2014) . Although the models assessed in this study where developed using a relatively small sample size of cattle due to challenges of collecting this data within a commercial feedlot, they performed with accuracies of 82.5% for MO and HL classification in the model data set and 83.3 and 58.3% HL and MO classification in the naïve data set. Predictive ability of the models, however, could be improved by using a larger sample size obtained from multiple feedlots, en abling the models to be more predictive in commercial feedlots that vary widely in their production practices.
Limitations of the Model
Although this technique could aid in the early de tection of illness in feedlot cattle, its use in a commer cial setting may still be limited by several factors. First of all, the size of the data sets generated by the auto mated feed bunk monitoring system supposes a sub stantial amount of information to process for any sys tem. Having such detailed data, however, seems crucial so that feeding behavior variables can be determined and summarize with confidence, highlighting the varia tion between and within the feeding behavior patterns of classified individuals with a high degree of accuracy.
Second, the models were developed in the model data set based on the visual diagnostics and the pres ence of lung lesions at the time of slaughter. Errors in any of those criteria were therefore transferred to the models, for example, MO animals included in the HL group because the fact that they were never treated or HL individuals being excluded from the HL group due to lung lesions from before arrival to the feedlot. Pairing feeding behavior parameters with laboratory diagnostics under a commercial feedlot setting would be the ideal situation in which to develop a model to accurately predict morbidity in receiving cattle. Nevertheless, this study shows that pattern recognition techniques applied to feeding behavior can be consid ered a complimentary tool to be used by the feedlot industry. In combination with traditional or other auto mated monitoring systems, it may assist in early iden tification of health disorders, making the detection of MO cattle by the pen rider easier and more efficient.
Finally, developing a model to predict morbid ity is particularly challenging in a population such as newly arrived beef cattle, considering all the stressors experienced by those animals in a very short period of time including novel pen, pen mates, feed, and feed ing system. The results of this study (model and na ïve data sets), however, showed that some models had high accuracy in predicting health status, suggesting that, even with all this "noise" in the data, differences in the feeding patterns of MO and HL cattle could still be detected. This can be explained by the fact that dif ferences in the feeding behavior between HL and MO heifers, such as time at the feed bunk or feeding bouts, could have been most pronounced during the first days after arrival, as suggested by Sowell et al. (1998) .
In summary, this study identifies a valid method that can be applied in further research as the applica tion of pattern recognition algorithms to feeding behav ior shows great value as a method of identifying MO cattle in advance of overt physical signs of morbidity. The widespread adoption of the proposed algorithms in a commercial setting would prove to be an asset to researchers and producers alike. However, at this time, substantial work is required for this method to have value to the commercial feedlot industry. An integrated system that would automatically clean and process data collected from automated feed bunk monitoring sys tems and then identify MO cattle would be required for this method to become a useful commercial tool.
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