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Abstract—We consider the problem of distributed online con-
vex optimization, where a group of agents collaborate to track
the trajectory of the global minimizers of sums of time-varying
objective functions in an online manner. For general convex
functions, the theoretical upper bounds of existing methods
are given in terms of regularity measures associated with the
dynamical system as well as the time horizon. It is thus of interest
to determine whether the explicit time horizon dependence can be
removed as in the case of centralized optimization. In this work,
we propose a novel distributed online gradient descent algorithm
and show that the dynamic regret bound of this algorithm
has no explicit dependence on the time horizon. Instead, it
depends on a new regularity measure quantifying the total change
in gradients at the optimal points at each time. The main
driving force of our algorithm is an online adaptation of the
gradient tracking technique used in static optimization. Since,
in many applications, time-varying objective functions and the
corresponding optimal points follow a non-adversarial dynamical
system, we also consider the role of prediction assuming that the
optimal points evolve according to a linear dynamical system.
We present numerical experiments that show that our proposed
algorithm outperforms the existing distributed mirror descent-
based state of the art methods in term of the optimizer tracking
performance. We also present an empirical example suggesting
that the analysis of our algorithm is optimal in the sense that the
regularity measures in the theoretical bounds cannot be removed.
Index Terms—Online convex optimization, distributed opti-
mization, dynamic regret, gradient tracking.
I. INTRODUCTION
Distributed optimization has recently received considerable
attention, particularly due to its wide applicability in the areas
of control and learning [1]–[3]. The goal is to decompose
large optimization problems into smaller, more manageable
subproblems that are solved iteratively and in parallel by a
group of communicating agents. As such, distributed algo-
rithms avoid the cost and fragility associated with centralized
coordination, and provide better privacy for the autonomous
decision makers. Popular distributed optimization methods
in the literature include distributed subgradient methods [4],
[5], dual averaging methods [6], and augmented Lagrangian
methods [7]–[10].
Yan Zhang and Michael M. Zavlanos are with the Department of Mechanical
Engineering and Material Science, Duke University, Durham, NC, 27708,
USA e-mail: {yan.zhang2, michael.zavlanos}@duke.edu.Robert J. Ravier
and Vahid Tarokh are with Department of Electrical and Computer Engi-
neering, Duke University, Durham, NC, 27708, USA e-mail: {robert.ravier,
vahid.tarokh}@duke.edu. This work is supported in part by AFOSR un-
der award number FA9550-19-1-0169 and by DARPA under grant number
FA8650-18-1-7837.
The above distributed optimization methods usually assume
a static objective function. Nevertheless, in practice, objec-
tives can be time-varying. Time-varying objectives frequently
appear in online learning, where newly observed data results in
new objectives to minimize, and in distributed tracking, where
the objective is to accurately follow the time-varying states
of the targets of interest (e.g. positions and velocities) [11],
[12]. These problems can be solved using online optimization
algorithms that update the decisions using real-time streaming
data, in contrast to their off-line counterparts that first collect
problem data and then use them for decision making.
The performance of online optimization algorithms is typ-
ically measured using notions of regret. Depending on the
problem setting, different notions of regret have been proposed
in the literature. For example, static regret, which measures the
additional loss caused by the online optimization algorithm
compared to the offline optimizer assuming all loss functions
are known in hindsight, is used when the parameter that is
estimated is assumed to be time invariant, as in online learning
[11]. The static regret of online gradient descent algorithms has
been extensively studied in the literature; see, e.g., [11], [13]–
[15]. For general convex problems, it has been shown that a
sublinear regret rate O(
√
T ) can be achieved [13], which can
be improved to O(log(T )) assuming strong convexity [14].
The work in [16] extends these results to zeroth-order methods.
Unconstrained distributed online gradient descent algorithms
are studied in [17]–[20]. These distributed methods deal with
unconstrained problems and still achieve sublinear regret rates
provided the stepsizes are chosen appropriately and the net-
work of agents is connected. To handle constrained online
optimization problems, the approaches in [21]–[23] employ
distributed online saddle point algorithms and show that these
methods achieve the same regret rate as for unconstrained
problems.
Dynamic regret is a more appropriate performance measure
when the underlying parameter of interest is time-varying.
Dynamic regret compares the loss incurred by the online
algorithm to the optimal loss incurred by the sequence of
optimizers that minimize the objective functions at each time
step separately. The dynamic regret of centralized online
gradient descent algorithms is studied in [13], [24]–[26]. In
contrast to online optimization problems with time invariant
parameters and static regret methods, sublinear dynamic regret
rates O(
√
T ) can not be achieved here; rather, the growth of
dynamic regret depends on the regularity measures associated
with the time-varying problem [25]. These measures can be re-
lated to the rate of change of the function values or minimizers
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2over time [26]. Dynamic regret methods for constrained online
optimization problems are studied in [27]. All these methods
focus on centralized optimization problems. Distributed online
gradient descent algorithms for unconstrained problems are
proposed in [12], [28]–[31], while [32] analyzes the dynamic
regret of the time-varying constrained case.
Common in all the above methods is that the achieved
dynamic regret bounds depend on both problem regularity
measures and the problem horizon T . It is thus of theoretical
and practical interest to determine whether dependence on any
of these parameters can be removed. The dependence of the
dynamic regret on the horizon T was originally removed in
[33], [34] for centralized problems assuming strong convexity
of the objective funtion, and then in [35] under less restrictive
assumptions. For distributed problems, the dependence on
T was removed in [36] provided that the sum of the local
objective functions was strongly convex, though the regret
bound achieved depends on the gradient path-length regularity
measured by the sup-norm of the time difference of gradients,
similar to [15], [26], [28]. It is clear that this term can become
quite large, and it is thus of interest to see if the regret bound
can be further improved. In this work, we propose a novel
distributed online gradient algorithm that employs gradient
tracking [37], [38], as in [36], and show that under the same
assumptions made in [36], the dynamic regret of our algorithm
can be bounded without explicit dependence on T and with the
above sup-norm gradient regularity replaced by one that only
depends on the change of the gradient at the optimal points of
each objective. It is clear that this regularity measure is tighter
than the one previously established in [36].
To further improve on the performance of our proposed
algorithm, we also consider the case that the optimal points
of the objective function at each time follow a noisy linear
dynamical system, as in [12]. If an estimator of this dynamical
system is available, it can be directly incorporated in our
algorithm to improve the dynamic regret bounds, provided that
this estimator is sufficiently accurate. Note that full knowledge
of the dynamical system removes estimation errors from the
regret bounds, thus yielding near optimal regret bounds. Our
analysis shows how the estimation error affects optimality,
similar to the analysis in [39], [40]. Specifically, we show that
when the optimizers are subject to known linear dynamics,
the proposed prediction step allows to reduce the regularity
measuring the path-length of the optimizers to the prediction
error.
The rest of this paper is organized as follows. Section II
formulates the distributed online optimization problem under
consideration, defines the dynamic regret, and discusses the
problem assumptions. Section III presents the proposed algo-
rithm and develops theoretical results that characterize its dy-
namic regret. In Section IV, we present numerical experiments
and, finally, Section V concludes the paper.
II. PRELIMINARIES AND PROBLEM DEFINITION
Throughout this work, we consider the following online
optimization problem:
min
x1,x2,...,xT
T∑
t=1
ft(xt), (1)
where T is a time horizon, and let ft(xt) =
∑n
i=1 fi,t(xt) be
a sum of local loss functions fi,t(xt) assigned to a group of
n agents that are tasked with solving problem 1. Moreover,
define the global optimizer of ft(xt) at time t by x∗t . The
loss functions fi,t are assumed to be time-varying and are not
revealed to the agents until each agent has made its decision
xi,t at time t. The local loss function fi,t can only be observed
by agent i, thus requiring communication amongst the agents
in order to solve problem 1.
The ability of the agents to track the global optimizer x∗t can
be measured using a, so called, notion of regret. Two notions
of regret commonly considered in the literature are static regret
and dynamic regret. Static regret is defined as
RsT :=
1
n
n∑
i=1
T∑
i=0
ft(xi,t)−min
x∗
T∑
t=1
ft(x). (2)
i.e. the performance of the algorithm with respect to the
best fixed-point in hindsight. In this work, we are primarily
interested in the dynamic regret
RdT :=
1
n
n∑
i=1
T∑
i=0
ft(xi,t)−
T∑
t=1
min
x∗t
ft(x
∗
t ) (3)
where the performance of the algorithm is compared with the
optimal loss induced by the time-varying sequence of opti-
mizers {x∗t }. As previously mentioned, upper bounds for the
dynamic regret do not only depend on the horizon T , but also
on certain regularity properties of the time-varying problem
[25]. In this paper, we consider two regularity measures, the
path length of the optimizer with prediction
PAT :=
T−1∑
t=0
‖x∗t+1 −Ax∗t ‖, (4)
and the path length of the gradient variation
VT :=
T∑
t=0
||gt+1(1⊗ x∗t+1)− gt(1⊗ x∗t )||, (5)
where gt([xT1,t, . . . , x
T
n,t]
T ) = [∇f1,t(x1,t)T , . . . ,
∇fn,t(xn,t)T ]T . When no prediction is used, i.e. A is
the identity matrix, PAT is reduced to the path length traveled
by the optimizer, same as in [13]. When prediction is used,
PAT accumulates the prediction error. The gradient variation
measure we propose in (5) is novel and different from the
existing one based on the sup-norm considered in [15], [26],
[28], [36]:
VT :=
T∑
t=0
max
x∈X
||gt+1(1⊗ x)− gt(1⊗ x)||.
It is easy to see that the individual terms in the sum, and hence
the entire quantity, can become arbitrarily large in general; the
case of a quadratic objective function when X is unbounded
provides a natural example.
In the remainder of the paper, we make the following
standard assumptions on the objective functions and their
gradients.
Assumption II.1. For all i and t, the function fi,t is
Lf−Lipschitz, that is, there exists a constant Lf > 0 such
3that
‖fi,t(x)− fi,t(y)‖ ≤ Lf‖x− y‖, for all x, y.
Assumption II.2. For all i and t, the gradient of the function
fi,t is Lg-smooth, i.e. there exists a constant Lg > 0 such that
‖∇fi,t(x)−∇fi,t(y)‖ ≤ Lg‖x− y‖, for all x, y.
As in [33]–[36] we make the following assumption on
strong convexity of the objective functions ft.
Assumption II.3. For all t, the function ft is µ-strongly
convex, i.e. there exists a constant µ > 0 such that, for all
x and y, we have:
∇ft(y) ≥ ft(x) +∇ft(x)T (y − x) + µ
2
‖y − x‖2.
It is important to note that Assumption II.3 only requires that
the global loss function, ft(x), is strongly convex; the local
loss fi,t needs not. In fact, each local loss function does not
even need to be convex. Such cases could occur if the local
objective function of one agent was strongly convex at each
time and those of the remaining agents summed together to
form a convex function, as in [41].
We also make the following assumption concerning the
underlying dynamics of the online problem.
Assumption II.4. The sequence of optimizers x∗t is known to
follow the following stable, noisy linear dynamical system
x∗t+1 = Ax
∗
t + wt, (6)
where ‖A‖ ≤ 1 and wt is a noise term.
For example, Assumption II.4 is satisfied if the optimal
points satisfy an ordinary differential equation with noise
under appropriate time discretization. Though we assume a
dynamical system of the above form and that the matrix A is
known, this does not have to be the case in general. One can
replace A with an estimate Aˆ and still obtain analogous regret
bounds. In this case, the regularity measure PAT contains both
the noise wt of the dynamical system (6) and the error in the
dynamics estimator.
In what follows, we assume that the agents tasked with
solving problem 1 communicate subject to the graph G :=
(N , E), where N = {1, 2, . . . , N} is the set of nodes indexed
by the agents and E is the set of edges. If (i, j) ∈ E , agent
i can receive information from its neighbor j. Moreover, we
define by Wij the i, j-th entry of W that captures the weight
agent i allocates to the information received from its neighbor
j. Wij = 0 if (i, j) /∈ E . We make the following assumptions
on the graph G and the weight matrix W .
Assumption II.5. The graph G is undirected and connected,
and the communication matrix W is doubly stochastic. That
is, W1 = 1 and WT1 = 1.
The assumption that W is doubly stochastic implies that
‖W − 1n11T ‖ = σW < 1, where σW is the mixing rate of
the network. When σW is smaller, the agents in the network
reach consensus faster; see, e.g., [10].
Algorithm 1: D-OCO with prediction
Input: The primal variables xi,0, the local gradients
∇fi,0(xi,0) and global gradient estimates
yi,0 = α∇fi,0(xi,0) for all i. The estimated
dynamic matrix A. t = 0.
1 Agent i computes
xˆi,t+1 =
∑
j∈Ni
Wij(xj,t − yj,t); (7a)
2 Agent i computes
xi,t+1 = Axˆi,t+1; (7b)
3 Agent i computes
yi,t+1 =
∑
j∈Ni
Wijyj,t + α∇fi,t+1(xi,t+1)
− α∇fi,t(xi,t);
(7c)
4 t← t+ 1, go to step 1.
III. ALGORITHM
In this paper, we propose a new distributed gradient descent
algorithm to solve the online optimization problem (1) that
has an improved dynamic regret. As we show in the analysis
that follows, the dynamic regret can be decomposed in two
terms, namely the tracking error and the network error. As-
sumption II.3 allows us to obtain an improved bound on the
tracking error. To improve on the bound on the network error,
we employ a gradient tracking technique that has been recently
proposed for static distributed optimization problems [37],
[38]. Algorithm 1 presents our proposed online distributed
optimization algorithm with gradient tracking and prediction.
Specifically, every agent i holds a local candidate optimal
xi,t and a local gradient estimate yi,t based on its present
local loss function. Using current information, each agent
estimates its next local candidate optimal xˆi,t+1 using one
step of gradient descent and then predict the next point using
the given matrix A of the dynamical system. After this, the
next loss functions are revealed to each agent and the agents
compute their individual yi,t+1 by adding the yi,t’s that have
been communicated and combined with the matrix W with
a scaled gradient tracking step. The gradient tracking step
is employed to correct for the change in objective function
gradients [37], [38].
IV. CONVERGENCE ANALYSIS
We now theoretically bound the dynamic regret of Algo-
rithm 1 under the assumptions II.1 - II.5. The outline of
our analysis is as follows. First, Lemma IV.1 shows that
the average of the local estimators yi,t can track the sum
of the local gradients well. Then, we present Lemma IV.2
that decomposes the total regret into two terms, the tracking
error and the network error and show that both the tracking
error and the network error contract with some perturbation at
each time step in Lemmas IV.3 and IV.4. The strong convexity
assumption is necessary for proving the bound on the tracking
error; the network error will be bounded via the gradient
tracking employed in our algorithm. These bounds are then
used to obtain the final result in Theorem IV.5.
4Define the gradient estimator yt = [yT1,t, y
T
2,t, . . . , y
T
N,t]
T .
Then, we have the following conservation property of yt.
Lemma IV.1. Let Assumption II.5 hold, and assume also that
the local estimator is initialized as yi,0 = α∇fi,0(xi,0) for all
i. Then, for all t, we have that
(1T ⊗ I)yt = α(1T ⊗ I)gt(xt).
Proof. We prove this statement by induction. By the initial-
ization of yi,0, it is easy to see that
(1T ⊗ I)y0 = α(1T ⊗ I)g0(xt).
Then, assuming that the lemma is true at time t − 1, have,
according to (7c), that
(1T ⊗ I)yt = (1T ⊗ I)((W ⊗ I)
yt−1 + αgt(xt)− αgt−1(xt−1))
= α(1T ⊗ I)gt(xt),
where the second equation is due to the induction assumption.
This concludes the proof.
Let x¯t = 1N
∑N
i=1 xi,t. The next lemma shows that the
regret consists of two terms: the tracking and networking
errors.
Lemma IV.2. Let Assumption II.1 hold. Then, we have that
the regret RdT is upper bounded by
RdT ≤ nLf
T∑
t=0
‖x¯t − x?t ‖︸ ︷︷ ︸ +
√
nLf
T∑
t=0
‖xt − 1x¯t‖︸ ︷︷ ︸ .
tracking error network error
Proof. The proof is the same as Lemma III.1 in [36] and is
therefore omitted.
The next lemma characterizes the dynamics of the tracking
error ‖x¯t − x∗t ‖.
Lemma IV.3. Let Assumptions II.2, II.3, II.4, and II.5 hold.
Then, the tracking error ‖x¯t − x∗t ‖ satisfies the following
inequality for all t,
‖x¯t+1 − x?t+1‖ ≤ (1−
α
n
µ)‖x¯t − x∗t ‖+
Lg√
n
α‖xt − 1⊗ x¯t‖+ ‖Ax?t − x?t+1‖.
(8)
Proof. First, using the definition of x¯t+1 and adding and
subtracting Ax∗t , we have that ‖x¯t+1 − x?t+1‖ = ‖ 1n (1T ⊗
I)xt+1−Ax?t +Ax?t −x?t+1‖. Then, according to the updates
in (7a) and (7b), we can obtain that
‖x¯t+1 − x?t+1‖ ≤ ‖
1
n
(1T ⊗ I)(W ⊗A)(xt − yt)
−Ax?t ‖ + ‖Ax?t − x?t+1‖.
According to Assumption II.5 and extracting matrix A, we get
that ‖ 1n (1T ⊗I)(W ⊗A)(xt−yt)−Ax?t ‖ = ‖A(x¯t− 1n (1T ⊗
I)yt − x?t )‖. Therefore, we obtain that
‖x¯t+1 − x?t+1‖ ≤‖A(x¯t −
1
n
(1T ⊗ I)yt − x?t )‖
+ ‖Ax?t − x?t+1‖.
(9)
We now place an upper bound on the first term in the right
hand side of Equation (9). Since A has norm at most 1, it
follows by the definition of the matrix norm that ‖Av‖ ≤ ‖v‖.
Thus, the first term on the right hand side of Equation (9)
is bounded above by ‖x¯t − 1n (1T ⊗ I)yt − x?t ‖. Recalling
Lemma IV.1, we can replace the term (1T ⊗I)yt in the above
with α(1T ⊗ I)gt(xt). By doing this and using the triangle
inequality, we can bound the quantity ‖x¯t− 1n (1T ⊗I)yt−x?t ‖
by a sum of the following two terms:
‖x¯t − α
n
(1T ⊗ I)gt(1⊗ x¯t)− x∗t ‖ (10)
‖α
n
(1T ⊗ I)(gt(1⊗ x¯t)− gt(xt))‖ (11)
By using both Assumption II.3 and Lemma 10 in [37], we
have that
‖x¯t − 1
n
(1T ⊗ I)yt − x∗t ‖ ≤ (1−
α
n
µ)‖x¯t − x∗t ‖
+
Lg√
n
α‖xt − 1⊗ x¯t‖. (12)
Combining inequality (9) and (12), we obtain the desired result
in (8).
The next lemma characterizes the dynamics of the network
errors ‖xt − 1x¯t‖ and ‖yt − 1⊗ y¯t‖.
Lemma IV.4. Let Assumptions II.2, II.4, II.3 and II.5 hold.
Then, the newtork errors ‖xt−1x¯t‖ and ‖yt−1⊗ y¯t‖ satisfy
the following inequalities at all t,
‖xt+1 − 1⊗ x¯t+1‖ ≤ σW ‖xt − 1⊗ x¯t‖
+ σW ‖yt − 1⊗ y¯t‖,
(13)
and
‖yt+1 − 1⊗ y¯t+1‖ ≤ σW (1 + Lgα)‖yt − 1⊗ y¯t‖
+ Lg(1 + σW + Lgα)α‖xt − 1⊗ x¯t‖
+
√
nLg(2 + Lgα)α‖x¯t − x∗t ‖ (14)
+ α‖gt+1(1⊗Ax∗t )− gt(1⊗ x∗t )‖.
Proof. First, consider the dynamics of ‖xt−1⊗ x¯t‖. We have
that
‖xt+1 − 1⊗ x¯t+1‖ = ‖((I − 1
n
11T )⊗ I)xt+1‖.
Recalling the updates in (7a) and (7b), as well as Assump-
tion II.5
‖xt+1 − 1⊗ x¯t+1‖ = ‖((W − 1
n
11T )⊗A)(xt − yt)‖.
Using the definition of the matrix norm and Assumption II.4,
we have that
‖xt+1 − 1⊗ x¯t+1‖ ≤ ‖((W − 1
n
11T )⊗ I)(xt − yt)‖.
By Assumption II.5, we obtain that
((W − 1
n
11T )⊗ I)(1⊗ x¯t) = 0
and
((W − 1
n
11T )⊗ I)(1⊗ y¯t) = 0.
Therefore, we can add 1⊗ y¯t−1⊗ x¯t inside the term (xt−yt)
on the right hand side of the above inequality and obtain, using
the triangle inequality, that
5‖xt+1 − 1⊗ x¯t+1‖ ≤ σW ‖xt − 1⊗ x¯t‖
+ σW ‖yt − 1⊗ y¯t‖.
(15)
We now consider the dynamics of ‖yt−1⊗ y¯t‖. We have that
‖yt+1 − 1 ⊗ y¯t+1‖ = ‖((I − 1n11T ) ⊗ I)yt+1‖. By (7c), we
know ‖yt+1 − 1⊗ y¯t+1‖ equals
‖((I − 1
n
11T )⊗ I)((W ⊗ I)yt + αgt+1(xt+1)− αgt(xt))‖,
and another application of the triangle inequality above shows
that ‖yt+1−1⊗ y¯t+1‖ is bounded by the sum of the following
two terms
‖((W − 1
n
11T )⊗ I)yt‖ (16)
α‖((I − 1
n
11T )⊗ I)(gt+1(xt+1)− gt(xt))‖ (17)
Since ((W− 1n11T )⊗I)(1⊗y¯t) = 0 and, by Assumption II.5,‖W − 1n11T ‖ ≤ σW , we have
‖((W − 1
n
11T )⊗ I)yt‖ ≤ σW ‖yt − 1⊗ y¯t‖.
Furthermore, since ‖I − 1n11T ‖ < 1, combining the above
discussion with (16) and (17), we get that
‖yt+1 − 1⊗ y¯t+1‖ ≤ σW ‖yt − 1⊗ y¯t‖
+ α‖gt+1(xt+1)− gt(xt)‖.
(18)
Adding and subtracting the terms gt+1(1⊗Ax∗t ) and gt(1⊗x∗t )
inside the norm ‖gt+1(xt+1)− gt(xt)‖, and using the triangle
inequality, we obtain that
‖gt+1(xt+1)− gt(xt)‖
≤ ‖gt+1(xt+1)− gt+1(1⊗Ax∗t )‖
+ ‖gt(1⊗ x∗t )− gt(xt)‖
+ ‖gt+1(1⊗Ax∗t )− gt(1⊗ x∗t )‖
≤ Lg‖xt+1 − 1⊗Ax∗t ‖+ Lg‖xt − 1⊗ x∗t ‖
+ ‖gt+1(1⊗Ax∗t )− gt(1⊗ x∗t )‖, (19)
where the second inequality is due to Assumption II.2. Using
the updates of xt+1 in (7a) and (7b), we have that
‖xt+1 − 1⊗Ax∗t ‖ = ‖(I ⊗A)xˆt+1 − 1⊗Ax∗t ‖
≤ ‖A‖‖xˆt+1 − 1⊗ x∗t ‖
≤ ‖xˆt+1 − 1⊗ x∗t ‖
where the last two inequalies are due to the Cauchy-Schwartz
inequality and Assumption II.4. Replacing xˆt+1 with (W ⊗
I)(xt − yt) according to (7a), we have that
‖xt+1 − 1⊗Ax∗t ‖ ≤ ‖(W ⊗ I)(xt − yt)− 1⊗ x∗t ‖.
Adding and subtracting the terms 1⊗ x¯t and 1⊗ y¯t inside the
norm on the right hand side of the above inequality, and using
the triangle inequality, we get that
‖xt+1 − 1⊗Ax∗t ‖ ≤ ‖(W ⊗ I)xt − 1⊗ x¯t‖
+ ‖(W ⊗ I)yt − 1⊗ y¯t‖
+ ‖1⊗ x¯t − 1⊗ x∗t ‖+ ‖1⊗ y¯t‖.
(20)
Next, we provide upper bounds on the terms on the right hand
side of (20) respectively. By Assumption II.5, we have
(W ⊗ I)xt − 1⊗ x¯t = (W ⊗ I)(xt − 1⊗ x¯t).
Moreover, since ( 1n11
T ⊗ I)(xt − 1⊗ x¯t) = 0, we have that
(W ⊗ I)xt − 1⊗ x¯t = ((W − 1
n
11T )⊗ I)(xt − 1⊗ x¯t).
By Assumption II.5 and the Cauchy-Schwartz inequality, we
have that
‖(W ⊗ I)xt − 1⊗ x¯t)‖ ≤ σW ‖xt − 1⊗ x¯t‖. (21a)
Similarly, we obtain that
‖(W ⊗ I)yt − 1⊗ y¯t)‖ ≤ σW ‖yt − 1⊗ y¯t‖. (21b)
Furthermore, we have that
‖1⊗ x¯t − 1⊗ x∗t ‖ =
√
n‖x¯t − x∗t ‖. (21c)
In addition, we have that
‖1⊗ y¯t‖ = ‖1⊗ y¯t − α( 1
n
11T ⊗ I)gt(1⊗ x∗t )‖
because of the definition of x∗t and the fact that (
1
n11
T ⊗
I)gt(1⊗x∗t ) = 0. Recalling Lemma IV.1, we have that 1⊗y¯t =
α( 1n11
T ⊗ I)gt(xt). Therefore, we have that
‖1⊗ y¯t‖ = ‖α( 1
n
11T ⊗ I)(gt(xt)− gt(1⊗ x∗t ))‖.
Using the Cauchy-Schwartz inequality and the fact that
‖ 1n11T ‖ = 1, we see that
‖1⊗ y¯t‖ ≤ α‖gt(xt)− gt(1⊗ x∗t )‖.
Then, according to Assumption II.2, we get that
‖1⊗ y¯t‖ ≤ αLg‖xt − 1⊗ x∗t ‖. (21d)
Combining the bounds in (21a)-(21d) with inequality (20), we
obtain that
‖xt+1 − 1⊗Ax∗t ‖ ≤ σW ‖xt − 1⊗ x¯t‖
+ σW ‖yt − 1⊗ y¯t‖
+
√
n‖x¯t − x∗t ‖
+ αLg‖xt − 1⊗ x∗t ‖. (22)
Combining inequality (22) with (19), we have that
‖gt+1(xt+1)− gt(xt)‖ ≤ σWLg‖xt − 1⊗ x¯t‖
+ σWLg‖yt − 1⊗ y¯t‖+
√
nLg‖x¯t − x∗t ‖
+ Lg(1 + αLg)‖xt − 1⊗ x∗t ‖
+ ‖gt+1(1⊗Ax∗t )− gt(1⊗ x∗t )‖.
Adding and subtracting 1⊗ x¯t in ‖xt − 1⊗ x∗t ‖ on the right
hand side of the above inequality, using the triangle inequality,
and rearranging terms, we get
‖gt+1(xt+1)− gt(xt)‖ ≤ σWLg‖yt − 1⊗ y¯t‖
+ Lg(1 + σW + αLg)‖xt − 1⊗ x¯t‖
+ σWLg‖yt − 1⊗ y¯t‖+
√
nLg(2 + αLg)‖x¯t − x∗t ‖
+ ‖gt+1(1⊗Ax∗t )− gt(1⊗ x∗t )‖. (23)
Combining inequality (23) with (18), we obtain the desired
result in (14).
Using the above lemmas, we finally present our main result,
which gives a theoretical upper bound of the dynamic regret
of Algorithm 1.
6Theorem IV.5. Let Assumption II.1,II.2, II.3, II.4, and II.5
hold. Moreover, assume that the stepsize α satisfies
α = min(
(1− σW )2
3σW (
Lg
µ n+ 1) + (1− σW )σW
1
Lg
,
1
Lg
).
Then the regret RdT is of the order
O(C1 + C2 + C3 + PAT + VT ),
where C1 = ‖x¯0 − x?0‖, C2 = ‖x0 − 1 ⊗ x¯0‖ and C3 =
‖y0 − 1⊗ y¯0‖.
Proof. Summing both sides of the inequality (8) from t = 0
to T −1, adding the term ‖x¯0−x∗0‖ on both sides, and adding
(1− αnµ)‖x¯T −x∗T ‖, Lg√nα‖xT −1⊗ x¯T ‖, and ‖Ax?T −x?T+1‖
on the right hand side, we obtain the following inequality
T∑
t=0
‖x¯t − x?t ‖ ≤ ‖x¯0 − x?0‖+
T∑
t=0
‖Ax?t − x∗t+1‖.
+ (1− α
n
µ)
T∑
t=0
‖x¯t − x∗t ‖
+
Lg√
n
α
T∑
t=0
‖xt − 1⊗ x¯t‖
Rearranging terms in the above inequality, we get that
T∑
t=0
‖x¯t − x?t ‖ ≤
C1
β1
+
Lg
√
n
µ
T∑
t=0
‖xt − 1⊗ x¯t‖
+
n
µα
T∑
t=0
‖Ax?t − x∗t+1‖, (24)
where C1 = ‖x¯0 − x?0‖ and β1 = nµα . Similarly, we can
manipulate the inequalies (13) and (14) to obtain the following
inequalities
T∑
t=0
‖xt − 1⊗ x¯t‖ ≤ C2
β2
+
σW
β2
T∑
t=0
‖yt − 1⊗ y¯t‖, (25)
where C2 = ‖x0 − 1⊗ x¯0‖ and β2 = 1− σW , and
T∑
t=0
‖yt − 1⊗ y¯t‖ ≤
√
nLg(2 + Lgα)α
β3
T∑
t=0
‖x¯t − x∗t ‖
+
C3
β3
+
Lg(1 + σW + Lgα)α
β3
T∑
t=0
‖xt − 1⊗ x¯t‖
+
α
β3
T−1∑
t=0
‖gt+1(1⊗Ax∗t )− gt(1⊗ x∗t )‖, (26)
where C3 = ‖y0 − 1⊗ y¯0‖ and β3 = 1− σW (1 + Lgα).
By adding the inequalities (24), (25) and (26) together, we
are left with the sum of
∑T
t=0 ‖xt−1⊗ x¯t‖,
∑T
t=0 ‖yt−1⊗
y¯t‖, and
∑T
t=0 ‖x¯t − x?t ‖ on the left hand side, and the sum
of constant multiples of these quantities plus the other terms
outlined above on the right hand side. Recalling Lemma IV.2,
we observe that by choosing the step size α sufficiently small,
we can rearrange the sum of these inequalities and follow
the methodology of [12] and [36] to obtain the conclusion of
the theorem. To do this, it suffices to pick α small enough
such that two positive scalars M and N exist that satisfy the
following:
1 >
√
nLg(2 + Lgα)α
β3
N, (27a)
M >
Lg
√
n
µ
+
Lg(1 + σW + Lgα)α
β3
N, (27b)
N >
σW
β2
M. (27c)
According to the inequalities (27b) and (27c), to ensure M
exists, we must have
β2
σW
N >
Lg
√
n
µ
+
Lg(1 + σW + Lgα)α
β3
N. (28)
Rearranging Equation (28), this is equivalent to
N > (
β2
σW
− Lg(1 + σW + Lgα)α
β3
)−1
Lg
√
n
µ
. (29)
assuming the inverse exists; this will be true provided that
β2
σW
− Lg(1 + σW + Lgα)α
β3
> 0, (30)
which, assuming α ≤ 1Lg , will be satisfied if
α <
(1− σW )2
3σW
1
Lg
. (31)
Thus, to ensure that such a positive N exists, we must select
α such that both (29) and (27a) are satisfied in addition to
(31), which requires
β3√
nLg(2 + Lgα)α
> (
β2
σW
− Lg(1 + σW + Lgα)α
β3
)−1
Lg
√
n
µ
.
(32)
By algebraic manipulations of (32), it suffices to choose α
satisfying
α <
(1− σW )2
3σW (
Lg
µ n+ 1) + (1− σW )σW
1
Lg
. (33)
if α ≤ 1Lg . Note that is the one of the conditions on α listed
in the statement of the theorem, and that any α satisfying (33)
also satisfies (31).
Note that given Assumption II.2, we have that ‖gt+1(1 ⊗
Ax∗t ) − gt(1 ⊗ x∗t )‖ = ‖gt+1(1 ⊗ Ax∗t ) − gt+1(1 ⊗ x∗t+1) +
gt+1(1⊗x∗t+1)−gt(1⊗x∗t )‖ ≤ nLg‖x∗t+1−Ax∗t ‖+‖gt+1(1⊗
x∗t+1)−gt(1⊗x∗t )‖. Combining this inequality with the above
analysis, the desired result in Theorem IV.5 is proved.
V. NUMERICAL EXPERIMENTS
In this section, we investigate the performance of our
proposed algorithm with numerical experiments based on a
target tracking example. Specifically, we consider a sensor
network consisting of n = 6 nodes that collaboratively track 3
time-varying signals of sinusoidal shape. Each signal x∗j,t can
be written following form
x∗j,t =
[
pj,t
p˙j,t
]
=
[
Aj sin(ωjt+ φj)
ωjAj cos(ωjt+ φj)
]
,
where pj,t is the position, p˙j,t is the velocity of target j, Aj
is the amplitude, ωj is the angular frequency, and φj is the
phase of the signal. Each signal is subject to an ODE with
noise
7x˙∗j,t =
[
0 1
−ω2j 0
]
x∗j,t + wj,t, (34)
where wj is a zero mean Gaussian noise. The matrix governing
the dynamical system in this example can be estimated by
discretizing the solution of the ODE (34). In the simulation,
the amplitudes {Aj} and inital phases are uniformly generated
from the intervals [0, 2] and [0, pi], respectively. The doubly
stochastic matrix W used in step (7a) is randomly generated
and σW = 0.8554. The sampling frequency is set to 100Hz.
The measurement model of sensor i at time t is
yi,t = Cix
∗
t , (35)
where x∗t = [. . . ;x
∗
j,t; . . . ] is the true target state, yi,t ∈ R is
the observation at sensor i, and Ci ∈ R1×6 is the measurement
matrix that is randomly generated. At time t, the global
problem is defined as
min
xt
1
2
6∑
i=1
|Cixt − yi,t|2 , 1
2
‖Cxt − yt‖2, (36)
where the matrix C and the vector yt stack all measurement
matrices Ci and local measurements yi,t. We assume that CTC
is positive definite in order to guarantee that the objective is
strongly convex. This guarantees that the target state xt is
determined uniquely given all local observations at time t.
A. Choice of stepsize
In this section, we track signals defined as in (34) with
periodicity 1000s and 10s using Algorithm 1 and assuming that
A is the identity matrix, i.e. we do not take any predictability
of the future into account. In both experiments, we let the step
size α = 2.45× 10−5 in accordance with the assumptions of
Theorem IV.5. The tracking performance is shown in Figure 1.
We observe that using this theoretical stepsize, Algorithm 1
performs better in tracking signals with periodicity 1000s than
10s. This is unsurprising; the motion of the targets is sampled
more frequently when the periodicity is 1000s. In particular,
the theoretical step size α is too conservative, preventing our
algorithm from tracking quickly moving targets. However, we
can use larger stepsizes than the theoretical ones given in
Theorem IV.5 and achieve better performance. Specifically, in
Figure 2 (a), we observe that for a more aggressive selection of
the stepsize, the accumulated regret becomes smaller, implying
better tracking performance. And in Figure 2 (b), we show that
the tracking performance of Algorithm 1 for the target signal
of periodicity 10s can be improved using α = 12Lg ≈ 0.2.
B. Effect of prediction
We also investigated the role of the prediction step in
the empirical performance of Algorithm 1 by comparing
numerical prediction of the dynamical system based on dis-
cretization as mentioned above to the case without prediction,
i.e. where A in (7b) is the identity matrix. The comparison
was conducted by tracking targets of periodicity 10s with
stepsize α = 12Lg . The tracking performance and dynamic
regret are presented in Figure 3. In Figure 3(a), we observe
that Algorithm 1 that incorporating numerical prediction can
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Fig. 1. Tracking performance of Algorithm 1 with theoretical stepsize bound
in Theorem IV.5
greatly improve the dynamic regret of an algorithm compared
to not incorporating any prediction (note that the figure is
in log-scale), though note that the shape of both cumulative
regret curves are roughly the same. This improvement is
further corroborated in Figures 3 (b) and (c); the dashed curves
indicating the actual optimal points are generally overlapped
by the solid curves of the estimated positions when prediction
is utilized, whereas there is little overlap if no prediction is
used.
C. Comparison with existing algorithms
We now compare the performance Algorithm 1 to the
online distributed gradient (ODG) algorithm studied in [12].
Both algorithms are implemented with prediction. The regrets
achieved by these algorithms under different stepsizes are
presented in Figure 4. Though both algorithms have compa-
rable performance for the smaller step sizes, the behavior is
wildly different for the larger step sizes. While ODG diverges
for stepsizes 1Lg and
2
Lg
, Algorithm 1 is stable using these
stepsizes and, consistent with previous observations, the cumu-
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Fig. 2. Tracking performance of Algorithm 1 with empirical stepsizes α =
[ 1
2Lg
, 1
10Lg
, 1
100Lg
, 1
1000Lg
] and target signals are of periodicity 10s.
lative regret with these stepsizes is smaller than the previous
stepsizes for which both algorithms successfully converged.
This behavior was also observed in multiple other randomly
generated examples, and is consistent with that observed in
[36].
D. Necessity of the gradient path-length regularity
Since the regret bound in [12] is only related to the
optimizer path-length regularity term PAT , it is natural to
ask whether the dependence of the theoretical regret bound
of Algorithm 1 on VT can be removed. In the following,
we empirically show that the regret bound RdT of using
Algorithm 1 not only depends on PAT in general, but also on
VT . To do this, we construct a numerical example for which
PAT = 0 for all T but RdT grows at the same speed as the
regularity term VT .
Consider the distributed estimation problem shown in Fig-
ure 5, where two targets are moving along circular paths
around the origin. Let θ1(t) and θ2(t) denote their angles from
0 500 1000 1500 2000
10-1
100
101
102
103
104
(a) Regret of Algorithm 1 with or without prediction
0 10 20
Time (s)
-15
-10
-5
0
5
10
15
(b) Tracking performance without
prediction
0 10 20
Time (s)
-15
-10
-5
0
5
10
15
(c) Tracking performance with
prediction
Fig. 3. Comparison of regret and tracking performance of Algorithm 1
with and without prediction, stepsizes α = 1
2Lg
and target signals are of
periodicity 10s.
the horizontal axis, and let R1 and R2 denote the distances of
the targets with from the origin. Four sensors need to estimate
these distances, though each sensor can only measure the
projected coordinate of one target onto one axis. Letting yt
denote the collected measurement at time t, we assume the yt
received are of the following form
yt =

cos θ1(t) 0
cos θ2(t) 0
0 sin θ1(t)
0 sin θ2(t)
[R1R2
]
+ vt
= Ct
[
R1
R2
]
+ vt,
(37)
where each entry of yt signifies one sensor’s measurement
and vt is a noise term at time t to be specified. We assume
that R1 and R2 are constant, so that the matrix governing the
dynamical system in Assumption II.4 is the identity matrix.
We also assume that the four sensors are connected in a cyclic
graph. We wish to investigate the performance of Algorithm 1
in tracking the optimizer of the global estimation problem
min
xt
ft(xt) :=
1
2
4∑
i=1
‖[Ct]ixt − [yt]i‖2 (38)
where [Ct]i denotes the ith row of the matrix Ct.
We specifically design the noise terms vt in the measure-
ment model (37) so that the optimizer x∗t of the objective is
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Fig. 4. Comparison of the regrets between Algorithm 1 (solid lines) and the
online distributed gradient algorithm in [12] (dashed lines). Both algorithms
are run with stepsizes α = [ 2
Lg
, 1
Lg
, 1
2Lg
, 1
10Lg
].
constant for all t, which implies that PAT = 0. To achieve this,
observe that we can write the first order optimality condition
as
∇ft(xt)|xt=x∗t = CTt (Ctx∗t − yt) = 0. (39)
Replacing yt in (39) with (37), we have that
CTt (Ctx
∗
t − Ct
[
R1
R2
]
− vt) = 0. (40)
Thus, to ensure that x∗t = [R1, R2]
T for all t, we see that vt
must lie in the kernel of the matrix CTt .
In our simulation, we let the vector vt be a unit vector in
the kernel space of CTt , guaranteeing that x
∗
t = [R1, R2]
T for
every t and PAT = 0 for all T as mentioned above. However,
the regularity term VAT is nonzero and grows with time because
∇fi,t(x∗t ) = [Ct]Ti ([Ct]ix∗t − [yt]i) = [vt]i[Ct]Ti
so
‖gt+1(Ax∗t )− gt(x∗t )‖
=
4∑
i=1
‖[vt+1]i[Ct+1]Ti − [vt]i[Ct]Ti ‖2 > 0
for all t.
We run both Algorithm 1 and ODG to track the optimizer
of problem (38) for T = 1 × 104 time steps. The regret
curves together with the regularity curve of VT are shown
in Figure 6. It is clear that the regret RTd grows with the
same rate as the regularity term VT . Similar behavior was
noticed when increasing T to 1 × 106. This is because of
the gradient estimator yi,t in (7c) in Algorithm 1. Each
local yi,t estimates the summation of the local gradients∑
i∇fi,t(xi,t). However, even when this term equals 0, if
∇fi,t+1(xi,t+1) − ∇fi,t(xi,t) 6= 0 for all t, the consensus
estimator yi,t is continuously perturbed away from the correct
estimate. This perturbation error is accumulated in the regret
through the gradient update in (7a).
It is interesting to note that even though ODG does not apply
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Fig. 5. Estimation of the lengths of two rotating rods
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Fig. 6. The accumulation of the regret RTd (green line) and the gradient path-
length regularity VT (red line) by running Algorithm 1 to solve problem (38).
the gradient estimator yi,t in Algorithm 1, it also suffers from
such perturbations as shown in Figure 6. It is most likely that
the error from the perturbations is accumulated directly in the
local gradient calculation, though we will not investigate this
further and will leave this for future work.
VI. CONCLUSIONS
In this paper, we proposed a novel algorithm to solve
distributed online convex optimization problems with known
optimizer dynamics. Our main innovation was to adapt a
gradient tracking step previously studied in static optimization
methods to the online setting, which tightened the bound of
the network error component of the dynamic regret of the
algorithm. Assuming strong convexity of the global objective
function, we showed that the dynamic regret is upper bounded
by a quantity that does not specifically depend on the problem
horizon and is tighter than previously existing bounds in the
sense that terms involving gradient variation are provably
smaller than others in existing bounds. We also proposed a
theoretical way to select the step size used in optimization
that is explicitly independent of the problem horizon; it
suffices to only consider the objective functions and network
connectivity. We evaluated the performance of our algorithms
using extensive numerical experiments on tracking problems,
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showed that our algorithm is more robust to choice of step
size than that of [12], and gave a numerical example that gives
empirical evidence suggesting that the the gradient variation
measure in our regret bound cannot in general be removed.
REFERENCES
[1] S. Lee, N. Chatzipanagiotis, and M. M. Zavlanos, “A distributed
augmented lagrangian method for model predictive control,” in 2017
IEEE 56th Annual Conference on Decision and Control (CDC). IEEE,
2017, pp. 2888–2893.
[2] M. Rabbat and R. Nowak, “Distributed optimization in sensor networks,”
in Proceedings of the 3rd international symposium on Information
processing in sensor networks. ACM, 2004, pp. 20–27.
[3] A. Nedic´, A. Olshevsky, and C. A. Uribe, “Fast convergence rates
for distributed non-bayesian learning,” IEEE Transactions on Automatic
Control, vol. 62, no. 11, pp. 5538–5553, 2017.
[4] A. Nedic and A. Ozdaglar, “Distributed subgradient methods for multi-
agent optimization,” IEEE Transactions on Automatic Control, vol. 1,
no. 54, pp. 48–61, 2009.
[5] S. Lee and M. M. Zavlanos, “Approximate projection methods for de-
centralized optimization with functional constraints,” IEEE Transactions
on Automatic Control, vol. 63, no. 10, pp. 3248–3260, 2017.
[6] J. C. Duchi, A. Agarwal, and M. J. Wainwright, “Dual averaging for
distributed optimization: Convergence analysis and network scaling,”
IEEE Transactions on Automatic control, vol. 57, no. 3, pp. 592–606,
2011.
[7] N. Chatzipanagiotis, D. Dentcheva, and M. M. Zavlanos, “An augmented
lagrangian method for distributed optimization,” Mathematical Program-
ming, vol. 152, no. 1-2, pp. 405–434, 2015.
[8] N. Chatzipanagiotis and M. M. Zavlanos, “A distributed algorithm for
convex constrained optimization under noise,” IEEE Transactions on
Automatic Control, vol. 61, no. 9, pp. 2496–2511, 2015.
[9] ——, “On the convergence of a distributed augmented lagrangian
method for nonconvex optimization,” IEEE Transactions on Automatic
Control, vol. 62, no. 9, pp. 4405–4420, 2017.
[10] Y. Zhang and M. M. Zavlanos, “A consensus-based distributed aug-
mented lagrangian method,” in 2018 IEEE Conference on Decision and
Control (CDC). IEEE, 2018, pp. 1763–1768.
[11] J. Duchi, E. Hazan, and Y. Singer, “Adaptive subgradient methods
for online learning and stochastic optimization,” Journal of Machine
Learning Research, vol. 12, no. Jul, pp. 2121–2159, 2011.
[12] S. Shahrampour and A. Jadbabaie, “Distributed online optimization in
dynamic environments using mirror descent,” IEEE Transactions on
Automatic Control, vol. 63, no. 3, pp. 714–725, 2018.
[13] M. Zinkevich, “Online convex programming and generalized infinitesi-
mal gradient ascent,” in Proceedings of the 20th International Confer-
ence on Machine Learning (ICML-03), 2003, pp. 928–936.
[14] E. Hazan, A. Agarwal, and S. Kale, “Logarithmic regret algorithms for
online convex optimization,” Machine Learning, vol. 69, no. 2-3, pp.
169–192, 2007.
[15] C.-K. Chiang, T. Yang, C.-J. Lee, M. Mahdavi, C.-J. Lu, R. Jin, and
S. Zhu, “Online optimization with gradual variations,” in Conference on
Learning Theory, 2012, pp. 6–1.
[16] T. Tatarenko and M. Kamgarpour, “Minimizing regret in unconstrained
online convex optimization,” in 2018 European Control Conference
(ECC). IEEE, 2018, pp. 143–148.
[17] S. Hosseini, A. Chapman, and M. Mesbahi, “Online distributed convex
optimization on dynamic networks,” IEEE Transactions on Automatic
Control, vol. 61, no. 11, pp. 3545–3550, 2016.
[18] D. Mateos-Nunez and J. Corte´s, “Distributed online convex optimization
over jointly connected digraphs,” IEEE Transactions on Network Science
and Engineering, vol. 1, no. 1, pp. 23–37, 2014.
[19] M. Akbari, B. Gharesifard, and T. Linder, “Distributed online convex
optimization on time-varying directed graphs,” IEEE Transactions on
Control of Network Systems, vol. 4, no. 3, pp. 417–428, 2015.
[20] N. Cesa-Bianchi, T. R. Cesari, and C. Monteleoni, “Cooperative
online learning: Keeping your neighbors updated,” arXiv preprint
arXiv:1901.08082, 2019.
[21] S. Lee and M. M. Zavlanos, “On the sublinear regret of distributed
primal-dual algorithms for online constrained optimization,” arXiv
preprint arXiv:1705.11128, 2017.
[22] D. Yuan, D. W. Ho, and G.-P. Jiang, “An adaptive primal-dual subgra-
dient algorithm for online distributed constrained optimization,” IEEE
transactions on cybernetics, vol. 48, no. 11, pp. 3045–3055, 2017.
[23] S. Paternain, S. Lee, M. M. Zavlanos, and A. Ribeiro, “Distributed
constrained online learning,” arXiv preprint arXiv:1903.06310, 2019.
[24] E. C. Hall and R. M. Willett, “Online convex optimization in dynamic
environments,” IEEE Journal of Selected Topics in Signal Processing,
vol. 9, no. 4, pp. 647–662, 2015.
[25] O. Besbes, Y. Gur, and A. Zeevi, “Non-stationary stochastic optimiza-
tion,” Operations research, vol. 63, no. 5, pp. 1227–1244, 2015.
[26] A. Jadbabaie, A. Rakhlin, S. Shahrampour, and K. Sridharan, “Online
optimization: Competing with dynamic comparators,” in Artificial Intel-
ligence and Statistics, 2015, pp. 398–406.
[27] T. Chen, Q. Ling, and G. B. Giannakis, “An online convex optimization
approach to proactive network resource allocation,” IEEE Transactions
on Signal Processing, vol. 65, no. 24, pp. 6350–6364, 2017.
[28] R. Dixit, A. S. Bedi, R. Tripathi, and K. Rajawat, “Online learning with
inexact proximal online gradient descent algorithms,” IEEE Transactions
on Signal Processing, vol. 67, no. 5, pp. 1338–1352, 2019.
[29] K. Lu, G. Jing, and L. Wang, “Online distributed optimization with
strongly pseudoconvex-sum cost functions,” IEEE Transactions on Au-
tomatic Control, 2019.
[30] Y. Zhao, C. Yu, P. Zhao, and J. Liu, “Decentralized online learning:
Take benefits from others’ data without sharing your own to track global
trend,” arXiv preprint arXiv:1901.10593, 2019.
[31] P. Nazari, D. A. Tarzanagh, and G. Michailidis, “Dadam: A consensus-
based distributed adaptive gradient method for online optimization,”
arXiv preprint arXiv:1901.09109, 2019.
[32] X. Yi, X. Li, L. Xie, and K. H. Johansson, “Distributed online convex
optimization with time-varying coupled inequality constraints,” arXiv
preprint arXiv:1903.04277, 2019.
[33] A. Mokhtari, S. Shahrampour, A. Jadbabaie, and A. Ribeiro, “Online op-
timization in dynamic environments: Improved regret rates for strongly
convex problems,” in 2016 IEEE 55th Conference on Decision and
Control (CDC). IEEE, 2016, pp. 7195–7201.
[34] T. Yang, L. Zhang, R. Jin, and J. Yi, “Tracking slowly moving clair-
voyant: Optimal dynamic regret of online learning with true and noisy
gradient,” in International Conference on Machine Learning, 2016, pp.
449–457.
[35] L. Zhang, T. Yang, J. Yi, J. Rong, and Z.-H. Zhou, “Improved dynamic
regret for non-degenerate functions,” in Advances in Neural Information
Processing Systems, 2017, pp. 732–741.
[36] Y. Zhang, R. Ravier, M. M. Zavlanos, and V. Tarokh, “A distributed
online convex optimization algorithm with improved dynamic regret,” in
58th IEEE Conference on Decision and Control, Nice, France, December
2019, (Accepted).
[37] G. Qu and N. Li, “Harnessing smoothness to accelerate distributed
optimization,” IEEE Transactions on Control of Network Systems, vol. 5,
no. 3, pp. 1245–1260, 2018.
[38] S. Pu, W. Shi, J. Xu, and A. Nedic´, “A push-pull gradient method
for distributed optimization in networks,” in 2018 IEEE Conference on
Decision and Control (CDC). IEEE, 2018, pp. 3385–3390.
[39] N. Chen, J. Comden, Z. Liu, A. Gandhi, and A. Wierman, “Using
predictions in online optimization: Looking forward with an eye on
the past,” ACM SIGMETRICS Performance Evaluation Review, vol. 44,
no. 1, pp. 193–206, 2016.
[40] R. Ravier, A. Calderbank, and V. Tarokh, “Prediction in online convex
optimization for parametrizable objective functions,” in 58th IEEE
Conference on Decision and Control, Nice, France, December 2019,
(Accepted).
[41] S. Gade and N. H. Vaidya, “Distributed optimization of convex sum of
non-convex functions,” arXiv preprint arXiv:1608.05401, 2016.
