The study presents a robust yet simple technique for the extraction of lips from human face. Harris corner detection is applied on a morphologically pre-processed human face and the location and dimension of the lips along the horizontal and vertical directions are obtained. The lip dimension thus found is compared with a predetermined dimension of the same obtained through 'data cursor' operator prevailing in Matlab toolbox. The dimension obtained from the present technique is accepted only when they fall within a certain meaningful latter. The proposed technique is found to yield 88% of average correct rate of lip extraction from human faces of ORL Face Dataset.
INTRODUCTION
Lip extraction from human face images has been found to be a useful phenomenon in human face recognition and in the field of facial expression recognition. This has found vast application in which visual information obtained from the mouth region can improve the performance of the vision system [1] [2] [3] . Further, it has been established and demonstrated that there are various real life applications like audio-visual person identification. It has been well recognized in scientist community that observation on the lips of the speaker while articulation provide better speech understanding and intelligibility to the audience. In the present scenario of image understanding, recognition and analysis, there is tremendous need for efficient and automated yet accurate method, characterized by high level of robustness to the speaker in spite of variation in image characteristics and illumination level. But the weak skin color contrasts between the lip area and the rest part of the face have made the problem of lip extraction cum detection a difficult one. Various methods towards lip detection have been proposed in gray scale as well as colored images [4] [5] [6] [7] [8] [9] . There are a number of analyses such as template models founded on dynamic contours; active shape models [10] , deformable templates [11] , speaker's lip segmentation algorithm and feature extraction [12] are found in different journals and conference proceedings. Color face images are also dealt with where a color video sequence of speaker's face is acquired by mounting a special micro camera under natural lighting condition and without any particular make-up [13] . Some studies are either based on lip segmentation directly from color space [4, 14] and this type of algorithm are often used a color transformation or color filter to enlarge the gap between the lips and skin. The weak color contrast between the lip and face skin has rendered this type of approach almost inefficient due to the inability of outlining the lip boundary because lip shape is highly variable. The variation comes from individual appearance (spatiotemporal variation). Clustering of the mouth area utilizing color features is found to be another solution [1, 2, 5, 6] . Lip image clustering is usually performed under the assumptions that the number of clusters involving lip and face skin is given. Model based detection/recognition techniques, like deformable templates [11] , active shape models [10] , snakes [15] , generally use a set of features. All these methods are extensive in implementation and require detailed mathematical application.
The present study is based on familiar morphological dilation operation and a well known corner detection algorithm [16] . This process neither requires a detailed hardware nor any involved mathematical technique. It is also found to be insensitive to the color distinction between the lips and adjoining face skin. The processing time for the execution of the algorithm has been found to be small. The present study has yielded satisfactory outcome for detection cum extraction of human lips from the static image of human.
MATHEMATICAL BACKGROUND OF PROPOSED METHOD 2.1 Lip Region Extraction
The grayscale image has been used for the extraction of human lip region and detection human lip accurately. To obtain the exact location of human lip, the lip region should be extracted from the given input image. Most observation proves that upper and lower regions between both eyes and lips intensity are high than eyes and lips. So there is an obvious intensity changes in the upper and lower regions of both of eyes and lips. Otsu has proposed [17] a method to convert the grayscale image to binary image on the basis of thresholding technique. The Otsu's method is first applied to convert the input grayscale image to a binary image which assumes that the image to be threshold contains two classes of pixels (e.g. foreground and background). This Otsu's method searches the threshold that minimizes the intra-class variance. Mathematically, it is defined as a weighted sum of variances of the two classes as below,
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Fig 1: grayscale image and (b) Binary image
Weights ω i are the probabilities of the two classes separated by a threshold t and 2  variances of these classes. The of minimizing the intra-class variance is the same as maximizing inter-class variance one defined as,
Where i  and i  are class probabilities and class means respectively. The threshold t will be obtained when b  gets its maximum. The input grayscale image and binary image followed Otsu's method are shown in Figure 1 .
After converting into binary image from input image by Otsu's method, a horizontal projection profile of the binary image is defined as the vector of the sums of the pixel intensities over each row [17] . It has been observed from the horizontal projection that lower intensities are present on the regions of hair, eyes, lips and chin. Mostly, human lips are present in the lower half part of any human face. By considering lower half part of the human face, the lips have the lower intensity than other half part of face. For the lower half part of human face, it is claimed that minimum point of horizontal projection profile is related to lip region. There are two maximum points of horizontal projection profile (lower half part of image) which presents the lower and upper region of lips. Based on the above mentioned from on the lip region can be extracted from the human face image detect in order to go exact location of lips. The horizontal projection profile of binary image and result of lip region extraction are shown in Figure 2 . 
Morphological Operation
Morphological operation has been used as means to identify and extract meaningful image descriptors based on properties of form or shape within the image. In this operation, the value of each pixel in the output image is based on a comparison of the corresponding pixel in the input image with its neighbours [20] . The two most basic morphological operations are dilation and erosion. In this paper, dilation has been applied to gradually enlarge the boundaries of region foreground pixels. Thus area of foreground pixels grows in size while holes within those regions become smaller. Hence, it also has been used to create unique background of lip region image. As a result, the accurate minimum corners can be detected on the lip region. In work, dilation operation has been applied on gray scale images. The dilation operator takes two pieces of data as inputs. The first is the image which is to be dilated. The second is a set of coordinate points known as a structuring element (kernel). The structuring element determines the precise effect of the dilation on the input image. Mathematically, dilation is defined in terms of set operation. The dilation of A by B , denoted AB  , is defined as,
Where, Ø is the empty set, z is pixel element, A is object and B is the structuring element. In words, the dilation of A by B is the set consisting of all the structuring element origin locations where the reflected and translated B overlaps at least some portion of A .
Creation of Corner on lip region
A corner can be defined as points for which there are two dominant and different edge directions in a local neighbourhood of the point. The main advantages of a corner detector is its ability to detect the same corner in multiple similar images, under conditions of different lighting, translation, rotation and other transforms. The Harris corner detection method avoids the explicit computation of the eigenvalues of the sum of squared differences matrix by solving for the following corner metric matrix R.
The variable k corresponds to the sensitivity factor. The value of k has to be determined empirically, and in this paper we have used the value 0.04. On the basis of R the pixels are classified as follows: 0 R  : Corner pixel, R~ 0: pixel in flat region, R < 0: Edge pixel.
The detected corner using harris corner detection operation before and after dilation operation has been shown in Figure  3 .
Distance measurement of two lip corners using Data cursor
After detecting corners on lip regions, we first need to measure maximum horizontal and vertical distance of corners on lips. For this purpose, manual distance calculation has been done on lips region of different classes. We have been used the 'data cursor' operator of Matlab, which gives the (x, y) coordinate values of the lip corner pixel, on selection of the pixel.
A Data Cursor is a small black square with a white border that you interactively position on a graph in data cursor mode. When you click a graphic object such as a line on a graph, a data tip appears. Data tips are small text boxes or windows that float within axes that display data values at data cursor locations. Data tips list x-, y-and (where appropriate) z-values for one data point at a time. An example of the process is shown in Figure 4 . 
SYSTEM OVERVIEW
The complete system and implementation steps are described with a block diagram shown in Figure 5 . At first, we have been applied Otsu's method to convert binary image from input grayscale human face image for find out the maximum intensity region of human face region. In order to find out maximum intensity, the horizontal projection profile has been developed which is defined as the vector of the sums of the pixel intensities over each row. After getting the horizontal projection profile of the binary image, we consider the lower half part of that image to extract the lip region. Because in most of the human face images, lips are present in the lower half part of the image. The lip region extraction has been found from the lower half part of the human face image based on the maximum intensity of upper and lower region of lips. After extraction of lip region, we have been applied morphological dilation operation before corner detector method to ensure that no unwanted corners will be detected on that lip region with background. After that, Harris corner detector which is analyze the corner points in images based on the autocorrelation of image intensity values has been used to detect the corners on the lip region images. After corner detection, we have done manual analysis to find out the possible range of distances between the detected lip corners and used it as the predefined distance. For this purpose, we 
EXPERIMENTAL RESULTS AND DISCUSSION
This work has been simulated using MATLAB R2009b in a machine of the configuration 3.00GHz Intel(R) Core(TM) 2Duo Processor and 3.00GB of Installed Memory. We analyze the performance of our proposed technique using the ORL face database.
ORL Face Database
There are 10 different visual images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses) [19] . All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement). The size of each image is 92×112 pixels, with 256 grey levels per pixel. 
Results
In this section, we present our experimental results to assess the performance of the proposed method. For our experiment, 10 different classes of human face from ORL Face Database has been taken in where each class consists of 10 frontal human face images. One image sample per class from 10 different classes are shown in Figure 6 . At first, lip region extraction is performed on human face including background using horizontal projection profile after convert into binary image from gray scale image. Then the dilation operation has been applied to remove unwanted lighting object of background by thickening pixel of lip region. After dilation operation, Harris corner detection algorithm has been applied
Fig 7: Some Results of Lip Detection
to detect corners on lip region. Because of removing unwanted lighting object, a small number of corners can be detected on lip region. After detecting the corners on lip region, the automatic row-column distance measurement using predetermined distance has been used to detect the exact lip of human face. The predetermined distance between two corners has been calculated using 'Data Cursor' operator of MATLAB. Our experimental results on ORL Face Database shows that lip detection has been found successfully on total no of 88 images among 100 images (10 images per class), which implies that average lip detection rate is 88%. All the results obtained from 10 different classes of proposed dataset have been reported in Table 1 . Some lip detection results from 100 images has been shown in Figure 7 . The lip detection rate over 10 different classes of human face from proposed dataset also has been shown by graph in Figure 8 . 
CONCLUSION
The present study to extract lips from still images of the real life face images has been found to yield 88% rate of detection. Moreover the proposed method is insensitive to color distinction between lips and face skin. The method has been found to be simple yet robust and can be extended for color images also.
In future works, we will try to ameliorate our approach and make it work for smile detection, face recognition and facial expression recognition using other facial expression databases of human face.
