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Bisimulation is a robust notion of node equivalence which is ubiquitous in the theory and application of graph data. It defines an intuitive notion of nodes in a graph sharing fundamental structural features. In data management, for instance, bisimulation partitioning (i.e., grouping together bisimilar nodes) is often a basic step in indexing semi-structured datasets [6] , and also finds fundamental applications in RDF [7] and general graph data (e.g., compression [1, 3] , query processing [4] , data analytics [2] ). Inspired by these applications, in this talk, we consider the problem of computation and maintenance of k-bisimulation, which is the standard variant of bisimulation where the topological features of nodes are only considered within a local neighborhood of radius k 0.
The I/O cost of our partition construction algorithm is bounded by
) , while our maintenance algorithms are bounded by
). Here, |E t | and |N t | are the number of disk pages occupied by the input graph's edge set and node set, resp., and B is the maximum number of disk pages which can fit in internal memory. Empirical analysis on a variety of massive real-world and synthetic graph datasets shows that our algorithms not only perform efficiently, but also scale gracefully as graphs grow in size [5] . During the talk, we will explain the basic idea that leads to the design of our algorithms by one running example, and will discuss some interesting observations during the empirical study of the algorithms on massive graph datasets.
