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Introduction 
Since Cook’s NP-completeness theorem for classical sentential ogic [3], several 
papers have investigated the complexity of the satisfiability problem in nonclassical 
sentential ogics [ 1,6,14,15]. The author has not been able to fmd in the literature 
a similar investigation on many-valued sentential ogics (alias calculi), despite their 
importance in computer science-see, e.g., [4,11] and references therein. Recently, 
many-valued logics have also found applications in algebra [8,9] and in functional 
analysis [lo]. 
This note is devoted to proving the result stated in the title for the infinite-valued 
sentential calculus of tukasiewicz, and for each n-valued calculus (n 2 3). Interest- 
ingly enough, the main tool of our proof that satisfiability is in NP is a constructive 
version of McNaughton’s deep characterization [7] of sentences in infinite-valued 
logic in terms of piecewise-linear functions. Further, our results give a first genuine 
measure of the Turing complexity of the AF C*-algebra X@ of [lo, Section 81. One 
can now similarly measure the Turing complexity of other C*-algebras existing 
in the literature, e.g., the CA algebra describing the ide 
All the background material on many-valued logic can be found in [ 161 and [7]. 
Some prior acquaintance with piecewise ar topology and con 
be helpful. The first chapters of [l2] an 2] contain far more 
this note needs from these two fields. 
liation: Dipartimento Scienze Informazione, Universita di 
03@4-3975/87/$3.50 @ 1987, Elsevier Science Publishers B.V. (North-Holland) 
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Following [ 151, sente in either classical , or many-value are words 
over the alphabet C = { , X, I} given by the foll nition: the 
(sentential) variables X, Xl, X 11, . . . are sentences, are sentences if p 
and q are so. “N” and “C” are the negation a lication connective 
resnec^ ” vel:?. We let S c C* denote the set of sentences. For every p E S, 11 p 11 is the 
length of p, i.e., the number of occurrences of symbols in p. We write X, instead 
of xl*** 1 (m strokes). In the infinite-valued sentential calculus, for each point 
x=(xg, Xl , . . .) in the Hilbert cube [0, l]"+ the truth value p(x) is defined by 
(i) if p is X,,,, then p(x)=x,,,; 
(ii) if p is Nq, then p(x) = 1 -q(x); (1) 
(iii) if p is Cqr, then p(x) = min( 1,1- q(x) + r(x)). 
A sentence p is a tautology iff p(x) = 1 for all x E [0, 11”; p is unsatisfiable iff Np 
is a tautology; otherwise, p is satisjable. We let SAT,C S be the set of satisfiable 
sentences in the infinite-valued calculus. Tautologies and satisfiable sentences in 
classical (2.valued) sentential logic are similarly defined by letting x range over the 
Cantor cube (0, 1)” instead of over the Hilbert cube. If Xm, , . . . , X,,,,, are the variakles 
occurring in p with q < l l l < m,, then the McNaughton function of p, fP : [0, 11” 3 
[0, I] is the only function such that, for all zl,. . . , z, E [0, l]“, 
f( p 21, . . . . z,) = p(x), for every x E [0, 11" with xm, = 21, l . . , xm,, = 2,. 
(2) 
Clearly, if y E [0, 11" and yml = x~,, l . . , ym, = xm,, then p(x) = p(y). McNaughton 
[7] characterized the set {&, Ip E S} as follows: A function f: [0, l]” + R arises as &, 
for some sentence p E S iff f is continuous, range(f) c [0, 11, and there are a finite 
number of linear polynomials ccl,. . . , pm with integral coefficients such that for 
each ZE [0, 11“ there is a Jo {l, . . . , nt} with f(z) = *j(Z). 
It is easy to see that a function f obeying the above conditions arises from a 
satisfiable sentence iff f does not vanish identically. 
. Letf(xl,...,x,,) be the Naughton function of a sentence p E S. 
en, for all x, y E 10, I]“, the one-sided derivative at x in direction u = y - x 
exists, eys t 
(3) 
ere 
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f (x; u) follows fro ‘s characterization theorem 
[7, page 21. We prove (3) by induction ber of connective 
asis: p is whence f: [0,1] + [0, 1 
N-step: p is <q 
f(x) = x. Then (3) is immediate. 
for some y E S. Then, by (1) and (2), f= 1 -f4 and, by induction 
hypothesis, we have 
IS(x; 4l= Ifb(x; 41 s I4 •ll~ll 44 l II Pll- 
C-step: p is Cqr for some q, r E S. Without loss of generality, X1,. . . , X, are the 
variables occurring in q and not in r; X,,, , . . . , Xo+b occur in r and not in q; 
X a+b+l,--0, X a+b+c occur in q and in r simultaneously. e allow the possibility 
that one of these sets is empty. Let g : [0, lla+’ + [0, l] and h : [O,l]b+c + [0, l] be 
the AMcNaughton functions of q and r, respectively. Then, n = a + 6 + c. Let g and 
i be defined by 
6(x 1,.=.,Xn)=~(x,+l,*.*,~~+b,~~+b+l,==~,~~) 
for all x1,..., x,E[O, 14: Then, by (1) and (2),f=min(I, l-g+@. If l-g+bl 
on the interval [x, x-k EU] for some E > 0, then f(x; u) = 0 and we are done. 
Otherwise, for any vector z E W”, let z^ denote the vector in Ra+c obtained by deleting 
the coordinates z,+~, . . . , za+& Let, similarly, Z E Rb+’ be obtained 
h-9 za in z. Then, by induction hypothesis, we have 
(S(x; u)l = l-$(x; u) + i?(x; u)l 
s Ig”(X; u)l+ Ih”‘(x; u)l 
= lg’($; ;)I+ Ih’(n; ti)l 
44 l Ilqll+l4 l Il++I * M1+Ild)+l l IIPIl* cl 
Throughout this paper the adjective ‘linear’ is meant to be understood in the 
affine sense [12]. 
Proposition 2.2. Let f( xl , . . . , x,,) be the McNaughton function of a sentence p E S. 
Suppose T c [0, 11" is an n-simplex such that f coincides on T with a linear polynomial 
Then p is uniquely determined by f and T, and the following inequality holds: 
max(lml, . . . s lmnl) s II PIL 
Uniqueness follows from T bein 
), choose a point z i 
basis vector in iI?! 
2; Ui)l=la~/aXil=l 
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.3. Letf(x,, . . . , x,) be the MdVaughton function of a sentencep ESAT,. 
IIien there is a point x = (a,lb, . . . , a,lb) in [O,l]” witha,,bd,O~ai<bforeach 
i=l,..., n, such that f(x)>0 and 
(5) 
By [7, page 21, f is continuous, 0s f s 1, and there are a finite number of 
distinct polynomials pl , . . . , pm with integral coefficients and a finite number of 
n-dimensional closed convex regions DI , . . . , D, satisfying the following conditions: 
(a) for all h # S either Dh n Dk = 0, or Dh n Dk is contained in the boundary of 
Dh and Dk; 
(b) D,u-•D,=[0,1]“; 
(c) foreachk=l,...,sthereisaj=l,...,msuchthatf=~~onD~. 
McNaughton’s argument actually shows that each Dk may be safely assumed to be 
a convex polytope [2] whose (tr - I)-faces are given by linear equations of either form 
pj=ph or &=O Or &=I Or Xi=0 or xi=1 (6) 
forsuitablej,h=l,..., m,andi=l,..., n. By (2) and condition (b) above, since 
p is satisfiable, there is a region Dk and a point x E Dk such that f(x) > 0. Since Dk 
is the convex hull of its extreme points [2] and f is linear on Dk, f(v) > 0 at some 
vertex v of Dk. For each j = 1,. . . , m, let us display pj as 
~j(X*,.._,Xn)=Cj+M~jX*+"'+mnjX,, cj,m@. (7) 
Using some n-simplex T c Dk and applying Proposition 2.2 together with condition 
(c) above, we get 
irn&/pll forall i=l,..., n;j=l,..., m. (8) 
By (6), v has rational coordinates, say v = (a,/ 6,. . . , a,,/ b), with ai, b E Z, 0s ai s b. 
In fact, v is the solution of a system of n linear equations, each row in the system 
being as in (6). Writing the rth row in the form d,,~~ +* l l + &xn = k,, by (6), (7), 
and (8) we obtain 
(9) 
Let A be the determinant of the system. Then, without loss of generality, b = IA 1 
adamard’s inequality and the inequality n s II p 11, we finally obtain 
from (9) 
1 S (4n 11 pl12)“/’ < 2(211p11)2. 0 
h a point exists iff’p is satisfiable. In order to 
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check quickly that S,(x) > 0, write each coordinate ai/ b as a pair of binary integers. 
Letting 11 ai11 and II b 11 respectively denote the number of bits of ai and 6, from (5) 
and 0 G Ui s b, it follows that 
llaill~ llbll ~411pl12, i= 1,. . . , n. 
Writing now x as a word w over the alphabet (1, 0, /, ;, ), (} we have 
lbd = llhlb; l l l ; eJ~)II 
The value&(x) can be computed by a deterministic Turing machine M within time 
bounded by a polynomial in II pII. Over input w, M computes the value of a 
composition fP of at most II pi/ functions, each function being either of the form 
z w 1 - z or y, z H min( 1,1- y + z). The function fP is immediately obtainable from 
p. As the result of each computation of a function occurring in fp (corresponding 
to each connective occurring in p), M quickly outputs a rational number in [O, l] 
whose denominator cannot exceed b. Thus, f,( x) > 0 can be checked in deterministic 
polynomial time, as required. D 
SAT, is NP-hard 
Following the notation of [lo], the operations *, 0, ., v and A on the unit real 
interval 10, 1] are defined by 
x*=1-x, xOy=min(l,x+y), ~.y=max(O,x+y-l), 
(10) 
x v y = max(x, y), x /\ y = min(x, y). 
For any f, g : [0, I]” + [0, 11, the functions f, f Og, f l g, f v g, f A g are now defined 
by pointwise application of the corresponding operation on [0, I]. Thus, for example, 
for all x E [0, l]“, 
(f@g)(x)=min(l,f(x)+g(x)) and (f- g)(x)=max(O,f(x)+g(x)-1). 
(10 
An easy calculation shows that each operation 0, l , v, A is commutative and 
associative. 
. Foreuchn,tEZ withta2undn>I, ne fn,r 1 w, 11” + PA 
f( n.t Xl,---, x,) = (x, v XT) l . . . l (x, v XT) l . . . l (X” v XR) l . . . l (xn v XX). 
I times t times 
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Then f = fn,r has the following properties for each j = 1, . . . ,2” and i = 1, . . . , n: 
(i) f ( vj) = 1 for every vertex vj of the n-cube [0, “a 3”; 
(ii) f (yji) = 0 for every point yji at a distance I/ t from vj, on an edge having vj as 
a vertex; 
(iii) f is linear on the n-simplex q- with vertices vi, yjl , . . . , yin; 
(iv) f(z)=0 for all zE[O, l]“\U~l., lj. 
roof. Let g =p = 1-J Then g is obtained by replacing in (12) the operation “0” 
by “@“, and “v” by “A”. It is sufficient to consider the vertex v1 = 0 whose 
coordinates are all 0. 
): We have (Xi n x:)(O) = 0 h 1 = 0. Thus g(0) = 063. . .QO n x t times, whence 
g( =0 and f(O)=l. 
(ii): The points y1 1, y12, . . . , yl n are respectively given by 
(l/t,0 ,..., O), (0,1/t ,..., 0) ,..., (0,O ,..., l/t). (13) 
Since, by hypothesis, 1/t s 1 - l/t = (11 t)*, we have, for all i = 1, . . . , n, 
g(Y!i)=“Qe ..@O@l/t@...Ql/t@O0-. l @O=l. 
nW f(Y*i) =O- 
(iii): Let TL be the n-simplex with vertices vl , y,, , . . . , yin. Each y E T1 has the 
form y = A& + h*y,, + . ..+h~L~forsuitableh~....,An~OwithA~+...+A~=l. 
By (13), y = (AL/t, . . . , An/t). Since Ai/ t G b, we have (Xi A x?)(y) = hi/ t. Therefore, 
by (lo), we obtain 
g(y)=h,/tQ* * l QA,ltQ. l .QAn/tQ. . .Qh,f t 
=(A&+. . .+A,/t+. l .+An/t+. . .+An/t)A 1 
=(A,+- l .+A,) A l=A,+. . .+An. 
On the other hand, by (i) and (ii), we have 
bg(Vl)+Atg(_Y,,)+* l l +Ang(y~n)=A~+* l l +An- 
Thus, g is linear on TL and hence, so is f. 
(iv): Without loss of generality, z is in the n-cube determined by the following 
inequalities: 0~ x1 s 4, . . . , 0~ xn s 4. Thus, (xi A X:)(Z) = Zi for all i = 1, . . . , n. By 
hypothesis, z1 + l l l + z,, Z= l/t. Therefore, we have 
g(z)=zlQ...Qz,Q...QznQ..-Qz,,=(tz,+...+tZ,,)Al==l. 
Thus, f (2) = 0, as required. Cl 
For all p, we shall now introduce the following traditional abbreviations [131: 
0) it follows t es occur in p and 4, then 
fLpq =fp . f4 f*pq==fp~.& (19 
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3.2. For each i, n, t E h with i, n 2 1 and t > 2, define sentences pi, qi,r, and 
m,t E S by 
(i) pi is AXiNXi; 
(ii) qi,t is Lpi Lpi . . . Lpi Lpipi ( t times pi) ; 
(iii) ct,t is Lq,,tLq2,tg l l hP2,tLqn-,,tqtt,t~ 
lien the McNaughton function of rm,t is the function fnsr of (12). 
Proof. By (15), &:[O, l]+[O, l] is given by j&)=zvz*. Similarly, fqi,:[O, l]+ 
[0, 1] is the function (z v z”) l . . . l (z v z*), t times. For each i = 1, :. . , n, let 
_& : [0, 11" + [0, I] be defined by J,,(,, ,, . . . , xn) Z&i ,(Xi). Then J”, =$1 . . . t. . . . l J, t = . 
fn,t- 0 
Lemma 3.3. Let X1,. . . , X,, be the variables occurring in p E S. Let t = 11 p 11. Then p 
is a tautology in the 2-valued calculus iff Cr,,,p is a tautology in the in$nite-valued 
calculus. 
Proof. (+): By (2) together with [lo, Section 4.101 and Lemma 3.2, we have 
fn,r =&, dfp on [0, l]Y Since, by Lemma 3.1(i), fn,t = 1 on the set (0, 1)” of vertices 
of the n-cube, so does Sp, i.e., p is a tautology in the classical calculus. 
(‘): By [lo, Section 4.101 and Lemma 3.2, we must prove that & Q, on [0, 11”. 
By Lemma 3.l(iv), this inequality holds on the set [0, 1 j”‘\Lii 7. So let us assume 
fn,t (x) > f,( x) for some x E q (absurdum hypothesis). Since fn,r and fp are continuous 
[7], we can safely assume x to be in the interior of 7j, whence, in particular, x # vj. 
Let u be the unit vector in the direction from vj to x, u = (x - vj)/ IX - vjl. By Lemma 
3.2 and 3.1(i)-(iii), we havefn,,(y; u) G -t = - 11 p 11 for each y in the interval [ vj, x]. 
On the other hand, by Lemma 2.1, fL(y; u) a -11 pll. Thus, 
fk,t(Y; U) s -11 PII GfL(y; u) for all Y E [Vj, xl= (16) 
Since p is a tautology in the 2-valued calculus, fp = 1 on (0, l}“, whence, by Lemma 
3.1(i), we have 
L,t(Vj) =f,(Vj) = l* (l?) I 
Now, by Lemma 3.l(iii), f$ is linear on [vj, x] and, by [7] and [12], fp is (continuous 
and) piecewise-linear on [ vj, x]. Thus, by (16) and (17), fp +$t on [Vj, ~1, a 
contradiction. 0 
-hard. Thus, SAT, is NP-complete. 
f. In the light of eorem 2.4 and Cook’s 
set SAT, of satisfiable sentences i 2-val 
be the variables occurrin 
3.3, p E SAT, iff Np is not a tautology in the 2-valued calculus iff Cr,,,Np is not a 
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tautology in the infinite-valued calculus iff NCr,,, Np E SAT,. ecalling the 
definition of rn,t given in Lemma 3.2(iii), we see that the map p I+ NC P~,~ Np is the 
required polynomial transformation. 0 
. S m is lete 
For each integer n - > 3, the set SAT, c S of satisfiable sentences in the n-valued 
sentential ogic is defined as for SAT, or SAT,, replacing the Hilbert, or the Cantor 
cube, by the cube C, ={0, l/(n - l), . . . , (n - 2)/( n - l), 1)“. The following corol- 
lary, together with Theorem 3.4, extends Cook’s theorem [3] to all many-valued 
sentential calculi. 
. For each n 2 3, SAT,, is NP-complete. 
roof. Membership in NP is proved as for the 2-valued calculus: given p E S, to 
test p E SAT,, one guesses a rational point x in the cube C, and checks that the 
truth value p(x) is >O. To prove NP-hardness, given p E S, the same argument of 
Lemma 3.3(e) shows that if Cr,,,p is a tautology (i.e., NCr”,,p is unsatisfiable) in 
the n-valued calculus, then p is a tautology in the 2-valued calculus. Conversely, if 
p is a tautology in the 2-valued calculus, then, by Lemma 3.3(a), Cr,,g is a tautology 
in the infinite-valued, whence in the n-valued calculus [ld, Theorem 17(c)]. Thus, 
the analogue of Lemma 3.3 holds and the same argument of Theorem 3.4 now shows 
that the map p I-+ NCr,,,Np is a polynomial transformation from SAT, into SAT,. Cl 
or0 . The set of tautologies in the infinite-valued, as 
calculus, is recognized by a deterministic Turing machine 
time. Cl 
well as in each n-valued 
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