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から連想語 y への距離 D（x, y）が，式（ ₁ ）のように定式化されている₆︶。
　　D（x, y）＋ ₀.₈₁ F（x, y）＋ ₀.₂₇ S（x, y） （ ₁ ）
　ただし，F（x, y）は複数の被験者において，刺激語 x に対し連想語 y が回答された割合（連想
















刺激語 課題 連想語 回答時間 回答順位 回答率 距離
明かり 環境概念 電気 ₀.₂ ₁ ₀.₁ 6.49
明かり 環境概念 暗がり ₀.₁₈₃ ₁ ₀.₁ 6.49
明かり 環境概念 家 ₀.₈₀₈ ₄.₅ ₀.₂ 4.565
明かり 環境概念 学校 ₀.₇₇₅ ₅.₅ ₀.₂ 4.895
明かり 環境概念 暗闇 ₀.₂₇₅ ₁.₅ ₀.₂ 3.575
明かり 環境概念 部屋 ₀.₂₄₄ ₁.₁₆₇ ₀.₆ 1.412
秋 上位概念 シーズン ₀.₃₃₃ ₃ ₀.₁ 7.15
秋 上位概念 期間 ₁.₅₆₇ ₅ ₀.₁ 7.81
秋 上位概念 時候 ₀.₆₅ ₂ ₀.₁ 6.82
秋 上位概念 四季 ₀.₂₅₈ ₁.₅ ₀.₂ 3.575
秋 上位概念 時間 ₀.₅₉₂ ₂.₅ ₀.₂ 3.905
秋 上位概念 時期 ₀.₅₉₄ ₃ ₀.₃ 3.043
秋 上位概念 季節 ₀.₂₂₈ ₁.₁ ₁ 0.979
秋 下位概念 大きい秋 ₀.₃ ₂ ₀.₁ 6.82













2.4 動 作 式
　式（ ₂ ）および式（ ₃ ）に，システムの動作式を示す。
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0  （ ₃ ）
　上式において，I は入力文に含まれる全ての単語，すなわち開始ノードの集合を表し，一方 Lxy
はノード x からノード y への最短経路に含まれる全てのノードの集合を表す。また cy は，全ての
開始ノードから目的ノード y までの距離の合計であり，更に oy は y に対する最適解のフラグで
ある。距離の合計値 c が最小値 cmin と等しいノードにのみ，フラグ o に ₁ が代入され，入力文に
対する応答として出力される。
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ついては，今後の検討課題である。
4.　お　わ　り　に
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表₃.₁　システムの応答用データ
ID 入　　力　　文 期待される目的語 システムの応答
₀₁ 「空を自由に飛びたいな」 タケコプター 「ハイ，タケコプター !!!」
₀₂ 「鳥のように素早く移動したい」 タケコプター 「ハイ，タケコプター !!!」
₀₃ 「昔の自分に会いたいな」 タイムマシン 「ハイ，タイムマシン !!!」
₀₄ 「₁₀₀年後の未来はどうなってるかな？」 タイムマシン 「ハイ，タイムマシン !!!」
₀₅ 「色々な場所を旅してみたいなあ」 どこでもドア 「ハイ，どこでもドア !!!」
₀₆ 「学校に忘れ物を取りに戻らなきゃ」 どこでもドア 「ハイ，スモールライト !!!」
₀₇ 「この荷物，重すぎて運ぶのが大変！」 スモールライト 「ハイ，スモールライト !!!」
₀₈ 「ミクロの世界を覗いてみよう」 スモールライト 「ハイ，スモールライト !!!」
₀₉ 「おやつを好きなだけ食べてみたいぞ！」 もしもボックス 「ハイ，もしもボックス !!!」
₁₀ 「どうかこの恋が実りますように…」 もしもボックス 「ハイ，もしもボックス !!!」
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Summary
In this study, we have mentioned to dijkstra algorithm and suggested a new method to deal 
with data of associative concept dictionaries, which was more simple and reasonable way than 
neural network architecture adopted in some previous studies.　We have constructed a computa-
tional dialogue system based on a suggested method, containing a digraph structure of an asso-
ciative concept dictionary with 23,093 nodes for words and 71,717 links for relations of words.　
When a user inputs a sentence to the system, it gets some start nodes with morphological analy-
sis and starts searching in the digraph structure with dijkstra algorithm to find the shortest path 
to some goal nodes.　The system calculates the total distance from all start nodes for each goal 
node, considering one with the minimum distance as the most appropriate answer to output.　We 
evaluated the system with some example sentences to input, getting good results in most cases to 
imply the availability of our suggested method.
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