Introduction
A 1 dimensional sand pile consists of an in nite sequence of stacks. Each stack holds a nite number of grains. Sand Piles Model (spm) and Chip Firing Games (cfg) are dynamic systems based on local balancing. The total number of grains never changes. They are both used to model ows in systems, like load-balancing in a processor network in computer science 7, 8] and granular ows in physics 6]. In spm, if a stack has at least 2 more grains than the next stack, then a grain tumbles down from the rst stack to the second. In cfg, a stack gives a chip to each of its neighbors if it has enough chips to do so.
Goles and Kiwi 2,5] study 1 dimensional spm and the related cfg. They detail the dynamics and proved the convergence for various sequential cases. The problem studied here is the parallel evolution of a single non-empty stack, as illustrated by Fig. 2 .
This note is organized as follows. De nitions, notations and the equivalence of spm and cfg are given in Sect. 2. In Sect. 3, we show that the dynamic is divided in 2 phases. During the rst phase, the original stack has more grains than any other and always gives a grain to the second one. During the second phase, the pile stabilizes.
In Sect. 3, we study the rst phase by considering an empty con guration which receives a grain in its rst stack at each iteration. It can also be thought of as water dripping from a tap or sand in an hourglass. Each con guration, encoded in height di erences, is partitioned in four portions of di erent patterns: 22, 1313, 0202 and 11. The frontiers between them act like signals.
In Sect. 4, we give the shapes of the con gurations and make asymptotic approximations. The shape increases proportionally to the square root of the number of iterations. It is made of 2 sections of slopes 1 and 2 and relative length p 2.
We go back to the original problem in Sect. 5. The focus is laid on the second phase: the stabilization after the height of rst stack reaches the height of the second. New signals appear. The parallel collapsing time of a unique stack is linear in function of the number of grains. Compared to the sequential case, the speedup is proportional to the number of non-empty (active) stacks.
De nitions
We use the notation of Goles and Kiwi 5] . The only di erence is that our model is parallel. and c in Fig. 1 . The number of grains in the pile is nite and constant. De nition 1 Let (n) be the following threshold function: 8n 2 Z, (n) = 1 if 0 n, otherwise 0. Let be a con guration. The spm dynamic is driven by the following transition function F :
The negatives terms correspond to the possibility of giving a grain to the next stack, while the positive terms correspond to the possibility of receiving one. All of the stacks are updated at the same time, in parallel.
In the initial con guration all the grains are in the rst stack (number 0). Since grains only move to smaller stacks, a direct induction shows that only nonincreasing sequences are generated from the initial con guration. This ensures that height di erences are all positive.
Any con guration can also be encoded by the list of its height di erences x = hh ( 0 ? 1 We call chips these di erences of grains. The above rule can be stated as: if a stack has more than 2 chips, it res 1 chip to both of its neighbors. This is the chip ring game (cfg). spm and cfg are equivalent in a 1 dimensional lattice.
Studied Problem
We study the parallel collapsing of a stack of N grains located at the original stack (number 0), i.e. the evolution from N]]. Goles and Kiwi 5] have shown that the nal con guration (or xed point) is straightforwardly de ned from the initial con guration, independently from the updating (parallel, sequential or mixed). The nal con guration is a triangle with all slopes equals to 1 except, maybe for a unique 0. The sequential collapsing time is of order N 3=2 . Figure 2 shows the parallel evolution in the case N = 40. We distinguish 2 phases. Before iteration 30, each time a grain falls onto the second stack (number 1). After, the pile balances and reaches stability.
During this rst phase, stacks 1;2;3;::: have a special behavior: starting from nothing, they are balancing while a grain falls onto stack 1 every time. The new grain, like the other falling grains, arrives at the end of the iteration. Section 3 and 4 are devoted to this problem: 3 Triangles and Signals Stacks 1;2;3;::: are encoded by height di erence on Fig. 3 (steps 1 to 120 ). Triangles appear with patterns 22, 1313, 0202 and 11. These patterns are stable. It should be noted that for the second and third patterns, digits are alternating, like in a chessboard. Each con guration seems to be the concatenation of four portions with the following patterns: 22, 1313, 0202 and 11 respectively. We call frontier the limit between 2 patterns and border the limits of the con gurations. We denote L (left), M (middle) and R (right) the frontiers between respectively rst and second, second and third, third and fourth patterns. Geometric de nitions are given in Fig. 4 . On Fig. 3 , L and R behave like signals moving on both sides of M.
Proposition 2 All con gurations are of the form:
2 ("j3) (13) ("j12) (02) ("j0) 1 . PROOF. We prove the proposition by induction. It is true for the rst 120 iterations as it can be seen on Figure 3 . Interaction only depends on the 2 closest neighbors. Thus it is enough to look locally at the interactions of the frontiers on Fig. 3 If G k < D k < 2G k then there are 1 or 2 returns of L to M (1 k 2) and G k and D k only vary by 1. In the next collision, nothing more than equality can happen (G k+1 D k+1 2G k+1 ). In the case of equality, G k and D k can only go back to inequality as explained above.
L M R
It can be seen geometrically in the Fig. 3 Since G k is at most linearly increasing (in k) and q and are bounded, the sum of above terms diverges. This ensures that the ratio goes back to somewhere less than 4=q away from p 2. From this, after some time, D k =G k does not di er from p 2 by more than 6=q.
When n tends to in nity, so do k, G k and D k (for geometric reasons), so do the possible p and q for (1) Let H and T be respectively the maximum height (height of the rst stack) and the total length (number of non-empty stacks) of the con guration. Theorem 4 and the fact that all quantities go to in nity allow us to relate them to the number of fallen grains n which is also the total area of Fig. 4, i. The local updating function is symmetric: changing x by ?x, it remains the same. We use this property to restrain the cases because L 0 and R, and M 0 and M, behave symmetrically.
Each time, only one case is considered. The end signal E goes to the right until it encounters the old left signal L as shown in Fig. 5 .
The result is a static border B that can be 1 or 2 stacks wide depending on the parity of the distance between signals E and L. After this, the new frontier M 0 , or the old middle frontier M, pushed by respectively L 0 and R, reaches B as shown in Fig. 6 . The right column of Fig. 6 shows what happens when borders M 0 and M meet after the static border B has disappeared. 
Asymptotic Time
We summarize the interactions of the second phase in Fig. 8 . Special cases studied above are not indicated and can always be considered as gains of time. The dynamic is decomposed in 2 phases: dripping then stabilizing. During the dripping process, con gurations are made of 2 di erent sections of slopes 2 and 1. The ratio of their relative lengths tends to p 2. During the second phase, there are 3 sections of slopes 1, 2 and 1. We found asymptotic approximation for the di erent parameters of the con gurations.
The signal encoding techniques developed here can be used to study dynamic system as in 1].
If the original stack is in the middle of the pile, then the dripping is on both side, symmet- We believe that the time bound for the total collapsing time of any nite con guration is also bounded by the number of grains.
