As a method widely used in fault detection, principal component analysis (PCA) still has challenges in applicability due to its sensitivity to outliers and its difficulty in principal components (PCs) interpretation. In this paper, a robust sparse PCA (RSPCA) model is proposed to improve the robustness and interpretability of the PCA-based fault detection methods. Specifically, better robustness is achieved through capturing the maximal L1-norm variance while the sparse non-zero loadings are given for the PCs to achieve improved interpretability. A fault detection method is developed based on the RSPCA model, which uses the Genetic Algorithm (GA) to determine the number of non-zero loadings in each PC via the variance-sparsity tradeoff and defines T 2 and SPE statistics based on the selected PCs. In addition, an outlier removing strategy is proposed based on the SPE statistic, which can achieve further improvement to the robustness of the proposed method. The effectiveness and efficacy of the proposed method is evaluated by applying it to both two numerical simulation examples and the Tennessee Eastman (TE) process.
I. INTRODUCTION
In the modern complex industrial processes, fault detection is playing an increasingly critical role in ensuring product quality. Existing methods for fault detection and diagnosis mainly include the model-based methods and the data-driven methods. For the processes comprising many subsystems with complex relationships between each other, it is hard to obtain an accurate model for the whole system. In this context, data-driven fault detection methods have become very popular recently, which is partly ascribed to the development of data analysis algorithms.
Amongst existing methods, principal component analysis (PCA) is the most popular statistical data-driven process monitoring technique [1] - [5] . It divides the solution space into two orthogonal subspaces, i.e., the principal component subspace and the residual subspace. Specifically, the principal component subspace captures the most variation of the normal data while the residual subspace collects the unex-The associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang. plained variations inversely. Then T 2 statistic in the principal component subspace and SPE statistic in the residual subspacecan be derived for fault detection. Online data samples are projected into both the subspaces and the corresponding T 2 statistic and SPE statistic are calculated accordingly. If the statistics are out of their upper limit, then an abnormal situation is detected. Although PCA gains great success in process fault detection, there are still two major shortcomings in practical applications: (1) the standard PCA is sensitive to outliers and (2) the principal components (PCs) obtained by PCA are difficult to interpret.
Many researchers have made efforts to address the first drawback, and it has been found out that this problem can be solved by the robust PCA (RPCA). Various robust alternatives have been proposed in recent studies [6] , [7] . For example, in [8] and [9] , L1-PCA was proposed and heuristic estimation method and convex programming method were applied to solve the problem. However, as a rotational variant, L1-PCA is quite computationally expensive. In [10] , another rotational variant, i.e. R1-PCA, was proposed, which unfortunately was VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ still hard to converge when the dimension of input space is relatively large. In [11] , PCA-L1 was developed and it achieve rotational invariant PCA and the locally maximal solution is easy to find. Other discussions about RPCA can be found in [6] . The second drawback also can be solved by the sparse PCA (SPCA). For conventional PCA, PCs are combinations of all variables. SPCA can obtain sparse loading for each PC by adding L0-norm penalty. Numerous methods are developed to realize sparsity,such as lasso based sparse PCA (SPCA) [12] , direct sparse PCA (DSPCA) [13] , Greedy sparse PCA(GSPCA) [14] and sparse PCA by d.c. programming (DC-SPCA) [15] . Generally, the increase of sparsity means the decrease of explained variance. So, it is crucial to specify the number of non-zero loadings for each sparse PC. To tackle this numerically-hard combinatorial optimization problem, Genetic algorithms (GA) is employed in this paper. GA is a powerful evolutionary algorithm that has been successfully used in many applications [16] - [19] and can be be easily extended to solve such problems.
In order to enhance both robustness and sparsity at the same time, robust sparse PCA (RSPCA) is developed in [20] . Unlike conventional SPCA, RSPCA tries to maximize the L1-norm variance of the data. In this paper, a robust and sparse PCA process fault detection model based on RSPCA is proposed to address the two major drawbacks of the standard PCA. A new approach based on GA is proposed to select the robust sparse PCs. The selected robust sparse PCs are used to define T 2 and SPE statistics for process fault detection. It is noteworthy that mentioning that a outliers removing strategy based on SPE statistic is proposed in this paper to further increase the robustness of the proposed fault detection method. The proposed method achieves three advantages as follows: (1) the proposed fault detection method is less sensitive to outliers; (2) the obtained fault detection model is easier to interpret; (3) online process fault detection takes less computing time as the loadings for each PC are mostly zero, which has also been addressed by recently proposed distributed process monitoring framework. The effectiveness of the proposed method is tested on two simulation examples and Tennessee Eastman(TE) process.
The rest of this manuscript is as follows. Section II gives a brief review of the PCA and RSPCA models as well as an introduction to the evaluation index, and the evaluation index is also introduced. In Section III, the proposed robust and sparse fault detection model based on RSPCA is explained in detail. In Section IV, the proposed method is demonstrated and tested using both two numerical experiments and the TE process. The conclusions of this work are summarized in Section V.
II. ROBUST SPARSE PRINCIPAL COMPONENT ANALYSIS A. PROBLEM FORMULATION
Let X m×n represents the centered data matrix with n samples of m process variables. In conventional principal component analysis (PCA), also known as L2-PCA, one struggles to find a set of loading vectors w by solving the following optimization problem:
However, the L2-norm is sensitive to outliers and several methods based on L1-norm are proposed to resolve this problem. Among them, the PCA-L1 proposed by Kwak is the most popular method [11] . The matching optimization problem is is given below:
Another obvious drawback of PCA is the loading of each principal component (PC) are typically non-zero. This makes it difficult to explain the derived PCs. To address this difficulty, the sparse principal component analysis (SPCA) is developed. To control the sparsity, a L0-norm constraint is usually added, then the optimization problem becomes:
where k is the tuning parameter to control the sparsity and may be different for each PC. Combining the advantages of the above two approaches, robust sparse PCA (RSPCA) is proposed [20] . The mathematical representation is as follows:
The RSPCA method not only can enhance the interpretability of extracted PCs but also is intrinsically less sensitive to outliers.
B. SOLUTION
The global optimal solution of (4) is hard to find when m > 1. To improve the problem, (4) is simplified to a series of m = 1 problems using a greedy search method. Although the solution obtained by successive greedy search may differ from optimal solution, an good approximation to the optimal solution has been provided. When m = 1, then (4) becomes the following optimization problem:
For the L0-norm constraint problem, the non-convex L0 penalty will be relaxed to convex L1 penalty. As such, (5) can be reformulated as:
Then we can solve (5) using the algorithm proposed by Meng et. al. [20] . It is noteworthy that the algorithm can only converge to a locally optimal solution. In this paper, we run the algorithm repeatedly with different random initial values and choose the largest solution corresponding to a specific objective function. The details of the algorithm can be found in [20] .
After showing that one best sparse PC that maximizes the L1 objective function can be found (6), the algorithm can be easily extended to extract remaining features by applying the same procedure using a greedy strategy. The general procedure is listed as follows.
i ) find k-sparse PC vector w j for X j using algorithm in [20] .
end for
Once w i is obtained, the variance of the ith robust sparse PC is defined as [11] :
In PCA, the eigenvalue of the associated eigenvector is equal to the variance. Similarly, λ i can be viewed as the pseudoeigenvalue of w i . Again, It is noteworthy that an enough good approximation of the optimal solution of RSPCA can be get through Algorithm 1 and the sparsity k for each PC may be different and should be carefully chosen.
C. THE SELECTION OF SPARSITY
Currently, the mainstream methods for selecting the sparsity k is in a sequential manner. For example, Yu et. al. proposed a method with minimum information loss to select the sparsity k in [21] . When increasing the value of k does not yield a significant increase in the total amount of variance for the first PC, an appropriate value of k is determined and the value of k is the same for all pseudoeigenvectors. Obviously, these methods search the sequence of k in a greedy way and the resulting solution is often locally optimal. When the monitored variables are large, the obtained local optimal solution will seriously affect the fault detection effect. In this paper, we propose a two-stage method to solve this problem from a global perspective. In the first stage, the cumulative percent variance (CPV) method is used to select p PCs for PCA-L1 [22] . In the second stage, the GA algorithm is used to specify the value of k for each PC of RSPCA as the RSPCA can be viewed as a sparse approximation of PCA-L1. The function to be maximized is the sparsity criterion (SC) below:
where V a is the adjusted variance of RSPCA, V o is the original variance of PCA-L1. RSPCA can be viewed as an approximation of RPCA, so V a V o indicates the goodness-offit. # 0 is the total number of zero loadings in the RSPCA loadings matrix, so # 0 m 2 indicates the sparsity. And λ controls the trade-off between goodness-of-fit and sparseness.
III. ROBUST SPARSE FAULT DETECTION A. ROBUST SPARE MONITORING MODEL
When loading matrix W = [w 1 , w 2 , . . . , w p ] ∈ R m×p containing p PCs are obtained, the sample matrix X can be decomposed as follows:
where T ∈ R n×p denotes the score matrix:
For a new sample x m×1 , the projection of x on the monitoring model is:
The RSPCA model uses the SPE and T 2 statistics to monitoring the process [23] . The SPE statistic is given by:
The T 2 statistics is given by:
where x is a new observation sample to be monitored, D refers to the diagonal matrix of the l largest pseudoeigenvalues. The upper limits of SPE and T 2 statistics can be obtained through kernel density estimation (KDE) [24] , [25] . KDE can be used to estimate the probability function of SPE and T 2 statistics. Then the 95% and 99% quantiles can be used as the control limits.
C. OUTLIERS REMOVING
In this paper, we propose an outliers removing strategy. In other words, the monitoring model is robust to outliers, and more importantly can find the outliers and remove them.
The main idea of this strategy is that the outliers have more residuals than normal data, which indicates that the sample with high SPE statistic is more likely to be an outlier. Common novelty detection methods can be used [26] - [30] . In this paper, if the mixture of outliers is small, a nonparametric approach based on kernel density estimation is recommended [31] - [33] . Otherwise, a parametric approach based on the Gaussian mixture model (GMM) is recommended to remove the outliers [26] , [28] , [34] . The details of this strategy will be demonstrated and discussed in the testing of Numerical Examples I and II.
D. EVALUATION INDEX
In order to evaluate the monitoring performance, the conventional way is to check three index: fault alarm rate(FAR), fault detection rate(FDR) and the fault detection delay(FDD). Let J and J th be the test statistic and corresponding upper limit. Then FAR, FDR and FDD are given by [35] :
IV. MONITORING PROCEDURE
The detailed schematic diagram of complete monitoring procedure is shown in Figure 1 . The procedure consists of two stages.
Stage I: Offline modeling. For offline modeling, the first substage is to build an RSPCA model, and the second substage is to remove the outliers.
Step I-1-1: Normalizing the contaminated training data set to zero mean and unit variance.
Step I-1-2: Using CPV to choose the p PCs, and GA is applied to choose a set of k values: k 1 , . . . , k p , bulid RSPCA model based on the set of p robust sparse PCs generated. Go to step I-1-3 and step I-2-1.
Step I-1-3: Determining the control limits of T 2 and SPE statistics.
Step I-2-1: Projecting the normalized historical contaminated process data into the feature space.
Step I-2-2: Computing the corresponding SPE statistic for each sample.
Step I-2-3: Using novelty detection methods to remove outliers. When the proportion of outliers is large, GMM is recommended to remove the outliers. Otherwise, KDE is recommended to remove the outliers.
After removing the outliers found in this substage, re-executing the steps in the first substage. The algorithm flow can be executed multiple times. In this paper, it is executed only once.
Stage II: Online modeling
Step II-1: Normalizing the online process data using the mean and variance of clean train data.
Step II-2: Projecting the normalized sample into the feature space.
Step II-3: Computing the corresponding T 2 and SPE statistics.
Step II-4: Checking whether computed T 2 and SPE statistics exceed their control limits. If yes, detect a fault; otherwise, go to step II-1 to monitor the next sample.
V. CASE STUDY
In this section, three cases are utilized to evaluate the proposed method, which include two numerical examples and the Tennessee Eastman (TE) process. Three methods, namely traditional PCA, robust nonlinear sparse PCA (RNPCA) [21] and the proposed RSPCA method, are used for process fault detection. The first numerical example is used to illustrate the proposed outliers removing strategy based on SPE statistic. The second numerical example is used to show the overall fault detection procedure based on RSPCA. TE process is a real industrial process used to demonstrate the advantages of the RSPCA based fault detection model over PCA based model and RNPCA based model. It is noteworthy that for the monitoring statistics, 99% confidence limits are adopted as the fault detection threshold.
A. A TOY PROBLEM WITH OUTLIERS
We first demonstrate the robustness of the proposed RSPCA process monitoring model and the outliers removing strategy based on SPE statistic in a 2D toy data set. The first dimension of the data is generated by picking x i from the interval [−9, 1] with a same step size 1. The second dimension of the data are generated by sampling y i from the uniform distribution [−1, 1], except at x i = 0 and x i = 1, and the value of 5y i sis set around 25. The generated data are depicted in Figure 2(a) . It is noteworthy that if the outliers are removed, the first principal component of the data should be the sparse vector (1,0). It can be seen that the first principal obtained by RSPCA is (1,0) while the first principal obtained by PCA is (0.707,0.707). This indicates that PCA is more sensitive to outliers and the PCs are seriously affected. In Figure 2 (b), the reconstruction errors of PCA and RSPCA are shown. It can be seen that the errors of RSPCA are larger than that of PCA at x i = 0 and x i = 1 while the errors of RSPCA are smaller than that of PCA at most of the other points. As RSPCA captures the real characteristics of the data, the reconstruction errors of outliers are larger and most of the information of outliers is left in the residual subspace. This prompts us to see if the SPE statistics of outliers exceed the upper limit.
In this experiment, the percentage of outliers is small, so kernel density estimation is applied remove outliers. That is to say the monitoring chart of SPE statistic for RSPCA can be used to remove outliers. The monitoring charts of SPE statistic for RSPCA and PCA when keeping the first principal component are shown in Figure 3 . For standard PCA based models, outliers are treated as the normal data, son the monitoring chart of SPE statistic, the SPE statistics of the outliers do not exceed upper limit due to the fact that information about them has been captured by the model. However,for the RSPCA based model, the model is robust to outliers and does not capture the information of outliers. As such, the SPE statistics exceed the upper bound. This means that the SPE statistic based monitoring chart can be used to find outliers and remove them.
B. A SIMPLE SIMULATION EXAMPLE
In this subsection, a simulated sparse multivariate process proposed in [12] is first considered, and its mathematical model is given below: 
where
Note that V1, V2, V3 correspond to three hidden factors. In this simulation example, we can explain both the robustness and sparsity and, and on this basis demonstrate the complete fault detection procedure based on RSPCA. In this study, a train data collection contains 360 normal observations and 40 abnormal observations are generated. The abnormal observations are obtained by letting x i = 0, i = 1, 2, . . . , 8 and x i = ζ i , i = 9, 10, where ζ i ∼ N (0, 3000). Two fault validating datasets with 400 samples are simulated to test the proposed algorithm. The fault dataset is designed as follows:
• The system is running under normal mode, and V 1 is imposed with a step bias -400 from the 161st sample.
• The system is running under normal mode, and V 2 has a ramp change with the slope of 20 from the 161st sample. First, CPV is used to select the first p PCs of PCA-L1, the cumulative contribution rate of robust principal components is set as 75%. Then we use the GA algorithm to determine the number of non-zero loading for the selected PCs when building the RSPCA model. In this paper, the real coded GA for solving integer optimization problems proposed in [36] is used. The GA toolbox of MATLAB is used in the experiment. SC is adopted as the fitness function and λ is specified as 1.4, The population size is set as 50 and the generations are set as 10 in detail. After 10 iterations, then the obtained result is (4, 4) , this means that RSPCA correctly identifies the set of important variables in although there are outliers. As is shown in Figure 4 , for the RSPCA fault detection model, the proposed outliers removing strategy based on SPE statistic using GMM can find these outliers. After removing the outliers, a new model can be built on the clean dataset. In this study, the modified model is used for fault detection.
The loadings of the principal components of PCA and RSPCA are shown in Table 2 . Clearly, RSPCA identifies the sets of underlying variables correctly when the training set consists of 10% outliers. However, the first PC and the second PC are in reverse order. After removing the outliers, adjusted PC1 and PC2 are totally correct.
The monitoring charts of RSPCA are shown in Figures 5 and 6 . The monitoring charts of PCA are shown in Figures 7 and 8 for comparison. The false detection rates of RSPCA and PCA are listed in Table 2 . For the fault 1 validating dataset, the false detection rates for PCA T 2 and SPE are 11.25% and 100%, respectively. Compared to PCA, the corresponding false detection rates of RSPCA are 100% and 100%, which shows a significant improvement. The PCs obtained by PCA are seriously affected by the outliers. The monitoring performance of the SPE statistic is poor as PCA tries to reduce the reconstruction errors of all input data. Similar phenomenon can be found when monitoring fault 2. The average false detection rates of RSPCA are 95.84% and 93.75% for SPE and T 2 statistic, superior to the SPE and T 2 statistic of PCA. The RSPCA achieves obvious performance improvement in process monitoring with the designed faults when outliers are removed.
C. TENNESSEE EASTMAN PROCESS
In this subsection, the Tennessee Eastman (TE) process is used to test the performance of the proposed fault detection method based on RSPCA. Specifically, the TE process is proposed by Downs and Vogel in 1993 and, which has since then been widely used in process control and process monitoring [37] . There are five major operation units in the process: a reactor, a product condenser, a recycle compressor, a flash separator and a product stripper. The flowchart of the TE process is shown in Figure 9 . There are 21 faults in the TE process, as listed in Table 4 . For each fault, there are 960 samples and the fault is introduced after the 161st sample. The data set can be downloaded from the website: http://depts.washington.edu/ control/LARRY/TE/download.html. A detailed description of the faults can also be found on the website. In total, 33 process variables including 22 continuously monitored variables and 11 manipulated process variables are monitored for online fault detection, as listed in Table 3 . In the first part of this experiment, 500 normal samples with 0% contamination is used to build the fault detection model for RSPCA, PCA and RNPCA. Similar to example 2, we first use GA to find robust sparse PCs(RSPCs) for RSPCA. λ is set as 1.4, the population size is set as 100 and the generations are set as 50. The cumulative contribution rate of robust principal components is set as 95%. A total of 20 RSPCs are extracted from the process data. The non-zero elements of each RSPC are listed in Table 6 . The extracted 20 RSPCs contains almost all process variables. The sparse characteristics of RSPCs reveal the physical links between process variables. For example, RSPC1 indicates the effect of stripper on the whole process (v 18 , v 19 , v 31 ), RSPC2 includes all the variables associated with pressure (v 7 , v 13 , v 16 ) and RSPC3 reveals the interaction between underflow of product separator and product level (v 12 , v 14 ).
After getting the RSPC, we can get the robust sparse loading matrix. The RSPCA-based fault detection model is built on the sparse loading matrix. The first 15 fault are used to test the performance. PCA and RNPCA are used for comparison. Fault detection rate (FDR) is introduced as the evaluation index. The false detection rates of RSPCA, PCA and RNPCA are given in detail in Table 4 . The fault detection results of PCA are from [38] and the fault detection results of RNPCA are from [21] . We can see that RSPCA is superior to PCA and RNPCA when there are no confounding outliers in the training set. This indicates that RSPCA can obtain true relations among variables compared to PCA and RNPCA. As shown in Table 4 , three methods have low FDRs for fault 3, 9 and 15 as these faults have little influence on the process. However, RSPCA has the highest FDRs for fault 3 and 9 among the three methods. For fault 1, 2, 6, 8, 12 and 14, the RSPCA-based method, PCA-based method and RNPCA all have high FDRs of about 100%. The RSPCA-based method has much better monitoring performance than the PCA-based method and RNPCA for faults 4, 5 and 11. In comparison with the PCA-based method, RNPCA(Spearman) and RNPCA(Kendall), the mean FDR of T 2 statistic of the RSPCA-based method is increased by 6.6%, 12.2% and 10.9%, respectively. The mean FDR of SPE statistic is increased by 22.9%, 25.8% and 28.5%, respectively. In conclusion, the mean FDRs of RSPCA are higher than those of PCA and RNPCA for both T 2 and SPE statistic.
In the second part of this experiment, the robustness of the proposed method is tested on the contaminated data. The percentage of the contamination is set as 10% to verify the robustness by by making comparison to PCA. For each fault, the training data set will be mixed with 10% corresponding fault data. The parameters of GA for the second part are the same as those for the first part. FDR, FAR and FDD are adopted as the evaluation index. The detailed fault detection results are shown in Table 6 .
As is shown in Table 6 , both RSPCA and PCA have low FARs and FDDs for T 2 and SPE statistics. However, the FDRs of RSPCA are much higher than those of PCA. For faults 2, 8 and 12, RSPCA-based method can detect the fault with almost 100% FDRs.The RSPCA-based method has higher FDRs than the PCA-based method for other faults. The mean FDR of T 2 statistic for RSPCA-based method is 55.8%, 43.8% higher than the the PCA-based method. The mean FDR of SPE statistic for RSPCA-based method is 56.3%, 86.4% higher than the PCA-based method. The results show that RSPCA is much better than PCA when the outliers exist.
The monitoring charts of fault 2 and fault 12 are selected to demonstrate the monitoring performance of RSPCA and PCA. In Figure 10 , The T 2 statistic of RSPCA detects the fault after the 186th sample, resulting in a low FDD of 5 and a high FDR of 98.5%. On the contracy, both T 2 statistic and SPE statistic of PCA detect the fault with high FDD (22 and 5). The faulty samples after the 400th are missed, so the FDRs(26.4% and 12.5%) are very low. In Figure 11 , the T 2 and SPE statistics of the RSPCA-based method can detect the fault in time for fault 12. For the PCA-based method, the SPE statistic detects the fault only with a FDR of 46.3%. The results indicate that the fault detection performance of PCA-based method is heavily affected by the outliers while the RSPCA-based method has better fault detection performance than the PCA-based method.
VI. CONCLUSIONS
In this paper, a robust and sparse fault detection model based on RSPCA is proposed. The robustness is achieved by using L1-norm maximization while L0-norm penalty is added to realize sparsity. A sparsity criterion which balances the sparsity and variance is proposed and the GA algorithm is adopted to obtain a sequence of sparsity k. Based on the selected RSPCs, an outliers removing strategy based on SPE statistic is proposed. For the outliers, the SPE statistics are significantly higher than those of normal data. As such, novelty detection methods can be used to remove the outliers. KDE and GMM based methods are applied to find the outliers.
Three computational experiments are designed to demonstrate the outliers removing strategy and show the superior performance of the proposed method. Specifically, the first experiment is designed to illustrate the outliers removing strategy. The second experiment is designed to show the overall procedure of the RSPCA-based fault detection method. The third experiment uses the TE process to show the advantages of the proposed method. The results show that the RSPCA-based method has much better fault detection performance that PCA-based methods and recently popular RNPCA-based methods.
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