The celebrated Cheeger's Inequality (Alon and Milman 1985; Alon 1986) establishes a bound on the edge expansion of a graph via its spectrum. This inequality is central to a rich spectral theory of graphs, based on studying the eigenvalues and eigenvectors of the adjacency matrix (and other related matrices) of graphs. It has remained open to define a suitable spectral model for hypergraphs whose spectra can be used to estimate various combinatorial properties of the hypergraph.
INTRODUCTION
There is a rich spectral theory of graphs, based on studying the eigenvalues and eigenvectors of the adjacency and other related matrices of graphs (Alon and Milman 1985; Alon 1986 ; Alon and Chung 1988; Arora et al. 2010; Louis et al. 2011 Louis et al. , 2012 Lee et al. 2012) . We refer the reader to Chung (1997) and Montenegro and Tetali (2006) for a comprehensive survey on Spectral Graph Theory. A fundamental graph parameter is its expansion or conductance defined for a graph G = (V , E) as
where by vol(S ) we denote the sum of degrees of the vertices in S, and ∂S is the set of edges in the cut induced by S. Cheeger's inequality (Alon and Milman 1985; Alon 1986 ), a central inequality in Spectral Graph Theory, establishes a bound on expansion via the spectrum of the graph:
where λ 2 is the second-smallest eigenvalue of the normalized Laplacian matrix L G := W −1/2 (W − A)W −1/2 , A is the adjacency matrix of the graph, and W is the diagonal matrix whose (i, i)-th entry is the degree of vertex i. This theorem and its many (minor) variants have played a major role in the design of algorithms as well as in understanding the limits of computation (Sinclair and Jerrum 1989; Sipser and Spielman 1996; Dinur 2007; Arora et al. 2009 Arora et al. , 2010 . We refer the reader to Hoory et al . (2006) for a comprehensive survey. Edge expansion can be generalized to edge-weighted hypergraphs. In a hypergraph H = (V , E), an edge e ∈ E is a nonempty subset of V . The edges have nonnegative weights indicated by w : E → R + . We say that H is an r -graph (or r -uniform) if every edge contains exactly r vertices. (1)
It has remained open to define a spectral model of hypergraphs, whose spectra can be used to estimate hypergraph parameters. Hypergraph expansion and related hypergraph partitioning problems are of immense practical importance, having applications in parallel and distributed computing (Catalyurek and Aykanat 1999), VLSI circuit design and computer architecture (Karypis et al. 1999; Girard et al. 2000) , scientific computing (Devine et al. 2006) , and other areas. In spite of this, hypergraph expansion problems haven't been studied as well as their graph counterparts (see Section 1.1 for a brief survey). Spectral graph partitioning algorithms are widely used in practice for their efficiency and the high quality of solutions that they often provide (Barnard and Simon 1994; Hendrickson and Leland 1995) . Besides being of natural theoretical interest, a spectral theory of hypergraphs might also be relevant for practical applications.
The various spectral models for hypergraphs considered in the literature haven't been without shortcomings. An important reason for this is that there is no canonical matrix representation of hypergraphs. For an r -uniform hypergraph H = (V , E) on the vertex set V and having edge set E ⊆ ( V r ), one can define the canonical r -tensor form A as follows:
where ϕ V is the vertex expansion of the graph (see Section 3.3 for the definition of vertex expansion of a graph). Louis et al. (2013) gave an O( OPT log d )-approximation bound for computing the vertex expansion in graphs having the largest vertex degree d. Feige et al. (2008) gave an O( log n)-approximation algorithm for computing the vertex expansion of graphs (having arbitrary vertex degrees). Peres et al. (2009) study a "tug of war" Laplacian operator on graphs that is similar to our hypergraph heat operator and use it to prove that every bounded real-valued Lipschitz function F on a subset Y of a length space X admits a unique absolutely minimal extension to X . Subsequently, a variant of this operator was used for analyzing the rate of convergence of local dynamics in bargaining networks (Celis et al. 2010 ). Louis et al. (2011 Louis et al. ( , 2012 , Lee et al. (2012) , and Louis and Makarychev (2014a) study higher eigenvalues of graph Laplacians and relate them to graph multipartitioning parameters (see Section 3.2).
Recently, Ghoshdastidar and Dukkipati (2017) proposed provable and efficient partitioning algorithms on uniform hypergraphs using tensor methods and sampling techniques.
NOTATION
Recall that we consider an edge-weighted hypergraph H = (V , E, w ), where V is the vertex set, E is the set of hyperedges, and w : E → R + gives the edge weights. We let n := |V | and m := |E|. The weight of a vertex v ∈ V is w v := e ∈E:v ∈e w (e). Without loss of generality, we assume that all vertices have positive weights, since any vertex with zero weight can be removed. We use R V to denote the set of column vectors. Given f ∈ R V , we use f u or f (u) (if we need to use the subscript to distinguish between different vectors) to indicate the coordinate corresponding to u ∈ V . We use A T to denote the transpose of a matrix A. For a positive integer s, we denote [s] := {1, 2, . . . , s}. We let I denote the identity operator and W ∈ R n×n denote the diagonal matrix whose (i, i)th entry is w i . We use r min := min e ∈E |e | to denote the size of the smallest hyperedge and use r max := max e ∈E |e | to denote the size of the largest hyperedge. Since most of our bounds will only need r max , we use r := r max for brevity. We say that a hypergraph is regular if all its vertices have the same degree. We say that a hypergraph is uniform if all its hyperedges have the same cardinality. Recall that the expansion ϕ H of a hypergraph H is defined in Equation (1). We drop the subscript whenever the hypergraph is clear from the context.
Hop-Diameter. A list of edges e 1 , . . . , e l such that e i ∩ e i+1 ∅ for i ∈ [l − 1] is referred to as a path. The length of a path is the number of edges in it. We say that a path e 1 , . . . , e l connects two vertices u, v ∈ V if u ∈ e 1 and v ∈ e l . We say that the hypergraph is connected if for each pair of vertices u, v ∈ V , there exists a path connecting them. The hop-diameter of a hypergraph, denoted by diam(H ), is the smallest value l ∈ N, such that each pair of vertices u, v ∈ V has a path of length at most l connecting them.
For an x ∈ R, we define x + := max{x, 0} and x − := max{−x, 0}. For a vector u, we use u := u 2 to denote its Euclidean norm; if u 0, we defineũ := u u . We use 1 ∈ R V to denote the vector having 1 in every coordinate. For a vector x ∈ R V , we define its support as the set of coordinates at which x is nonzero, i.e., supp(x ) := {i : x i 0}. We use I[·] to denote the indicator variable; i.e., I[E] is equal to 1 if event E occurs, and is equal to 0 otherwise. We use χ S ∈ R V to denote the indicator vector of the set S ⊂ V , i.e.,
In classical spectral graph theory, the edge expansion is related to the discrepancy ratio, which is defined as
for each nonzero vector f ∈ R V . Note that 0 ≤ D w ( f ) ≤ 2, where the upper bound can be achieved, say, by a complete bipartite graph with f having 1s on one side and −1s on the other side.
Observe that if f = χ S is the indicator vector for a subset S ⊂ V , then D w ( f ) = ϕ (S ). In this article, we use three isomorphic spaces described as follows. As we shall see, sometimes it is more convenient to use one space to describe the results.
Weighted Space. This is the space associated with the discrepancy ratio D w to consider edge expansion. For f , д ∈ R V , the inner product is defined as f , д w := f T Wд, and the associated norm is f w := f , f w . We use f ⊥ w д to denote f , д w = 0.
Normalized Space. Given f ∈ R V in the weighted space, the corresponding vector in the normalized space is x := W 1 2 f . The normalized discrepancy ratio is D (x ) := D w (W − 1 2 x ) = D w ( f ). In the normalized space, the usual 2 inner product and norm are used. Observe that if x and y are the corresponding normalized vectors for f and д in the weighted space, then x, y = f , д w .
A well-known result (Chung 1997 ) is that the normalized Laplacian for a 2-graph can be defined as L := I − W − 1 2 AW − 1 2 (where A is the symmetric matrix giving the edge weights) such that D (x ) coincides with the Rayleigh quotient of the Laplacian defined as follows:
Measure Space. This is the space associated with the diffusion process that we shall define later. Given f in the weighted space, the corresponding vector in the measure space is given by φ := Wf .
Observe that a vector in the measure space can have negative coordinates. We do not consider inner product explicitly in this space, and so there is no special notation for it. However, we use the 1 -norm, which is not induced by an inner product. For vectors
where the upper bound comes from the Cauchy-Schwarz inequality.
In the diffusion process, we consider how φ will move in the future. Hence, unless otherwise stated, all derivatives considered are actually right-hand derivatives
Transformation between Different Spaces. We use the Roman letter f for vectors in the weighted space, x for vectors in the normalized space, and Greek letter φ for vectors in the measure space. Observe that an operator defined on one space induces operators on the other two spaces. For instance, if L is an operator defined on the measure space, then L w := W −1 LW is the corresponding operator on the weighted space and L := W − 1 2 LW 
Laplacian and Diffusion Process
In order to gain insights on how to define the Laplacian for hypergraphs, we first illustrate that the Laplacian for 2-graphs can be related to a diffusion process. Suppose edge weights w of a 2-graph are given by the (symmetric) matrix A.
Suppose φ ∈ R V is some measure on the vertices, which, for instance, can represent a probability distribution on the vertices. A random walk on the graph can be characterized by the transition matrix M := AW −1 . Observe that each column of M sums to 1, because we apply M to the column vector φ to get the distribution Mφ after one step of the random walk.
We wish to define a continuous diffusion process. Observe that, at this moment, the measure vector φ is moving in the direction of Mφ − φ = (M − I)φ. Therefore, if we define an operator L := I − M on the measure space, we have the differential equation
Using the transformation into the weighted space f = W −1 φ and the normalized space
, which is exactly the normalized Laplacian for 2-graphs. In the literature, the (weighted) Laplacian is defined as W − A, which is WL w in our notation. Hence, to avoid confusion, we only consider the normalized Laplacian in this article.
Interpreting the Diffusion Process. In the above diffusion process, we consider more carefully the rate of change for the measure at a certain vertex u:
where f = W −1 φ is the weighted measure. Observe that for a stationary distribution of the random walk, the measure at a vertex u should be proportional to its (weighted) degree w u . Hence, given an edge e = {u, v}, Equation (2) indicates that there should be a contribution of measure flowing from the vertex with a higher f value to the vertex with a smaller f value. Moreover, this contribution has a rate given by c e := w e · |f u − f v |.
Generalizing Diffusion Rule to Hypergraphs. Suppose in a hypergraph H = (V , E, w ) the vertices have measure φ ∈ R V (corresponding to f = W −1 φ). For e ∈ E, we define I e ( f ) ⊆ e as the vertices u in e whose f u = φ u w u values are minimum, S e ( f ) ⊆ e as those whose corresponding values are maximum, and Δ e ( f ) := max u,v ∈E ( f u − f v ) as the discrepancy within edge e. Then, inspired from the case of 2-graphs, the diffusion process should satisfy the following rules.
(R1) When the measure distribution is at state φ (where f = W −1 φ), there can be a positive rate of measure flow from u to v due to edge e ∈ E only if u ∈ S e ( f ) and v ∈ I e ( f ). (R2) For every edge e ∈ E, the total rate of measure flow due to e from vertices in S e ( f ) to I e ( f )
is c e := w e · Δ e ( f ).
We shall later elaborate how the rate c e of flow due to edge e is distributed among the pairs in S e ( f ) × I e ( f ). Figure 1 summarizes this framework.
How to distribute the weight w e in Step (2) in Figure 1 . In order to satisfy rule (R1), it turns out that the weight cannot be distributed arbitrarily. We show that the following straightforward approaches will not work.
-Assign the weight w e to just one pair (u, v) ∈ S e × I e . For the case |S e | ≥ 2, after infinitesimal time, among vertices in S e , only φ u (and f u ) will decrease due to e. This means u will no longer be in S e after infinitesimal time, and we will have to pick another vertex in S e Spectral Properties of Hypergraph Laplacian and Approximation Algorithms 15:7 immediately. However, we will run into the same problem again if we try to pick another vertex from S e , and the diffusion process cannot continue. -Distribute the weight w e evenly among pairs in S e × I e . 1 In Figure 2 
, and x k to be any such minimizer that attains γ k = D (x k ).
Properties of Laplacian in 2-graphs.
For the case of 2-graphs, it is known that the discrepancy ratio D (x ) coincides with the Rayleigh quotient R (x ) := x, Lx
x,x of the normalized Laplacian L, which can be interpreted as a symmetric matrix. Hence, it follows that the sequence {γ i } obtained by the procedural minimizers also gives the eigenvalues of L. Observe that for a 2-graph, the sequence {γ i } is uniquely defined, even though the minimizers {x i } might not be unique (even modulo scalar multiple) in the case of repeated eigenvalues. On the other hand, for hypergraphs, γ 2 is uniquely defined, but we shall see in Example A.1 that γ 3 could depend on the choice of minimizer x 2 .
Theorem 3.2 (Diffusion Process and Laplacian). Given an edge-weighted hypergraph, a diffusion process satisfying rules (R1) and (R2) can be defined and uniquely induces a normalized Laplacian L (that is not necessarily linear) on the normalized space having the following properties:
x,x coincides with the discrepancy ratio D (x ). This implies that all eigenvalues of L are nonnegative. 2. There is an operator L := W 1 2 LW − 1 2 on the measure space such that the diffusion process can be described by the differential equation dφ dt = −Lφ. 3. Any procedural minimizer x 2 attaining γ 2 := min
However, there exists a hypergraph (Example A.4 ) such that for all procedural minimizers {x 1 , x 2 }, any procedural minimizer x 3 attaining γ 3 := min 0 x ⊥{x 1 ,
The first three statements are proved in Lemmas 4. 2 and 4.8 and Theorem 4.1. Example A.4 suggests that there is no immediate relationship between the procedural minimizers and the higherorder eigenvalues of the Laplacian L.
We remark that for hypergraphs, the Laplacian L is nonlinear. In general, nonlinear operators can have more or fewer than n eigenvalues. Theorem 3.2 implies that apart from x 1 = W 1 2 1, the Laplacian has another eigenvector x 2 , which is a procedural minimizer attaining γ 2 . It is not clear if L has any other eigenvalues. We leave as an open problem the task of investigating if other eigenvalues exist.
Diffusion Process and Steepest Descent. We can interpret the above diffusion process in terms of deepest descent with respect to the following quadratic potential function on the weighted space:
Specifically, we can imagine a diffusion process in which the motion is leading to a decrease in the potential function. For 2-graphs, one can check that in fact we have
Hence, we could try to define L w f as W −1 ∇ f Q w ( f ). Indeed, Lemma 4.11 confirms that our diffusion process implies that
However, because of the maximum operator in the definition of Q w (·), one eventually has to consider the issue of resolving ties in order to give a meaningful definition of ∇ f Q w ( f ).
Comparison to Other Operators. One could ask if there can be a "better" operator? A natural operator that one would be tempted to try is the averaging operator, which corresponds to a diffusion process that attempts to transfer measure between all vertices in a hyperedge to approach the stationary distribution. However, for each hyperedge e ∈ E, the averaging operator will yield information about
In particular, the averaging operator will have a gap of factor Ω(r ) between the hypergraph expansion and the square root of its second smallest eigenvalue.
Diffusion Process as a Mathematical Tool.
We emphasize that the diffusion process is used to define the Laplacian L, which has γ 2 (that is defined with respect to the discrepancy ratio) as an eigenvalue. In particular, the rest of the results below hold regardless of the Laplacian or its spectral properties.
Cheeger Inequalities
We generalize the Cheeger's inequality (Alon and Milman 1985; Alon 1986 ) to hypergraphs. Theorem 3.3 (Hypergraph Cheeger Ineqalities). Given an edge-weighted hypergraph H , its expansion ϕ H is defined as in Equation (1). Then, we have the following:
However, to consider higher-order Cheeger inequalities for hypergraphs, at this moment, we cannot use the spectral properties of the Laplacian L. Moreover, the sequence {γ i } generated by procedural minimizers might not be unique. We consider the following parameters.
Orthogonal Minimaximizers. Define ξ
where the minimum is over k nonzero mutually orthogonal vectors x 1 , . . . , x k in the normalized space. (All involved minimum and maximum can be attained because D is continuous and all vectors could be chosen from the surface of a unit ball, which is compact.) For 2-graphs, the three parameters are related by ξ k ≤ γ k = ζ k , where γ k coincides with the kth smallest eigenvalue of the normalized Laplacian L. Indeed, most proofs in the literature concerning expansion and Cheeger inequalities (e.g., Lee et al. (2012) and Kwok et al. (2013) ) just need to use the underlying properties of γ k , ξ k , and ζ k with respect to the discrepancy ratio, without explicitly using the spectral properties of the Laplacian. However, the three parameters can be related to one another in the following lemma, whose proof is in Section 5. 2. Lemma 3.4 (Comparing Discrepancy Minimizers) . Suppose {γ k } is some sequence produced by the procedural minimizers. For each k ≥ 1, ξ k ≤ γ k ≤ ζ k ≤ kξ k . In particular,γ 2 = ζ 2 , but it is possible that ξ 2 < γ 2 .
Given a parameter k ∈ N, the multiway small-set expansion problem asks to compute k disjoint sets S 1 , S 2 , . . . , S k that all have small expansion. This problem has a close connection with the Unique Games Conjecture (Raghavendra and Steurer 2010; Arora et al. 2010 ). In recent works, higher eigenvalues of Laplacians were used to bound small-set expansion in 2-graphs (Louis et al. 2012; Lee et al. 2012) . In particular, the following result is achieved.
Fact 1 (Higher-Order Cheeger Ineqalities for 2-Graphs). There exists an absolute constant c > 0 such that for any 2-graph G = (V , E, w ) and any integer k < |V |, there exist Θ(k ) nonempty disjoint sets S 1 , . . . , S ck 
Moreover, for any k disjoint nonempty sets S 1 , . . . , S k 
We prove the following generalizations to hypergraphs (see Theorems 5.4 and 5.10 for formal statements).
Theorem 3.5 (Small-Set Expansion). Given hypergraph
where r is the size of the largest hyperedge in E.
Theorem 3.6 (Higher-Order Cheeger Ineqalities for Hypergraphs). There exist absolute constants c > 0 such that the following holds. Given a hypergraph H = (V , E, w ) and any integer k < |V |, suppose f 1 , f 2 , . . . , f k are k orthonormal vectors in the weighted space such that max s ∈[k] D w ( f s ) ≤ ξ . Then, there exists Θ(k ) nonempty disjoint sets S 1 , . . . , S ck 
Hardness via Vertex Expansion in 2-Graphs
Given an undirected graph G = (V , E) having maximum vertex degree d and a set S ⊂ V , its internal boundary N in (S ) and external boundary N out (S ) are defined as follows:
The vertex expansion of a graph G is defined as ϕ V G := min S ⊂V : |S | ≤ |V | 2 ϕ V (S ). Vertex expansion is a fundamental graph parameter that has applications both as an algorithmic primitive and as a tool for proving communication lower bounds (Lipton and Tarjan 1980; Leiserson 1980; Bhatt and Thomson Leighton 1984; Alpert and Kahng 1995; Shi and Malik 2000) . Bobkov et al. (2000) defined a Poincairé-type functional graph parameter as follows. Given an
Observe that the expression to be minimized does not change if the same constant is added to every coordinate. Hence, without loss of generality, we can assume that the above minimization is taken over all nonzero vectors such that f ⊥ 1. Therefore, we can equivalently write
where D V (·) is the discrepancy ratio for vertex expansion:
If χ S is the characteristic vector of the susbet S of vertices, then it follows that ϕ V (S ) = D V (χ S ). We can see that there are many similarities with edge expansion, and indeed a Cheeger-type inequality for vertex expansion in graphs was proved in Bobkov et al. (2000) .
Fact 2 (Bobkov et al. 2000) . For an unweighted graph G = (V , E),
Given the similarities between vertex expansion in 2-graphs and hyperedge expansion, one could imagine that a diffusion process can be defined with respect to vertex expansion in order to construct a similar Laplacian operator, which would have λ ∞ as an eigenvalue. However, instead of repeating the whole argument and analysis, we remark that there is a well-known reduction from vertex expansion in 2-graphs to hyperedge expansion.
Fact 3 (Louis and Makarychev 2014b). Given a graph G = (V , E, w ) of maximum degree d and minimum degree c 1 d (for some constant c 1 ), the hypergraph H = (V , E ) obtained from Reduction 3.7 has hyperedges of cardinality at most d + 1 and,
Remark 3.8. The dependence on the degree in Fact 3 is only because vertex expansion and hypergraph expansion are normalized differently. The vertex expansion of a set S is defined as the number of vertices in the boundary of S divided by the cardinality of S, whereas the hypergraph expansion of a set S is defined as the number of hyperedges crossing S divided by the sum of the degrees of the vertices in S.
Using Fact 3, we can apply our results for hypergraph edge expansion to vertex expansion in dregular 2-graphs. In particular, we relate λ ∞ with the parameter γ 2 associated with the hypergraph achieved in Reduction 3.7. Theorem 3.9. Let G = (V , E) be a undirected d-regular 2-graph with parameter λ ∞ , and let H = (V , E ) be the hypergraph obtained in Reduction 3.7 having parameter γ 2 . Then,
The computation of λ ∞ is not known to be tractable. For graphs having maximum vertex degree d, Louis et al. (2013) gave a O (log d )-approximation algorithm for computing λ ∞ , and showed that there exists an absolute constant C such that it is SSE-hard to get better than a C log dapproximation to λ ∞ . Indeed, such a hardness result implies that the hyperedge expansion and the spectral gap γ 2 cannot be efficiently approximated. See Section 6 for a definition of SSE hypothesis. Specifically, we show the following hardness results for computing hyperedge expansion (see Theorem 6.2) and γ 2 (see Theorem 6.3).
Theorem 3.10 (Informal Statement). Given a hypergraph H , it is SSE-hard to get better than
Approximation Algorithms
We do not know how to efficiently find orthonormal vectors f 1 , f 2 , . . . , f k in the weighted space that attain ξ k . In view of Theorems 3.5 and 3.6, we consider approximation algorithms to find k such vectors to minimize max
Approximate Procedural Minimizers. Our approximation algorithms are based on the following result on finding approximate procedural minimizers.
Then, there is a randomized procedure that produces a nonzero vector f that is orthogonal to
where r is the size of the largest hyperedge.
Using the procedure in Theorem 3.12 as a subroutine for generating procedural minimizers, we can show that the resulting vectors provide an O (k log r )-approximation to ξ k . Theorem 3.13 (Approximating ξ k ). There exists a randomized polynomial-time algorithm that, given a hypergraph H = (V , E, w ) and a parameter k < |V |, outputs k orthonormal vectors f 1 , . . . , f k in the weighted space such that with high probability, for each i ∈ [k],
Algorithmic Applications. Applying Theorem 3.13, we readily have approximation algorithms for the problems in Theorems 3.3, 3.5, and 3.6.
Corollary 3.14 (Hyperedge Expansion). There exists a randomized polynomial-time algorithm that, given a hypergraph
We note that Corollary 3.14 also follows directly from Louis and Makarychev (2014b) .
Many theoretical and practical applications require multiplicative approximation guarantees for hypergraph sparsest cut. In a seminal work, Arora et al. (2009) gave an O( log n)-approximation algorithm for the (uniform) sparsest cut problem in graphs. Louis and Makarychev (2014b) gave an O( log n)-approximation algorithm for hypergraph expansion.
Corollary 3.15 (Small-Set Expansion). There exists a randomized polynomial-time algorithm that, given hypergraph H = (V , E, w ) and parameter k < |V |, produces a set S ⊂ V such that with high probability, |S | = O( n k ) and
In contrast, a polynomial-time algorithm is given in Louis and Makarychev (2014b) that returns a subset S with size O( n k ) whose expansion is at most O(k log k log log k · log n) times the smallest expansion over all vertex sets of size at most n k .
Corollary 3.16 (Multiway Hyperedge Expansion). There exist absolute constants c, c > 0 such that the following holds. There exists a randomized polynomial-time algorithm that, given hyper-
In contrast, for 2-graphs, a polynomial-time bicriteria approximation algorithm (Louis and Makarychev 2014a) outputs (1 − ϵ )k disjoint subsets such that each subset has expansion at most O ϵ ( log n log k ) times the optimal value.
Dependence on Hyperedge Cardinality.
We stress that none of our bounds have a polynomial dependence on r , the size of the largest hyperedge (Theorem 3.5 has a dependence oñ O(min{r , k })). In many of the practical applications, the typical instances have r = Θ(n α ) for some α = Ω(1); in such cases, having bounds of poly(r ) would not be of any practical utility. All our results generalize the corresponding results for 2-graphs.
Organization
We formally define the diffusion process and our Laplacian operator in Section 4. We prove the existence of a nontrivial eigenvalue for the Laplacian operator in Theorem 4.1.
In Section 5, we prove the basic hypergraph Cheeger inequality (Theorem 3.3) and also the higher-order variants (Theorem 3.5 and Theorem 3.6).
In Section 6, we explore the relationship between hyperedge expansion and vertex expansion in 2-graphs. Using hardness results for vertex expansion, we prove our hardness results for computing hypergraph eigenvalues (Theorem 3.11) and for hypergraph expansion (Theorem 3.10).
In Section 7, we give our approximation algorithm for procedural minimizers (Theorem 3.12).
Other Results
To keep the current version of the article concise, we defer the following topics to the extended version (Chan et al. 2016 ).
-Mixing Time and Hypergraph Diameter. We show that both the mixing time of the diffusion process in Figure 1 and the hypergraph diameter have a dependence of O ( 1 γ 2 ) on the second eigenvalue γ 2 .
-Stochastic Diffusion Process. We consider the scenario in which each vertex also experiences Brownian noise from outside the system. We show a relationship between the second eigenvalue and the convergence behavior of the process.
-Sparsest Cut with General Demands. For the problem on a hypergraph whose edges have cardinalities at most r and with at most k demand pairs, we show that an SDP approach can give an O ( log k log r log log k )-approximation.
Subsequent Work
Even though the rules (R1) and (R2) of our diffusion process are intuitive, one cannot help but wonder whether such a diffusion process really exists. After all, just because a simple way of distributing hyperedges in Example A.3 will not work does not mean that the diffusion process is really well defined using a more complicated procedure. Fortunately, in a follow-up work (Chan et al. 2017) , it is shown that there is indeed a diffusion process satisfying rules (R1) and (R2). Even though the formal proof requires a bit of notation, we explain the intuition here.
Lemma 4.8 essentially says that the diffusion rules uniquely determine the first derivative of the measure vector (with respect to time), provided that the diffusion process exists. The idea is that the diffusion rules actually uniquely determine all higher derivatives of the measure vector, again assuming that the diffusion process exists.
Since all the higher derivatives are uniquely determined, one can define an equivalence relation on the vertices such that all vertices in the same equivalence class will have the same measure density in infinitesimal time. Therefore, each equivalence class acts like a super vertex, which means the diffusion process reduces to the case for normal graphs, where the involved differential equations can be solved explicitly. Therefore, an explicit solution proves that the diffusion process really exists.
As one can see, turning the above ideas into a formal proof can be quite a rigorous exercise. In this article, we focus on the procedure that defines the diffusion process and gives an intuitive explanation in Lemma 4.10 for why the diffusion process is robust.
DEFINING DIFFUSION PROCESS AND LAPLACIAN FOR HYPERGRAPHS
A classical result in spectral graph theory is that for a 2-graph whose edge weights are given by the adjacency matrix A, the parameter γ 2 := min
where a corresponding minimizer x 2 is an eigenvector of L. Observe that γ 2 is also an eigenvalue on the operator L w := I − W −1 A induced on the weighted space. However, in the literature, the (weighted) Laplacian is defined as W − A, which is WL w in our notation. Hence, to avoid confusion, we only consider the normalized Laplacian in this article.
In this section, we generalize the result to hypergraphs. Observe that any result for the normalized space has an equivalent counterpart in the weighted space, and vice versa. D (x ) is an eigenvalue of L, where any minimizer x 2 is a corresponding eigenvector.
Our Laplacian follows the framework described in Figure 1 . However, we show in Example A.4 that the above result for our Laplacian does not hold for γ 3 . We first show that the Rayleigh quotient of the (weighted) Laplacian defined in this framework coincides with the discrepancy ratio.
Lemma 4.2 (Rayleigh Quotient Coincides with Discrepancy Ratio). Suppose L w on the weighted space is defined as in Figure 1 such that rules (R1) and (R2) are obeyed. Then, the Rayleigh quotient associated with L w satisfies that for any f in the weighted space, R w ( f ) = D w ( f ). By considering the isomorphic normalized space, we have for each x, R (x ) = D (x ).
Proof. It suffices to show that
Recall that φ = Wf , and L w = I − W −1 A f , where A f is chosen as above to satisfy rules (R1) and (R2).
Hence, it follows that
Defining Diffusion Process to Construct Laplacian
Recall that φ ∈ R V is the measure vector, where each coordinate contains the "measure" being dispersed. Observe that we consider a closed system here, and hence 1, φ remains invariant. To facilitate the analysis, we also consider the weighted measure f := W −1 φ.
Our goal is to define a diffusion process that obeys rules (R1) and (R2). Then, the operator on the measure space is given by Lφ := − dφ dt . By observing that the weighted space is achieved by the transformation f = W −1 φ, the operator on the weighted space is given by
In Figure 3 , we give a procedure that takes f ∈ R V and returns r =
Observe that even though we call φ a measure vector, φ can still have negative coordinates. We shall construct a vector r ∈ R V that is supposed to be df dt . For u ∈ V and e ∈ E, let ρ u (e) be the rate of change of the measure φ u due to edge e. Then, ρ u := e ∈E ρ u (e) gives the rate of change of φ u .
We show that r and ρ must satisfy certain constraints because of rules (R1) and (R2). Then, it suffices to show that there exists a unique r ∈ R V that satisfies all the constraints.
First, since
Construction of A f . Observe that for each e ∈ E, once all the ρ u (e)s are determined, the weight w e can be distributed among edges in S e × I e by considering a simple flow problem on the complete bipartite graph, where each u ∈ S e is a source with supply − ρ u (e ) Δ e , and each v ∈ I e is a sink with demand ρ v (e ) Δ e . Then, from any feasible flow, we can set a e uv to be the flow along the edge (u, v) ∈ S e × I e .
Infinitesimal Considerations.
In the previous discussion, we argue that if a vertex u is losing measure due to edge e, then it should remain in S e for infinitesimal time, which holds only if the rate of change of f u is the maximum among vertices in S e . A similar condition should hold if the vertex u is gaining measure due to edge e. This translates to the following constraints.
Rule (R3) First-Order Derivative Constraints:
We remark that rule (R3) is only a necessary condition in order for the diffusion process to satisfy rule (R1). Even though A f might not be unique, we shall show that these rules are sufficient to define a unique r ∈ R V , which is returned by the procedure in Figure 3 . Moreover, observe that if f = αд for some α > 0, then in the above flow problem to determine the symmetric matrix, we can still have
Uniqueness of Procedure. In step (3) of Figure 3 , there could be more than one choice of P to maximize δ (P ). In Section 4.2, we give an efficient algorithm to find such a P. Moreover, we shall show that the procedure will return the same r ∈ R V no matter what choice the algorithm makes. In Section 4.3, we prove in Lemma 4.8 that rules (R1) to (R3) imply that df dt must equal to such an r .
A Densest Subset Problem
In step (3) of Figure 3 , we are solving the following variant of the densest subset problem restricted to some set U of vertices, with multisets I :
For
is maximized, and we call such P a densest subset.
We use an LP similar to the one given by Charikar (2000) used for the basic densest subset problem:
We analyze this LP using a similar approach given in Balalau et al. (2015) . Given a subset P ⊂ U , we define the following feasible solution z P = (x P , y P ):
Feasibility of z P can be verified easily and it can be checked that the objective value is c (x P ) = δ (P ).
Given a feasible solution z = (x, y), we say that a nonempty P is a level set of z if there exists r > 0 such that P = {v ∈ U : y v ≥ r }.
The following lemma has a proof similar to Balalau et al. (2015, Lemma 4.1).
Lemma 4.4. Suppose z * = (x * , y * ) is an optimal (fractional) solution of the LP. Then, every (nonempty) level set P of z * is a densest set and δ (P ) = c (x * ).
Proof. Suppose z * = (x * , y * ) is an optimal solution. We prove the result by induction on the number k of level sets of z * , which is also the number of distinct nonzero values found in the coordinates of y * . For the base case when k = 1, z * only has one level set P = supp(y * ). Because v ∈U w v y * v = 1, it follows that we must have z * = z P , and hence P must be a densest set and the result holds for k = 1.
For the inductive step, suppose y * has k ≥ 2 nonzero distinct values in its coordinates. Let P := supp(y * ) and α := min{y *
Hence, z * = α · w (P ) · z P + (1 − α · w (P )) z, and the number of level sets of z is exactly k − 1. In particular, the level sets of z * are P together with those of z.
Hence, to complete the inductive step, it suffices to show that z is a feasible solution to the LP. To see why this is enough, observe that the objective function is linear, c (x * ) = α · w (P ) · c (x P ) + (1 − α · w (P )) · c ( x ). Hence, if both z P and z are feasible, then both must be optimal. Then, the inductive hypothesis on z can be used to finish the inductive step.
Hence, it remains to check the feasibility of z.
Observe that in the objective value, we want to increase x e for e ∈ I and decrease x e for e ∈ S. Hence, the optimality of z * implies that
For x * e = 0, x e = 0 and the corresponding inequality is satisfied. Otherwise, for x * e ≥ α, we have
Therefore, z is feasible and this completes the inductive step. Given two densest subsets P 1 and P 2 , it follows that z P 1 +z P 2 2 is an optimal LP solution. Hence, by considering its level sets, Lemma 4.4 implies the following corollary. (1) Suppose P 1 and P 2 are both densest subsets. Then, P 1 ∪ P 2 is also a densest subset. Moreover, if P 1 ∩ P 2 is nonempty, then it is also a densest subset. (2) The maximal densest subset is unique and contains all densest subsets.
The next two lemmas show that the procedure defined in Figure 3 will return the same r ∈ R V , no matter which densest subset is returned in step (3). Lemma 4.6 implies that if P is a maximal densest subset in the given instance, then the procedure will assign r values to the vertices in P first and each v ∈ P will receive r v := δ (P ). 
Proof. Denote δ
, violating the assumption that X is a densest subset.
For being "=", this gives δ (Y ) = δ (X ) if and only if δ (X ∪ Y ) = δ (X ), as required.
Corollary 4.7 (Procedure in Figure 3 is Well Defined). The procedure defined in Figure 3 will return the same r ∈ R V no matter which densest subset is returned in step (3). In particular, if P is the (unique) maximal densest subset in the given instance, then the procedure will assign r values to the vertices in P first and each v ∈ P will receive r v := δ (P ). Moreover, after P is removed from the instance, the maximum density in the remaining instance is strictly less than δ (P ).
Densest Subset Procedure Defines Laplacian
We next show that rules (R1) to (R3) imply that in the diffusion process, df dt must equal the vector r ∈ R V returned by the procedure described in Figure 3 .
We denote r S (e) := max u ∈S e r u and r I (e) := min u ∈I e r u . Considering Each Equivalence Class U . We can consider each equivalence class U independently by analyzing r u and ρ u (e) for u ∈ U and e ∈ I U ∪ S U that satisfy rules (R1) to (R3).
Proof of Uniqueness.
We next show that rules (R1) to (R3) imply that r must take a unique value that can be found by the procedure in Figure 3 .
For each e ∈ I U ∪ S U , recall that c e := w e · Δ e ( f ), which is the rate of flow due to e into U (if
Suppose T is the set of vertices that have the maximum r values within the equivalence class; i.e., for all u ∈ T , r u = max v ∈U r v . Observe that to satisfy rule (R3), for e ∈ I U , there is positive rate c e of measure flow into T due to e if and only if I e ⊆ T ; otherwise, the entire rate c e will flow into U \ T . On the other hand, for e ∈ S U , if S e ∩ T ∅, then there is a rate c e of flow out of T due to e; otherwise, the rate c e flows out of U \ T .
Based on this observation, we define for X ⊂ U , I X := {e ∈ I U : I e ⊆ X } and S X := {e ∈ S U : S e ∩ X ∅}. Note that these definitions are consistent with I U and S U . We denote C (X ) := c (I X ) − c (S X ).
To detect which vertices in U should have the largest r values, we define δ (X ) := C (X ) w (X ) , which, loosely speaking, is the average weighted (with respect to W) measure rate going into vertices in X . Observe that if r is feasible, then the definition of T implies that for all v ∈ T , r v = δ (T ).
Corollary 4.7 implies that the procedure in Figure 3 will find the unique maximal densest subset P with δ M := δ (P ).
We next show that T = P. Observe that all edges e ∈ I P have I e ⊂ P, and hence, there must be at least a rate of c (I P ) going into P; similarly, there is at most a rate of c (S P ) going out of P. Hence, we have u ∈P w u r u ≥ c (I P ) − c (S P ) = w (P ) · δ (P ). Therefore, there exists u ∈ P such that δ (P ) ≤ r u ≤ δ (T ), where the last inequality holds because every vertex v ∈ T is supposed to have the maximum rate r v = δ (T ). This implies that δ (T ) = δ M , T ⊆ P and the maximum r value is δ M = δ (T ) = δ (P ). Therefore, the above inequality becomes w (P ) · δ M ≥ u ∈P w u r u ≥ w (P ) · δ (P ), which means equality actually holds. This implies that every vertex u ∈ P has the maximum rate r u = δ M , and so T = P.
Recursive Argument. Hence, it follows that the set T can be uniquely identified in Figure 3 as the set of vertices that have maximum r values, which is also the unique maximal densest subset. Then, the uniqueness argument can be applied recursively for the smaller instance with U := U \ T , I U := I U \ I T , S U := S U \ S T , with the corresponding density function δ . Indeed, Corollary 4.7 implies that δ M := max ∅ Q ⊂U δ (Q ) < δ M .
Claim. e ∈E c e (r I (e) − r S (e)) = u ∈V ρ u r u . Consider T defined above with δ M = δ (T ) = r u for u ∈ T . Observe that u ∈T ρ u r u = (c (I T ) − c (S T )) · δ M = e ∈I T c e · r I (e) − e ∈S T c e · r S (e), where the last equality is due to rule (R3).
Observe that every u ∈ V will be in exactly one such T , and every e ∈ E will be accounted for exactly once in each of I T and S T , ranging over all T s. Hence, summing over all T s gives the result.
Weight Distribution in
Step (2) of Figure 1 . As remarked in Section 4.1, for each e ∈ E, once ρ u (e) is defined for every u ∈ S e ∪ I e , it is simple to determine a e uv for (u, v) ∈ S e × I e by considering a flow problem on the bipartite graph S e × I e .
The following lemma shows that the values ρ u (e) can be assigned such that they are consistent with L w f = − df dt . We remark that even though Lemma 4.8 says that r = df dt is uniquely determined, in general, the values ρ u (e)s are not unique. Figure 3 . Suppose T ⊆ U is the maximal densest subset identified in step (3) of Figure 3 ; i.e., T is the maximal P such that δ M := δ (P ) is maximized.
Proof. Consider some equivalence class U in
Define S to be the collection of configurations ρ = (ρ u (e)) u ∈T ,e ∈I T ∪S T s such that the following holds:
(1) For e ∈ I T , for all v ∈ I e , ρ v (e) ≥ 0 and we have v ∈T ρ v (e) = c e .
(2) For e ∈ S T , for all v ∈ S e , ρ v (e) ≤ 0 and we have v ∈T ρ v (e) = −c e .
The goal is to show that there exists some ρ ∈ S such that for all
Therefore, each v ∈ T is supposed to gather a net rate of w v · δ M , where any deviation is known as the surplus or deficit.
Given configuration ρ ∈ S, define a directed graph G ρ with vertices in T such that there is an arc (u, v) if a nonzero measure rate can be transferred from u to v in one of the following ways: (1) there exists e ∈ I T containing both u and v such that ρ u (e) > 0, or (2) there exists e ∈ S T containing both u and v such that ρ v (e) < 0.
Hence, if there is a directed path from a vertex u with nonzero surplus to a vertex v with nonzero deficit, then the surplus at vertex u (and the deficit at vertex v) can be decreased.
We argue that a configuration ρ with minimum surplus must have zero surplus. (Observe that the minimum can be achieved because ρ comes from a compact set.) Otherwise, suppose there is at least one vertex with positive surplus, and let T be all the vertices that are reachable from some vertex with positive surplus in the directed graph G ρ . Hence, it follows that for all e I T , for all v ∈ T , ρ v (e) = 0, and for all e ∈ S T , for all u T , ρ u (e) = 0. This means that the rate going into T is c (I T ) and all comes from I T , and the rate going out of T is c (S T ). Since no vertex in T has a deficit and at least one has positive surplus, it follows that δ (T ) > δ M , which is a contradiction.
After we have shown that a configuration ρ with zero surplus exists, it can be found by a standard flow problem, in which each e ∈ I T has supply c e , each v ∈ T has demand w v · δ M , and each e ∈ S T has demand c e . Moreover, in the flow network, there is a directed edge (e, v) if v ∈ I e and (v, e) if v ∈ S e . Suppose in a feasible solution, there is a flow with magnitude θ along a directed edge. If the flow is in the direction (e, v), then ρ v (e) = θ ; otherwise, if it is in the direction (v, e), then ρ v (e) = −θ .
Recursive Application. As in the proof of Lemma 4.8, we apply the argument recursively to the smaller instance defined on (U , I U , S U ) with the corresponding density function δ to assign the ρ values accordingly.
Comment on the Robustness of Diffusion Process.
Recall that in Section 3.1, we illustrate that if the weight distribution is not carefully designed in Figure 1 , then the diffusion process cannot actually continue. Specifically, we see that in the example given in Figure 2 , if we use the rule that the weight of each edge e is distributed evenly among pairs in S e × I e , then the rate of measure change can jump suddenly in infinitesimal time.
On the contrary, if we use Figure 3 to determine the rate of measure change, the following lemma states that the rate will not jump suddenly in infinitesimal time. While this is an indication that the diffusion process is robust and may give an intuitive explanation for its existence, as discussed in Section 3.7, the formal proof in a follow-up work (Chan et al. 2017) gives extra assurance that the diffusion process indeed exists.
Lemma 4. 10 . In the diffusion process resulting from Figure 3 with the differential equation df dt = −L w f , at any time t 0 , there exists some ϵ > 0 such that df dt is continuous in (t 0 , t 0 + ϵ ). Proof. Observe that as long as the equivalence classes induced by f do not change, then each of them acts as a super vertex, and hence the diffusion process goes smoothly.
At the very instant that equivalence classes merge into some U , Figure 3 is actually used to determine whether the vertices will stay together in the next moment.
An equivalence class can be split in two ways. The first case is that the equivalence class U is peeled off layer by layer in the recursive manner described above, because they receive different r values. In particular, the (unique) maximal densest subset T is such a layer.
The second case is more subtle, because it is possible that vertices within T could be split in the next moment. For instance, there could be a proper subset X T whose r values might be marginally larger than the rest after infinitesimal time.
The potential issue is that if the vertices in X go on their own, then the vertices X and also the vertices in T \ X might experience a sudden jump in their rate r , thereby possibly contradicting the rate of change found in Figure 3 .
Fortunately, this cannot happen, because if the set X could go on its own, it must be the case that δ M = δ (T ) = δ (X ). Corollary 4.7 states that in this case, after X is separated on its own, then in the remaining instance, we must still have δ (T \ X ) = δ M . Hence, the behavior of the remaining vertices is still consistent with the r value produced in Figure 3 , and the r value cannot suddenly jump.
Hence, we can conclude that if equivalence classes merge or split at time t 0 , there exists some ϵ > 0 such that df dt is continuous in (t 0 , t 0 + ϵ ), until the next time equivalence classes merge or split.
Spectral Properties of Laplacian
We next consider the spectral properties of the normalized Laplacian L induced by the diffusion process defined in Section 4.1.
Lemma 4.11 (First-Order Derivatives). Consider the diffusion process satisfying rules (R1) to (R3) on the measure space with φ ∈ R V , which corresponds to f = W −1 φ in the weighted space. Suppose L w is the induced operator on the weighted space such that df dt = −L w f . Then, we have the following derivatives:
is the Rayleigh quotient with respect to the operator L w on the weighted space. Then, for f 0,
by the Cauchy-Schwarz inequality on the ·, · w inner product, where equality holds if and only if L w f ∈ span( f ). 
Proof. For the first statement,
, where the last equality follows from the first two statements. We next prove some properties of the normalized Laplacian L with respect to orthogonal projection in the normalized space.
Lemma 4.12 (Laplacian and Orthogonal Projection). Suppose L is the normalized Laplacian defined in Lemma 4.8. Moreover, denote x 1 := W 1 2 1, and let Π denote the orthogonal projection into the subspace that is orthogonal to x 1 . Then, for all x, we have the following: Proof. For the first statement, observe that since the diffusion process is defined on a closed system, the total measure given by u ∈V φ u does not change. Therefore, 0 = 1, dφ dt = W 1 2 1, dx dt , which implies that Lx = − dx dt ⊥ x 1 . For the second statement, observe that from Lemma 4.2, we have
, where the last equality holds for all real numbers α. It suffices to observe that Πx = x + αx 1 for some suitable real α.
For the third statement, it is more convenient to consider transformation into the weighted space
This follows immediately because in the definition of the diffusion process, it can be easily checked that Δ e (α1 + β f ) = βΔ e ( f ). R (x ) be attained by some minimizer x 2 . We use the isomorphism between the three spaces: Hence, it follows that at this moment, the current normalized vector is at position x 2 , and is moving toward the direction given by x := dx dt | x =x 2 such that x ⊥ W 1 2 1, and d R (x ) dt | x =x 2 < 0. Therefore, for sufficiently small ϵ > 0, it follows that x 2 := x 2 + ϵx is a nonzero vector that is perpendicular to W 1 2 1 and R (x 2 ) < R (x 2 ) = γ 2 , contradicting the definition of x 2 . We remark that this is the only place in the article where the existence of the diffusion process is really needed; i.e., the diffusion process can always continue.
Proof of Theorem 4.1: Suppose
Hence, it follows that d R (x 2 ) dt = 0, which implies that Lx 2 ∈ span(x 2 ). Since γ 2 = R (x 2 ) = x 2 , Lx 2 x 2 ,x 2 , it follows that Lx 2 = γ 2 x 2 , as required.
CHEEGER INEQUALITIES FOR HYPERGRAPHS
In this section, we generalize the Cheeger inequalities to hypergraphs. For the basic version, we relate the expansion of a hypergraph with the eigenvalue γ 2 of the Laplacian L defined in Section 4. However, at the moment, we cannot exploit the higher-order spectral properties of L. Instead, we achieve higher-order Cheeger inequalities in terms of the orthogonal minimaximizers defined in Section 3.2.
Basic Cheeger Inequalities for Hypergraphs
We prove the basic Cheeger inequalities for hypergraphs.
Theorem 5.1 (Restatement of Theorem 3.3). Given an edge-weighted hypergraph H , we have
where ϕ H is the hypergraph expansion and γ 2 is the eignenvalue of L as in Theorem 4.1.
Toward proving this theorem, we first show that a good line embedding of the hypergraph suffices to upper-bound the expansion.
Proposition 5. 2 . Let H = (V , E, w ) be a hypergraph with edge weights w : E → R + and let f ∈ R V + be a nonzero vector. Then, there exists a set S ⊆ supp( f ) such that
Proof. The proof is similar to the proof of the corresponding statement for vertex expansion in graphs (Louis et al. 2013) . Observe that in the result, the upper bound on the right-hand side does not change if f is multiplied by a positive scalar. Hence, we can assume, without loss of generality,
We define a family of functions {F r : [0, 1] → {0, 1}} r ∈[0,1] as follows:
For r ≥ 0 and a vector f
(4)
Also, for a hyperedge e, if u = arg max u ∈e f u and v = arg min u ∈e f u , then
Therefore, we have 1 0
(Using 4)
Therefore, there exists r ∈ [0, 1] such that
Since F r (·) takes value in {0, 1}, we have
Therefore, 
and r min = min e ∈E |e |.
Proof.
Let д = f + c1 for an appropriate c ∈ R such that both w (supp(д + )) and w (supp(д − )) are at most w (V ) 2 . For instance, sort the coordinates of f such that f
Therefore, we have
For any a, b ∈ R, we have
Let h ∈ д + , д − be the vector corresponding to the minimum in the previous inequality. Then, we have
where the inequality follows from the Cauchy-Schwarz inequality.
Invoking Proposition 5.2 with vector h 2 , we get that there exists a set S ⊂ supp (h) such that
The "hypergraph orthogonal separators" construction due to Louis and Makarychev (2014b) can also be used to prove Proposition 5.3, albeit with a much larger absolute constant in the bound on the expansion of the set S.
We are now ready to prove Theorem 5.1. 5.1 (and 3.3) :
Proof of Theorem
(1) Let S ⊂ V be any set such that w (S ) ≤ w (V ) 2 , and let д ∈ {0, 1} V be the indicator vector of S. Let f be the component of д orthogonal to 1 (in the weighted space).
Then, since д 1, we have 0 f ⊥ w 1 and so we have
Since the choice of the set S was arbitrary, we have
Invoking Proposition 5.3 with the minimizer h 2 such that γ 2 = D w (h 2 ), we get that ϕ H ≤ γ 2 + 2 γ 2 r min . For γ 2 ≤ 1 4 , we observe that r min ≥ 2 and have ϕ H ≤ ( 1 2 + √ 2) · √ γ 2 ≤ 2 √ γ 2 ; for γ 2 > 1 4 , observe that we have ϕ H ≤ 1 ≤ 2 √ γ 2 . We remark that the constant 2 in the upper bound can be improved slightly by optimizing the threshold for γ 2 in the above case analysis, and further considering cases whether r min = 2 or r min ≥ 3.
Higher-Order Orthogonal Minimaximizers
As mentioned in Section 3.2, we do not yet know about higher-order spectral properties of the Laplacian L. Hence, to achieve results like higher-order Cheeger-like inequalities, we consider the notion of orthogonal minimaximizers with respect to the discrepancy ratio.
In Section 3.2, the parameters ξ k and ζ k are defined in terms of the normalized space. We can equivalently define them in terms of the weighted space as ξ k := min f 1 , . ..,f k 
where the minimum is over k nonzero mutually orthogonal vectors f 1 , f 2 , . . . , f k in the weighted space. The proofs shall work with either the normalized or the weighted space, depending on which is more convenient.
We do not know an efficient method to find k orthonormal vectors that achieve ξ k or ζ k . In Section 7, we describe how approximations of these vectors can be obtained.
We prove Lemma 3.4 that compares the parameters γ k , ξ k , and ζ k by the following claims.
Proof. Suppose the procedure produces {γ i : i ∈ [k]}, which is attained by orthonormal vectors X k := {x i : i ∈ [k]} in the normalized space. Observe that max i ∈[k] D (x i ) = D (x k ) = γ k , since x k could have been a candidate in the minimum for defining γ i because x k ⊥ x j , for all j ∈ [k − 1].
Since X k is a candidate for taking the minimum over sets of k orthonormal vectors in the definition of ξ k , it follows that ξ k ≤ γ k .
Proof. For k = 1, γ 1 = ζ 1 = 0. For k > 1, suppose the {γ i : i ∈ [k − 1]} have already been constructed with the corresponding orthonormal minimizers X k−1 :
Let Y k := {y i : i ∈ [k]} be an arbitrary set of k orthonormal vectors. Since the subspace orthogonal to X k−1 has rank n − k + 1 and the span of Y k has rank k, there must be a nonzero
Since this holds for any set Y k of k orthonormal vectors, the result follows.
Claim 3. Given any k orthogonal vectors
Moreover, if the f i s have disjoint support, we have
Proof. Here it will be convenient to consider the equivalent discrepancy ratios for the weighted space.
It suffices to show that for any h ∈ span(
where the last inequality follows from Cauchy-Schwarz inequality.
In the case f i s have disjoint support, we have
For each e ∈ E, we have
as required.
For the case when the f i s have disjoint support, we see from Equation (7) that we can replace the parameter k with 2 in the upper bound.
Claim 4. We have γ 2 = ζ 2 .
Proof. From Claim 2, we already have γ 2 ≤ ζ 2 . Hence, it suffices to show the other direction. We shall consider the discrepancy ratio for the weighted space.
Suppose f ⊥ w 1 attains D w ( f ) = γ 2 . Then, we have
Small-Set Expansion
Observe that we do not have an efficient method to generate k orthonormal vectors that attain ξ k . However, given k orthonormal vectors f 1 , f 2 , . . . , f k in the weighted space such that max s ∈[k] D w ( f s ) ≤ ξ , we can still efficiently find a subset of at most O ( n k ) vertices whose expansion has an upper bound in terms of ξ (together with r and k). where C is an absolute constant and r is the size of the largest hyperedge in E.
Our proof is achieved by a randomized polynomial-time Algorithm 1 that computes a set S satisfying the conditions of the theorem, given vectors whose discrepancy ratios are at most ξ . We will use the following orthogonal separator (Louis and Makarychev 2014b) subroutine. We say that a set S cuts another set e if there exist u, v ∈ e such that u ∈ S and v S.
Fact 4 (Orthogonal Separator (Louis and Makarychev 2014b)). There exists a randomized polynomial-time algorithm that, given a set of unit vectors {ū i } i ∈V , parameters β ∈ (0, 1), and τ ∈ Z + , outputs a random set S ⊂ {ū i } i ∈V such that for some absolute constant c 1 and α = Θ( 1 τ ), we have the following:
(3) For any e ⊂ {ū i } i ∈V ,
Remark 5. 5 . We remark that the vectors do not have to satisfy the 2 2 -constraints in this version of orthogonal separators (Louis and Makarychev 2014b).
ALGORITHM 1: Small-Set Expansion
(1) Spectral Embedding . Let f 1 , . . . , f k be orthonormal vectors in the weighted space such that
In other words, we map the vertex u to the vector formed by taking the coordinate corresponding to vertex u from f 1 , . . . , f k . We consider the Euclidean 2 norm in R k .
(2) Normalization. For every i ∈ V , letũ i = u i u i . (3) Random Projection. Using Fact 4 (orthogonal separator), sample a random set S from the set of vectors {ũ i } i ∈V with β = 99/100 and τ = k, and define the vector X ∈ R V as follows:
(4) Sweep Cut. Sort the coordinates of the vector X in decreasing order and output the prefix having the least expansion (see Proposition 5.2).
We first prove some basic facts about the spectral embedding (Lemma 5.6), where the analogous facts for graphs are well known.
Lemma 5.6 (Spectral embedding). We have the following:
D w ( f s ).
Proof.
(1) For the first statement, we have
The second statement follows because each f s has norm 1 in the weighted space.
(3) For the third statement,
(4) For the fourth statement, using the Cauchy-Schwarz inequality, we have e ∈E w e max i ∈e
where the last inequality follows from the first statement.
To finish with the proof, observe that e ∈E w e max i ∈e u i 2 ≤ i ∈V w i u i 2 = k, where the last equality follows from the second statement.
We denote D := τ √ 1−β · log τ log log τ · log r .
Main Analysis. To prove that Algorithm 1 outputs a set that meets the requirements of Theorem 5.4, we will show that the vector X meets the requirements of Proposition 5. 2 . We prove an upper bound on the numerator e ∈E w e max i, j ∈e |X i − X j | in Lemma 5.8 and a lower bound on the denominator i ∈V w i X i in Lemma 5.9. We first show a technical lemma.
Lemma 5.7. For any nonzero vectors u and v, ũ −ṽ ≤ 2
where the inequality is equivalent to (1 + θ )(a 2 + b 2 ) − 4abθ ≥ 0.
To see why this is true, consider the function h(θ ) := (1 + θ )(a 2 + b 2 ) − 4abθ for θ ∈ [−1, 1]. Since h (θ ) is independent of θ , h is either monotonically increasing or decreasing. Hence, to show that h is nonnegative, it suffices to check that both h(−1) and h(1) are nonnegative. 
Proof. For an edge e ∈ E, we have
By Fact 4 (1), the probability in the first term is at most Θ( 1 k ). Hence, the first term is at most
(9) To bound the second term in Equation (8), we divide the edge set E into E 1 and E 2 as follows:
E 1 is the set of those edges whose vertices have roughly equal lengths and E 2 is the set of those edges whose vertices have large disparity in lengths.
Claim 5. Suppose E 1 and E 2 are as defined above. Then, the following holds:
Proof. We prove the two statements.
(a) For e ∈ E 1 , using Lemma 5.7 and Fact 4, the probability that e is cut by S is at most
where the inequality follows because e ∈ E 1 . (b) Fix any e ∈ E 2 , and suppose the vertices in e = [r ] are labeled such that u 1 ≥ u 2 ≥ · · · ≥ u r . Then, from the definition of E 2 , we have
For a hyperedge e ∈ E 1 , using Claim 5 (a), the second term in Equation (8) is at most
For e ∈ E 2 , in the second term of Equation (8), we can just upper-bound the probability trivially by 1 ≤ O (D ) k , and use Claim 5 (b) to conclude that the second term is also at most
Hence, the inequality in Equation (8) becomes
Summing over all hyperedges e ∈ E, we have
where the last inequality follows from Lemma 5.6 (4).
Lemma 5.9. We have
Proof. We denote Y := i ∈V w i X i . We first compute E[Y ] as follows:
(Using Lemma 5.6 (2)) Next we give an upper bound of E[Y 2 ]:
We use Fact 4 (2) to bound the first term, and use the trivial bound of 1 k (Fact 4 (1)) to bound Pr[ũ i ,ũ j ∈ S] in the second term. Therefore,
Since Y is a nonnegative random variable, we get using the Paley-Zygmund inequality that
This finishes the proof of the lemma.
We are now ready to finish the proof of Theorem 5.4.
Proof of Theorem 5.4: (1)
We first show that Algorithm 1 gives S ⊂ V such that with constant probability, |S | = O ( n k ) and ϕ (S ) = O (k log k log log k · ξ log r ).
By the definition of Algorithm 1,
Therefore, by Markov's inequality,
Using Markov's inequality and Lemma 5.8, for some large enough constant C 1 > 0,
Therefore, using a union bound over Equations (10) and (11) and Lemma 5.8, we get that with probability at least 1 48 , the following happens:
(
k . When these two events happen, from Proposition 5.2, Algorithm 1 outputs a set S such that ϕ (S ) ≤ O (D) · ξ and |S | ≤ supp(X ) = O ( n k ), as required.
(2) We next show that the algorithmic version (Louis et al. 2012; Lee et al. 2012 ) of Fact 1 for 2-graphs can give us S ⊂ V such that |S | = O ( n k ) and ϕ (S ) = O ( rξ log k ). Given edge-weighted hypergraph H = (V , E, w ), we define an edge-weighted 2-graph G = (V , E ) as follows. For each e ∈ E, where r e = |e |, add a complete graph on e with each pair having weight w e r e −1 . Observe that eventually a pair {u, v} in G has weight derived from all e ∈ E such that both u and v are in e. In this construction, each vertex u has the same weight in H and G.
We first relate the discrepancy ratios of the two graphs by showing that D G w ( f ) ≤ r 2 · D H w ( f ). Since the denominators are the same, we compare the contribution of each hyperedge e ∈ E to the numerators. For e ∈ E with r e = |e |, its contribution to the numerator of
which is r e 2 times the contribution of e to the numerator of D H w ( f ). Hence, Fact 1 for 2-graphs implies that given vectors orthogonal vectors f 1 , f 2 , . . . , f k 
Therefore, it suffices to prove that ϕ H (S ) ≤ ϕ G (S ). Again, the denominators involved are the same. Hence, we compare the numerators. For each hyperedge e ∈ ∂S, suppose r e = |e | and a e = |e ∩ S |, where 0 < a e < r e . Then, the contribution of e to the numerator of ϕ G (S ) is w e r e −1 · a e (r e − a e ) ≥ w e , which is exactly the contribution of e to the numerator of ϕ H (S ). Hence, the result follows.
Higher-Order Cheeger Inequalities for Hypergraphs
In this section, we achieve an algorithm that, given k orthonormal vectors f 1 , f 2 , . . . , f k in the weighted space such that max s ∈[k] D w ( f s ) ≤ ξ , returns Θ(k ) nonempty disjoint subsets with small expansion.
Theorem 5.10 (Restatement of Theorem 3.6). Suppose H = (V , E, w ) is a hypergraph. Then, we have the following:
There is a randomized procedure that runs in polynomial time such that, for every ϵ ≥ 1 k , with Ω(1) probability, returns (1 − ϵ )k nonempty disjoint sets
where ζ k is defined in Section 3.2.
Proof of Theorem 5.10 (b):
For an arbitrary collection of k disjoint nonempty sets {S l } l , let f l be the corresponding indicator function S l . Then, the vectors f l s have disjoint support, and by Claim 3, we have
For statement (a), the proof is similar to Section 5.3, and we also have a similar sampling algorithm. Forming Disjoint Subsets. The algorithm first uses an orthogonal separator to generate subsets S l s independently. If the μ-measure of a subset is larger than 1 + ϵ 4 , then it is discarded. We first show that with high probability, each vertex is contained in some subset that is not discarded.
Lemma 5.11 (Similar to Louis and Makarychev (2014a, Lemma 2.5) ). For every vertex i ∈ V and l ∈ [T ], we have
Proof. Recall that we sample S l using Fact 4 with β = 1 − ϵ 72 and τ = 16k
Hence, we only need to show that Pr[μ (S l ) > 1 + ϵ 4 |i ∈ S l ] ≤ 1 2 . Define the sets V 1 and V 2 as follows:
We next give an upper bound for μ (V 1 ). From Fact 5.6 (3), we have
Hence, by Fact 4 (2) of orthogonal separators,
Therefore,
where the equality holds because μ (V ) = k and τ = 16k
, as required. Lemma 5.12. With probability at least 3 4 , every vertex is contained in at least one S l . Moreover, when this happens, Algorithm 2 returns at least t ≥ k (1 − ϵ ) nonempty disjoint subsets. Proof. From Lemma 5.11 , the probability that a vertex is not included in S l for all l ∈ [T ] is at most (1 − α 2 ) T ≤ exp(− αT 2 ) ≤ 1 4n . Hence, by the union bound, the probability that there exists a vertex not included in at least one S l is at most 1 4 . When every vertex is included in some S l , then the total μ-measure of the S l s is exactly μ (V ) = k. Since we merge the S l s to form subsets of the μ-measure in the range [ 1 4 , 1 + ϵ 4 ], at most a measure of 1 4 will be discarded. Hence, the number of subsets formed is at least t ≥
where the last inequality holds because 1 k ≤ ϵ < 1. Bounding Expansion. After we have shown that the algorithm returns a high enough number of subsets (each of which has a μ-measure at least 1 4 ), it remains to show that their expansion is small. In addition to measure μ, we also consider measure ν (S ) := e ⊂S w e max i, j ∈e ( u i 2 − u j 2 ) + e ∈∂S w e max i ∈S ∩e u i 2 .
The next lemma shows that there is a nonempty subset of S having expansion at most ν (S ) μ (S ) .
Lemma 5 Hence
In view of Lemma 5.13, it suffices to show that the algorithm generates subsets with a small ν -measure.
Lemma 5.14. Algorithm 2 produces subsets B j s such that
· log τ log log τ log r , and r = max e ∈E |e |.
The second term in Equation (12) is
To bound the first term in Equation (12), we divide the edge set E into two parts E 1 and E 2 as follows:
The first term in Equation (12) is
We next bound the contribution from edges in E 1 . Fix an edge e ∈ E 1 . Recall that for l ∈ [T ], the set S l is generated independently by the orthogonal separator (Lemma 4). For l ∈ [T ], we define E l to be the event that for l ∈ [l − 1], S l ∩ e = ∅ and e ∈ ∂S l .
Observe that e ∈ ∪ l ∈[t ] ∂B l implies that there exists l ∈ [T ] such that the event E l happens. Next, if S is sampled from the orthogonal separator in Lemma 4, then Lemma 5.11 implies that Pr[ S ∩ e = ∅] ≤ 1 − α 2 , and Claim 5 (a) states that
POLYNOMIAL-TIME APPROXIMATION ALGORITHM FOR PROCEDURAL MINIMIZERS
Observe that the procedures in Section 5 take k orthonormal vectors f 1 , f 2 , . . . , f k in the weighted space such that max i ∈[k] D w ( f i ) is small. However, we do not know of an efficient algorithm to generate such k vectors to attain the minimum ξ k . In this section, we consider an approximation algorithm to produce these vectors.
Theorem 7.1 (Restatement of Theorem 3.13). There exists a randomized polynomial-time algorithm that, given a hypergraph H = (V , E, w ) and a parameter k < |V |, outputs k orthonormal vectors f 1 , . . . , f k in the weighted space such that with high probability, for each i ∈ [k],
Observe that Theorem 7.1 gives a way to generate k orthonormal vectors in the weighted space such that the maximum discrepancy ratio D w (·) is at most k log r · ξ k . Hence, these vectors can be used as inputs for the procedures in Theorems 5.1 (more precisely, we use an approximate f 2 in Proposition 5.2), 5.4, and 5.10 to give approximation algorithms as described in Corollaries 3.14, 3.15, and 3. 16 .
The approximate algorithm in Theorem 7.1 achieves the k vectors by starting with f 1 ∈ span(1) and repeatedly using the algorithm in the following theorem to generate approximate procedural minimizers. Proof of Theorem 7.1: On a high level, we start with f 1 := 1 1 w . For 1 < i ≤ k, assuming that orthonormal vectors { f l : l ∈ [i − 1]} are already constructed, we apply Theorem 7.2 to generate f i . Hence, it suffices to show that D w ( f i ) ≤ O (i log r · ξ i ).
We prove that if ξ := min{D w ( f ) : 0 f ⊥ w { f l : l ∈ [i − 1]}}, then ξ ≤ i · ξ i . Hence, Theorem 7.2 implies that D w ( f i ) ≤ O (ξ log r ) ≤ O (i log r · ξ i ).
Therefore, it remains to show ξ ≤ i · ξ i . Suppose д 1 , д 2 , . . . ,д i are orthonormal vectors in the weighted space that attain ζ i (which is defined in Section 5.2).
Since span({д 1 , д 2 , . . . ,д i }) has dimension i, there exists nonzero д ∈ span({д 1 , д 2 , . . . ,д i }) such that д ⊥ w { f 1 , f 2 , . . . , f i−1 }. By the definition of ζ i , we have D w (д) ≤ ζ i ≤ iξ i , where the last inequality follows from Claim 3. Hence, we have ξ ≤ iξ i , as required.
≥ 1 12 .
APPENDIX

A EXAMPLES
We give examples of hypergraphs to show that some properties are not satisfied. For convenience, we consider the properties in terms of the weighted space. We remark that the examples could also be formulated equivalently in the normalized space. In our examples, the procedural minimizers are discovered by trial and error using programs. However, we only describe how to use Mathematica to verify them. Our source code can be downloaded at the following link: http://i.cs.hku.hk/∼algth/project/hyper_lap/main.html Verifying Procedural Minimizers. In our examples, we need to verify that we have the correct value for γ k := min 0 f ⊥ w {f 1 , f 2 , ...,f k −1 } D w ( f ) and a certain nonzero vector f k attains the minimum.
We first check that f k is perpendicular to { f 1 , . . . , f k−1 } in the weighted space, and D w ( f k ) equals γ k .
Then, it suffices to check that for all 0 f ⊥ w { f 1 , f 2 , . . . , f k−1 }, D w ( f ) ≥ γ k . As the numerator in the definition of D w ( f ) involves the maximum operator, we use a program to consider all cases of the relative order of the vertices with respect to f .
For each permutation σ : [n] → V , for e ∈ E, we define S σ (e) := σ (max{i : σ (i) ∈ e}) and I σ (e) := σ (min{i : σ (i) ∈ e}).
We consider the mathematical program P (σ ) := min e ∈E w e · ( f (S σ (e)) − f (I σ (e))) 2 − γ k · u ∈V w u f (u) 2 subject to f (σ (n)) ≥ f (σ (n − 1)) ≥ · · · f (σ (1)) and ∀i ∈ [k − 1], f i , f = 0. Since the objective function is a polynomial, and all constraints are linear, the Mathematica function Minimize can solve the program.
Moreover, the following two statements are equivalent:
We have verified that different minimizers for γ 2 can lead to different values for γ 3 .
(1, 1, 1, 1, 1) 0 (1, 1, 1, 1, 1) 2 5/6 (1, 1, 1, −4, −4) 5/6 (2, 2, −3, −3, −3) 3 113/99
(2, 2, −6, 3, −6) 181/165 (4, −5, −5, 5, 5)
Example A.2. There exists a hypergraph such that ξ 2 < γ 2 .
Proof. Consider the following hypergraph H = (V , E) with V = {a, b, c, d} and E = {e i : i ∈ [5]}. For i 3, edge e i has weight 1, and edge e 3 has weight 2. Observe that every vertex has weight 3.
We can verify that γ 2 = 2 3 with the corresponding vector f 2 := (1, 1, −1, −1) T . Recall that ξ 2 = min д 1 ,д 2 max i ∈ [2] D w (д i ), where the minimum is over all nonzero д 1 and д 2 such that д 1 ⊥ w д 2 . We can verify that ξ 2 ≤ 1 3 by considering the two orthogonal vectors д 1 = (0, 0, 1, 1) T and д 2 = (1, 1, 0, 0) T in the weighted space.
Example A.3 (Issues with Distributing Hyperedge Weight Evenly).
Suppose L w is the operator on the weighted space that is derived from Figure 1 by distributing the weight w e evenly among S e ( f ) × I e ( f ). Then, there exists a hypergraph such that any minimizer f 2 attaining γ 2 := min 0 f ⊥ w 1 D w ( f ) is not an eigenvector of L w or even Π w 1 ⊥w L w .
Proof. We use the same hypergraph as in Example A.2. Recall that γ 2 = 2 3 with the corresponding vector f 2 := (1, 1, −1, −1) T .
We next show that f 2 is the only minimizer, up to scalar multiplication, attaining γ 2 .
According to the definition, Hence, L w f 2 = (I − W −1 A) f 2 = ( 1 3 , 1, − 2 3 , − 2 3 ) T span( f 2 ). Moreover, Π w 1 ⊥w L w f 2 = ( 1 3 , 1, − 2 3 , − 2 3 ) T span( f 2 ).
In comparison, in our approach, since b is already connected to d with edge e 2 of weight 1, it follows that the weight of e 5 should all go to the pair {a, c}. Hence, the resulting adjacency matrix is A = 1 1 1 0 1 1 0 1 1 0 0 2 0 1 2 0
.
One can verify that L w f 2 = (I − W −1 A) f 2 = 2 3 f 2 , as claimed in Theorem 4.1. Example A.4 (Third minimizer not eigenvector of Laplacian). There exists a hypergraph such that for all procedural minimizers {( f i , γ i )} i ∈[3] of D w , the vector f 3 is not an eigenvector of L w or even Π w F ⊥w 2 L w , where L w is the operator on the weighted space defined in Lemma 4.8, and F 2 := { f 1 , f 2 }.
Proof. Consider the following hypergraph with four vertices and two hyperedges each with unit weight: Note that (a, b, c, d ) 
Therefore, γ 3 = 11+
√ 5 8 , and the corresponding f T 3 = ( √ 5 − 1, −1, 4 − √ 5, −1) or ( √ 5 − 1, −1, −1, 4 − √ 5). We let f = f 3 = ( √ 5 − 1, −1, 4 − √ 5, −1) T , and we apply the procedure described in Lemma 4.8 to compute L w f .
Observe The case when f 3 = ( √ 5 − 1, −1, −1, 4 − √ 5) T is similar, with the roles of c and d reversed.
