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Abstract—A new method for the design of linear-phase robust
far-field broadband beamformers using constrained optimization
is proposed. In the method, the maximum passband1 ripple and
minimum stopband attenuation are ensured to be within pre-
scribed levels, while at the same time maintaining a good linear-
phase characteristic at a prescribed group delay in the passband.
Since the beamformer is intended primarily for small-sized mi-
crophone arrays where the microphone spacing is small relative
to the wavelength at low frequencies, the beamformer can become
highly sensitive to spatial white noise and array imperfections if a
direct minimization of the error is performed. Therefore, to limit
the sensitivity of the beamformer the optimization is carried out
by constraining a sensitivity parameter, namely, the white noise
gain (WNG) to be above prescribed levels across the frequency
band. Two novel design variants have been developed. The first
variant is formulated as a convex optimization problem where
the maximum error in the passband is minimized, while the
second variant is formulated as an iterative optimization problem
and has the advantage of significantly improving the linear-phase
characteristics of the beamformer under any prescribed group
delay or linear-array configuration. In the second variant, the
passband group-delay deviation is minimized while ensuring that
the maximum passband ripple and stopband attenuation are
within prescribed levels. To reduce the computational effort in
carrying out the optimization, a nonuniform variable sampling
approach over the frequency and angular dimensions is used to
compute the required parameters. Experiment results show that
beamformers designed using the proposed methods have much
smaller passband group-delay deviation for similar passband
ripple and stopband attenuation than a modified version of an
existing method.
Index Terms—acoustic beamforming, broadband beamformer,
constrained optimization, speech enhancement
I. INTRODUCTION
Microphone arrays are widely used in speech communica-
tion applications such as hands-free telephony, hearing aids,
speech recognition, and teleconferencing systems. Beamform-
ing is often used with microphone arrays to enhance a speech
signal from a preferred spatial direction [1]. In general, the
beamforming approach can be fixed or adaptive, depending
upon whether the spatial directivity pattern is fixed [2]-[21],
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1In this paper, unless explicitly stated, the terms passband and stopband
refer to the angular passband and angular stopband of the beamformer,
respectively.
or varies adaptively on the basis of incoming data [22]-
[25]. Though adaptive beamforming performs better when the
acoustic environment is time-varying, fixed beamforming is
preferred in applications where the direction of the sound
source is fixed, such as in in-car communication systems [27]
or in hearing aids. In addition, fixed beamformers have lower
computational complexity and are easier to implement.
In many beamformer applications, such as in-car communi-
cation systems, voice recognition systems, video conferencing
systems, etc., there is often a need to ensure that the gain
across the passband has little variation from unity while that
in the stopband is always below a prescribed level. At the
same time, a passband with good linear-phase characteristics is
usually preferred to avoid any signal distortion. Consequently,
a straightforward approach for the design of such beamformers
is to formulate the problem in terms of the L∞ norm as
it leads to a minimax optimization of the appropriate error
functions [26].
In [2]-[9], designs for broadband beamformers that are not
constrained by the size of the array aperture or are based
on the assumption of ideal or known microphone character-
istics have been proposed. However, in certain applications
such as in hearing aid and in-car communication systems
there are physical constraints on the array aperture size such
that the wavelength of the signal in the lower end of the
frequency band is much longer than the maximum allowed
aperture length. Consequently, as evident from earlier designs
for superdirective narrowband arrays [10]-[14], broadband
beamformers designed for physically-compact applications can
become very sensitive to errors in array imperfections and
therefore robustness constraints need to be incorporated in the
design. In [15]-[19], the statistics of microphone characteris-
tics are taken into account to derive broadband beamformers
that are robust to microphone mismatches, while in [20] the
white noise gain (WNG) is incorporated in the design to
ensure that the beamformer is robust to spatial white noise
and array imperfections. The use of the WNG constraint is
not new and has been used in earlier beamformer designs
to ensure robustness in superdirective beamformers [10]-[12].
Interestingly, it has been shown in [17] that the use of
statistical properties of the microphone characteristics in [15]
to improve the beamformer robustness is also a class of
the WNG constrained-based technique. Nevertheless, efforts
to design robust broadband beamformers with a frequency-
invariant beampattern have been carried out only in recent
years [15]-[20].
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2In the method in [21], the beamformer is designed by
performing an L2 minimization of the desired beamformer
response while constraining the response at the centre of the
passband to unity and the WNG to be above a prescribed
level. The method in [21], however, is not very effective for
designing broadband beamformers where the maximum pass-
band ripple and minimum stopband attenuation is specified
since it is based on optimizing the L2 norm of the error rather
than the L∞ norm. Further, the method is only applicable
when the prescribed group delay is zero.
In this paper, we develop a method for designing robust
broadband beamformers with good linear-phase characteristics
in the passband while ensuring that the maximum passband
ripple and minimum stopband attenuation are below and above
specified levels, respectively. In the method, we use the L∞
norm of the error to formulate the optimization problem.
Two novel variants have been developed where the WNG is
constrained to be above prescribed levels across the frequency
band. In the first variant, the beamformer is formulated as a
convex optimization problem where the maximum passband
error is minimized. The second variant is formulated as an
iterative second-order cone programming (SOCP) problem that
minimizes the passband group-delay deviation, with the advan-
tage of significantly improving the linear-phase characteristics
of the beamformer under any prescribed group delay or linear-
array configuration. The iterative SOCP has been extended
from the design of IIR filters, such as in [28] and [29],
to optimize the non-linear formulations of the WNG and
the group-delay deviation in the proposed method. It should
be noted that in [30], conformal arrays were designed by
formulating the optimization problem as an iterative SOCP;
however, the method in [30] is primarily confined to the design
of narrowband arrays where only the magnitude of the desired
beam pattern is specified.
To reduce the high computational effort associated with
designing broadband beamformers using the iterative SOCP
method, we extended the nonuniform sampling method, devel-
oped in [31] for the design of digital filters, to two dimensions:
frequency and angles; this has resulted in a reduction of the
computational effort by more than an order of magnitude
for the SOCP method. Experimental results show that beam-
formers designed using the proposed methods have superior
performance when compared to a modified version of an
existing method.
The paper is organized as follows. In Section II, we describe
the filter-and-sum beamformer and the associated formulations
of the beamformer response and WNG for a uniform linear
array in the far field. Then in Section III, we develop formula-
tions for variant 1 of the proposed method where the design is
formulated as a convex optimization problem. In Section IV,
we develop formulations for variant 2 of the proposed method
where the design is formulated as an iterative SOCP problem.
Then in Section V, performance comparisons between the
proposed design variants with a modified version of an existing
method are carried out. Conclusions are drawn in Section VI.
FIR Filter 1
FIR Filter 2
FIR Filter N
Σθ
Fig. 1. Filter and sum broadband beamformer.
II. FAR-FIELD BROADBAND BEAMFORMING
In this paper, we assume a far-field signal impinging on
a linear microphone array that is realized as a filter-and-sum
beamformer, as shown in Fig. 1. The microphones are assumed
to be omnidirectional and the filters are FIR. If N is the
number of microphones and L is the length of each filter,
the response of the filter-and-sum beamformer is given by [1]
B(ω, θ) =
N−1∑
n=0
L−1∑
l=0
xn,lgn,l(ω, θ) (1)
where
gn,l(ω, θ) = exp
[
−jω
(
fsdn cos θ
c
+ l
)]
(2)
ω is the frequency in radians, θ is the direction of arrival, c is
the speed of sound in air, fs is the sampling frequency, dn is
the distance of the nth microphone from the origin, and xn,l
is the lth coefficient of nth FIR filter. In matrix form, (1) can
be expressed as
B(x, ω, θ) =
N−1∑
n=0
gn(ω, θ)
Txn = g(ω, θ)
Tx (3)
where
xT =
[
xT0 x
T
1 · · · xTN−1
]
(4)
g(ω, θ)T =
[
g0(ω, θ)
T g1(ω, θ)
T · · · gN−1(ω, θ)T
]
(5)
xn = [xn,0 xn,1 · · · xn,L−1]T (6)
gn(ω, θ) = [gn,0(ω, θ) gn,1(ω, θ) · · · gn,L−1(ω, θ)]T(7)
If θd is the desired steering angle of the beamformer, the WNG
of the beamformer is given by [1]
Gw(x, ω) =
|B(x, ω, θd)|2
N−1∑
n=0
∣∣∣∣∣
L−1∑
l=0
xn,le
−jωl
∣∣∣∣∣
2 =
|g(ω, θd)Tx|2
‖A(ω)x‖22
(8)
where
A(ω) = IN ⊗ a(ω)T (9)
a(ω)T =
[
1 e−jω · · · e−j(L−1)ω
]T
(10)
IN is an N ×N identity matrix, ⊗ is the Kronecker product,
and ‖v‖2 is the L2 norm of vector v.
3III. BEAMFORMER DESIGN AS A CONVEX OPTIMIZATION
PROBLEM
If Bd(ω, θ) is the desired beampattern at all frequencies and
directions, the error between the beamformer response and the
desired beampattern is given by
eb(x, ω, θ) = B(x, ω, θ)−Bd(ω, θ) (11)
The Lp norm of the error across the passband directions Θpb ∈
[θpl, θph] and frequency band of interest Ω ∈ [ωl, ωh] is given
by
E(pb)p (x) =
[∫
Ω
∫
Θpb
|eb(x, ω, θ)|pdθ dω
]1/p
≈ κp
 M∑
m=1
Kpb∑
k=1
|eb(x, ωm, θ(pb)k )|p
1/p
= ‖Upbx− dpb‖p (12)
where
Upb =
[
κpg(ω1, θ
(pb)
1 ) · · ·κpg(ω1, θ(pb)K ) · · ·
κpg(ωM , θ
(pb)
1 ) · · ·κpg(ωM , θ(pb)K )
]T
(13)
dpb =
[
κpBd(ω1, θ
(pb)
1 ) · · ·κpBd(ω1, θ(pb)K ) · · ·
κpBd(ωM , θ
(pb)
1 ) · · ·κpBd(ωM , θ(pb)K )
]T
(14)
θ
(pb)
k ∈ Θpb, ωm ∈ Ω, and κp is a constant. For the stopband
region, defined by Θsb ∈ [θsl, θsh], we set Bd(ω, θ) = 0 and,
as a consequence, the Lp norm of the stopband error is given
by
E(sb)p (x) =
[∫
Ω
∫
Θsb
|eb(x, ω, θ)|pdθ dω
]1/p
≈ κs
[
M∑
m=1
Ksb∑
k=1
|eb(x, ωm, θ(sb)k )|p
]1/p
= ‖Usbx‖p (15)
where
Usb =
[
κsg(ω1, θ
(sb)
1 ) · · ·κsg(ω1, θ(sb)K ) · · ·
κsg(ωM , θ
(sb)
1 ) · · ·κsg(ωM , θ(sb)K )
]T
(16)
θ
(sb)
k ∈ Θsb and κs is a constant. To obtain the filter
coefficients for a broadband beamformer, the optimization
problem is solved by minimizing the passband error, E(pb)p (x),
while constraining the stopband error to be below a prescribed
threshold. To ensure robustness, the WNG is also constrained
to be above prescribed levels across the frequency band; that
is
minimize E(pb)p (x) (17)
subject to: E(sb)p (x) ≤ Γsb
Gw(x, ωm) ≥ Γwng(ω) ∀ ωm ∈ Ω
where Γsb is the minimum stopband attenuation and Γwng(ω)
is the minimum WNG at frequency ω. Since the WNG
constraint in (17) is a non-linear constraint that is non-convex,
the optimization problem in (17) is accordingly non-convex.
For a linear-phase beamformer response with prescribed
group delay of τ , the desired passband beamformer response,
Bd(ω, θ), is given by
Bd(ω, θ) = e
−jωτd (18)
Noting that
|B(x, ω, θd)| = |ejωτdB(x, ω, θd)| ≥ |<[ejωτdB(x, ω, θd)]|
(19)
it is clear that the WNG in (8) will satisfy
Gw(x, ω) =
|B(x, ω, θd)|2
N−1∑
n=0
∣∣∣∣∣
L−1∑
l=0
xn,le
−jωl
∣∣∣∣∣
2 ≥
|<[ejωτdB(x, ω, θd)]|2
N−1∑
n=0
∣∣∣∣∣
L−1∑
l=0
xn,le
−jωl
∣∣∣∣∣
2
(20)
Therefore, if
|<[ejωτdB(x, ω, θd)]|2
N−1∑
n=0
∣∣∣∣∣
L−1∑
l=0
xn,le
−jωl
∣∣∣∣∣
2 ≥ Γwng (21)
then the condition Gw(x, ω) > Γwng(ω) will always be true.
Taking the square root on both sides of (21), substituting from
(8), and doing some simple algebraic manipulation we get√
Γwng ‖A(ω)x‖2 −
∣∣<[ejωτdB(x, ω, θd)]∣∣ ≤ 0 (22)
If the desired response in the passband is linear phase as
in (18), it is clear that the minimization of |B(x, ω, θd) −
e−jωτd | will result in a beamformer solution where the term,
ejωτdB(x, ω, θd), is approximately unity with an imaginary
component that is very small compared to unity. This implies
that
|B(x, ω, θd)| = |ejωτdB(x, ω, θd)| ≈
|<[ejωτdB(x, ω, θd)]| = <[ejωτdB(x, ω, θd)] ≈ 1
(23)
which further implies that the inequality in (20) is approx-
imately an equality, thereby making the inequalities in (21)
and (22) approximately equivalent to the WNG inequality
constraint in (17). Using (8) and (23) the inequality in (22)
can be expressed as√
Γwng ‖A(ω)x‖2 −<[ejωτdg(θd, ω)Tx] ≤ 0 (24)
which turns out to be a convex inequality. To ensure that the
design results in a minimization of the maximum passband
ripple while the maximum stopband gain is below Γsb, the L∞
norm of the error is optimized; that is, we set p =∞ in (12)
and (15). With these modifications, and using the convex WNG
constraint in (24), the problem in (17) can now be formulated
as a convex optimization problem given by
minimize ‖Upbx− d(lin)pb ‖∞ (25)
subject to: ‖Usbx‖∞ ≤ Γsb√
Γwng ‖A(ωm)x‖2 −
<[ejωmτdg(θd, ωm)Tx] ≤ 0 ∀ ωm ∈ Ω
4where x ∈ RNL is the optimization variable and d(lin)pb ∈
RMK is the desired-response vector in (14) when Bd(ω, θ)
has a linear-phase response as in (18).
A. Special case of symmetric and perfectly linear-phase beam-
formers for symmetric microphone arrays
If the beampattern is symmetric about θ = pi/2 in mag-
nitude and phase, and the positions of the array sensors are
symmetric with respect to the array center such that
dN−n−1 = −dn (26)
then the filters of the beamformer will satisfy the symmetry
condition
xn,l = xN−n−1,l (27)
Conversely, if the position of the array sensors are symmetric
with respect to the array center and condition (27) is satisfied,
then the beampattern is always symmetric. Since (27) is an
affine condition, it can therefore be incorporated in the convex
optimization problem in (25) as an additional constraint.
If the desired group delay is set to
τhlf = (L− 1)f−1s /2 (28)
then the beampattern is guaranteed to be perfectly linear phase
if the condition
xn,l = xN−n−1,L−l−1 (29)
is satisfied, in addition to the condition in (26). Note that
the linear-phase condition in (29) is applicable even for non-
symmetric beamformers.
The symmetry and linear-phase conditions lead to a sim-
plification of the beamformer response where the number of
variables is approximately reduced by a factor of about 2 as
shown in Appendixes A and B. Therefore, using these simpli-
fications, it is indeed possible to reformulate the optimization
problem so that the number of variables in the optimization
problem is reduced by about a factor of 2. Note that for the
special case where the desired beampattern is symmetric about
θ = pi/2 and the desired group delay is τhlf , the number of
variables can be reduced even further, by a factor of 4, as
shown in [19].
IV. BEAMFORMER DESIGN AS AN ITERATIVE PROBLEM
In this section, the objective is to minimize the passband
group-delay deviation while ensuring that the maximum pass-
band ripple and minimum stopband attenuation are within pre-
scribed specifications and the WNG is above prescribed levels
across the frequency band. Since the group-delay deviation,
the passband response error, and the WNG are non-linear
functions that are non-convex, we frame the optimization as an
iterative constrained optimization problem by approximating
each update as a linear approximation step as in [28]. To
this end, we derive formulations for the group-delay deviation,
the passband response error, and the white noise gain. Then,
we incorporate the formulations within the framework of a
constrained optimization problem.
A. Group-delay deviation
The group delay of the beamformer response, B(ω, θ), is
given by
τ(ω, θ) = −dθB
dω
(30)
where
θB = argB(ω, θ) (31)
From Appendix C, it is easy to show that the group delay of
the beamformer simplifies to
τ(x, ω, θ) = −α1(x, ω, θ)α2(x, ω, θ) + β1(x, ω, θ)β2(x, ω, θ)
α1(x, ω, θ)2 + β1(x, ω, θ)2
(32)
where
α1(x, ω, θ) =
N−1∑
n=0
L−1∑
l=0
xnl cos(ωknl) (33)
α2(x, ω, θ) =
N−1∑
n=0
L−1∑
l=0
xnlknl cos(ωknl) (34)
β1(x, ω, θ) =
N−1∑
n=0
L−1∑
l=0
xnl sin(ωknl) (35)
β2(x, ω, θ) =
N−1∑
n=0
L−1∑
l=0
xnlknl sin(ωknl) (36)
knl = −fsdn cos θ
c
− l (37)
The group-delay error at frequency ω is given by
eg(x, ω, θ) = τ(x, ω, θ)− τd (38)
where τd is the prescribed group delay. If xk is the value of x
at the start of the kth iteration and δ is the update to xk, the
updated value of the group-delay error can be estimated by a
linear approximation
eg(xk + δ, ω, θ) ≈ eg(xk, ω, θ) +∇eg(xk, ω, θ)T δ (39)
which becomes more accurate as ‖δ‖2 gets smaller.
The Lp-norm of the passband group-delay error for the kth
iteration is given by
E(gd)p (xk) =
[∫
Ω
∫
Θpb
|eg(xk+1, ω, θ)|pdθdω
]1/p
≈ κg
 M∑
m=1
Kgd∑
n=1
|eg(xk+1, ωm, θn)|p
1/p
≈
 M∑
m=1
Kgd∑
n=1
|κgeg(xk, ωm, θn)+
κg∇eg(xk, ωm, θn)T δ|p
]1/p
(40)
where ωm ∈ Ω, θn ∈ Θpb, and κg is a constant. Expressing
(40) in matrix form, we get
E(gd)p (xk) ≈ ‖Ckδ + dk‖p (41)
5where
Ck =
 κg∇eg(xk, ω1, θ1)
T
...
κg∇eg(xk, ωM , θK)T
 (42)
dk = [d11 d12 · · · dMK ]T , (43)
dmn = κgeg(xk, ωm, θn), ωm ∈ Ω, θn ∈ Θpb (44)
The right-hand side of (41) is the Lp-norm of an affine function
of δ and, therefore, it is convex with respect to δ [26].
B. Passband Response Error
Since the minimization of the passband group-delay devi-
ation results in a linearization of the phase, we compute the
passband response error by considering only the magnitude
response so as to facilitate greater decoupling between the
passband response error and the group delay deviation. This
is because greater decoupling or independence between the
optimization parameter results in greater degrees of freedom
and, in turn, a better solution. Consequently, the passband
response error is given by
er(x, ω, θ) = |B(x, ω, θ)|2 − |Bd(ω, θ)|2 (45)
where ω ∈ Ω and θ ∈ Θpb. Using the same approach as in
Subsection IV-A, the Lp-norm of the passband response error,
E(pb)p (xk), in matrix form can be approximated as
E(pb)p (xk) ≈ ‖Dkδ + fk‖p (46)
where
Dk =
 κr∇er(xk, ω1, θ1)
T
...
κr∇er(xk, ωM , θK)T
 (47)
fk = [f11 f12 · · · fMK ]T , (48)
fmn = κrer(xk, ωm, θn), ωm ∈ Ω, θn ∈ Θpb (49)
C. White Noise Gain
If Γwng(ω) is the prescribed lower bound of the WNG
at frequency ω, the difference between the WNG of the
beamformer and the prescribed lower bound is given by
ew(x, ω) = Gw(x, ω)− Γwng(ω) (50)
As in Subsection IV-A, the update of ew(x, ω) for the kth
iteration can be approximated as
ew(xk + δ, ω) ≈ ew(xk, ω) +∇ew(xk, ω)T δ, ω ∈ Ω (51)
Sampling the RHS of (51) across Ω and expressing it in matrix
form we get
w(xk) = Qkδ + hk (52)
where
Qk =
∇ew(xk, ω1)
T
...
∇ew(xk, ωM )T
 (53)
hk = [ew(xk, ω1) · · · ew(xk, ωM )]T , (54)
and ωm ∈ Ω.
D. Formulating the Optimization Problem
The optimization problem is solved using a two-step
method. The objective of the first step is to obtain a good
starting point for the second step. In the first step, the passband
error is minimized under the constraint that the stopband
error is below a prescribed threshold and the WNG is above
prescribed levels across the frequency spectrum. In the second
step, we instead minimize the passband group-delay deviation
while constraining the stopband error and the WNG as in the
first step; additionally, we also constrain the passband error
so that it does not exceed that of the beamformer solution
obtained in the first step.
For the first step, we consider two initializing beamformers.
The first initializing beamformer is obtained by solving the
optimization problem in (25). The second is obtained by
modifying the problem in (25) to include a regularization
term so that the filter coefficients remain small. We found
that in many cases, the regularized version facilitates faster
convergence and results in better solutions for the second step2.
The modified problem is given by
minimize ‖Upbx− d(lin)pb ‖∞ + λ‖x‖2 (55)
subject to: ‖Usbx‖∞ ≤ Γsb√
Γwng ‖A(ωm)x‖2 −
<[ejωmτdg(θd, ωm)Tx] ≤ 0 ∀ ωm ∈ Ω
where λ is a small positive value. In our experiments, λ was
set to 0.01. It should be noted that though the beamformer
solution of (55) may work better for initialization, it usually
has lower performance when compared with that of (25). In
all cases, we found that using any of the two initialization
solutions always result in a final beamformer solution that has
much smaller group delay deviation. Therefore, if there is a
need to reduce the amount of computation required, only the
second initializing beamformer can be used.
For the second step, the solution is obtained by solving
an iterative optimization problem where the group-delay error
in (41) is minimized under the constraint that the passband
and stopband errors in (46) and (15), respectively, are below
prescribed thresholds and the WNG in (52) is above prescribed
levels across the frequency spectrum; i.e.,
minimize E(gd)p (xk) (56)
subject to: w(xk) ≥ 0
E(pb)p (xk) ≤ Γpb
E(sb)p (xk + δ) ≤ Γsb
‖δ‖2 is small
where Γpb and Γsb are the passband and stopband thresholds,
respectively, and 0 ∈ RM . Note that the errors E(gd)p (x)
and E(pb)p (x) provide the useful flexibility for independently
controlling the passband phase characteristics and magnitude
response in the optimization. To ensure that the maximum
2A possible reason is because in the iterative optimization problem there is
an L2-norm constraint on the maximum coefficient update thereby resulting
in more iterations if the distance between the starting and final solutions is
greater, which is often the case when the starting solution is not regularized.
6group-delay error is minimized under the constraint that the
maximum passband ripple and minimum stopband attenuation
are below prescribed specifications, we consider their L∞-
norm, that is, E(gd)∞ E(pb)∞ and E(sb)∞ , which gives
minimize E(gd)∞ (xk) (57)
subject to: w(xk) ≥ 0
E(pb)∞ (xk) ≤ Γpb
E(sb)∞ (xk + δ) ≤ Γsb
‖δ‖2 ≤ Γδ(k)
where Γδ(k) ensures that the L2 norm of the update is small.
The threshold for the passband response error is obtained by
taking the L∞ norm of the passband response error of the
beamformer solution obtained in the first step as
Γpb = ‖|Upbxsol1|2 − |dpb|2‖∞ ± f (58)
where xsol1 is the beamformer solution obtained in the first
step and f is a small positive value for fine tuning the
maximum passband ripple.
During the starting phase of the optimization iterations
it is quite possible that the stopband error may not satisfy
the prescribed threshold or the WNG constraint may not be
satisfied at some of the frequency points. To ensure that the
optimization problem does not become infeasible, we relax the
two inequality constraints by adding or subtracting the bounds
with a slack variable, δrlx, which is also minimized; when
δrlx = 0, the original constraints are restored. Furthermore, to
speed up the convergence, Γδ(k) can be made relatively large
during the starting iteration and gradually reduced to a small
fixed value after a certain number of iterations. With these
modifications the optimization problem becomes
minimize ‖Ckδ + dk‖∞ +Wδrlx (59)
subject to: Qkδ + hk ≥ 0− δrlx
‖Dkδ + fk‖∞ ≤ Γpb + δrlx
‖Usb(xk + δ)‖∞ ≤ Γsb + δrlx
‖δ‖2 ≤ Γδ(k) + δrlx
δrlx ≥ 0
where δ ∈ RLN and δrlx ∈ R1 are the optimization variables
and
Γδ(k) =
{
γk k < T
γsmall otherwise
(60)
such that γi > γi+1 and W > 0. Consequently, the 2-step
method can be summarized as follows:
Step A-1: Solve the convex optimization problem in (55).
Step A-2: Solve the iterative algorithm in (59) using the
beamformer obtained in A-1 for initialization.
Step B-1 (optional): Solve the convex optimization problem
in (25).
Step B-2 (optional): Solve the iterative algorithm in (59)
using the beamformer obtained in B-1 for initialization.
Step C: If Steps B-1 and B-2 are used, compare the
beamformers obtained in Steps A-2 and B-2 and take the one
with the smaller group-delay deviation. Otherwise, the solution
from Step A-2 is taken.
The optional steps, B-1 and B-2, can be carried out if the
amount of computation required is not a critical factor, in order
to increase the possibility for obtaining a better solution. Note
that in our experiments we have used the optional steps.
The optimization problem in (59) can be readily expressed
as second order cone programmming (SOCP) problems as
in [28] and solved using efficient SOCP solvers such as
the one available in the SeDuMi optimization toolbox for
MATLAB [32].
E. Special case of symmetric FIR filters with symmetric mi-
crophone array
For the iterative optimization problem, the symmetry con-
straint in (27) can be formulated for the kth iteration as
x
(k)
n,l + δn,l = x
(k)
N−n−1,l + δN−n−1,l (61)
where x(k)n,l is an element of the kth iteration of x as defined
in (3), and δn,l the corresponding update for that iteration.
Though the symmetry constraint in (61) guarantees that the
beampattern is perfectly symmetric, it will not always result in
the minimum group-delay deviation for the same passband and
stopband specifications, since there can exist other solutions
that do not satisfy the constraint in (61) but have smaller
group-delay deviation.
F. Non-uniform Variable Sampling in Frequencies and Angles
In [31], a non-uniform variable sampling technique for
L∞-norm optimization of digital filters was proposed. The
technique was found to be very effective in eliminating the
spikes in the error functions while at the same time reducing
the computational complexity by an order of magnitude.
However, a direct application of the technique in beamformer
optimization is not possible since the technique works only
in the frequency dimension whereas beamformer optimization
requires sampling in the two dimensions of frequency and
angle. In this subsection, we extend the technique in [31] to
two dimensions so that it can be used to solve optimization
problems for beamformer design.
In the dimensions of frequency and angle, the extended
technique involves the following steps:
Step A: Evaluate the required error function of ω and θ
with respect to a dense uniform 2-dimension (2-D) grid that
spans the frequency band on one side and the angular band
on the other, say, (ω¯1, θ¯1), . . . (ω¯P , θ¯1), . . . (ω¯P , θ¯Q) where
P and Q are fairly large of the order of 10×M and 10×K,
respectively.
Step B: Segment the 2-D plane into rectangular blocks such
that there are M blocks along the dimension of ω and K
blocks along the dimension of θ.
Step C: For each of the rectangular blocks find the
frequency-angle pair that yields the maximum error. Let the
frequency-angle pairs be (ωm, θk) where m = 1, 2, . . . ,M
and k = 1, 2, . . . ,K.
7Step D: Use the frequency-angle pairs, (ωm, θk), in the
evaluation of the objective function.
The grid points (ω¯p, θ¯q) in Step A are referred to as virtual
sample points. The technique in [31] also allows for increasing
the sampling density near the band edges where spikes are
more likely to occur. For two dimensions, an analogous
approach is to decrease the length and width of the rectangular
blocks in Step B as we approach closer to the edges of the
frequency and angular bands. For example, one option to
achieve this is to assign fixed frequency-angle points near
the frequency and angular band edges by simply setting the
lengths and widths of the rectangular blocks to the unit virtual-
sampling distance at those locations.
G. Practical Considerations
To evaluate the parameters that are dependent on the fre-
quency and angles, the 2-D nonuniform variable sampling
technique described in Subsection IV-F is used. The 2-D
technique results in a complexity reduction by more than
an order of magnitude, thereby significantly speeding up
the optimization algorithm. The weights W for the slack
parameter, δrlx, in (59) should not be too small as this can
make the optimization algorithm unstable and prevent it from
converging; at the same time, it should also not be too large
as this can slow down the convergence process. Typical values
of W that have been found to work well range between 500
to 5000.
Though the convergence speed depends on the initialization
point, in most cases the optimization algorithms in (59)
converge to a good solution within 50 iterations. In some
cases, it has been observed that the solution keeps improving
with each iteration, but beyond a certain point the degree of
improvement is too small to be of practical significance and
the optimization can be terminated. Furthermore, it has been
observed that during the optimization iterations the objective
function may at some point show very small improvement, or
even increase for several iterations, before rapidly decreasing
again. To ensure that the optimization is not prematurely
terminated, the termination condition is decided by monitoring
the values of the objective function for the last Lo iterations.
If none of the Lo values are less than the minimum of the
objective function obtained before the last Lo iterations, the
iteration is terminated. In our experiments, Lo = 5 has been
found to work well.
V. EXPERIMENTAL RESULTS
In this section, we provide comparative experimental results
to demonstrate the benefits of the proposed method. The
comparison experiments are divided into three subsections
on the basis of the prescribed group delay; i.e., in the first,
second, and third subsections, the prescribed group delay is
set to 0, [(L− 1)f−1s /2], and [(L− 1)f−1s /4], respectively. In
our experiments, we compare several variants of the proposed
method with modified variants of the competing method. For
the proposed method we have the following design variants:
1) Designs V1-A and V1-C: These designs corresponds to
the first variant in Section III, where the solution is obtained
by solving the convex optimization problem in (25). The
prescribed group delay, τd, is set to 0 and [(L − 1)f−1s /4]
for designs V1-A and V1-C, respectively.
2) Designs V1-A(Sym) and V1-C(Sym): These designs are
special cases of designs V1-A and V1-C, respectively, where
the prescribed beampattern is symmetric about θ = pi/2 with
the assumption that the positions of the array sensors are sym-
metric with respect to the array center. The design ensures that
the solution has a beampattern that is perfectly symmetrical,
which is obtained by solving the convex optimization problem
in (25) with the equality constraint in (27) included.
3) Design V1-B: This design is used when the prescribed
group delay is [(L − 1)f−1s /2] with the assumption that the
positions of the array sensors are symmetric with respect to the
array center. The solution for this design is obtained by solving
the convex optimization problem in (25) with the equality
constraint in (29) included. This design results in beamformers
with perfectly linear phase.
4) Designs V2-A, V2-B, and V2-C: These designs corre-
spond to the second variant, described in Subsection IV-D,
where the solution is obtained by solving the 2-step iterative
optimization problem with prescribed group delay, τd, set to 0,
[(L−1)f−1s /2], and [(L−1)f−1s /4] for designs V2-A, V2-B,
and V2-C, respectively.
The competing beamformer is obtained by considering the
beamformer design in [21]. In that design, the filter coefficients
are obtained by solving an optimization problem where the L2
norm of the error of the beamformer response is minimized
while constraining the center of the passband to be unity
and the WNG to be above a prescribed threshold. However,
since the objective in this paper is to design beamform-
ers where the maximum passband ripple and the minimum
stopband attenuation are below prescribed levels, using L2-
norm optimization is not appropriate; rather, a much better
norm is the L∞ norm [26]. Consequently, we modify the
method in [21] so that the L∞ norm of the passband error
is minimized under the constraint that the L∞ norm of the
stopband error are below prescribed levels. In [21], the center
of the passband was constrained to unity and the desired
passband response was set to unity, thereby constraining the
group delay of the beamformer to be 0; in this modification, we
generalize the beamformer to have any prescribed group delay
by constraining the center of the passband to Bd(ωm, θd) and
setting the desired passband response to Bd(ωm, θp), which is
defined in (18). With these modifications, the modified convex
optimization problem is given by
minimize ‖Upbx− d(lin)pb ‖∞ (62)
subject to: ‖Usbx‖∞ ≤ Γsb
‖A(ωm)x‖2 ≤
√
Γ(ωm) ∀ ωm ∈ Ω
g(θd, ωm)
Tx = Bd(ωm, θd) ∀ ωm ∈ Ω
where x is the optimization variable and d(lin)pb is defined in
(25). Consequently, the optimization problem in (62) can also
be combined with the symmetry constraints in (27) and (29)
to give the following variants:
8Design C-A: Here the beamformers are designed using the
optimization problem in (62) with the prescribed group delay,
τd, set to 0.
Design C-A(Sym): This is a special case of design C-A
where the prescribed beampattern is symmetric about θ =
pi/2. This beamformer is obtained by solving the optimization
problem in (62) with the equality constraints in (27) included.
Design C-B: This design is used when the prescribed group
delay is [(L − 1)f−1s /2]. This beamformer is obtained by
solving the optimization problem in (62) with the equality
constraints in (29) included. This design results in beamform-
ers with perfect linear phase.
In both of the subsections, we consider design specifications
where the beampattern is symmetric and non-symmetric about
θ = pi/2. For the symmetric case the desired steering angle θd,
which is used in (8), is set to pi/2 and for the nonsymmetric
case to 2pi/3. In all designs the WNG is constrained to be
above 0 dB, and therefore Γwng = 1.
For the iterative optimization problem in (59), W is set to
1000, γsmall to 0.001, and Γδ(k) is defined as
Γδ(k) =
{
γk k < 20
0.001 k ≥ 20 (63)
where
γk = γ1 − (γ1 − γ19)(k − 1)
20− 1 (64)
γ1 = 0.5 and γ19 = 0.001. The speed of sound, c, is
assumed to be 340 m/s while the sampling frequency, fs, is
assumed to be 8 kHz. The frequency and angle dependent
parameters for designs V2-A and V2-C are evaluated using
the 2-D nonuniform variable sampling technique described in
Subsection IV-F with the number of virtual sampling points for
the two dimensions, P and Q, set to 200 and 500, respectively,
and the number of actual sampling points, M and K, set to
22 and 52, respectively. The number of fixed sampling points
at each band edge for both the angular passband and stopband
parameters are set to 3 and correspond to the last 3 virtual
sampling points at the edges; likewise, the number of fixed
sampling point at the edges of the frequency band are also set
to 3 and correspond to the last 3 virtual sampling points at the
edges.
The nonuniform sampling technique is applicable only if
the optimization problem in iterative. Hence, for designs
that are based on solving a non-iterative convex optimization
problem, uniform sampling is used instead. Consequently, for
all variants of designs V1 and C, the parameters are evaluated
by uniformly sampling the frequency and angular bands and
setting the number of sampling points M and K along the
two dimensions to each have a value of 200.
The beamformer performance is evaluated using the follow-
ing parameters:
Maximum passband ripple: The parameter is defined as
Ap = 20 log
M
(p)
max
M
(p)
min
(65)
where
M (p)max = max
ω∈Ω,θ∈Θp
|B(ω, θ)| (66)
M
(p)
min = min
ω∈Ω,θ∈Θp
|B(ω, θ)| (67)
Minimum stopband attenuation: The minimum stopband at-
tenuation is defined as the negative of the maximum stopband
gain, given by
Aa = −20 logM (a)max (68)
where
M (a)max = max
ω∈Ω,θ∈Θs
|B(ω, θ)| (69)
Passband average group delay: As in [33] for the design of
digital filters, the average group delay is evaluated by taking
the average of the maximum and minimum group delay in the
passband, given by
τavg =
τmin + τmax
2
(70)
where
τmin = min
ω∈Ω,θ∈Θp
τ(ω, θ) (71)
τmax = max
ω∈Ω,θ∈Θp
τ(ω, θ) (72)
and τ(ω, θ) is defined in (30).
Passband group delay deviation: The passband group delay
deviation is given by
στ = τmax − τmin (73)
Alternatively, στ can also be expressed as
στ = max
θ∈Θp
στ (θ) (74)
where
στ (θ) = τmax(θ)− τmin (75)
τmax(θ) = max
ω∈Ω
τ(ω, θ) (76)
Parameter στ (θ) will be used in the comparison plots of the
group-delay deviation between the various methods in the
experiments.
Cost function at the optimum: For beamformers that are
designed by solving the convex optimization problem, namely,
all variants of designs V1 and C, the cost function at the
solution is given by
Jsol = ‖Upbxsol − dpb‖∞ (77)
and for beamformers that are designed by solving the iterative
optimization problem, namely, design V2, the cost function is
given by
Jsol = ‖|Upbxsol|2 − |dpb|2‖∞ (78)
where xsol is the solution for each of the designs.
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DESIGN SPECIFICATIONS FOR BEAMFORMERS SYMMETRIC ABOUT
θ = pi/2 FOR EXAMPLE 1
Parameters Values
No. of elements of beamformer 7
Inter-element spacing, (m) 0.04
FIR filter length 20
Passband region, Θp, (deg) [80◦ − 100◦]
Stopband region, Θs, (deg) [0◦ − 60◦] ∪ [120◦ − 180◦]
Frequency band, Ω, (Hz) [1500 - 3500]
Maximum passband ripple (dB) 0.65
Minimum stopband attenuation (dB) 5.5
Minimum WNG (dB) 0
Passband group delay 0
TABLE II
DESIGN RESULTS FOR EXAMPLE 1 FOR A SYMMETRIC BEAMFORMER.
Parameters V1-A V2-A C-A
Max PB ripple Ap, dB 0.612 0.612 0.612
Min SB atten. Aa, dB 6 5.99 5.96
τavg , samples -0.088 -0.00034 -0.189
CF value at soln., Jsol 0.03521- 0.07 0.0676
στ , samples 0.598 0.0036 0.853
Parameters V1-A(Sym) V2-A C-A(Sym)
Max PB ripple Ap, dB 0.612 0.612 0.612
Min SB atten. Aa, dB 6 5.99 6
τavg , samples -0.033 -0.00034 0.085
CF value at soln., Jsol 0.03521+ 0.07 0.0679
στ , samples 0.248 0.0036 0.295
PB: passband; SB: stopband; CF: cost function;  = 3× 10−13
A. Examples 1 and 2
In this subsection, we consider the design of beamformers
that have a passband group delay of approximately zero. We
compare their performance by observing the design that results
in the smallest passband group-delay deviation while ensuring
that the maximum passband ripple and minimum stopband
attenuation are at similar levels. For the comparisons, we
consider the proposed designs V1-A, V1-A(Sym), and V2-
A and compare their performances with designs C-A and C-
A(Sym), which are L∞-norm modifications of the method
in [21].
We consider two beamformer design examples. In the first
example the beamformer is symmetric about θ = pi/2 while in
the second example it is non-symmetric. The design specifica-
tions for the two examples are given in Tables I and III. Since
for the first example the desired beampattern is symmetric,
we also include designs V1-A(Sym) and C-A(Sym) in the
comparison.
The comparison results for examples 1 and 2 are sum-
marized in Tables II and IV and the maximum group-delay
deviation, beamformer response, and white noise gain are
plotted in Figs. 2 and 3, respectively. From Table II we observe
that design V2-A has the smallest maximum group delay devi-
ation, στ , for similar maximum passband ripple and minimum
stopband specifications. Among the non-iterative designs, de-
sign V1-A(Sym) has the smallest στ . It is interesting to note
that both the non-iterative designs with symmetry constraints,
namely, designs V1-A(Sym) and C-A(Sym), have smaller στ
but slightly larger cost-function values at their optimum, than
their counterparts without symmetry constraints. In addition,
TABLE III
DESIGN SPECIFICATIONS FOR A NON-SYMMETRIC BEAMFORMER FOR
EXAMPLE 2
Parameters Values
No. of elements of beamformer 7
Inter-element spacing, (m) 0.04
FIR filter length 20
Passband region, Θp, (deg) [110◦ − 130◦]
Stopband region, Θs, (deg) [0◦ − 90◦] ∪ [150◦ − 180◦]
Frequency band, Ω, (Hz) [1500 - 3500]
Maximum passband ripple (dB) 0.70
Minimum stopband attenuation (dB) 5.5
Minimum WNG (dB) 0
Passband group delay 0
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Fig. 2. Beampattern plots for the various designs for example 1. The plots are
obtained by plotting the responses across 20 uniformly sampled frequency-
points in the frequency band.
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Fig. 3. Plots of the maximum passband group-delay deviation and white
noise gain for the various designs for example 1.
TABLE IV
DESIGN RESULTS FOR EXAMPLE 2 FOR A NON-SYMMETRIC BEAMFORMER
Parameters V1-A V2-A C-A
Max PB ripple Ap, dB 0.674 0.672 NF
Min SB atten. Aa, dB 6 6.01 NF
τavg , samples 0.391 0.0001 NF
στ , samples 1.125 0.0166 NF
PB: passband; SB: stopband; NF: not feasible
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Fig. 4. Plots of the maximum passband group-delay deviation, beamformer
response, and white noise gain for the various designs for example 2. The
beampattern plots are obtained by plotting the responses across 20 uniformly
sampled frequency-points in the frequency band.
the designs with symmetry constraints also have perfectly
symmetric beampatterns as seen from the plots in Fig. 2.
From Table IV, we again observe that design V2-A has the
smallest στ for the non-symmetric beamformer specification
of example 2. We also observe that for this example, design
C-A does not result in a feasible solution; a possible reason
for this infeasibility is the equality constraint in (62), which
severely restricts the degrees of freedom in the optimization.
From the results in this subsection, we can conclude that for
the design of beamformers where the prescribed group delay is
0, design V2-A will give the smallest στ for the same values of
maximum passband ripple and minimum stopband attenuation.
B. Examples 3 and 4
In this subsection, the design specifications for the sym-
metric and non-symmetric beamformers are the same as in
the previous subsection except for two changes: the minimum
stopband attenuation is increased to 9.5 dB from 5.5 dB, and
the prescribed group delay is set to [(L− 1)f−1s /2]. For both
of the beamformer designs in examples 3 and 4, we consider
the proposed design V1-B and compare its performances with
competing design C-B.
For example 3, we observe that both of the designs, V1-B
and C-B, have zero group-delay deviation or perfectly linear
phase; however, among the two, V1-B has better passband
ripple and stopband attenuation than C-B.
For the non-symmetric beamformer in example 4, we ob-
serve that design V1-B has perfectly linear phase, while design
C-B is infeasible.
Note that in examples 3 and 4 the microphone positions
satisfy the symmetry condition in (26) and, therefore, designs
V1-B and C-B are perfectly linear phase; however, in appli-
cations where the microphone positions do not satisfy (26),
design V2-B can be used instead.
TABLE V
DESIGN SPECIFICATIONS FOR BEAMFORMERS SYMMETRIC ABOUT
θ = pi/2 FOR EXAMPLE 3
Parameters Values
No. of elements of beamformer 7
Inter-element spacing, (m) 0.04
FIR filter length 20
Passband region, Θp, (deg) [80◦ − 100◦]
Stopband region, Θs, (deg) [0◦ − 60◦] ∪ [120◦ − 180◦]
Frequency band, Ω, (Hz) [1500 - 3500]
Maximum passband ripple (dB) 0.96
Minimum stopband attenuation (dB) 9.5
Minimum WNG (dB) 0
Passband group delay (samples) 9.5
TABLE VI
DESIGN RESULTS FOR EXAMPLE 3 FOR A SYMMETRIC BEAMFORMER
Parameters V1-B C-B
Max PB ripple Ap, dB 0.953 0.981
Min SB atten. Aa, dB 10 9.55
τavg , samples 9.5 9.5
CF value at soln., Jsol 0.0549 0.104
στ , samples 0 0
PB: passband; SB: stopband; CF: cost function;
TABLE VII
DESIGN SPECIFICATIONS FOR A NON-SYMMETRIC BEAMFORMER FOR
EXAMPLE 4
Parameters Values
No. of elements of beamformer 7
Inter-element spacing, (m) 0.04
FIR filter length 20
Passband region, Θp, (deg) [110◦ − 130◦]
Stopband region, Θs, (deg) [0◦ − 90◦] ∪ [150◦ − 180◦]
Frequency band, Ω, (Hz) [1500 - 3500]
Maximum passband ripple (dB) 0.98
Minimum stopband attenuation (dB) 9.5
Minimum WNG (dB) 0
Passband group delay (samples) 9.5
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Fig. 5. Beampattern plots for the two designs for example 3. The plots are
obtained by plotting the responses across 20 uniformly sampled frequency-
points in the frequency band.
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Fig. 6. Plots of the white noise gain for the two designs for example 3.
Both designs in this example have perfectly linear phase and therefore their
group-delay deviation is zero.
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TABLE VIII
DESIGN RESULTS FOR EXAMPLE 4 FOR A NON-SYMMETRIC BEAMFORMER
Parameters V1-B C-B
Max PB ripple Ap, dB 0.977 NF
Min SB atten. Aa, dB 10 NF
τavg , samples 9.5 NF
στ , samples 0 NF
PB: passband; SB: stopband; NF: not feasible
1.5 2 2.5 3 3.5
0
2
4
6
freq (kHz)
White noise gain
0 50 100 150
−20
−10
0
θ (degrees)
ga
in
 (d
B
)
Beampattern - V1-B
V1-B
G
 (d
B
)
w
Fig. 7. Plots of the beampattern and white noise gain for design V1-B in
example 4.
C. Examples 5, 6 and 7
We also carried out comparisons for both the symmetric and
non-symmetric beamformer design cases when the prescribed
group delay is set to [(L − 1)f−1s /4]. For the comparisons,
we consider designs V1-C and V2-C for both the symmetric
and non-symmetric beamformer cases in examples 5 and 6,
respectively. Design C is not considered in these examples as
is has been shown in examples 1 to 4 to give beamformers
with lower performance than the proposed designs. The design
specifications, comparison tables, and plots of the maximum
group-delay deviation, beamformer response, and white noise
gain for these two examples are given in [34]. From the results,
we find that design V2-C results in much smaller group-delay
deviation than V1-C for similar passband ripple and stopband
attenuation values.
In example 7, we compare the original method in [21] with
our proposed method for the symmetric beamformer case.
Since the method in [21] has a prescribed group delay of 0, we
use designs V1-A(Sym) and V2-A(Sym) for the comparison.
The design specifications, comparison tables, and plots of
the maximum group-delay deviation, beamformer response,
and white noise gain for this examples are given in [34].
From the result, we find that design V2-A has the smallest
value of στ . Furthermore we also observe that though the
beamformer designed using the method in [21] has a slightly
better στ than design V1-A, the former has a much larger
maximum passband-ripple value, which does not satisfy the
given specifications in Table XIII.
The above design examples have shown that the proposed
design method yields robust broadband beamformers that are
almost linear-phase. Though under certain conditions, the first
variant can give beamformers with perfectly linear phase, the
second variant is quite general and can be used for obtaining
almost-linear-phase beamformers without any restriction on
the array configuration or prescribed group delay. In the future,
we plan to evaluate the performance of beamformers derived
using the proposed techniques using speech and audio signals.
The optimization problems in the examples were solved on
a computer running an Intel Core i7-640LM processor using
the SeDuMi optimization toolbox for MATLAB. For the first
variant, which uses the convex optimization problem in (25),
the optimization problem takes anywhere between 2 to 10
minutes to compute. For the second variant, each iteration of
the optimization problem in (59) takes less than a minute to
compute and the optimization usually converges to a good
solution in less than 25 minutes.
VI. CONCLUSIONS
A new method for the design of linear-phase robust far-field
broadband audio beamformers using constrained optimization
has been described. In the method, the maximum passband
ripple and minimum stopband attenuation are ensured to be
within prescribed levels, while at the same time maintaining a
good linear-phase characteristic at a prescribed group delay in
the passband. Since the beamformer is intended primarily for
small-sized microphone arrays where the microphone spacing
is small relative to the wavelength at low frequencies, the
beamformer can become highly sensitive to spatial white
noise and array imperfections if a direct minimization of the
error is performed. Therefore, to limit the sensitivity of the
beamformer, the optimization was carried out by constraining
a sensitivity parameter, namely, the white noise gain (WNG)
to be above prescribed levels across the frequency band.
Two novel design variants have been developed. The first
variant was formulated as a convex optimization problem
where passband error is minimized, while the second variant
was formulated as an iterative optimization problem with
the advantage of significantly improving the linear phase
characteristics of the beamformer under any prescribed group
delay or linear-array configuration. In the second variant, the
passband group-delay deviation was minimized while ensuring
that the maximum passband ripple and stopband attenuation
are within prescribed levels. To reduce the computational
effort in carrying out the optimization, a nonuniform sam-
pling approach over the frequency and angular dimensions
was used to compute the required parameters. Experimental
results showed that beamformers designed using the proposed
methods have much smaller passband group-delay deviation
for similar passband ripple and stopband attenuation than a
modified version of an existing method.
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APPENDIX
A. Simplification of the beamformer response due to the
symmetry constraints
For a beamformer satisfying the symmetry conditions in
(26) and (27), and assuming N to be even for simplicity, the
response in (1) can be simplified as
B¯(ω, θ) =
N/2−1∑
n=0
L−1∑
l=0
x¯n,lg¯n,l(ω, θ) = g¯(ω, θ)
T x¯ (79)
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where x ∈ RLN/2 and
x¯T =
[
x¯T0 x¯
T
1 · · · x¯TN/2−1
]
g¯(ω, θ)T =
[
g¯0(ω, θ)
T g¯1(ω, θ)
T · · · g¯N/2−1(ω, θ)T
]
x¯n = [x¯n,0 x¯n,1 · · · x¯n,L−1]T
g¯n(ω, θ) = [g¯n,0(ω, θ) g¯n,1(ω, θ) · · · g¯n,L−1(ω, θ)]T
g¯n,l(ω, θ) = 2 cos
(
ωfsdn cos θ
c
)
exp(−jωl)
Note that this simplification has resulted in a reduction of
the number of variables in x from NL to NL/2. The
simplification for the case where L or N is odd could be
derived in a similar manner.
B. Simplification of the beamformer response due to the
linear-phase constraints
For a beamformer satisfying the linear-phase conditions
given by (26) and (29), and assuming L and N to be even
for simplicity, the response in (1) can be simplified as
Bˆ(ω, θ) =
N/2−1∑
n=0
L/2−1∑
l=0
xˆn,lgˆn,l(ω, θ) = gˆ(ω, θ)
T xˆ (80)
where x ∈ RLN/2 and
xˆT =
[
xˆT0 xˆ
T
1 · · · xˆTN/2−1
]
gˆ(ω, θ)T =
[
gˆ0(ω, θ)
T gˆ1(ω, θ)
T · · · gˆN/2−1(ω, θ)T
]
xˆn = [xˆn,0 xˆn,1 · · · xˆn,L−1]T
gˆn(ω, θ) = [gˆn,0(ω, θ) gˆn,1(ω, θ) · · · gˆn,L−1(ω, θ)]T
gˆn,l(ω, θ) = 2 cos
[
ω
(
fsdn cos θ
c
− L− 1
2
+ l
)]
×
exp
(
−jωL− 1
2
)
This simplification has resulted in a reduction of the number
of variables in x from NL to NL/2.
C. Group delay of a beamformer
From (30), the group delay of the beamformer can be further
expressed as
τ = −dθB
dω
= − d
dω
{
tan−1
=[B(ω, θ)]
<[B(ω, θ)]
}
(81)
where
=[B(ω, θ)] =
N−1∑
n=0
L−1∑
l=0
xn,l sinφn,l (82)
<[B(ω, θ)] =
N−1∑
n=0
L−1∑
l=0
xn,l cosφn,l (83)
φn,l = −ω
(
fsdn cos θ
c
+ l
)
(84)
Simplification of (81) leads to the group delay result in (32).
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