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Abstract
In this paper we consider an obstacle control problem where the state satisfies a quasilinear elliptic
variational inequality and the control function is the obstacle. The state is chosen to be close to the
desire profile while the H 2 norms of the obstacle is not too large. Existence and necessary conditions
for the optimal control are established.
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1. Introduction
We consider an obstacle control problem. One of the main feature of our problem is
that the input control intervene is in the obstacle. Such a case is referred to as an optimal
obstacle control problem. The first work on the optimal obstacle control problem was that
of Adams et al. [1] in 1998. For the homogeneous case, an optimal obstacle control prob-
lem for an elliptic variational inequality is considered. The key result of that paper is that
the optimal obstacle is equal to its corresponding state. By virtue of the properties of the
homogeneous equation, the super-harmonic functions and the quadratic cost functional,
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mal pair are established. Later, Chen studied indirect obstacle control problem in [7]. Lou
considered the regularity of the obstacle control problem in [12,13] for the homogeneous
case with the major term being p-Laplacian. Adams and Lenhart continue the work begun
in [2]; a nonzero source term is added to the right-hand side of the state equation. They
soon find that even such a “minor” change is not a trivial alteration (cf. [2,3]). Recently,
Bergounioux and Lenhart [4,5] studied obstacle optimal control for semilinear and bilateral
obstacle problems.
Suppose Ω ⊂Rn is a bounded domain with a C1,1 boundary ∂Ω . Let zd ∈ L2(Ω) be a
given target profile. For any ϕ ∈ H 10 (Ω), we define
K(ϕ) = {v ∈ H 10 (Ω) | v  ϕ a.e. x ∈ Ω} (1.1)
and consider a quasilinear elliptic obstacle problem{
y ∈ K(ϕ),∫
Ω A(x,∇y)∇(v − y) dx  0, ∀v ∈ K(ϕ), (1.2)
where A(x,η) = (a1(x, η), . . . , an(x, η)).
Given an obstacle ϕ ∈ H 10 (Ω), under some further assumptions on A(x,η) (see (H1)
and (H2)), the variational inequality (1.2) is uniquely solvable (cf. [11,14]). We will denote
by y = T (ϕ), the unique solution of (1.2) corresponding to ϕ.
Let W = H 10 (Ω)∩W 2,2(Ω). We seek an obstacle ϕ¯ ∈ W so that the corresponding state
y¯ = T (ϕ¯) is close to a desired target profile zd and the norm of ϕ¯ is not too large in W .
Consequently, we take, as our objective, functional
J (ϕ) = 1
2
∫
Ω
{(
T (ϕ) − zd
)2 + |∆ϕ|2}dx (1.3)
which we try to minimize. More precisely, we pose the following optimal control problem.
Problem (P). Find ϕ¯ ∈ W , such that
J (ϕ¯) = inf
ϕ∈W J (ϕ). (1.4)
In our control Problem (P), the governing equation is a quasilinear elliptic obstacle
variational inequality (1.2), which can be rewritten as follows (if y is smooth enough):
min
x∈Ω
{−divA(x,∇y(x)), y(x)− ϕ(x)}= 0,
where A(x, ·) is nonlinear.
The rest of this paper is organized as follows. In Section 2, we give some assumptions
with the state equation, and some preliminaries needed in the sequel; in Section 3, we prove
the existence of an optimal control; we approximate the variational inequality (1.2) by a
family of quasilinear elliptic equations in Section 4; finally, in Section 5, using the weak
convergence methods, we establish some optimality conditions.
2. Preliminaries
We introduce the following assumptions:
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= 0 and for any x ∈ Ω , aj (x, ·) belongs to C1(Rn), j = 1, . . . , n.
(H2) For any ξ, η ∈Rn,
n∑
i,j=1
∂aj
∂ηi
(x, η)ξiξj Λ1|ξ |2, (2.1)
n∑
i,j=1
∣∣∣∣∂aj∂ηi (x, η)
∣∣∣∣Λ2, (2.2)
where Λ1 and Λ2 are some strictly positive constants.
The following lemma is an immediate consequence of assumptions (H1) and (H2).
Lemma 2.1 (cf. [6]). Under assumptions (H1) and (H2), there are positive constants k1
and k2 depending only on n,Λ1,Λ2 such that
(a)
n∑
j=1
(
aj (x, η)− aj (x, η′)
)
(ηj − η′j ) k1|η − η′|2, (2.3)
(b)
n∑
j=1
∣∣aj (x, η)∣∣ k2|η|. (2.4)
In this paper, we need some basic results in real analysis. Here, for reader’s convenience,
we list the following lemmas without proofs.
Lemma 2.2 (cf. [8]). Let {fn} be bounded in L2(Ω), and fn → f a.e. Then
fn
w
⇀ f in L2(Ω).
Lemma 2.3 (cf. [9]). If fn s→ f in L2(Ω) and gn w⇀ g in L2(Ω), then∫
Ω
fngn dx →
∫
Ω
fg dx.
3. Existence of an optimal control
First, we prove the existence theorem for Problem (P).
Theorem 3.1. Under assumptions (H1) and (H2), there exists an optimal control to Prob-
lem (P).
Proof. Let {ϕk} be a minimizing sequence, i.e.,
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k→∞J (ϕk) = infϕ∈W J (ϕ), (3.1)
where yk  T (ϕk) is the solution of (1.2) corresponding to ϕk , i.e.,{
yk ∈ K(ϕk),∫
Ω
A(x,∇yk) · ∇(v − yk) 0, ∀v ∈ K(ϕk). (3.2)
Due to the form of the functional (1.3), bounds on {J (ϕk)} imply the existence of an ob-
stacle ϕ¯ such that on a subsequence (still denoted by {ϕk}),
ϕk
w
⇀ ϕ¯ in W 2,2(Ω),
ϕk
s→ ϕ¯ in H 10 (Ω). (3.3)
By taking v = ϕk in (3.2), we see that
k1
∫
Ω
|∇yk|2 dx 
∫
Ω
A(x,∇yk) · ∇yk dx 
∫
Ω
A(x,∇yk) · ∇ϕk dx
 k2‖∇yk‖L2‖∇ϕk‖L2,
then,
‖∇yk‖L2  C, (3.4)
where C is independent of k. Thus, for some subsequence, we have the convergence
yk
w
⇀ y¯ in H 10 (Ω),
yk
s→ y¯ in L2(Ω),
yk → y¯ a.e. in Ω. (3.5)
In the following we prove that y¯ is the solution of (1.2) corresponding to ϕ¯, i.e., y¯ =
T (ϕ¯).
Step 1. We first prove that∫
Ω
(
A(x,∇yk) − A(x,∇y¯)
) · (∇yk − ∇y¯) dx → 0 (k → ∞). (3.6)
By Lemma 2.1 and (3.4), we get∥∥A(x,∇yk)∥∥L2  C. (3.7)
By (3.2), (3.3) and (3.5), we have
y¯  ϕ¯ a.e. in Ω. (3.8)
Let zk = y¯ ∨ ϕk . We can easily get (note (3.3) and (3.8))
zk
s→ y¯ in H 10 (Ω).
Taking v = zk in (3.2), we have
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∫
Ω
A(x,∇yk) · ∇(zk − yk) dx  0, (3.9)
so, ∫
Ω
A(x,∇yk) · ∇yk dx 
∫
Ω
A(x,∇yk) · ∇zk dx. (3.10)
By Lemma 2.1, (3.10), (3.7) and (3.5), we have
0 
∫
Ω
(
A(x,∇yk) − A(x,∇y¯)
) · (∇yk − ∇y¯) dx

∫
Ω
A(x,∇yk) · ∇(zk − y¯) dx −
∫
Ω
A(x,∇y¯) · (∇yk − ∇y¯) dx

∥∥A(x,∇yk)∥∥L2∥∥∇(zk − y¯)∥∥L2 −
∫
Ω
A(x,∇y¯) · (∇yk − ∇y¯) dx
→ 0 (k → ∞),
i.e., ∫
Ω
(
A(x,∇yk) − A(x,∇y¯)
) · (∇yk − ∇y¯) dx → 0 (k → ∞). (3.11)
Step 2. We prove that ∇yk s→ ∇y¯ in L2(Ω) and A(x,∇yk) w⇀ A(x,∇y¯) in L2(Ω). By
Lemma 2.1, we have
k1
∫
Ω
∣∣∇(yk − y¯)∣∣2 dx 
∫
Ω
(
A(x,∇yk) − A(x,∇y¯)
) · (∇yk − ∇y¯) dx.
So,
∇yk s→ ∇y¯ (k → ∞) in L2(Ω). (3.12)
Thus, as k → ∞,
yk
s→ y¯ in H 10 (Ω),
∇yk → ∇y¯ a.e. in Ω,
yk → y¯ a.e. in Ω. (3.13)
By (H1) we get A(x, ·) ∈ C1(Rn). Thus
A(x,∇yk) → A(x,∇y¯) a.e. in Ω. (3.14)
So, by (3.7) and Lemma 2.2, we get
A(x,∇yk) w⇀ A(x,∇y¯) in L2(Ω). (3.15)
Step 3. We prove that y¯ = T (ϕ¯).
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v ∨ ϕk s→ v ∨ ϕ¯ = v in H 10 (Ω).
Thus by (3.2), (3.13), (3.15) and Lemma 2.3, we get
0
∫
Ω
A(x,∇yk) · ∇(v ∨ ϕk − yk) dx →
∫
Ω
A(x,∇y¯) · ∇(v − y¯) dx. (3.16)
This, together with (3.8), gives our conclusion.
By (3.13), (3.5), (3.1) and the weak lower semi-continuity of L2-norm
J (ϕ¯) = 1
2
∫
Ω
{(
T (ϕ¯) − zd
)2 + |∆ϕ¯|2}dx  1
2
lim inf
k→∞
∫
Ω
{
(yk − zd)2 + |∆ϕk|2
}
dx
= lim
k→∞J (ϕk) = infϕ∈W J (ϕ). (3.17)
Hence, ϕ¯ is an optimal control for Problem (P). 
4. Approximate problems
In this section we introduce a family of approximate problems.
Let ε > 0 and ϕ ∈ W , we consider the following quasilinear equation:{−divA(x,∇yε) + 1ε β(yε − ϕ) = 0,
yε|∂Ω = 0, ε > 0, (4.1)
where
β(r) =


0, 0 r < +∞,
−r2, − 12  r < 0,
r + 14 , −∞ < r < − 12 .
(4.2)
Clearly, β(·) ∈ C1(Ω) and β ′(·) 0. Under (H1)and (H2), (4.1) admits a unique solution
(denoted by Tε(ϕ)) for any fixed ϕ ∈ W (cf. [10]).
Let (y¯, ϕ¯) be an optimal pair of Problem (P), we introduce the cost functional
Jε(ϕ) = 12
∫
Ω
{(
Tε(ϕ) − zd
)2 + |∆ϕ|2 + |ϕ − ϕ¯|2}dx (4.3)
and the approximate control problems:
Problem (Pε). Find ϕε ∈ W such that
Jε(ϕε) = inf
ϕ∈W Jε(ϕ). (4.4)
Theorem 4.1. Problem (Pε) admits an optimal pair (yε, ϕε).
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Now, we establish the following convergence theorem. This result is crucial in the next
section.
Theorem 4.2. Let (yε, ϕε) be optimal pair for Problem (Pε). Then
yε
s→ y¯ in H 10 (Ω),
ϕε
w
⇀ ϕ¯ in W 2,2(Ω),
ϕε
s→ ϕ¯ in H 10 (Ω), (4.5)
where (y¯, ϕ¯) is the given optimal pair for Problem (P).
Proof. First, we note that
1
2
∫
Ω
|∆ϕε|2 dx  Jε(ϕε) Jε(0) = 12
∫
Ω
|zd |2 dx + 12
∫
Ω
|ϕ¯|2 dx
and thus
‖∆ϕε‖L2  C, (4.6)
where C is independent of ε. Then we may assume, extracting some subsequence if nec-
essary,
ϕε
w
⇀ ϕ∗ in W 2,2(Ω),
ϕε
s→ ϕ∗ in H 10 (Ω). (4.7)
We see that∫
Ω
A(x,∇yε) · ∇(ϕε − yε) dx = −1
ε
∫
Ω
β(yε − ϕε)(ϕε − yε) dx  0. (4.8)
By (H2) and Lemma 2.1, we get
k1
∫
Ω
|∇yε|2 dx 
∫
Ω
A(x,∇yε) · ∇yε dx 
∫
Ω
A(x,∇yε) · ∇ϕε dx
 k2‖∇yε‖L2‖∇ϕε‖L2 . (4.9)
Then,
‖∇yε‖L2 
k2
k1
‖∇ϕε‖L2 (4.10)
and thus
‖∇yε‖L2  C, (4.11)
where C is independent of ε. Hence, for some subsequence, we have the convergence (as
ε → 0)
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w
⇀ y∗ in H 10 (Ω),
yε
s→ y∗ in L2(Ω). (4.12)
By (4.1), we know that, for any ψ ∈ H 10 (Ω), ψ  0,
0
∫
Ω
(−β(yε − ϕε))ψ dx = ε
∫
Ω
A(x,∇yε) · ∇ψ dx
 εk2
∫
Ω
|∇yε||∇ψ|dx  εk2‖∇yε‖L2‖∇ψ‖L2 → 0 (ε → 0). (4.13)
Then, by Fatou’s lemma,
0
∫
Ω
(−β(y∗ − ϕ∗))ψ dx  lim inf
ε→0
∫
Ω
(−β(yε − ϕε))ψ dx = 0. (4.14)
This implies that β(y∗ − ϕ∗) = 0. By the definition of β(·), we have
y∗  ϕ∗ a.e. in Ω. (4.15)
By Lemma 2.1 and (4.1), we have
k1
∫
Ω
|∇y∗ − ∇yε|2 dx

∫
Ω
(
A(x,∇y∗) − A(x,∇yε)
) · ∇(y∗ − yε) dx
=
∫
Ω
A(x,∇y∗) · ∇(y∗ − yε) dx + 1
ε
∫
{yε<ϕε}
β(yε − ϕε)(y∗ ∨ ϕε − yε) dx
−
∫
Ω
A(x,∇yε) · ∇(y∗ − y∗ ∨ ϕε) dx

∫
Ω
A(x,∇y∗) · ∇(y∗ − yε) dx + k2‖∇yε‖L2
∥∥∇(y∗ − y∗ ∨ ϕε)∥∥L2 . (4.16)
From (4.12), (4.16) and y∗ ∨ ϕε s→ y∗ in H 10 (Ω), we have∫
Ω
|∇y∗ − ∇yε|2 dx → 0 (ε → 0) (4.17)
and thus,
yε
s→ y∗ in H 10 (Ω),
∇yε → ∇y∗ a.e. in Ω. (4.18)
By (H1), we know A(x, ·) ∈ C1(Rn) and then
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From (H2) and (4.11), we have∥∥A(x,∇yε)∥∥L2  C. (4.20)
Combining (4.19) and (4.20), we have
A(x,∇yε) w⇀A(x,∇y∗) in L2(Ω). (4.21)
Now, we prove that y∗ = T (ϕ∗).
First, (4.5) shows that y∗ ∈ K(ϕ∗). For any v ∈ K(ϕ∗), we have
v ∨ ϕε s→ v in H 10 (Ω)
and
0  −1
ε
∫
Ω
β(yε − ϕε)(v ∨ ϕε − yε) dx =
∫
Ω
A(x,∇yε) · ∇(v ∨ ϕε − yε) dx
→
∫
Ω
A(x,∇y∗) · ∇(v − y∗) dx (ε → 0). (4.22)
Thus, y∗ = T (ϕ∗), i.e., y∗ is the solution of (1.2) corresponding to ϕ∗.
Finally, we prove that ϕ∗ = ϕ¯, y∗ = y¯.
From (4.7), (4.12) and the weak lower semicontinuity of L2-norm, we have
J (ϕ∗) = 1
2
∫
Ω
{(
T (ϕ∗) − zd
)2 + |∆ϕ∗|2}dx
 1
2
∫
Ω
{(
T (ϕ∗) − zd
)2 + |∆ϕ∗|2 + |ϕ∗ − ϕ¯|2}dx
 lim inf
ε
1
2
∫
Ω
{(
Tε(ϕε) − zd
)2 + |∆ϕε|2 + |ϕε − ϕ¯|2}dx
= lim inf
ε
Jε(ϕε) lim sup
ε
Jε(ϕε) lim sup
ε
Jε(ϕ¯)
(note that (yε, ϕε) is an optimal control pair for (Pε))
= lim sup
ε
1
2
∫
Ω
{(
Tε(ϕ¯) − zd
)2 + |∆ϕ¯|2}dx
= 1
2
∫
Ω
{(
T (ϕ¯) − zd
)2 + |∆ϕ¯|2}dx = J (ϕ¯). (4.23)
Then,
J (ϕ∗) J (ϕ∗) + 1
2
∫
Ω
|ϕ∗ − ϕ¯|2 dx  J (ϕ¯), (4.24)
where we have also used the second line of (4.23).
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get J (ϕ¯) = J (ϕ∗). Thus ∫Ω |ϕ∗ − ϕ¯|2 dx = 0, i.e., ϕ∗ = ϕ¯ a.e. in Ω . By the uniqueness of
the solution for (1.2), we get
y∗ = y¯. (4.25)
The proof is completed. 
5. Optimality conditions
We first prove the following optimality conditions for approximate Problem (Pε).
Lemma 5.1. Assume that (yε, ϕε) is an optimal pair for Problem (Pε). Then there exists a
unique pε ∈ H 10 (Ω), such that the triple (yε, ϕε,pε) satisfies the following equations:∫
Ω
A(x,∇yε) · ∇ωdx +
∫
Ω
1
ε
β(yε − ϕε)ωdx = 0, ∀ω ∈ H 10 (Ω), (5.1)
∫
Ω
∇φT ∂A
∂η
(x,∇yε)T ∇pε dx +
∫
Ω
1
ε
β ′(yε − ϕε)pεφ dx
=
∫
Ω
(yε − zd)φ dx, ∀φ ∈ H 10 (Ω), (5.2)
∫
Ω
(ϕε − ϕ¯)ψ dx +
∫
Ω
1
ε
β ′(yε − ϕε)pεψ dx +
∫
Ω
(∆ϕε)∆ψ dx = 0,
∀ψ ∈ W. (5.3)
Proof. Let (yε,ϕε) be an optimal pair for Problem (Pε). Take ψ ∈ W . Similar to [6], one
can show that
Tε(ϕε + δψ) − Tε(ϕε)
δ
→ ξε (δ → 0), (5.4)
where ξε is the solution of the following equation:{−div( ∂A
∂η
(x,∇yε)T ∇ξε
)+ 1
ε
β ′(yε − ϕε)ξε = 1ε β ′(yε − ϕε)ψ,
ξε|∂Ω = 0.
(5.5)
As ϕε is optimal to Problem (Pε), we get
0 lim inf
δ→0
Jε(ϕε + δψ) − Jε(ϕε)
δ
=
∫
Ω
{
(yε − zd)ξε + (ϕε − ϕ¯) · ψ + (∆ϕε) · ∆ψ
}
dx. (5.6)
Let pε ∈ H 1(Ω) be the solution of the equation:0
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∂η
(x,∇yε)T ∇pε
)+ 1
ε
β ′(yε − ϕε)pε = yε − zd in Ω,
pε|∂Ω = 0.
(5.7)
Then we have
0
∫
Ω
{
(yε − zd)ξε + (∆ϕε) · ∆ψ + (ϕε − ϕ¯) · ψ
}
dx
=
∫
Ω
{[
−div
(
∂A
∂η
(x,∇yε)T ∇pε
)
+ 1
ε
β ′(yε − ϕε)pε
]
ξε + (ϕε − ϕ¯) · ψ
+ (∆ϕε) · ∆ψ
}
dx
=
∫
Ω
{
∇ξTε
∂A
∂η
(x,∇yε)T ∇pε + 1
ε
β ′(yε − ϕε)pεξε + (ϕε − ϕ¯) · ψ
+ (∆ϕε) · ∆ψ
}
dx
=
∫
Ω
{(
∂A
∂η
(x,∇yε)∇ξε
)T
∇pε + 1
ε
β ′(yε − ϕε)pεξε + (ϕε − ϕ¯) · ψ
+ (∆ϕε) · ∆ψ
}
dx
=
∫
Ω
{
pε · 1
ε
β ′(yε − ϕε)ψ + (ϕε − ϕ¯) · ψ + (∆ϕε) · ∆ψ
}
dx. (5.8)
Since ψ ∈ W is arbitrary, we obtain that∫
Ω
{
(∆ϕε)∆ψ + (ϕε − ϕ¯)ψ + 1
ε
β ′(yε − ϕε)pεψ
}
dx = 0. (5.9)
The proof is completed. 
Lemma 5.2. Under the same assumptions in Lemma 5.1, we have, as ε → 0,
pε
w
⇀ p¯ in H 10 (Ω), (5.10)
−1
ε
β ′(yε − ϕε)pε ∗⇀ µ in H−1(Ω)∩M(Ω¯), (5.11)
where pε solves (5.2) andM(Ω¯) is the set of all regular signed measures on Ω¯ .
Proof. Taking φ = pε in (5.2), we have
1
ε
∫
β ′(yε − ϕε)(pε)2 dx +
∫
∇pTε
∂A
∂η
∇pε dx =
∫
(yε − zd)pε dx. (5.12)Ω Ω Ω
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Λ1
∫
Ω
|∇pε|2 dx + 1
ε
∫
Ω
β ′(yε − ϕε)(pε)2 dx  C‖pε‖L2(Ω).
Then,
‖pε‖H 10 (Ω) C. (5.13)
Thus, (5.10) holds.
Now,we prove (5.11). From (5.2), we get∣∣∣∣∣
∫
Ω
1
ε
β ′(yε − ϕε)pεφ dx
∣∣∣∣∣
∣∣∣∣∣
∫
Ω
(yε − zd)φ dx
∣∣∣∣∣+
∣∣∣∣∣
∫
Ω
∇φT ∂A(x,∇yε)
T
∂η
∇pε dx
∣∣∣∣∣
 C
(‖φ‖L2(Ω) + ‖pε‖H 10 (Ω)‖∇φ‖L2(Ω)) (5.14)
and thus (by (5.13))∥∥∥∥1ε β ′(yε − ϕε)pε
∥∥∥∥
H−1(Ω)
 C. (5.15)
Let Sδ(r) ∈ C1(R) be a family of smooth approximation to sign r , satisfying the fol-
lowing:
S′δ(r) 0, ∀r ∈R,
and
Sδ(r) =
{1 if r > δ,
0 if r = 0,
−1 if r < −δ.
Multiplying the equation of (5.7) by εSδ(pε) and integrating it over Ω , then by (H2) and
(4.11) we can get∫
Ω
β ′(yε − ϕε)pεSδ(pε) dx  Cε.
Letting δ → 0, we have∥∥β ′(yε − ϕε)pε∥∥L1(Ω)  Cε. (5.16)
Obviously, (5.11) holds. 
Now, we are in a position to derive the necessary conditions for Problem (P).
Theorem 5.3. Let y¯, ϕ¯ be an optimal pair to Problem (P). Then there exists p¯ ∈ H 10 (Ω)
and µ ∈ H−1(Ω)∩M(Ω¯) such that
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∫
Ω
A(x,∇y¯) · ∇(v − y¯) dx  0, ∀v ∈ K(ϕ¯), (5.17)
∫
Ω
∇φT ∂A
∂η
(x,∇y¯)T ∇p¯ dx =
∫
Ω
φ dµ +
∫
Ω
(y¯ − zd)φ dx, ∀φ ∈ H 10 (Ω), (5.18)
∫
Ω
∆ϕ¯∆ψdx =
∫
Ω
ψ dµ, ∀ψ ∈ W. (5.19)
Proof. By (4.5) and (5.1) we obtain (5.17). In the following we prove (5.18). From (5.11)
and Theorem 4.2, for any φ ∈ H 10 (Ω), we have∫
Ω
1
ε
β ′
(
yε(ϕε) − ϕε
)
pεφ dx → −
∫
Ω
φ dµ, (5.20)
∫
Ω
(yε − zd)φ dx →
∫
Ω
(y¯ − zd)φ dx. (5.21)
Obviously,∫
Ω
∇φT
(
∂A
∂η
(x,∇yε)T ∇pε − ∂A
∂η
(x,∇y¯)T ∇p¯
)
dx
=
∫
Ω
∇φT
(
∂A
∂η
(x,∇yε)T − ∂A
∂η
(x,∇y¯)T
)
∇pε dx
+
∫
Ω
∇φT ∂A
∂η
(x,∇y¯)T (∇pε − ∇p¯) dx. (5.22)
From Lemma 5.2, we get∫
Ω
∇φT ∂A
∂η
(x,∇y¯)T (∇pε − ∇p¯) dx → 0 (ε → 0). (5.23)
By (H2), we know that
∑n
i,j=1(∂aj /∂ηi)(x, η) is bounded. Then by Lebesgue dominated
convergence theorem∫
Ω
∣∣∣∣∇φT
(
∂A
∂η
(x,∇yε)T − ∂A
∂η
(x,∇y¯)T
)∣∣∣∣
2
dx → 0 (ε → 0). (5.24)
Thus, using Hölder’s inequality, we have∣∣∣∣∣
∫
Ω
∇φT
(
∂A
∂η
(x,∇yε)T − ∂A
∂η
(x,∇y¯)T
)
∇pε dx
∣∣∣∣∣

(∫
Ω
∣∣∣∣∇φT
(
∂A
∂η
(x,∇yε)T − ∂A
∂η
(x,∇y¯)T
)∣∣∣∣
2
dx
)1/2(∫
Ω
|∇pε|2 dx
)1/2
→ 0. (5.25)
Y. Ye, Q. Chen / J. Math. Anal. Appl. 294 (2004) 258–272 271Hence,∫
Ω
∇φT ∂A
∂η
(x,∇yε)T ∇pε →
∫
Ω
∇φT ∂A
∂η
(x,∇y¯)T ∇p¯ dx (ε → 0). (5.26)
By (5.2), (5.20), (5.21) and (5.26), we have that (5.18) holds.
To get (5.19), we need only to prove that for any ψ ∈ W as ε → 0,∫
Ω
∆ϕε∆ψ dx →
∫
Ω
∆ϕ¯∆ψ dx,
∫
Ω
(ϕε − ϕ¯)ψ dx → 0,
∫
Ω
1
ε
β ′(yε − ϕε)pεψ dx → −
∫
Ω
ψ dµ. (5.27)
Then, passing to the limit, we can obtain (5.19) from (5.3).
By (4.5), we have∫
Ω
∆ϕε∆ψ dx →
∫
Ω
∆ϕ¯∆ψ dx (ε → 0). (5.28)
Applying Hölder’s inequality, we get∣∣∣∣∣
∫
Ω
(ϕε − ϕ¯)ψ dx
∣∣∣∣∣ ‖ϕε − ϕ¯‖L2(Ω)‖ψ‖L2(Ω). (5.29)
Hence, by (4.5), we get∫
Ω
(ϕε − ϕ¯)ψ dx → 0 (ε → 0), (5.30)
and by (5.11) we have∫
Ω
1
ε
β ′(yε − ϕε)pεψ dx → −
∫
Ω
ψ dµ. (5.31)
Thus (5.27) holds. Obviously, (5.19) holds. 
Remark. We can further prove that
suppµ ⊂ {x ∈ Ω | y¯(x) = ϕ¯(x)}, (5.32)
which is understood as follows: for any η ∈ C(Ω¯) with suppη ⊂ Ω+,
〈µ,η〉M(Ω¯),C(Ω¯) = 0, (5.33)
where
Ω+ = {x ∈ Ω | y¯(x) > ϕ¯(x)}. (5.34)
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