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Abstract 
The fast-growing demand of computational fluid dynamics (CFD) application for computing resources stimulates the devel-
opment of high performance computing (HPC) and meanwhile raises new requirements for the technology of parallel application 
performance monitor and analysis. In response to large-scale and long-time running for the application of CFD, online and scal-
able performance analysis technology is required to optimize the parallel programs as well as to improve their operational effi-
ciency. As a result, this research implements a scalable infrastructure for online performance analysis on CFD application with 
homogeneous or heterogeneous system. The infrastructure is part of the parallel application performance monitor and analysis 
system (PAPMAS) and is composed of two modules which are scalable data transmission module and data storage module. The 
paper analyzes and elaborates this infrastructure in detail with respect to its design and implementation. Furthermore, some ex-
periments are carried out to verify the rationality and high efficiency of this infrastructure that could be adopted to meet the 
practical needs. 
Keywords: computational aerodynamics; computational fluid dynamics; scalability; online analysis; data transmission; data stor- 
age 
1. Introduction1 
Computational fluid dynamics (CFD), as a represen-
tative of numerical simulation, has undergone a rapid 
development and is going to be a powerful tool for the 
design and optimization of aerodynamic performance 
of aircraft or aerospace vehicle, due to its lower costs 
and shorter cycle compared with traditional wind tun-
nel experiments. The demand of excessively large 
computational resources, especially for large eddy 
simulation (LES) or direct numerical simulation (DNS) 
solution [1-3], as an important factor, pushes the devel-
opment of high performance computing (HPC).  
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Recently, new accelerators [4] like graphics process-
ing units (GPU), cell broadband engine (Cell/B.E.), 
field programmable gate arrays (FPGA), have been 
widely applied to high performance computers, which 
stimulate the accelerating increase of supercomputers’ 
peak values. Meanwhile, the effective utilization still 
grows lowly. The common computing efficiency of 
most CFD applications is less than 20 [5-6]. How to 
improve the efficiency for current supercomputers and 
make full use of the heterogeneous computing re-
sources is a challenge. Performance monitor and 
analysis technique is an effective measure to enhance 
the computing efficiency of CFD and further promote 
the development of computational aerodynamics. It is 
still an active researching area in recent years and lots 
of tools are developed such as TAU [7], Vampir [8], 
Paradyn [9], HPCTookit [10], Scalasca [11], etc. 
The purpose of this research is to improve CFD effi-
ciency by the technology of performance monitor and 
analysis for parallel application. The feature of CFD 
computation proposes new demands. The first one is 
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scalability. At present, the computational scale of cur-
rent CFD applications has reached a very high level 
and continues to grow. For example, the amount of 
calculation for real large aircraft simulation is about 
1020-1030. Meanwhile, as the computing platform of 
CFD applications, the scale of supercomputer has still 
been much larger than ever. In the recent list of Top500 
[12], 97.4 of them have over 4 000 processor cores 
and some outnumber 200 000. It pushes the scalability 
challenge of performance tools to a new height. The 
second one is online analysis. The calculation time of 
several tens to several hundreds of hours for CFD 
simulation is essential in most circumstances. Online 
performance analysis that allows monitoring applica-
tion behavior characteristics from time to time as the 
program runs is required to replace the traditional 
post-mortem performance analysis process preformed 
after the parallel program is completed. The advantage 
of online analysis is to identify the performance bot-
tleneck early and terminate the application so as to 
save the computing resources and reduce the optimiza-
tion cycle. The challenges of scalability and online 
analysis are essential problems to be solved for adapt-
ing the practical requirements of CFD applications. A 
scalable online infrastructure for performance analysis 
on CFD simulation application implemented in the 
CFD version of parallel application performance 
monitor and analysis system (PAPMAS) is introduced 
in this paper. The infrastructure could also be used for 
performance analysis of CFD applications developed 
by multiple programming modes such as message 
passing interface (MPI), compute unified device archi-
tecture (CUDA, it means CUDA or other binding lan-
guages in this paper), MPI+CUDA, etc, to assist in 
improving the programs by fully utilizing advantages 
of the new accelerators. 
The rest of this paper is organized as follows. In 
Section 2, the PAPMAS prototype system is introduced. 
In Section 3, the data transmission module will be de-
scribed. In Section 4, we will explicate the data storage 
module in detail. In Section 5, some experiments are 
designed and implemented for evaluation and verifica-
tion, followed by conclusions in Section 6.  
2. Overview of PAPMAS Prototype System 
PAPMAS is designed for parallel application per-
formance monitor and analysis, and the CFD version is 
composed of three parts: data acquisition, data trans-
port and data analysis including visual display. The 
framework is shown as Fig. 1. In data acquisition layer, 
the technologies of dynamic binary instrumentation 
and library wrapping are used to acquire performance 
data, which are independent of source code so as to 
have a wider application scope, and the measure types 
of tracing and profiling [7,13]  are supported as well. A 
tree-based overlay network providing the functions of 
data aggregation and filter is constructed in data trans-
port layer, while the modules of data management and 
visualization stay in data analysis layer. There are sev-
eral features customized for CFD applications, and an 
important one of them is the scalability and online 
analysis (Of course, post-mortem analysis could also 
be applied), which is the core content of this paper and 
will be described in the following sections. 
 
Fig. 1  Framework of PAPMAS. 
3. Explication of Scalable Data Transmission 
Architecture  
Traditional performance analysis tools often adopt 
1-n architecture for data transmission and aggregation. 
Obviously, the sink node (administrator node in 
PAPMAS) will easily become the bottleneck with the 
growth of application and system scale. Thus a 
tree-based overlay network is constructed for data 
transmission and aggregation in PAPMAS to deal with 
the problem. First of all, the two architectures will be 
compared and analyzed with LogP model. 
3.1. A brief introduction of LogP model  
There are three common parallel computing models 
used for different application contexts, which are par-
allel random access machine (PRAM) [14], bulk syn-
chronous parallel (BSP) [15] and LogP [16-17]. PRAM 
model is restricted to analyze shared-memory parallel 
architecture such as symmetrical multi-processing 
(SMP), while BSP and LogP models are designed for 
distributed memory parallel system. Though BSP is 
easier to use, LogP model is a better choice here for the 
reason that it is more descriptive and accurate [18].  
LogP model assumes parallel system as a distributed 
multiprocessor and point-to-point messages communi-
cation architecture. It represents the system by four 
parameters described as follows: 
a) L, the latency, or the upper bound of network de-
lay incurred by delivering a message from source 
module to target module; 
b) o, the extra overheads, represented as length of 
the time during which a processor is engaged in the 
transmission or reception of each message and other 
operations are expelled; 
c) g, the time gap, defined as the minimum interval 
between successive message transmissions or recep-
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tions at a processor. The reciprocal of g is equal to the 
available communication bandwidth of a processor;  
d) P, the number of processor/memory modules in 
the parallel system. 
3.2. Comparison of two architectures with LogP 
model 
1-n architecture will be compared with the tree- 
based one using LogP model, and the analysis method 
is inspired by the research of Karp, et al. [17], who pre-
sent broadcast and synchronization optimal scheduling 
algorithms with the LogP model. 
As an illustration, we use a broadcast tree with eight 
nodes. The parameters of LogP model are assumed as 
L=7, o=2, g=5, P=8. 1-n architecture is considered as 
a particular case of the tree whose height is two. The 
analysis process has generality owing to the independ-
ence of LogP model on specific system. The topology 
and detailed analysis process of 1-n architecture are 
displayed as Fig. 2. Leaf nodes receive messages con-
secutively from root node and the numbers shown on 
the nodes represent the receiving time. It is easily real-
ized that the broadcast time is 41 CPU cycles. 
 
Fig. 2  Topology and analysis process of 1-n architecture 
with LogP model. 
A tree-based architecture represented by a tree with 
the height of three is analyzed in the next. The topol-
ogy and analysis process are shown in Fig. 3. The 
nodes of P1, P2, P3 and P5 receive messages (Each 
node receives a message) delivered from root node and 
forward them to their children. The broadcast time is 
27 CPU cycles. According to the analysis, we could 
know that it spends less time than 1-n architecture. 
More generally, it could be given that tree-based ar-
chitecture is represented as a full binary tree. It is eas-
ily concluded that n (the number of nodes) is equal to 
2h1 (h represents the tree’s height). By rational deri-
vation, the broadcast time of tree-based architecture is 
represented as Ttree in Eq. (1) (The broadcast time of 
full binary tree is equal to the time when the node n 
receives the message), while the time of corresponding 
1-n architecture T1-n is displayed in Eq. (2). Obviously, 
the complexity of Eq. (2) grows exponentially while 
Eq. (1) grows linearly. The efficiency of tree-based 
architecture is much better than 1-n architecture. 
 
Fig. 3  Topology and analysis process of tree-based archi-
tecture with LogP model. 
 tree ( 1)(2 )T h o g L     (1) 
 1- (2 3) 2
h
nT g o L     (2) 
In addition, the analysis of data aggregation is omit-
ted by virtue of its similarity to broadcast operation. 
The major difference between them is the transmission 
direction. 
3.3. Design of tree-based data transmission archi- 
tecture 
The data transmission architecture is designed based 
on the tree-based overlay networks (TBONs) [19-20] 
model proposed by the University of Wiscon-
sin-Madison which in the meantime develops multicast 
reduction network (MRNet) [21] communication library 
as its prototype implementation. MRNet has been 
adopted by several performance tools such as TAU, 
DPCL [22], Paradyn [23], etc. TAU is a typical system 
which integrates supermon [24] and MRNet for the pur-
pose of online monitor, with the former one mainly 
used for system-level performance monitor such as 
hardware-sensor or operation system. The initialization 
of MRNet in TAU [25-26] depends on MPI mechanism 
and meanwhile requires the changes of application 
source code which in turn increases the burden of users. 
Most of the other tools generally utilize the interface 
and mechanism of MRNet to initialize the network. 
The granularity of MRNet is process-level which leads 
to the initialization mechanism complex. However, the 
cluster system for running CFD application is usually 
large-scale, and the main problem of performance 
analysis tools lies in the scalability as well as the 
communication between nodes. As a result, a new pro-
totype implementation is accomplished in PAPMAS 
with the granularity of node-level to enhance the 
transport efficiency of performance analysis tools, 
which is simplified, light weighted and independent of 
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the program. Compared with the traditional 1-n archi-
tecture, it still has a better effect for online perform-
ance analysis of CFD application. More importantly, 
the effectiveness of the architecture will be better if 
integrated with other parts including storage mode, and 
we focus on analysis and demonstration of the whole 
architecture in this research.
As a tree-based overlay network, the data transmis-
sion architecture just requires concerning the transmis-
sion direction as well as the contents instead of the real 
path. It is also designed as a communication library 
providing interfaces for data transport. The primary 
principles guiding the design are described as follows: 
a) Scalability, it could be applied for different scales 
and has a good effect; 
b) Flexibility, it could be configured flexibly, inde-
pendent of system and hardware; 
c) Simplicity, the library is lightweight and its inter-
face could be invoked conveniently; 
d) Distributed processing, it could distribute the jobs 
and provide a filter to reduce the data volume. 
As the tree-based overlay network is built, the roles 
of the nodes could be divided into three categories de-
picted as follows: 
a) Root node, also means administrator node in the 
cluster, is sole and could transfer messages down-
wards; 
b) Leaf node, also compute node in the cluster, could 
send messages upwards. The monitor module runs on 
them; 
c) Intermediate node, also communication node in 
PAPMAS, could pass messages up and down. The 
monitor module and computing tasks could work on 
them or not configured by the user for better use of the 
resources. That is to say, intermediate node could play 
the role of compute node as well or not, and it is an 
important feature of the architecture. Recommenda-
tions should include choosing the node with less com-
puting tasks as intermediate node according to user 
setting. 
Besides, the root node is still likely to become the 
bottleneck with the increase of system scale, so it is 
advised to load fewer tasks and introduce measures to 
improve its reliability. 
Two operations of data broadcast and aggregation 
are supported in the tree-based overlay network. Mes-
sages are only allowed to transmit upwards or down-
wards instead of communicating among leaf nodes as 
well as intermediate nodes (The is to say, horizontal 
communications in the tree are unallowed). 
A model is used to describe the data transmission 
process with the granularity of node-level. Nodes are 
abstracted as Nci (Nci represents a node communicating 
with others and i is a unique ID in the network) in the 
tree. The operation of broadcast is represented as 
DOWN, while aggregation is described as UP. Ncm is 
assumed as the father of Ncn in the tree (It is sure that 
Ncm cannot be leaf node as well as Ncn cannot be the 
root node). (Ncm, Ncn, p)ids (ids is short for “input data 
stream”) is defined as the pth message sent from Ncn to 
Ncm, while (Ncm, Ncn, p)ods (ods is the short form of 
“output data stream”) is the pth message sent from Ncm 
to Ncn. (Ncn, UP, p)ods represents that Ncn deliver the pth 
message upwards. A conclusion could be deduced 
shown as Eqs. (3)-(4). 
 c c ids c ods( , , ) ( , UP, )m n nN N p N p  (3) 
 c c ids c c ods( , , ) ( , , )n m m nN N p N N p  (4) 
In addition, the operation of filtering/synchroniza- 
tion is involved in the process of data aggregation.  
Equation (5) displays the data forward procedure with 
no processing, while Eq. (6) shows that with some fil-
tering/synchronization operations. The children count 
of Ncm (Ncm is assumed as intermediate node here) is 
given as k and the filtering/synchronization operations 
are represented as 
c -UP
filter
mN
. Of course, some opera-
tions depicted as 
c -DOWN
filter
mN
 could be added to the 
process of broadcast. 
 
1
c ods c c ids
0
( , UP,  ) ( , , )
k
m m n
n
N p N N p


  (5) 
 
c
1
c ods -UP c c ids
0
( , UP, ) filter ( , , )
m
k
m N m n
n
N p N N p


  (6) 
The root node and leaf node are two special cases of 
Nci. Root node could just do the operation of DOWN, 
while leaf node could only do the operation of UP. 
3.4. Implementation of tree-based data transmission
    architecture 
The tree-based transmission network is implemented 
as a library which stays at nodes. It is developed with 
C++ on Linux operation system and could be invoked 
by other modules. 
First, the initialization of tree-based network is in-
troduced. 
The configuration file, which includes node IP, the 
number of branch, etc, will be used in the initialization 
phase to generate the topology of tree-based architec-
ture. It could be flexibly configured by users for par-
ticular requirements. All the nodes except root listen to 
a particular port. The root node establishes a connec-
tion and delivers the configuration information to its 
children by reading the configuration file. The children 
receive it and forward it to their own children. The 
iterative procedure is executed till the whole tree-based 
architecture is constructed. 
The initialization procedure of the root node is de-
scribed as follows: 
 
string topo_str; 
TopoMaker::maketopo(topo_str, net_size); 
TManager *tree_manager =  
TManager::get_instance( ); 
TreeNode comm_tree=tree_manager->new_tree_net 
(topo_str.c_str( ), topo_str.length( ), root_filter); 
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The variable “net_size” represents the node count 
used in the experiments. And “topo_str” generated by 
the method of “maketopo” is used to describe the tree 
topology structure. It is represented by a like general-
ized list (It means that the expression is similar to gen-
eralized list) which is expressed as the form of “n0, 1, 2 
[n1, 2, 2[n3, 3][n4, 3]][n2, 2, 2[n5, 3][n6, 3]]”. The layer 
of the list corresponds to that of the tree shown in Fig. 
4, and the implications are IP, the layer number and its 
children count. The expression is concise and clear, 
which is convenient for construction of the tree-based 
architecture. An object of class “TreeNode” (comm_ 
tree) is returned after completion of the initialization. 
The initialization procedure of other nodes is similar, 
which is depicted as follows: 
 
TManager *tree_manager =  
TManager::get_instance( ); 
while ((tree_node = GetTreeNet(tree_name)) == 
NULL) 
usleep(100000); 
 
Different from root node, they just listen to the port 
and inquire whether they have been initialized periodi-
cally. If successful, it also returns an object of class 
“TreeNode” (tree_node). 
 
Fig. 4  Explanation of topology expression way. 
Second, we describe the interfaces of transmission 
process.  
The operations of broadcast and aggregation are ex-
pressed as follows: 
 
int SendData(int direction, string &buf); 
 
The parameter “direction” represents the transmis-
sion direction, and the transmitting data are saved in 
“buf”. Other data types delivered are converted to 
string type by the object of “ostringstream” in C++. 
A function pointer type is defined as follows for the 
operation of data filtering. 
 
typedef int (* filter_fun)(string &in, string &out); 
 
It can be seen that the data from “in” are processed 
and forwarded to “out”. The filter described below 
could also be divided into two types, which are for data 
broadcast and aggregation. The parameter “direction” 
is used to set the types. The filter is a form of distrib-
uted processing that distributes the tasks of a node to 
several ones. It is a nice feature for PAPMAS, for the 
reason that large amounts of raw performance data 
could be reduced by the filter. It relieves the pressure 
of large-scale performance data. 
 
filter_fun_SetFilter(int direction, filter_fun filter); 
 
A synchronization function shown below is also 
provided by the communication library which could be 
invoked by an object of class “TreeNode”. 
 
tree_node->barrier_tree( ); 
 
Third, the implementation techniques and class dia-
gram are described.  
To improve the efficiency, the operations of data de-
livery are developed in no blocking mode. A short and 
concise processing function will be called as the data 
arrive. The class diagram of the implementation of 
transport module is displayed as Fig. 5. TopoMaker 
class is responsible for generating the network topol-
ogy by reading configuration file. TManager class is 
used to construct the transmission network, and 
TreeNode class is responsible for data delivery, filter-
ing and synchronization. The classes of connection and 
listener are low-level classes and transparent to the user. 
They stay at a node to control the sockets from their 
neighbors and implement specific communication op-
erations. To prevent message loss or delay, each inter-
mediate node stores two sockets that are used for con-
trol information and performance data respectively. 
 
Fig. 5  Class diagram of the implementation of data trans- 
port.  
4. Description of Data Storage Module 
The existing performance analysis tools mainly use 
file system for data storage. In general, file system has 
a better effect for flushing data, but retrieving informa-
tion is a complex and inefficient task. Database (It only 
refers to the common relational database here) is a 
recommended choice for CFD online performance 
analysis due to its strong capability of data manage-
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ment and retrieving. 
At present, even if some tools use database tech-
niques, most of them are not for online performance 
analysis such as PerfExplorer [27-28], which is a frame-
work for performance data mining and knowledge 
discovery post-mortem. The data are converted and 
stored from data files by the tool of PerfDMF [29] after 
the application ends. In the CFD version of PAPMAS, 
we adopt the storage mode with database techniques 
for efficient online (or offline) performance analysis. 
4.1. Design principles of data storage module 
In the paper, it is assumed that the prototype system 
has only one server as administrator node. Distributed 
database or distributed processing architecture such as 
hadoop [30] is not considered here (It is a future plan for 
study and research). How to use the database effi-
ciently in such environment is a problem. 
Three issues should be considered for the design.  
The first one is that how to reduce the latency of 
dumping data to avoid disturbing online performance 
analysis. Generally speaking, the capability of dumping 
data for database is not as well as file system. However, 
database has lots of optimization methods such as SQL 
improvement, stored procedure, etc, could help en-
hance the flush efficiency. The experiment in the next 
section further demonstrates that a good effect could be 
produced with these optimization methods for our ap-
plication. 
The second one is that whether multithread/multi- 
process technique could be adopted to improve the 
efficiency of data storage (dumping data). It is well 
known that multicore machines have been the main 
architecture now, and multithread/multiprocess tech-
nique could be an important measure to take full ad-
vantage of them. However, in our prototype system, 
administrator node uses network card to receive the 
data, and then the data storage process still requires 
that the system bus is shared for flushing. Slower speed 
peripheral compared with CPU and memory could be 
the process bottleneck, which offsets the improvements 
of multithread/multiprocess technique in reducing 
some CPU idle cycles. In addition, the scheduling of 
them still adds some overheads. Thus, the process of 
dumping data is not suitable for parallelization and the 
effect is not obvious as a whole. 
The last one is how to design the structure of tables 
in the prototype system. Traditional file storage tools 
such as TAU [7] save the data of each thread/process 
into one file for default and the file count would grow 
dramatically with increasing of the scale. We could 
infer that the creation overhead of many tables is high 
and the operation efficiency in one table is better than 
that among tables in this situation (There are no com-
plex dependencies in the tables and the contents are 
newly invariable). It is a good choice to use fewer ta-
bles to finish the storage and retrieving tasks online. 
To sum up, the design principles of data storage 
module are  
a) The database storage mode is adopted instead of 
traditional file system storage mode; 
b) The optimization methods of database are adopted 
instead of multithread/multiprocess technique; 
c) The structure of tables in database is designed 
with fewer tables. 
4.2. Implementation of data storage module 
By following the above principles, the implementa-
tion of data storage module is described as follows. 
The database is installed at administrator node and 
data storage is controlled by data processing module 
which has two threads. The main thread is used to cre-
ate parsing thread and receive data. The parsing proc-
ess is responsible for data classification, data transfor-
mation (from tracing to profiling), data statistics, data 
storage, etc, which is set by users. Though two threads 
are used here, flushing data into the database is still 
implemented by one thread. The class diagram of data 
processing is shown in Fig. 6 (The two threads are 
represented as classes in the figure to illustrate the rela-
tionship clearly). 
 
Fig. 6  Class diagram of data processing. 
Figure 7 displays a simplified entity-relationship 
(E-R) diagram of database design. To highlight the key 
points, some details information is omitted. For each 
experiment, the performance data are mainly saved into 
three tables that store proc, tracing and profiling data  
 
Fig. 7  Simplified E-R diagram of database design (xxx 
represents experiment name here). 
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respectively. They are managed by experiment table. 
Moreover, to reduce redundancy, some shared data are 
stored in separate tables such as node information, 
function information, etc. 
After storage, the performance data could be visu-
ally displayed and analyzed by visualization module 
(The web server could separate from database server or 
not). It is implemented in the mode of B/S (Browser/ 
Server) instead of traditional C/S (Client/Server) mode 
and provides rich plots such as line chart, tree chart, 
kiviat chart, and so on, which help to analyze the per-
formance of CFD applications. 
In the process, database optimization measures are 
used in different situations and have a good effect. 
5. Experiments  
In this section, several tests were made to verify the 
scalable online infrastructure. They could be divided 
into three categories, which are for data transmission 
architecture, data storage module and the availability to 
CFD respectively. 
5.1. Experimental evaluation of tree-based transmis- 
sion architecture 
For evaluating the efficiency of tree-based overlay 
network, we still made two trials that were broadcast 
and distributed processing. The experimental platform 
is IBM blade cluster HS20 series, which has seven 
nodes connected using Gigabit Ethernets. The node 
frequency is 3.2 GHz and memory capacity is 2.0 GB.  
1) Broadcast trial 
The purpose of this trial is to verify the broadcast 
performance of tree-based overlay network (The proc-
ess of aggregation has a similar behavior with the op-
posite transmission direction). In the trial, the messages 
were broadcast from the root node to all the other 
nodes. Each node would reply them with an acknowl-
edgement character (ACK) message. The broadcast 
operation was supposed to be successful when the root 
node received all the ACKs. The period between the 
root’s broadcasting messages and receiving all the 
ACKs was defined as the broadcast time. The broad-
cast data sizes were set to be 10, 50, 100, 200, 500 KB, 
with corresponding repetition counts of 1 000, 3 000,  
5 000, 10 000 and 20 000 respectively. Large repetition 
counts were chosen due to too fewer nodes in the test 
bed, and the multiple times of accumulation was sup-
posed to show the difference. The result of testing 1-n 
architecture is shown in Table 1, while trinary 
tree-based one is displayed in Table 2. 
The result of comparison between the two architec-
tures is shown in Fig. 8. There are no significant dif-
ferences on the case of broadcasting 10 KB, because 
the primary factor in determining the running time is 
the network latency when the broadcast data size is 
small, and it (the latency) is large in the tree-based ar-
chitecture. In other cases, the effect of tree-based ar-
chitecture is much better than 1-n architecture. More-
over, different topologies were tested, which are 1-n, 
binary tree and trinary tree with 1 000 times repetition 
on different broadcast data sizes. The comparison of 
them is displayed in Fig. 9. It is obvious that the trinary 
tree architecture has a better performance. We could 
realize that the performance of tree-based over lay 
network could be tuned by changing the topology in 
practice, and tree-based architectures with different  
Table 1  Results of testing 1-n architecture    
s   
Times 
Size/KB 
1 000 3 000 5 000 10 000 20 000
10 1.574 3.680 6.774 17.492 32.548
50 4.218 8.962 16.204 30.572 62.110
100 5.440 17.405 31.323 57.714 127.428 
Table 2  Results of testing tree-based architecture  
s 
Times Size/KB 
1 000 3 000 5 000 10 000 20 000
10 1.176 3.338 5.983 13.703 25.931
50 1.493 4.853 8.431 18.930 41.205
100 2.775 8.887 14.728 33.272 71.936
 
Fig. 8  Comparison results of the two architectures. 
 
Fig. 9  Comparison of 1-n and tree-based architectures with 
different topologies. 
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topologies still have a better performance than 1-n ar-
chitecture in the diagram. 
2) Distributed computing trial 
This trial was designed to test the efficiency of dis-
tributed computing for the tree-based data transmission 
architecture. The operations of AND and OR were used 
to replace multiplication and addition for multiple 
matrces computation due to the overflow problem. In 
the trial, 60 matrices were randomly generated to 
compute with each other and the running time was 
measured. Two modes of single node computing and 
distributed computing were tested. The result of com-
parison is shown in Fig. 10. As the sizes of matrices are 
small, single mode has the advantages for the reason 
that the computing time is very short relative to the 
time spent on data distribution and aggregation. As the 
sizes become 64×64, the superiority of distributed 
computing is displayed clearly. The tree-based mode is 
much better than the single node one for performance 
monitor of large-scale CFD application. 
 
Fig. 10  Results of distributed computing trial. 
5.2. Experimental verification of data storage 
Another experiment was designed for the compari-
son efficiency of the two data storage modes (file sys-
tem and database) and verification of the design prin-
ciples for the particular application of parallel per-
formance monitor and analysis. The test platform is 
composed of two servers, each of them has four cores 
(Intel® Xeon® W3520, 2.67 GHz, hyper-threading), 
8.0 GB memory capacity, two Gigabit Ethernets, 500 
GB hard disk capacity, and so on. Moreover, the most 
common database (MySQL [31]) and file system (the 
default file system of CentOS 5.5 [32]) were adopted for 
the experiment. 
The experiment was implemented with C++ and 
simulated real performance data storage process at ad-
ministrator node. One server sent a number of packets 
(along with an index file/table for later retrieving test) 
by the technology of socket continuously according to 
test requirements, while the other server received the 
packets and carried out the scheme for data storage test. 
The test result (especially for file storage mode) could 
be affected by hard disk state and other environmental 
factors. We made the tests for several times and chose 
the values relatively stable. The experiment procedure 
described below is divided into two parts, i.e. storage 
mode evaluation and implementation strategy verifica-
tion. 
1) The trial of storage mode evaluation  
First, the efficiencies of different storage modes 
were compared with the delivered data volume in-
creasing. Figure 11 displays comparison result with 
fewer files/tables for storage and Fig. 12 shows that 
with larger number of files/tables. “Database” in the 
diagrams means using the database without any op-
timizations, while “optimized database”, means using 
the optimization measures such as SQL improvement, 
stored procedure, etc. In Fig. 11, eight files or tables 
were used for data storage; the expression 1×N on the 
abscissa means that the size of a data tuple is 1 KB and 
the number of data tuples is N for each file/table; the 
ordinate represents the execution time. In Fig. 12, the 
expression 10×N on the abscissa means that the size of 
a file/table is 10 KB and the number of files/tables is N; 
the ordinate represents the execution time. The mean-
ings of these expressions in following diagrams are the 
same. It is obvious that optimized database mode could 
reduce the distance between database and file system.  
 
Fig. 11  Comparison of different modes with fewer files/ 
tables for storage. 
Second, the retrieving capability was tested. As 
stated above, an index file/table, which is composed of 
file/table ID (It corresponds to the file/table name), 
random numbers, padding characters, etc, was sent 
along with other data packets to the receiver. In addi-
tion, the file/table itself still contains random numbers. 
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The test process is described as follows. For each 
file/table, the random numbers between the file/table 
and index were compared, and the total number of 
equality was computed at the same time. The results of 
execution time with different modes are shown in Figs. 
13-14. We could realize that database storage mode has 
a better efficiency for this application.  
Until now, a conclusion is confirmed, i.e., the data-
base storage mode is suited for online CFD parallel 
application performance monitor and analysis for the 
reason that it has a strong retrieving capability and 
could improve data flushing efficiency by database 
optimized methods. It is also part of the design princi-
ples, and the others would be verified below. 
 
Fig. 12  Comparison of different modes with larger number 
of files/tables for storage. 
 
Fig. 13  Comparison of different modes with fewer files/ 
tables for retrieving. 
2) The trial of implementation strategy verification 
The purpose of the trial is to verify validity and ra-
tionality about the implementation strategy which is 
still the remaining part of the design principles stated 
before.  
First, multithread and multiprocess techniques were 
 
Fig. 14  Comparison of different modes with larger number 
of files/tables for retrieving. 
tested in this situation. We used several threads/proc-
esses to execute the tasks of data flushing. The results 
are shown in Figs. 15-16. In the diagrams, optimized 
multithread represents using the optimized measures 
such as SQL optimization, stored procedure, connec-
tion pool, etc, while the meaning of optimized multi-
process is broadly similar. Moreover, there are eight 
threads/processes in the case of Fig. 15, while five 
threads/processes in Fig. 16. It could be known that the 
performance is not improved obviously and even be-
comes worse with multithread/multiprocess technique. 
This is consistent with our inference. The contribution 
of multithread/multiprocess technique to improving the 
performance is counteracted with the low speed pe-
ripheral and scheduling overheads. 
 
Fig.15  Test of multithread/multiprocess technique with 
fewer files/tables. 
 
Fig. 16  Test of multithread/multiprocess technique with 
larger number of files/tables. 
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Second, the structure of table design strategy was 
tested. It could be realized that the above tests all in-
volve two cases: execution with fewer as well as larger 
number of files/tables. Whose efficiency is better 
should be verified in the test. The results shown in  
Fig. 17 displays the comparison of execute time of the 
two storage ways with different data sizes and demon-
strates that the design principle about the structure of 
tables is appropriate and reasonable, because the data 
storage overheads are the main factor to affect the ef-
fect of CFD online performance analysis. The database 
design with fewer tables should be considered to im-
plement the prototype system to reduce the overheads. 
 
Fig. 17  Comparison of execute time of two storage ways 
with different data links. 
According to the above experiment, the design prin-
ciples of data storage module were verified. In practice, 
many specialized databases such as Oracle, which had 
more optimization measures to improve the efficiency, 
could be adopted for online performance analysis and 
the effect would be much better.  
5.3. Experimental evaluation with CFD benchmarks 
The purpose of this research is to improve the effi-
ciency of CFD application with the technology of per-
formance monitor and analysis. So NASA NPB (The 
NAS Parallel Benchmarks) [33], which are derived from 
CFD applications and designed to help evaluate the 
performance of parallel supercomputers, is adopted to 
verify the availability of the scalable online perform-
ance analysis infrastructure in PAPMAS for CFD ap-
plication. 
The used version NPB-MPI 2.3 defines eight 
benchmarks, each in five problem sizes dubbed Class S, 
Class W, Class A, Class B and Class C. Two trials were 
designed to verify the effects described as follows. 
1) The trial of online analysis verification 
First, SP [34-35] benchmark with Class B, which is 
simulated CFD application to solve scalar pentadiago-
nal systems resulting from full diagonalization of the 
approximately factored scheme, was used to test the 
capability of online analysis. The parameter NPROCS 
was defined as 36 and the data acquisition method was 
wrapping library. The result is displayed in Fig. 18, 
which shows the whole state of the cluster online. 
There are four state types FUN_OP, COLLECTION_ 
COMM, P2P_COMM, IO_OP, which represent func-
tion operation, collection communication, point-to- 
point communication, and IO operation respectively. 
The functions could be classified by users according to 
particular requirements. In the first chart, five nodes 
are in the operations of network construction, while the 
others are in collection communication. In the second 
chart, seven nodes are in the state of P2P_COMM, 
while others still in COLLECTION_COMM. The dia-
gram refreshes dynamically displaying the node-state 
of SP benchmark. 
 
Fig. 18  Nodestate diagram with SP.B.36 (SP bechmark with 
Class B as well as NPROCS 36). 
Second, LU [34-35] benchmark with Class B, which 
uses symmetric successive over-relaxation (SSOR) to 
solve a block lower triangular-block upper triangular 
system of equations, was tested. The performance data 
acquired is displayed in Fig. 19. It is another diagram 
to show the state called kiviat. The charts indicate that 
FUN_OP and COLLECTION_COMM wasted most of 
the time at earlier stage of LU, while the operation of 
P2P_COMM gradually became the major factor in the 
later stage. 
From the above analysis, it could be concluded that 
the two benchmarks have a similar feature. The MPI 
communication network is first constructed, and then 
the operations of collection communication and point- 
to-point communication get started respectively. It is 
verified that the scalable performance analysis infra-
structure is appropriate for online performance analysis 
of CFD benchmarks. 
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Fig. 19  Kiviat diagram with LU.B.16 (LU benchmark with 
Class B as well as NPROCS 16). 
2) The trial of mixed programming mode verifica 
tion 
Recently, GPU [4,36] hardware and software have 
evolved to support a high degree of programmability. 
This leads to the use of GPUs as accelerators for gen-
eral-purpose computing especial for scientific comput-
ing. The most popular GPU programming modes 
available today are NVIDIA’s CUDA [37] and OpenCL 
[38], and CUDA is easier to be accepted by program-
mers due to its conveniences. Consequently, MPI+ 
CUDA gradually becomes a very promising mode in 
the field of HPC. How to improve the efficiency of 
CFD program with the new mode is a challenge and 
we used the technology of performance monitor and 
analysis to assist this research. 
In this section, we firstly modified part of IS bench-
mark, which performs the operation of large integer 
sort for testing the performance of computing and col-
lection communication in the mode of MPI+CUDA 
and compared its performance with the original one. 
The test platform is composed of four nodes. Two of 
them are personal computers (four core, 4 GB memory, 
NV GeForce 9500 GPU, etc), and the others were 
servers (four core, 8 GB memory capacity, Tesla 
C1060 GPU, etc). The operation system is still CentOS. 
The comparison results are displayed in Fig. 20. It is 
easily realized that the performance of pure MPI is 
better than mixed mode as the problem size is small, 
while mixed mode is much better with bigger problem 
size. With smaller problem size, the communication 
between GPU and CPU wastes most of the execution 
time. Only with bigger problem size, the advantages of 
GPU are displayed obviously. It is also demonstrated 
that the mixed mode could improve the efficiency of 
CFD applications, since the scales of most of them are 
large enough. 
 
Fig. 20  Comparison of the two program models with IS 
benchmark. 
Next, we monitored and analyzed the modified IS 
benchmark with Class C. The performance data about 
MPI and CUDA were acquired and the result is shown 
in Fig. 21, which is called tree diagram. It displays the 
aggregated call graph of parallel program dynamically 
and could help user understand the program better.  
In Fig. 21, the function/event name, the execution 
counts as well as the execution time are described on 
the box and the unit of execution time is s; the figures 
on the arrows represents the nodes which execute the 
corresponding operations and the illustration is listed 
under the diagram; the function invoking relations and 
host spots could be clearly displayed in the chart. 
6. Conclusions 
1) This paper illustrates the design and implementa-
tion of a scalable online infrastructure for performance 
monitor and analysis on CFD applications, which in-
cludes two parts, data transmission architecture and 
data storage module. 
2) The efficiency and reasonableness of the infra-
structure could be justified through both theoretical 
analysis and experimental verification. 
3) Online performance monitor and analysis of CFD  
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Fig. 21  Tree diagram of aggregated call graph with modi-
fied IS benchmark.  
benchmarks is able to verify the availability of the in-
frastructure for CFD applications, and the infrastruc-
ture can be used for new programming modes like 
CUDA. 
4) In the future, some work will be done for perfect 
ing the prototype infrastructure. For instance, distrib-
uted architecture such as hadoop, distributed database, 
etc, will be considered to be adopted instead of the 
single node mode to enhance the operational efficiency. 
The infrastructure’s reliability and efficiency should 
also be optimized to meet the demand of practical us-
age. Moreover, performance analysis and optimization 
of NPB benchmarks and other practical CFD calcula-
tions will still be the major focus of research in the 
next step. 
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