The analysis of the most general second-order superintegrable system in two dimensions: the generic 3-parameter model on the 2-sphere, is cast in the framework of the Racah problem for the su(1, 1) algebra. The Hamiltonian of the 3-parameter system and the generators of its quadratic symmetry algebra are seen to correspond to the total and intermediate Casimir operators of the combination of three su(1, 1) algebras, respectively. The construction makes explicit the isomorphism between the Racah-Wilson algebra, which is the fundamental algebraic structure behind the Racah problem for su(1, 1), and the invariance algebra of the generic 3-parameter system. It also provides an explanation for the occurrence of the Racah polynomials as overlap coefficients in this context. The irreducible representations of the Racah-Wilson algebra are reviewed as well as their connection with the Askey scheme of classical orthogonal polynomials.
Introduction
The purpose of this paper is to stress the algebraic equivalence between the analysis of the generic quantum 3-parameter superintegrable system on the 2-sphere and the Racah problem of su (1, 1) . The equivalence will be made explicit by the direct identification of the natural operators of the Racah problem, i.e. the intermediate Casimir operators for the combination of three su(1, 1) algebras, with the symmetry operators that span the invariance algebra of the system. From this identification will follow the explicit isomorphism between the symmetry algebra of the 3-parameter model and the Racah-Wilson algebra, which is the algebra behind the Racah problem for su (1, 1) . Since the Racah-Wilson algebra is also the algebraic structure that encodes the properties of the Racah and Wilson polynomials, the isomorphism will also provide an elegant explanation for the occurrence of these families of polynomials as overlap coefficients in the 3-parameter system on the 2-sphere.
The Racah-Wilson algebra
The Racah-Wilson algebra is the infinite-dimensional associative algebra generated by the algebraically independent elements K 1 , K 2 that satisfy, together with their commutator K 3 ≡ [K 1 , K 2 ], the following commutation relations:
(1.1) where the structure constants are assumed to be real (it will be seen that the number of structure constants can be reduced from seven to three by affine transformations of the generators). The algebra (1.1) first appeared in the coupling problem of three angular momenta, i.e. the Racah problem for su(2) [8] .
It was first observed in [8] that the intermediate Casimir operators in the combination of three angular momenta realize the algebra (1.1) and this observation was exploited to derive the symmetry group of the 6j-symbol (Racah coefficients). In the same paper, a special case of (1.1) corresponding to a 1 = 0 was also seen to occur in the Clebsch-Gordan problem of su(2) and the algebraic relations were used to find the symmetries of the 3j coefficients. The representations of the algebra (1.1) were presented to some extent in [9] and the link between these representations and the Askey scheme of classical orthogonal polynomials was established. More specifically, it was shown that for certain finite(infinite)-dimensional irreducible representations of (1.1), the Racah (Wilson) polynomials occur as overlap coefficients between the eigenbases of K 1 and K 2 . Furthermore, a suitable generalization of (1.1) whose representations encompass the full Askey scheme of basic or q-orthogonal polynomials was also proposed; this generalization is now referred to as the Askey-Wilson algebra [32] . A number of papers followed in which special cases of the algebra (1.1) were seen to occur as symmetry algebras of classical and quantum second-order superintegrable systems in two dimensions [4, 10, 11] , some of them based on the combination of two su(1, 1) algebras [33] , i.e. the Clebsch-Gordan problem for su (1, 1) . Quite interestingly, the full Racah algebra was not encountered then. It was only later, with the complete classification of second-order superintegrable systems, that a significant step in this direction was made in the study of the generic 3-parameter system on the 2-sphere [20] . Before discussing this particular model and the results of [20] , let us first recall a few points about quantum superintegrability.
Superintegrability
A quantum system described by a Hamiltonian H with d degrees of freedom is maximally superintegrable if it admits 2d − 1 algebraically independent symmetry operators S i satisfying
where one the symmetries is the Hamiltonian itself, e.g. S 1 ≡ H. For such a system, it is impossible for all the S i to commute with one another and hence the symmetries generate a non-Abelian invariance algebra for H. In practice, the associated Schrödinger equation
can be exactly solved both analytically and algebraically. A superintegrable system is said to be order ℓ if ℓ is the maximum order of the symmetries (excluding H) in the momentum variables. First order superintegrable systems (ℓ = 1) have geometrical symmetries and their invariance algebras are Lie algebras [26] . Second order superintegrable systems (ℓ = 2) typically admit separation of variables in more than one coordinate system and have quadratic symmetry algebras [12, 13, 25, 27] . In two dimensions, all first and second order superintegrable systems are known and have been classified [2, 3, 18, 19, 31] . The study of superintegrable systems is important in its own right in view of their numerous applications. They also constitute a bedrock for the analysis of symmetries.
The generic 3-parameter system on the 2-sphere
In two dimensions, one of the most important second-order superintegrable systems is the generic 3-parameter model on the 2-sphere [22] . This model is described by the Hamiltonian
with the constraint x 2 1 + x 2 2 + x 2 3 = 1. The operators J i , i = 1, 2, 3, stand for the standard angular momentum generators
which satisfy the familiar so(3) commutation relations
where ǫ ijk is the totally antisymmetric tensor and ∂ x i denotes differentiation with respect to the variable x i . It is known (see [22] and references therein) that all second-order superintegrable models in two dimensions are limiting cases of (1.2); hence the generic 3-parameter model on the 2-sphere described by the Hamiltonian (1.2) can be considered as the most general system of such type. The symmetries of H and the quadratic invariance algebra they span can be found in [17, 19] . Upon taking
where
, the following commutation relations hold: 6) where {x, y} = xy + yx stands for the anticommutator. The four symmetry operators L 1 , L 2 , L 3 , R and the Hamiltonian H are not algebraically independent from one another. Indeed, one has
which relates the sum of the three symmetries (1.5) to the Hamiltonian. Moreover, the square of the symmetry operator R can be shown to satisfy [19] 8) where {x 1 , x 2 , x 3 } is the symmetrized sum of six terms of the form x i x j x k . In view of the relations (1.7) and (1.8), it is clear that the system described by the Hamiltonian (1.2) possesses three algebraically independent symmetries: H, L 1 , L 2 , and is hence maximally superintegrable. Moreover, since L 1 , L 2 are second order differential operators, the generic 3-parameter system of the sphere is superintegrable of order ℓ = 2. The solutions of the Schrödinger equation associated to H have been obtained in [17] by separation of variables in various coordinate systems. In spherical coordinates, these solutions are given in terms of the classical Jacobi polynomials.
The 3-parameter system and Racah polynomials
In a remarkable paper [20] , the finite(infinite)-dimensional irreducible representations of the symmetry algebra (1.6), (1.8) have been related to the Racah (Wilson) polynomials. More specifically, it was shown that this symmetry algebra can be realized in terms of difference operators of which the Racah (Wilson) polynomials are eigenfunctions. Given the complexity of the algebraic relations (1.6), (1.8) , the result constitutes a tour de force. It also implies that the Racah polynomials act as overlap coefficients between the eigenbases of L 1 and L 2 in a given energy eigenspace of the Hamiltonian (1.2). Moreover it allows, through contractions [22] , to tie the entire Askey scheme of classical orthogonal polynomials to physical systems. The occurrence of the Racah (Wilson) polynomials in the representations of the symmetry algebra of the 3-parameter model strongly suggests that the symmetry algebra (1.6), (1.8) can be explicitly written in the form (1.1). More importantly, it indicates the existence of a connection between the 3-parameter system and the Racah problem of either su(1, 1) or su(2), for which the Racah-Wilson algebra is the underlying algebraic structure. As suggested by the work of Kuznetsov [24] and by [33] , the connection will be made through the su(1, 1) algebra. It will be shown explicitly that the analysis of the generic 3-parameter system on the 2-sphere is equivalent to the Racah problem for su (1, 1) . Using a realization of su(1, 1) in terms of differential operators, the 3-parameter Hamiltonian (1.2) will be seen to correspond to the total Casimir operator of the combination of three su(1, 1) algebras and the symmetries L 1 , L 2 , L 3 will be identified with the intermediate Casimir operators. From this identification will follow the explicit isomorphism between the invariance algebra (1.6), (1.8) and the Racah-Wilson algebra which, as we recall, is the fundamental algebraic structure for both the Racah problem for su(1, 1) and the Askey-Scheme of classical orthogonal polynomials.
Outline
The outline of the paper is as follows. In section 2, the connection between the finite-dimensional irreducible representations of Racah-Wilson algebra and the Racah polynomials is established. This connection is obtained in two equivalent ways. First, the finite-dimensional irreducible representations of the Racah-Wilson algebra are developed in a model-independent fashion and are then related to the Racah polynomials. Second, it is shown that the difference operators corresponding to the difference equation and recurrence relation of the Racah polynomials realize the Racah-Wilson algebra (1.1). The reader who wishes to focus on the connection between the Racah problem and superintegrability could proceeed directly to subsection 2.4. In section 3, the analysis of the Racah problem for su(1, 1) by means of the Racah algebra is revisited. In section 4, the equivalence between the Racah problem for su(1, 1) and the generic 3-parameter superintegrable system is established using a differential realization of su(1, 1). The isomorphism between the invariance algebra of the model and the quadratic Racah algebra is written down explicitly. Some perspectives on future investigations are offered in the conclusion.
Representations of the Racah-Wilson algebra
In this section, a review of the construction of the irreducible representations of the Racah-Wilson algebra is presented. Another presentation can be found in [9] . Here the emphasis is put on the finite-dimensional representations and on the relation between these representations and the classical Racah polynomials.
The Racah-Wilson algebra and its ladder property
Recall that the defining relations of the Racah-Wilson algebra have the expression
where it is assumed that a 1 · a 2 = 0. The algebra admits the Casimir operator [8]
which commutes with all generators. It can be seen that the number of parameters in (2.4) can be reduced from seven to three by taking the linear combinations
and adjusting the coefficients u i , v i . A convenient choice for the study of the representations of (2.4) is obtained by taking
This leads to the following reduced form for the defining relations of the Racah-Wilson algebra:
which contains only three parameters d, e 1 , e 2 . The Casimir (2.2) for the algebra (2.4) is of the form
One of the most important characteristics of the Racah-Wilson algebra is that it possesses a "ladder" property. To exhibit this property, let ω p be an eigenvector of K 1 with eigenvalue λ p
where p is an arbitrary real parameter. One can construct a new eigenvector ω p ′ corresponding to a different eigenvalue λ p ′ by taking
where α(p), β(p), γ(p) are coefficients to be determined. Upon combining the eigenvalue equation for
with (2.7), using the commutation relations (2.4a), (2.4c) and solving for the coefficients α(p), β(p), γ(p), it easily seen that the eigenvalues λ p , λ p ′ must satisfy
For a given value of λ p , the quadratic equation (2.9) yields two possible values for λ p ′ , say λ + and λ − . Without loss of generality, one can define λ + = λ p+1 and λ − = λ p−1 . We assume the eigenvalues to be non-degenerate and denote by E λ the corresponding one-dimensional eigenspaces. It then follows from the analysis above that a generic (p-dependent) algebra elements maps
In the basis with vectors ω p , one therefore has 10) where g p = λ p − λ p−1 . Note that for K 2 to be self-adjoint A p has to be real. The result (2.10) will now be specialized to finite-dimensional irreducible representations. Note that the result (2.10) has been used in [9] to derive infinite-dimensional representations for which the Wilson polynomials act as overlap coefficients between the respective eigenbases of the independent generators K 1 , K 2 .
Discrete-spectrum and finite-dimensional representations
In finite-dimensional irreducible representations, the spectrum of K 1 is discrete and thus one can denote the eigenvectors of K 1 by ψ n with n an integer. Then by (2.10) one may write for the actions of the generators
where g n = λ n − λ n−1 and A n is real. Upon substituting the actions (2.11) in the commutation relation (2.4c) and using (2.4a), one finds that the eigenvalues λ n satisfy
The recurrence relation (2.12) admits two solutions differing only by the sign of the integration constant. Without loss of generality, one can thus write
where σ is a arbitrary real parameter. From (2.4c) and the eigenvalues (2.13), one can evaluate B n and g n directly to find
At this stage, the actions (2.11) with (2.13) and (2.14) are such that the relations (2.4a) and (2.4c) are satisfied. There remains only to evaluate A n in (2.11). Upon acting with relation (2.4b) on ψ n , using (2.11) and (2.14) and then gathering the terms in ψ n , one obtains the following recurrence relation for A 2 n :
Instead of solving the recurrence relation (2.15), one can use the Casimir operator (2.2) to obtain A 2 n directly. One first requires that the Casimir operator acts as a multiple of the identity on the basis ψ n , as is demanded by Schur's lemma for irreducible representations. Hence one takes
Upon substituting (2.2) in (2.16) with the actions (2.11) and then gathering the terms in ψ n , a straightforward computation yields
Combining (2.15) and (2.17), one obtains
It is directly verified that (2.18) indeed satisfies the recurrence relation (2.15). In addition, a straightforward calculation confirms that with (2.11), (2.13), (2.18) and (2.14), the defining relations (2.4) of the Racah-Wilson algebra are satisfied. The formula (2.18) for the matrix elements A 2 n can be cast in the form 19) where P(z) is the fourth degree polynomial
(2.20)
The polynomial P(g 2 n ) is referred to as the characteristic polynomial of the algebra, as it determines the representation. Denoting by ξ 2 j , j = 1, . . . , 4, the roots of this polynomial, one may write
Using Vieta's formula for the roots of quartic polynomials [29] , one finds that the structure parameters d, e 1 , e 2 and the Casimir value q are related to the roots ξ 2 k by 22) where S 1 , · · · S 4 are the elementary symmetric polynomials
For real structure parameters, the roots ξ 2 k are, in general, complex. Furthermore, one sees from (2.22) that the structure parameters remain invariant under any transposition of the roots ξ 2 k or change of sign of an even number of ξ k . The explicit formula for A 2 n therefore reads
To obtain a finite-dimensional irreducible representation of (2.4), one must have 25) where N 1 , N 2 are integers. It is always possible to choose N 1 = 0 using the arbitrariness in the parameter σ appearing in (2.13). Thus for (N + 1)-dimensional irreducible representations to occur, the following conditions must hold:
As is seen from (2.21), the truncation conditions (2.26) can be fulfilled if one has 27) where in the generic case ξ i = ξ j . The condition (2.27) implies that for finite-dimensional representations, at least two of the roots are real. The positivity condition A 2 n > 0 induces conditions on the possibles values for the roots ξ k . As an example, consider the case for which the truncation conditions (2.26) are satisfied through
Then from (2.24), it follows that A 2 n > 0 for n = 1, . . . , N if
Similar conditions can be found by using the freedom in permuting and changing the signs of the ξ k . Note that the with the condition on σ, the spectrum (2.13) of K 1 is non-degenerate.
Racah polynomials
The relation between the finite-dimensional irreducible representations of the Racah-Wilson algebra and the classical Racah polynomials is as follows. Let φ s be an eigenvector of K 2 :
The duality property of the algebra (2.4) can be used to derive the expression for the spectrum µ s of K 2 . Indeed, it is easily seen that the Racah-Wilson algebra is left invariant if one takes
and performs the replacement e 1 ↔ e 2 . From this duality relation and (2.13), it follows that µ s has the expression
where ν is an arbitrary parameter. In this basis, it follows from the duality that K 1 is three-diagonal with matrix elements given by the formulas (2.14) and (2.19) with n → s and e 1 ↔ e 2 . It is appropriate to indicate here the connection with Leonard pairs, which are defined as follows [28] . Two linear transformations (A 1 , A 2 ) form a Leonard pair if there exists a basis in which A 1 is diagonal and A 2 is tridiagonal and another basis in which A 1 is tridiagonal and A 2 is diagonal. The preceeding discussion makes clear that K 1 , K 2 are hence realizing a Leonard pair.
Since the two sets of basis vectors {φ s } and {ψ n } for n, s = 0, . . . , N span the same vector space, the two bases are related to one another by a linear transformation
(2.32)
Upon acting with K 2 on each side of (2.32) and writing W n (s) = W 0 (s)P n (µ s ) with P 0 (µ s ) = 1, one finds that P n (µ s ) satisfies
Hence P n (µ s ) are polynomials of degree n in the variable µ s . The above recurrence relation can be put in monic form by taking P n (µ s ) = (A 1 · · · A n ) −1 P n (x). One then has
It follows from (2.34) that the polynomials P 0 (x), P 1 (x) . . . , P N (x) form a finite system of orthogonal polynomials provided that A 2 n > 0 for n = 1, . . . , N [1] . It can be seen that these polynomials correspond to the classical Racah polynomials. To obtain the identification, one first introduces the monic polynomials H n ( x) in the variable x = −2(x + τ ) by taking P n (x) = (−2) −n H n ( x). Upon using the formulas (2.22) for the structure parameters in terms of the roots ξ 2 k and the explicit expressions (2.13), (2.14) and (2.24) for λ n , B n and A 2 n , one finds that the polynomials H n ( x) obey the recurrence relation
.
The recurrence relation (2.35) and recurrence coefficients (2.36) can now be compared with those of the monic Racah polynomials R n (λ(x); α, β, γ, δ). These polynomials are defined by [23] R n (λ(x); α, β, γ, δ) =
where (a) n = a(a + 1) · · · (a + n − 1) denotes the Pochhammer symbol and where p F q stands for the generalized hypergeometric function [6] . The monic Racah polynomials obey the three-term recurrence relation [23] 
where the recurrence coefficients are given by C n = (n + α + 1)(n + α + β + 1)(n + γ + 1)(n + β + δ + 1) (2n + α + β + 1)(2n + α + β + 2) ,
and where it assumed that one of the conditions α + 1 = −N , β + δ + 1 = −N or γ + 1 = −N holds. Now suppose that the truncation conditions A 0 = 0, A N +1 = 0 are satisfied in (2.36) through
Then one can adopt the following parametrization for the roots:
for which one has γ + 1 = −N . Then with τ = (2 + γ + δ)(γ + δ)/8, the recurrence relation (2.35) is directly seen to coincide with (2.38). It is clear from the above considerations that the parameters ξ i , i = 1, . . . , 4, are much more convenient for the analysis in terms of orthogonal polynomials.
Realization of the Racah algebra
The bispectrality of the Racah polynomials can be used to obtain a realization of the reduced RacahWilson algebra (2.4) in terms of difference operators. The bispectral property of the Racah polynomials (2.37) is as follows. On the one hand, the polynomials R n (λ(x)) satisfy the three term recurrence relation
where C n and D n are given by (2.38) and where λ(x) = x(x + γ + δ + 1). On the other hand, the polynomials also satisfy the eigenvalue equation
with µ n = n(n + α+ β + 1) and where T + f (x) = f (x+ 1), T − f (x) = f (x− 1) are the usual shift operators. The coefficients appearing in (2.43) are given by
The recurrence operator (2.42) and the difference operator (2.43) can be used to realize the Racah-Wilson algebra. To this end, the recurrence operator is denoted K 1 and taken to be diagonal, i.e. as in the LHS of (2.42). The difference operator is denoted K 2 and taken to be three-diagonal, i.e. the LHS of (2.43). Upon introducing
, one thus has
(2.45)
A direct computation shows that the operators K 1 , K 2 and K 3 realize the Racah-Wilson algebra (2.1) with structure parameters
The canonical form (2.4) can be obtained if one takes
The remaining non-zero structure constants become
It is interesting to note that the duality property of the Racah polynomials is encoded in the RacahWilson algebra (2.4) and can be derived directly from the structure constants (2.47). Indeed, the algebra is invariant under the exchange K 1 ↔ K 2 , K 3 → −K 3 and e 1 ↔ e 2 . This means that if one instead takes K 1 as the diagonal operator in the RHS of (2.43) and K 2 as the tridiagonal operator in the RHS of (2.42), then one finds the same algebra with e 1 ↔ e 2 . From (2.47), this is equivalent to the well-known duality property of the Racah polynomials (n ↔ x, α ↔ γ, β ↔ δ):
The Racah problem for su(1, 1) and the Racah-Wilson algebra
In this section, the Racah problem for su(1, 1) is revisited using the Racah-Wilson algebra. It shall be shown that the Racah-Wilson algebra is the fundamental algebraic structure behind this problem. Furthermore, it will be seen that our approach encompasses simultaneously the combination of three unitary irreducible su(1, 1) representations of any series.
Racah problem essentials for su(1, 1)
The su(1, 1) algebra is generated by the elements J 0 , J ± with commutation relations
The Casimir operator, which commutes with all su(1, 1) elements, is given by
± , i = 1, 2, 3, denote three mutually commuting sets of generators satisfying the commutation relations (3.1). The three sets can be combined to produce a fourth set of su(1, 1) generators as follows :
(3.
3)
The Casimir operator C (4) = J 
0 are the individual Casimir operators and C (ij) are the intermediate Casimir operators
The full Casimir operator C (4) commutes with all the intermediate Casimir operators C (ij) and with all the individual Casimir operators C (i) . The intermediate Casimir operators C (ij) do not commute with one another but commute with each of the individual Casimir operators C (i) and with C (4) . The Racah problem can be posited as follows. Let V (λ i ) , i = 1, 2, 3, denote a generic unitary irreducible representation space on which the Casimir operator C (i) has the eigenvalue λ i . The irreducible unitary representations of su(1, 1) are known and classified (see for example [30] ). Note that V (λ i ) may depend on additional parameters other than λ i and that V (λ i ) need not be of the same type as V (λ j ) . A representation space V for the algebra (3.3) is obtained by taking
, where it is understood that each set of su(1, 1) generators J
± acts on the corresponding representation space V (λ i ) . In general, the representation space V is not irreducible and can be decomposed into irreducible components in two equivalent ways.
•
for each occurring values of λ 12 . On the spaces V (λ 12 ) , the intermediate Casimir operator C (12) acts as λ 12 · 1 1.
• In the second scheme, one first decomposes One can define two natural orthonormal bases for the representation space V which correspond to the two different decomposition schemes. For the first scheme, the natural orthonormal basis vectors that span V are denoted |λ 12 ; λ and are defined by
where λ = (λ 1 , λ 2 , λ 3 , λ 4 ). For the second scheme, the natural orthonormal basis vectors are denoted |λ 23 ; λ and are defined by
The three parameters λ 1 , λ 2 and λ 3 are given while λ 12 , λ 23 and λ 4 vary so that the basis vectors span between the two bases with vectors |λ 12 ; λ and |λ 23 ; λ are known as Racah coefficients. These coefficients are usually taken to be real. Since the two bases are orthonormal, the Racah coefficients satisfy the orthogonality relations 9) where each of the summation may become an integral depending on the possible values of λ 12 , λ 23 . The evaluation of the coefficients in (3.8) is referred to as the "Racah problem".
The Racah problem and the Racah-Wilson algebra
It will now be shown that the Racah-Wilson algebra is the fundamental structure behind the Racah problem. The idea behind the method is the following. Since the vectors |λ 12 ; λ and |λ 23 ; λ are the eigenvectors of the two non-commuting intermediate Casimir operators C (12) and C (23) , respectively, the information on the structure of the coefficients λ 23 ; λ|λ 12 ; λ can be obtained by studying their commutation relations. The Casimir operators C (i) , i = 1, . . . , 4, all act as multiples of the identity on both sets of vectors |λ 12 , λ , |λ 23 , λ . Consequently, they can be treated as constants, i.e.:
Let κ 1 and κ 2 be defined as
Using the identification (3.10) and the definition (3.5), a direct computation shows that κ 1 , κ 2 and their commutator
satisfy the commutation relations of the Racah-Wilson algebra (2.4) (3.12) with structure parameters
13a)
It is thus seen that the Racah-Wilson algebra is the fundamental algebraic structure behind the Racah problem for su (1, 1) . One recalls that this result is valid for any choice of representations corresponding to V (λ i ) provided that the Casimir operator acts with eigenvalue λ i . This indicates that it is possible to obtain all types of Racah coefficients corresponding to the combination of the various su(1, 1) unitary representations through the analysis of the representations of the Racah-Wilson algebra (see for example [14, 15] for possible applications of this scheme). We also note that a similar result holds for the combination of two su ( 
0 .
Racah problem for the positive-discrete series
The above results will now be specialized to the positive discrete series of unitary representations of su(1, 1); these representations will occur in the correspondence between the su(1, 1) Racah problem and the analysis of the generic 3-parameter superintegrable system on the two sphere. The positive discrete series of unitary irreducible representations of su(1, 1) are infinite-dimensional and labeled by a positive real number ν. They can be defined by the following actions on a canonical basis |ν, n , n ∈ N:
J 0 |ν, n = (n + ν) |ν, n , J + |ν, n = (n + 1)(n + 2ν) |ν, n + 1 ,
14)
The action of the Casimir operator C is given by
Let us now consider the Racah problem for the combination of three representations of the discrete series, each labeled by a positive number ν i , i = 1, 2, 3. In this case, the structure constants in the algebra (3.12) have the following expressions:
With the eigenvalues of the Casimir operators parametrized as in (3.16), we will replace the notation |λ ij ; λ for instance by |ν ij ; ν . There remains to evaluate the admissible values of ν 12 , ν 23 and ν 4 . We begin with ν 12 . In view of the addition rule J
and the actions (3.14), it is not hard to see that the possible values of ν 12 are of the form
(3.17)
Similarly, one has
Again, the addition rule for J gives for ν 4 19) where N, p 1 , p 2 ∈ N. For a given of ν 4 , the dimension of the space spanned by the basis vectors |ν 12 ; ν can be evaluated from (3.19) and (3.17) in the following way. If N = 0, it is obvious that there is only one possible value for ν 12 . If N = 1, then ν 4 = ν 1 +ν 2 +ν 3 +1 and hence ν 12 can take two values corresponding to n 12 = 0, 1. By a direct inductive argument, the dimension of the space spanned by the basis vectors |ν 12 ; ν is N + 1.
Let us return to the results of Section 2. Upon comparing the structure constants in (3.12) with (2.22) and using (3.16) , it is seen that the ξ 1 , . . . ξ 4 of the characteristic polynomial of the Racah-Wilson algebra can be taken to be
The free parameter σ in the spectrum of κ 1 given by (2.13) is evaluated to
since the minimal value of ν 12 is ν 1 + ν 2 . From (3.20) and (3.19) , it is seen that the truncation conditions 4 The 3-parameter superintegrable system on the 2-sphere and the su(1, 1) Racah problem
The stage has now been set to establish the equivalence between the Racah problem for su(1, 1) and the analysis of the generic 3-parameter superintegrable system of the two-sphere. To this end, consider the following differential realizations of su(1, 1)
where i = 1, 2, 3. In these realizations, the Casimir operators C (i) have actions:
0 is the Hamiltonian of the singular oscillator and it has a positive and discrete spectrum. Hence the representation (4.1) realize the positive discrete series of su(1, 1). Upon using (4.1), it is observed that the full Casimir operator C (4) and the intermediate Casimir operators C (ij) have the expressions
where the indices i, j, k are such that ǫ ijk = 1, a i = k 2 i − 1/4 and where the operators J i are the angular momentum generators (1.3). Upon returning to the defining formulas (1.5) for the symmetries of the generic 3-parameter system on the two-sphere, it is directly seen that
where again the indices are such that ǫ ijk = 1. It is also seen that
if the condition x 2 1 + x 2 2 + x 2 3 = 1 is satisfied. This condition can be ensured in general. Indeed, it is verified that S = 2J (4.5)
Since the operator S commutes with C (4) and all the intermediate Casimir operators C (ij) , it is central in the algebra (3.12) and thus it can be considered as a constant. Consequently, one can take S = 1 without loss of generality and this completes the identification of H with C (4) . We have thus identified the full Casimir operator C (4) of the combination of three su(1, 1) algebras with the Hamiltonian of the generic three-parameter superintegrable system on the two sphere and we have also identified the intermediate Casimir operators C (12) , C (23) and C (31) with the symmetries L 3 , L 1 , L 2 , respectively, of this Hamiltonian. In view of the result (3.12), it follows that the symmetry algebra (1.6), (1.8) of the generic 3-parameter system on the two sphere coincides with the Racah-Wilson algebra (2.4) with structure parameters (3.13). We also note that the conditions for the ν i = (k i + 1)/2 to be positive are the same conditions for the Hamiltonian H to have normalizable solutions. Moreover, the spectrum found for the full Casimir operator C (4) yields for the energies (eigenvalues) of the Hamiltonian E N = 4ν 4 (ν 4 − 1) + 3 4 = 2(N + 1) 6) where N is a non-negative integer. This (N + 1)-fold degenerate spectrum coincides, as should be, with the one obtained in [17] for the spectrum of the Hamiltonian of the generic 3-parameter system.
Conclusion
In this paper, it has been shown that the analysis of the most general second-order superintegrable system in two dimensions, i.e. the generic 3-parameter system on the 2-sphere, is equivalent to the Racah problem for the positive-discrete series of unitary representations of the Lie algebra su (1, 1) . This correspondence establishes that the symmetry algebra (1.6), (1.8) of the generic 3-parameter system is isomorphic to the reduced Racah-Wilson algebra (2.4). Since the representations of the Racah-Wilson algebra are related to the Racah and Wilson polynomials, this provides an explanation for the connection between the Racah polynomials and the superintegrable 3-parameter system on the 2-sphere.
It has been shown that the Racah-Wilson algebra defining relations can also be realized [5] by taking K 1 , K 2 and K 3 as quadratic expressions in the generators (in the equitable presentation) of one su(2) algebra. It is relevant to understand how this construction pertains to the relation between the RacahWilson algebra and the composition of three su(1, 1) representations. In differential operator terms, this asks the question of how can one pass from a three-to a one-variable model. This will be explained in a forthcoming publication [7] . Somewhat related would be the algebraic description of the tridiagonalization of ordinary and basic hypergeometric operators [16] . Finally, it is of considerable interest to pursue the analysis of superintegrable models in 3 dimensions along the lines of the present paper. The relation between the generic model on the 3-sphere and Racah/Wilson polynomials in two variables has already been established [21] . It is quite clear that these polynomials should correspond to the 9j symbol of su (1, 1) and that the underlying algebra should describe the symmetries. This analysis should lift the veil on the study and standardization of polynomial algebras of "rank two" associated to bivariate orthogonal polynomials and superintegrable models in three dimensions. We plan to report on these questions in the near future.
