Hard c-means can be used for building classifiers in supervised machine learning. For example, in a n-class problem, c clusters are built for each of the classes. This results into n · c centroids. Then, new examples can be classified according to the nearest centroid.
Introduction
Clustering [6] and classification [3] are common tools in machine learning [8] . In both cases, sets of examples are considered. In supervised machine learning there is a highlighted attribute that classifies the examples into categories. This attribute determines the class of the examples. This is not the case of unsupervised machine learning. In such framework, all attributes are considered as equal, when knowledge is extracted.
Then, in supervised machine learning, tools have been developed for finding models for the relevant attribute. That is, models are built that permit to assign a class (i.e., assign a value to the relevant attribute) to each new example for which such class is not known. Several different types of models exist based on different assumptions. Examples include, neural networks, (fuzzy) rule-based systems, statistical models, etc.
In unsupervised machine learning, methods have been developed to extract knowledge from the data. Clustering is one of the tools used for extracting such knowledge, as it permits to build structures in which similar objects are put together in clusters.
Besides of this use of clustering as an unsupervised machine learning tool. Clustering can also be used for supervised learning. For example, clustering has been used for building models based on the k-means [5] and for building fuzzy rules. In this latter case, clustering is used to build (fuzzy) partitions of the examples.
In this paper we will consider the use of some fuzzy clustering techniques [6, 11] and their use in a classification tool. We propose a method to be used with fuzzy c-means [2] and then we develop variations for the case of entropybased c-means and their variations with variable size.
The approach presented here includes the advantages that, from the conceptual view, present the alternative clustering methods against fuzzy c-means, and this one with respect to k-means [11] .
The structure of the paper is as follows. In Section 2 we review some clustering techniques and an approach to build classification models. Then, in Section 3 we introduce our approach for using fuzzy clustering techniques. Then, in Section 4 we present an application and the experiments performed.
Clustering and Classification
In this section we give a review of some aspects of clustering and classification that will be used later on in this work. First we consider a few clustering algorithms, and then we show how to build classifiers using clustering methods.
Here, we consider n examples in a given p dimensional space. We will denote these examples by x k ∈ R p for k = 1, . . . , n. When the class of each example is known, we will denote this information as follows: κ = {κ 1 , . . . , κ |κ| } corresponds to the classes; |κ| is the number of classes and κ(x k ), or simply κ k , denotes the class for example x k .
Fuzzy Clustering
As explained in the introduction, clustering methods are to obtain a set of clusters from a set of examples. In this case, the only information considered is a set of examples x k in a p dimensional space. Therefore, no information on the class of x k is required here (although, as we will show latter, this information might be available).
Some of the most well-known algorithms for clustering are the hard c-means (also known as k-means) and the fuzzy c-means.
Both methods assume that we know a priori the number of clusters to be built. Such number will be denoted here by the parameter c. Then, the algorithms find a partition of the set of examples (the set {x k }) into c different clusters. In hard c-means the partition is a classical one. That is, examples are assigned to only one cluster. Instead, in fuzzy c-means the partition is fuzzy. That is, examples can belong at the same time to different clusters. In this case, the membership to the clusters is not complete but only partial. This situation is modelled using the so-called fuzzy sets and fuzzy memberships.
Here we will use u ik to denote the membership of element x k to the i-th cluster. In the case of hard c-means as elements are either in the cluster or not in the cluster, we have that u ik is either 0 or 1 (boolean membership). Moreover, as the elements can only belong to one cluster, we have that
Instead, in fuzzy clustering we have that as membership is partial we have that u ik is in the interval [0, 1] . In this latter case, u ik = 0 corresponds to nonmembership and u ik = 1 corresponds to full membership to cluster i. Values in-between correspond to partial membership (the largest the value, the greatest the membership). Nevertheless, in this latter case, the constraint n i=1 u ik = 1 is maintaned. If this equality holds for all examples k, and we have that u ik ∈ [0, 1] for all i and k, we say that u defines a fuzzy partition.
In this section we will review first the fuzzy c-means (FCM) algorithm. Then, we will consider one of its variations: fuzzy c-means with variable size (VFCM). And finally, we will also describe an alternative method for fuzzy clustering known as entropy-based fuzzy c-means (EFCM).
Most fuzzy clustering algorithms are defined in terms of a minimization problem with some constraints. In the case of fuzzy c-means [2, 9] , the minimization problem is the following one:
with constraints:
for all k For conciseness, we will denote the values u that satisfy these two constraints by M .
With respect to the notation used above, we have that v i is recalled as the centroid of the i-th cluster (cluster center/cluster representative), and that m is a parameter (m ≥ 1) that expresses the desired level of fuzziness. This is, m determines the degree of fuzziness in the membership functions. With values of m near to 1, solutions tend to be crisp (with the particular case that m = 1 corresponds to the crisp c-means). Instead, larger values of m yield to clusters with increasing fuzziness in their boundaries.
Local optimal solutions of the fuzzy c-means problem are obtained using an iterative process, that interleaves two steps. The first one that estimates the optimal membership functions of elements to clusters (considering the centroids as fixed) and another that estimates the centroids for each cluster (having the memberships as constant). This process is defined as follows:
Step 1: Generate an initial U and V Step 2: Solve min U∈M J(U, V ) computing:
Step 3: Solve min V J(U, V ) computing:
Step 4: If the solution does not converge, go to step 2; otherwise, stop As the method leads to a local optimal, different initial values can lead to different solutions.
The so-called entropy-based fuzzy c-means (EFCM) is an alternative fuzzy clustering method (proposed in [10] , see also [11] ). The main difference between fuzzy c-means and entropy-based fuzzy c-means is the way in which fuzziness is introduced. In this case, a parameter λ (λ ≥ 0) is used to force a fuzzy solution. Formally speaking, the method is defined in terms of the optimization of the following objective function:
Again, the objective function is subject to the constraints u ik ∈ [0, 1] and
The parameter λ plays a role similar to m in fuzzy c-means. Here, the smaller the λ, the fuzzier the solutions. Instead, when λ tends to infinity, the second term becomes negligible and the algorithm yields to a crisp solution.
The way to solve EFCM is an iterative process, as for the FCM, but with different expressions for computing the memberships u ik and the centroids v i . More concretely, the following expressions are considered:
FCM and EFCM lead to different solutions. A relevant difference is that the centroids have a membership equal to one in the FCM while in the EFCM it might have a lower membership. It can be easily observed that given a unique set of centers, the memberships and the shape of the clusters would be different in both cases due to the way memberships u ik are computed.
A variation of these clustering methods was introduced [12] so that the size of each cluster is variable. The variation consists on a variable for each cluster roughly corresponding to its size. The rationale of such introduction was to reduce misclassification when there are clusters of different size. In standard FCM, two adjacent clusters have equal membership function (equal to 0.5) in the mid-point between the two centroids.
Formally speaking, the size of the i-th cluster is represented with the parameter α i (the largest is α i , the largest is the proportion of elements that belong to the i-th cluster). A similar approach was given by Ichihashi, Honda and Tani in [7] .
When such parameters for variable size are considered, the expressions to minimize for FCM and EFCM are as follows:
Both objective functions are minimized considering the constraints given above for the membership values u ik , and adding additional constraints for α i . The new constraints are the following ones:
These fuzzy clustering algorithms are also solved by an iterative process, but now including an additional step for estimating the parameters α i . In the case of the FCM, the values of α are estimated by (this corresponds to [Step 3.1] in the algorithm for FCM):
In such algorithm, the expression for u ik in Step 2 should be replaced by (the expression for v i in Step 3 is valid):
In the case of variable-size EFCM, the expression of v i is still valid but the following expressions are required for u ik and α i :
Classification
In this section we review the use of hard c-means for building classifiers. For this purpose, we consider a set of examples x k in a p dimensional space, and for each example its class κ(x k ). Then, given a set of examples x k , the classification model is built considering the following two steps:
1. For each κ i ∈ κ, define X κ as those x k such that its class is κ (i.e., κ(x k ) = κ): This method corresponds to building a voronoi map in two steps. First, the examples of each class are partitioned and, second, their centroids are put together to define the map.
Classification Model Based on Fuzzy Clustering
We have extended the model described in Section 2.2 to incorporate fuzziness. Now, as in the case of crisp partitions, we start grouping the objects according to its class. This is, computing X κ := {x|κ(x k ) = κ}. Then, the fuzzy clustering algorithm is applied to each class X κ . This leads to a set of centroids for each class. We will use v r κ for r = 1, . . . , c to denote the c centroids obtained for class κ. As in the case of the c-means, we obtain c · |κ| centroids.
The computation of the class of new objects in the p dimensional space differs from the case of the c-means. In that case, the nearest centroid was considered as the most rellevant issue. Now, we will consider the membership value of the object into each class. Then, for testing we will select the class with the largest membership.
Nevertheless, the consideration of membership functions is not straightforward. As fuzzy c-means (and its variations) results into a fuzzy partition for each class κ, we have that the membership of a new object into the classes can be computed in, at least, two different ways. The two alternatives are described below. We use ex, as in the previous section, to denote the new example to be classified. This is, put all centroids together and compute a new fuzzy partition that encompass all the existing clusters. Then, determine the membership of ex to all the clusters and assign to ex the cluster and the class with the largest membership.
The computation of the new fuzzy partition in the second alternative is simple in the case of FCM. In this case, we can compute the fuzzy partition inferred from any set of centroids using the expression u ik in Step 2 (Section 2). Thus, defining the set V := ∪ r=1,...,c ∪ κ v r κ and then using:
for all v i ∈ V we can determine the membership of ex to the new partition.
Similarly, when the clustering algorithm used is the EFCM, a similar process can be applied. In this case, Expression 3 should be used for computing the new memberships. So, the membership of ex to clusters v i in V is defined as: 
Analysis
Methods based on k-means assume that clusters are crisp and that in the resulting model the region under study is splitted (in a crisp way) following a Voronoi tessellation. This tessellation is based on the centroids of the clusters obtained by the k-means. When fuzzy clustering algorithms are used, these assumptions are changed. First of all, we soften the crisp constraint on the boundaries of each region. Thus, objects can belong at the same time to different clusters. Nevertheless, when for a given point only the largest membership value is considered, the resulting tessellation is still the Voronoi one.
Variable-size fuzzy clustering permits clusters to have different size. Roughly speaking, the larger the number of objects associated to a centroid, the larger the region of the corresponding cluster. In this case, the tessellation changes its shape and not only the centroids come into consideration but also the dimension of the cluster (the parameter α using the notation given above).
Thus, using other fuzzy clustering methods than the k-means for building a classifier, the differences on the clustering model are exported to the classifier. This is for example the case of using a fuzzy clustering method that considers variable size.
Experiments
We have applied our approach to the classification of gene expressions in the budding yeast Saccharomyces cerevisiae. In particular, we used the data downloaded from [13] and described in [4] . Each gene is described in terms of numerical values, and most of them include a label with its name and function. The file contains information on 6221 genes. This data has been used in several studies as in [1] .
In our case, we have used these data to compare the four approaches described in Section 3. This is, the classification based on the FCM and the EFCM, with and without variable size.
Some preprocessing was applied to the data as there are missing values. First, data was normalized to avoid scaling problems among variables. Normalization was achieved substracting the mean of each variable and dividing by the corresponding deviation. After normalization, missing values have been replaced by zero (this corresponds to replace the original data by its mean).
In this paper we report the results obtained for the case of the gene labels equals to "mitosis" and "protein degradation".
For testing, we have splitted the data into two sets: one for learning the model and the other for testing. Given a label, we have considered two classes: (i) those genes belonging to the class (positive examples) and (ii) those that do not belong to the class. Then, we selected at random 20% of the records of each class for learning and the rest was used for testing.
For each training/test pair, we have tested the four algorithms FCM and EFCM with and without variable size. Also, in each case we have compared the two alternatives of constructing the membership function (considering the partitions as separated entities or putting them together). Each combination of algorithm/parameters was executed 8 times, selecting each time the 20% of the records at random using a different seed.
The results show that considering a single partition lead to better results than considering two separated partitions. Table 1 shows the number of records classified correctly for the algorithms considered for some of the tests. It can be seen that the difference between separated and combined partitions is significant, being the combined partitions better than the separated ones.
Additionally, we can see that when the partitions are combined, the FCM with variable size is the method that obtains better results. These results are valid for both the experiments on "mitosis" and "protein degradation". The results of the 8 executions (with m = 1.2 and c either 3 or 8) are given in Table 2 .
Conclusions and Future Work
In this paper we have studied the use of fuzzy c-means and some of its variations for building classifiers. We have proposed a way to deal with fuzziness and fuzzy partitions when several classes are present. We have analysed the characteristics of our method with respect to the one based on k-means. We have underlined the differences between them. The approach has been applied to data from bioinformatics. In particular, we have applied our method to classify gene expressions from the yeast Saccharomyces cerevisiae.
Although the results obtained by our approach are significant for the two problems studied, the use of fuzzy clustering is not necessarily better than crisp clustering for all sets of examples. The appropriateness of the method depends on the data and its structure. Nevertheless, we consider that the better performance of variable-size fuzzy c-means with respect to standard fuzzy c-means is rellevant.
As future work we consider the implementation of new experiments, and the study of new methods to combine the fuzzy sets resulting from several fuzzy clustering algorithms (or several executions of the same clustering method with different objects).
