The alert reader notices the buzzword "reasonable" -slack for a dazzling variety of models.
Definition of learning
Not now! This also is part of the goals. So far the emphasis has been on inductive learning (from examples) of concepts (binary classifications of examples) adapting the methods of analysis of algorithms and complexity theory to evaluate the resource use of proposed learning algorithms.
When the examples are random, statistical methods are also important. Permission to copy without fee all or part of this material ie granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notica is given that copying is by permission of the Association for Computing Machinery.
General resources
To copy otherwise, or to republish, requires a fee and/or specific permission. 
Concepts
A concept is extensionally just a subset of X. An unknown target concept is to be learned; a single concept (intended to approximate the target concept) will be the output of the learning algorithm.
A particular class C of possible target concepts is chosen; the learnability of C is investigated.
The hypothesis space H of a learning algorithm is the class of concepts from which its outputs are chosen. In the basic definition, C' is a subclass of H, that is, we assume adequacy of representation. A computational representation of hypotheses from H is chosen. Since the choice of H and its computational representation strongly affects the learnability of C', the relevant notion is learnability of C in terms of H.
Distributions on Examples
Examples are generated independently according to a fixed but unknown probability distribution D on the 
2.4
Classes of distributions.
In general, we may know something (perhaps everything) about the distribution D. A class D of the possible distributions on X can be used to represent certain kinds of knowledge about Il.
In particular, a singleton class signifies that D is known to the learning algorithm.
Labelled Examples
Once the target concept c and the probability distribution D are specified, the oracle EXAMPLE is defined to take no input, draw an example z from X according to D, determine whether z c c, and return (z,+) if so 1Measurability considerations enter here in the non-discrete case.
and (z, -) if not. Each call to EXAMPLE is statistically independent of every other call, and produces one Iabelled example of the target concept.
In the terminology of AI, the learning is supervised. Some classes of concepts may be learned from positive examples only or negative examples only; that is, the learning algorithms ignore examples of the other sign.
2.6
Learning algorithm X, C, and H are fixed, along with their computational representations.
A class D of distributions is fixed. A learning algorithm A takes as input two parameters e and 6 and has access to the EXAMPLE oracle determined by some c c C and some distribution D from D. When A halts, its output is a single concept from
H. The intuition -A draws Iabelled examples of c us-
ing the EXAMPLE oracle, and eventually conjectures hypothesis h meant to approximate c to within e with respect to the distribution D. Sometimes this may not happen, but the probability that it doesn't should be less than b.
PAC-identification
We say that the learning algorithm A PAC-identifies concepts from C in terms of H with respect to a class of distributions D if and only if for every distribution D in D and every concept c E C, for all positive numbersã nd 6, when A is run with inputs~and b and access to the EXAMPLE oracle for D and c, it eventually halts and outputs a concept h G H such that with probability at least 1 -6, D(c A h) < c. As is usual, a bound polynomial in the relevant parameters is a gross indicator of computational tractability. This is all in the spirit of traditional complexity theory; nevertheless, it may get us into trouble.
Representations and complexity
We may define a representation 'R of a class of concepts simply as a set of ordered pairs of strings (z, u). We interpret u as specifying a concept c and x as specifying an example that is a member of c. For example, to define one representation, %?DFA, of the class of regular sets over an alphabet Z, we specify straightforward interpretations of the strings u as deterministic finite-state acceptors and the strings x as finite strings over X. Then (z, u) G RDFA if and only if the automaton represented by u accepts the string x. Representations inherit the usual definitions of complexit y; for example, 7?DFA is in PTIME, also in DSPACE(log n). Normally we restrict attention to representations in PTIME -this means that there is a uniform polynomial-time algorithm to classify the example represented by z according to the concept represented by u.
Learnability
With the background of a system of representing examples, concepts from C, and concepts from H, we may say that C is learnable in terms of H provided there exists a polynomial-time learning algorithm that PACidentifies C in terms of H. We may want to say just C is learnable. Two conflicting definitions have been used:
1. C is learnable in terms of C. These transformations do not in general preserve special distributions (e.g., product distributions), so the distribution-free requirement is important here.
Pitt and Warmuth define prediction-completeness of a representation of concepts %3 over a set of such representations in the usual way, and prove, for example, that the class 7?DFA of regular sets represented by deterministic finite acceptors is prediction-complete over DSPACE(log n), and the class %3NFA of regular sets represented by nondeterministic finite acceptors is prediction-complete over NSPACE(log n). and zero probability to all other examples. Suppose we run A with c < 1/]S1 and 6 = 1/2, and this distribution on examples (labelled as they are in S.) If there is a hypothesis h~H consistent with S, then with probability y at least 1/2 A must halt and output some h' E H that is c-close to h. But by the definition of the distribution and e, any concept c-close to h must agree with h on all the examples from S, i.e., in this case h' is consistent with S. On the other hand, if there is no hypothesis h E H consistent with S, A will not output one. Thus our NP complete problem is in RP.
7.2
The pattern languages Schapire [119] shows that the pattern languages are not polynomially predictable assuming the class of sets recognized by deterministic polynomial sized circuits is a proper subclass of the class of sets recognized by nondeterministic polynomial sized circuits. What's the catch? As noted above, the membership problem for pattern languages is NP-complete, so they are not necessarily a PTIME representation.
In particular, it is conceivable that the pattern languages could be properly PAClearnable yet not polynomially predictable. This is analogous to the distinction between identification and prediction in inductive inference.
Cryptographic assumptions
Stronger results may be had, apparently at the cost of stronger assumptions.
The results are stronger: they claim that certain classes of concepts are not polynomially predictable -the representation of output concepts doesn't matter (as long as it is in PTIME.) The stronger assumptions and basic constructions are borrowed from public-key cryptography.
It is logical that cryptography (which tries to make unpredictable things ever easier to compute) and computational learning theory (which tries to make more powerful classes of concepts predictable)
should meet along certain frontiers.
Valiant [131] to cope with data contaminated with errors both systematic and random.
In the work described below, the assumption is that there is a correct target concept to be approximated within c despite the errors in the exam- with the correct sign but with each of the n bits of the example flipped with probability /3 < 1/2. Shackelford and Volper give a procedure to overcome the effects of such noise provided~is known, which gives a polynomial-time algorithm that PAC-learns k-DNF formulas assuming @ is known. The running time depends polynomially on the inverse of (1/2 -~) in this case as well. Goldman and Sloan have shown how to remove the assumption that /3 is known for the case of learning 1-DNF.
Sloan [125, 126] To what extent may each be "boosted"? Is there a procedure to take a learning algorithm that achieves a mediocre failure probability (or prediction error) and improve it?
The answer is straightforward for 6 -we can re-run the algorithm several times and take the "best-looking" hypothesis -that is, the one with the best empirical prediction error over a sufficient number of examples [60] . However, it is not at all straightforward for c. Kearns and Valiant [78] introduce a model called weak learning, in which it is sufficient to produce an output concept h such that
where c is the target concept, p is a fixed polynomial, n is the length of examples, and s is the size of the target concept. Thus, h performs slightly (by an inverse polynomial)
better than chance when used to predict c's labelling of examples drawn according to D. Their results show that even a weak learning algorithm for boolean formulas could be used to get a polynomialtime algorithm for any of the three basic cryptographic problems they consider.
Schapire [121, 122] 
Equivalence queries
Often it is convenient to develop learning algorithms using equivalence queries [8] , usually in combination with other types of queries.
The input to an equivalence query is a hypothesis h e H, and the output is either "yes", if h is extensionally the same as the target concept c, or a counterexample x consisting of an arbitrarily chosen example classified differently by h and the target concept c. Thus a counterexample is an arbitrary element of (h A c). In addition to the function g that maps concepts in do- With this new reduction, the class of dfas is apparently not complete over DSPACE(log n), however, the class of finite unions of dfas or two-way dfas is complete over DSPACE(log n). Also, general boolean formulss can be reduced to 3p-boolean formulas. Hence, predicting 3p-boolean formulas or finite unions of dfas or two-way dfas with membership queries is as hard as predicting boolean formulas with membership queries.
12. Consequently, classes such as CNF and DNF formulas, or nondeterministic finite acceptors and context-free grammars, which have so far resisted PAC-learning with membership queries, appear to be out of reach.
Nonclosure results
The "folk wisdom" that finite conjunctions or disjunctions of concepts from a learnable class maybe unlearnable is also supported by the results above. For example, though dfae and read-once boolean formulas are PAClearnable with membership queries, the results above give cryptographic evidence that finite intersections or unions of dfas are not, and conjunctions or disjunctions of as few as three read-once boolean formulas are not.
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Generalizations of the PAC model Haussler [58] considers a powerful decision-theoretic generalization of PAC-learning to settings in which the rules to be learned are not necessarily boolean-valued nor deterministic, and adequacy of representation is not necessarily assumed. He proves very general results on the sample sizes sufficient for learning in such domains, using appropriate generalizations of the VC-dimension, with specific application to the problem of learning in terms of neural nets.
In one application of this approach, Kearns and Schapire [77] define a p-concept to be a map c from X to [0, 1], where c(2) is interpreted as the probability that c classifies z positively. In this learning paradigm, examples are drawn according to an unknown distribution D on X and then stochastically classifed as positive or negative by an unknown p-concept c. They distinguish the goals of(1) finding a good prediction rule, that is, a decision rule whose prediction error is within c of the Bayes optimal rule, and (2) finding a good model of probability, that is, a good approximation h to the target rule in the sense that [h(z) -c(z) I is small for most inputs x with respect to D. 14 Other models
At this point the reader may feel that the field is coherent, and the models settled; this impression is wrong!
The goal stated in Section 1 is yet very distant, and the major part of the vitality of the field lies in its ability to generate new models, approaches, formalizations. We therefore point, possibly at the future: [124] .
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Open problems 
Comments
Thanks to Lenny Pitt for help improving the paper.
With luck there will be another, more complete, version of this paper. Therefore, corrections, comments, suggestions, complaints, and updated references are welcome.
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