Simplified nonlinear evolution equations describing non-steady-state forced vibrations in an acoustic resonator having one closed end and the other end periodically oscillating are derived. An approach based on a nonlinear functional equation is used. The nonlinear Q-factor and the nonlinear frequency response of the resonator are calculated for steady-state oscillations of both inviscid and dissipative media. The general expression for the mean intensity of the acoustic wave in terms of the characteristic value of a Mathieu function is derived. The process of development of a standing wave is described analytically on the base of exact nonlinear solutions for different laws of periodic motion of the wall. For harmonic excitation the wave profiles are described by Mathieu functions, and their mean energy characteristics by the corresponding eigenvalues. The sawtooth-shaped motion of the boundary leads to a similar process of evolution of the profile, but the solution has a very simple form. Some possibilities to enhance the Q-factor of a nonlinear system by suppression of nonlinear energy losses are discussed.
I. INTRODUCTION
The resonance is known as one of the most interesting phenomena in the physics of vibrations and waves. It manifests itself markedly, if the dependence of the amplitude of a forced oscillation on frequency ͑i.e., the frequency response͒ has a sharp maximum. In this case, the ratio of the central frequency 0 of the spectral line imaging the response to the characteristic width of this line is large in magnitude. This ratio, known as the Q-factor, can be used as a measure of the ''quality'' of a resonant system. At large values of Q the system can contain high density of vibratonal energy, because the ratio of the steady-state forced oscillation and the external driving force is equal to Q.
For Qӷ1 the approach to the equilibrium state goes on very slowly, because the characteristic relaxation time is about Q/ 0 . The duration of the increase of the vibration amplitude ͑or decrease, if the source is shut off͒ contains a great number of periods which is of the order of Q.
The excitation of strong vibrations in a high-Q system can lead to the appearance of nonlinear effects, the best known example of which is the destruction of the system. On the other hand, high-Q devices are used for the most precise measurements in different branches and applications.
This work is devoted to the analysis of the frequency response and Q-factor of a nonlinear acoustic resonator.
Standing waves are of great interest for nonlinear wave theory and technologies.
1-3 Using high-Q resonators, it is possible to accumulate a considerable amount of acoustic energy and provide, in consequence, conditions for clear manifestaition of nonlinear phenomena 4 even in case of a weak power source. Extremely high Q-factor magnitudes, Qϳ10 8 -10 9 , were reached in mechanical resonators designed for the detection of bursts of gravitational waves. 5 Very strong vibrations were excited in gas-filled resonators of complicated shape, in particular conical or bulb-shaped ones. 6 At small amplitudes of vibration, the Q-factor is limited by linear absorption caused by dissipative properties of both the medium inside the cavity of the resonator and its boundaries, as well as by radiation losses essential for open resonators. All these types of absorption do not depend on the amplitude. Therefore, for a resonator of given design, the Q-factor is the constant suitable for estimation of its ''quality. '' As the amplitude increases, nonlinear phenomena become important. The progressive distortion of the wave profile often leads to formation of shocks which are responsible for additional nonlinear losses. This nonlinear absorption depends on the ''strength'' of the wave ͑namely, on its amplitude, peak pressure, intensity, etc.͒ and can be several orders higher than the usual linear one.
3 Consequently, the Q-factor is now determined not only by the design of the nonlinear resonator, but by the strength of the internal acoustic field as well.
The nonlinear Q-factor was earlier evaluated by the rate of dying-down of free standing waves between two rigid walls. 7 It was also calculated for the forced steady-state vibration in this resonator excited by an external force with the same spatial distribution as the fundamental mode. 8 However, only wave profiles and spectra were studied in detail for the most typical statement of the problem, in which one rigid wall of the resonator is immovable, and the other wall oscillates periodically ͑see, for example, Refs. 2, 9-11͒. Such principal characteristics of this nonlinear resonator as Q-factor and frequency response have not been adequately explored. Some new findings related to the Q-factor are published in Ref. 12 . More comprehensive results are given below.
II. SIMPLIFIED APPROACH AND BASIC NONLINEAR EQUATIONS
Evidently, in a linear one-dimensional system the standing wave can be composed of two plane waves propagating in opposite directions:
here ⌽ is potential of particle velocity u ជ ϭϪٌ⌽, and c is sound velocity. It seems that Chester 9 was first to use the representation ͑1͒ to describe approximately the nonlinear field in the cavity of a resonator. This idea was explained and applied to nonlinear standing waves between rigid immovable walls, 7, 8 where the field is described as the sum ͑1͒ of two Riemann or Burgers traveling waves. Each of these waves can be distorted significantly by nonlinear self-action, resulting into the formation of a sawtooth-shaped profile from the initial harmonic one with no contribution from the cross-interaction of two counterpropagating waves. In other words, each wave is distorted by itself during the propagation, but there is no energy exchange between them. The idea of ''nonlinear superposition'' can be used for any wave field described by different mathematical models ͑see, for example, Ref. 13͒. Similar approaches have been used later in many works ͑see, for example, Refs. 11 and 14͒. Waveguide modes can also be described by a modification of this approach; 15 the nonlinear Brillouin modes were formed 15 by two strongly distorted waves intersecting at equal angles to the axes of a waveguide.
The idea of ''nonlinear superposition'' was clearly explained in Ref. 12 . In short, the successive approximation solution to any nonlinear model governing the field of crosssecting waves contains both resonant and nonresonant parts. After several periods of vibration the nonresonant waves become much weaker than the resonant ones, and cannot paticipate significantly in nonlinear energy exchange. Each of two cross-secting ͑in particular, counterpropagating͒ waves generates its higher harmonics, but the cross-interaction process can be neglected if the waves are periodic in time. This conclusion is easily seen to be as valid for periodic waves intersecting at any sufficiently large angles, 15 not necessarily equal to 180°, as for counterpropagating waves in 1D geometry.
After these comments, the approximate solution can be written as the sum of two traveling Riemann waves ͑for an inviscid fluid͒:
where F 1,2 are auxiliary functions describing wave profiles, and ⑀ is a nonlinearity parameter.
The solution ͑2͒ must satisfy the boundary condition on the immovable wall,
u͑xϭ0,t ͒ϭ0, ͑3͒
and the boundary condition on the vibrating boundary, u͑xϭL,t ͒ϭA sin t. ͑4͒
From ͑2͒ and ͑3͒ follows F 1 ϭϪF 2 ϭF. The unknown function F must be determined from the second boundary condition ͑4͒. This determination reduces ͑2͒ to the functional equation
The equation ͑5͒ is very complicated and cannot be solved exactly analytically. Nevertheless, it can be simplified for most interesting cases, if the following three conditions are satisfied. First, the length of the resonator must be small in comparison with the shock formation length:
where ͉F͉ max is the maximum amplitude of the function F. Second, the frequency of vibration of the right-hand boundary must differ slightly from a resonant frequency n 0 :
where ⌬ is the discrepancy and 0 ϭc/L is the frequency of the fundamental eigenmode nϭ1. Third, the energy influx during one period 2/ from the vibrating boundary to the resonator must be small in comparison with the accumulated energy; in other words,
Qӷ1. ͑8͒
The case of vicinity of the fundamental mode (nϭ1) is now considered. Using the weak nonlinearity condition ͑6͒ and formulas ͑7͒ with the smallness condition for ⌬ we replace the left-hand side of Eq. ͑5͒ by two terms of its series expansion:
Because the right-hand side of Eq. ͑5͒ is a periodic function, and the Q-factor is presumed to be large ͑8͒, the unknown function F must be quasiperiodic. Therefore, its variation during one period can be replaced in Eq. ͑9͒ by the derivative
Here Ӷ1 is a small parameter, the physical meaning of which will be clear later. Using ͑9͒ and ͑10͒ the equation ͑5͒ takes the form
͑11͒
Introducing new dimensionless variables and constants
one can rewrite the simplified evolution equation ͑11͒ as
The equation ͑13͒ was derived earlier 17 to describe the sound excitation by a moving laser beam ͑see also Refs. 18 and 19͒; it was named ''inhomogeneous Riemann equation with discrepancy.'' It should be emphasized that the temporal variables and T are ''fast'' and ''slow'' time, respectively. From Eq. ͑13͒ it follows that the small parameter at the derivative on slow time T can play the role of any small number:
The evolution equation ͑13͒ can be generalized. The boundary xϭL can execute not only harmonic vibration but any periodic one. In this case, the boundary condition ͑4͒ must be replaced by
where f is an arbitrary function with the period 2. The boundary condition ͑14͒ leads to a simplified evolution equation, which differs from ͑13͒ in its right-hand side, now equaling
Next generalization of ͑13͒ takes into consideration the effective viscosity, b 0. In Ref. 20 an equation similar to ͑13͒ and ͑15͒ was derived with account for dissipation and finite displacement of the vibrating boundary:
where Ј() is a periodic function and the dimensionless number D, determining the weak absorption of a wave passing through the length L of a resonator, is defined as
However, the volume nonlinearity (⑀ 0) was not considered in Ref. 20 . The objective of the present work is the simultaneous consideration of effects of dissipation and nonlinearity. Because all the phenomena leading to the progressive distortion of the wave are supposed to be weak, the corresponding terms in the evolution equation must be additive. 3, 16 . So, combining Eqs. ͑13͒, ͑15͒ and ͑16͒ we derive
The equation ͑18͒ was named ''inhomogeneous Burgers equation.'' 21 Its main properties were studied in Refs. 21 and 22 in the context of stimulated Brillouin scattering of light by nonlinear hypersonic waves.
III. STEADY-STATE VIBRATIONS
The establishment of a steady-state field in a resonator is a result of competition between energy inflow from a vibrating source and its losses caused by linear dissipation and nonlinear absorption. The equilibrium state reached at T →ϱ can be described by the ordinary differential equation, obtained by integration of Eq. ͑18͒ at ‫ץ‬U/‫ץ‬T ϭ0. The simplest case of periodic sawtooth-shaped motion of boundary is considered first. It corresponds to the right-hand side of ͑18͒ being equal to Ϫ(M /2)/ inside the interval рр and periodically continued outside. For this case the steady-state equation is
The constant C in ͑19͒ is an arbitrary constant, which has an important physical meaning. From ͑19͒ follows
Thus the constant C 2 is the normalized intensity of one of two counterpropagating waves. The mean value of U is assumed to be zero:
For negligible weak linear absorption, D→0, the solution of the quadratic equation corresponding to Eq. ͑19͒ is
For small Mach numbers, M Ӷ3⌬ 2 / 2 ⑀, the linear solution can be derived from one of the branches of the solution ͑22͒, namely from the ''Ϫ'' branch for ⌬Ͼ0 and from the ''ϩ'' branch for ⌬Ͻ0:
͑23͒
The inequality in the last member of ͑23͒ justifies the neglect of C 2 in the derivation from ͑22͒ of the expression for U in the first equation of ͑23͒.
With increasing M , up to a certain limiting value M * , which will be determined later, the waveform undergoes progressive nonlinear distortion ͓Fig. 1͑a͔͒, but is still described by one of the branches of the solution ͑22͒.
The solid curves 1, 2 and 3 in Fig. 1͑a͒ are constructed for positive discrepancy ⌬ϭ0.1⑀, and the dashed curves for the same negative discrepancy. Increase in the number of the curve corresponds to increase in the amplitude of boundary vibration: 10 2 (M /2⑀)ϭ1, 2.25 and 4. In order to construct curves in Fig. 1͑a͒ , the constant C 2 has been determined as a solution of an algebraic eigenvalue problem. The condition ͑21͒ applied to ͑22͒ leads to the following equation for C 2 :
Maximum value M ϭM * at which Eq. ͑24͒ has a real solution Cϭ⌬/()⑀) is determined by the condition
At M ϭM * the bifurcation happens, and the steady-state waveform becomes discontinuous. The shock front appears at each period of the wave, connecting the two branches of solution ͑22͒.
Let the solution U at the moment 0 lie on the ''minus'' branch of ͑22͒. With increasing time Ͼ 0 the solution must jump to the ''plus'' branch; otherwise the condition Ū ϭ0 cannot be satisfied. The moment ϭ SH of the jump corresponds to the position of a shock of compression. However, the shock of rarefaction is prohibited in usual media with quadratic nonlinearity, where the velocity of propagation increases with increasing magnitude of the disturbance. 24 Therefore, both branches of the solution ͑22͒ must have one common point in each period. If and only if the common point exists, the transition can go on in the opposite direction, from the ''ϩ'' to the ''Ϫ'' branch, without jump.
The common point exists if the expression under the square root in ͑22͒ is equal to zero, or
For given eigenvalue ͑26͒ the solution ͑22͒ reduces to
͑27͒
In order to determine the position of the shock in the wave profile it is necessary to apply the condition Ū ϭ0 to the solution ͑27͒:
͑28͒
From the condition ͑28͒ follows
The equation ͑29͒ is valid for the condition M уM * ͓cf. ͑25͔͒.
The solution ͑27͒, with account for Eq. ͑29͒ defining the position of the shock, is shown in Fig. 1͑b͒ , which is a continuation of Fig. 1͑a͒ for greater Mach numbers. With increasing M ϾM * , the shock appearing initially at ϭ0 moves to the position ϭϪ ͑for ⌬Ͼ0), which can be reached only at M →ϱ ͓cf. ͑29͔͒. The solid curves 4, 5 and 6 in Fig. 1͑b͒ are constructed for 10 2 (M /2⑀)ϭ4, 9 and 49 correspondingly.
The dashed curves in Fig. 1͑b͒ demonstrate a similar behavior of the wave profile at equal negative discrepancy ⌬ϭϪ0.1⑀. In this case the shock appears at M ϭM * in the point ϭ0 and moves to the point ϭ for M →ϱ.
In Fig. 2 
are separatrixes. Below these lines the curves in Fig. 2 are constructed by the solution ͑22͒ and ͑24͒ for wave profiles which do not contain the shocks. Exactly on the lines ͑30͒ the Mach number M is equal to M * and the transition to the discontinuous solution takes place. So, above the lines ͑30͒ another solution ͓Eq. ͑27͔͒ was used for calculation of the frequency response.
The frequency response is analyzed not for the dependence of the amplitude on frequency, as is customary for linear vibration, but for the root-mean-square ͑rms͒ particle velocity ͱ U 2 . Because of the fact that the acoustic field U contains a great number of harmonics, the usual definition of frequency response is meaningless.
However, by analogy with the use of frequency response in the evaluation of the Q-factor of a linear resonator, it is possible to evaluate the Q-factor of a nonlinear resonator. As for the linear oscillator, the Q-factor can be defined in two ways: ͑1͒ as the ratio between amplitudes of internal and external ͑driving͒ vibrations at resonance (⌬ϭ0) and ͑2͒ as a ratio between the resonant frequency and the spectral width of the frequency response. The first way leads to the calculation, using ͑12͒ and ͑26͒,
.
͑31͒
The second way uses the definition of ⌬ in ͑7͒ and the result ͑25͒:
which differs slightly from ͑31͒. The nonlinear Q-factor Q NL thus is proportional to (⑀M ) Ϫ1/2 with a coefficient O(1) depending on the definition.
For the amplitude of the vibration of the boundary A ϭ10 cm/s the nonlinear evaluation ͑31͒ gives for gaseous media QϷ20. This value is much lower than the value of the linear Q-factor, which is in this case
depending on the effective viscosity b and the resonance frequency 0 ϭc/L. For air-filled resonators at typical frequencies about several kHz the linear evaluation ͑33͒ gives QϷ10 3 -10 4 .
The dependence of the rms velocity ͱ U 2 on the discrepancy ⌬ shown in Fig. 2 is not the only possible definition of nonlinear frequency response. For example, the dependence U ϩ (⌬), where U ϩ is the positive peak value of U, is also important. This response is shown in Fig. 3 by solid curves for the three values of M /2⑀ equal to 0.25, 1 and 2.25. The analytical expressions of the sections AB, BC, CD and DE of each curve are different. Namely, U ϩ equals to
Here the eigenvalue C 2 is determined by Eq. ͑24͒ The straight lines 1 and 2 are the same separatrices as in Fig. 2 . Note that U ϩ is placed on the top of the shock front only for the section BC; for the other three sections U ϩ belongs to smooth portions of the wave profile.
The next important case corresponds to the ordinary differential equation like ͑19͒, and with f ϭsin , i.e., harmonic vibration of the boundary:
Wave profiles for this case were constructed in Ref.
12, but frequency response was not considered there. To understand the behavior at curves in Figs. 5 and 6, it is necessary to give auxiliary formulas using the notations of the present article.
For negligible weak linear absorption, D→0, the solution of the quadratic equation corresponding to Eq. ͑35͒ is 
Uϭ
For small Mach numbers, M Ӷ⌬ 2 /⑀, the linear solution is
With increasing M the waveform undergoes progressive nonlinear distortion ͓Fig. 4͑a͔͒, but is still described by one of the branches of the solution ͑36͒.
The solid curves 1, 2 and 3 in Fig. 4͑a͒ are constructed for positive discrepancy ⌬ϭ0.1⑀, and the dashed curves for the same negative discrepancy. Increase in the number of the curve corresponds to increase in the amplitude of boundary vibration: 10 3 (M /⑀)ϭ5.6, 9.1 and 12.3. In order to construct curves in Fig. 4͑a͒ , the constant C 2 has been determined as a solution of an algebraic eigenvalue problem. The condition ͑21͒ applied to ͑36͒ leads to the following equation for C 2 :
Here E() is the complete elliptic integral of the second kind. 23 The solution of Eq. ͑38͒ can be written in parametric form:
where m is a parameter. The argument m of the function E(m) is defined in the region 0рmр1. 23 From ͑38͒ follows that the corresponding region for the discrepancy ⌬ is given by
At M ϭM * the bifurcation happens, and the steady-state waveform becomes discontinuous. The shock front appears at each period of the wave, connecting the two branches of solution ͑36͒.
For a discontinuous wave 
For a given eigenvalue ͑41͒ the solution ͑36͒ reduces to
͑42͒
The shock front position SH , determined by the condition Ū ϭ0, satisfies the equation
. ͑43͒
From ͑43͒ we find that the condition ͉sin( SH /2)͉р1 is equivalent with the condition M уM * ͓cf. ͑40͔͒. The solution ͑42͒, with account for Eq. ͑43͒ defining the position of the shock, is shown in Fig. 4͑b͒ , which is a continuation of Fig. 4͑a͒ for greater Mach numbers. The curve 3 in Fig. 4͑b͒ , corresponding to M ϭM * , is the same as the curve 3 in Fig. 4͑a͒ . With increasing M ϾM * , the shock appearing initially at ϭ ͑for ⌬Ͼ0) moves to the position ϭ0, which can be reached only at M →ϱ ͓cf. ͑43͔͒. The solid curves 4, 5 and 6 in Fig. 4͑b͒ are constructed for 10 2 (M /⑀)ϭ1.5, 3 and 10 correspondingly. The dashed curves in Fig. 4͑b͒ demonstrate similar behavior of the wave profile at equal negative discrepancy ⌬ ϭϪ0.1⑀. In this case the shock appears at M ϭM * in the point ϭϪ and moves to the point ϭ0 for M →ϱ.
In Fig As earlier, the Q-factor can be defined in two ways ͓see ͑31͒ and ͑32͔͒. The first definition leads to a formula analogous to ͑31͒:
The second way gives the result
which differs slightly from ͑45͒. The dependence U ϩ (⌬), where U ϩ is the positive peak value of U, is shown in Fig. 6 by solid curves 
Here the eigenvalue C 2 is determined by Eq. ͑39͒. The straight lines 1 and 2 are the same separatrixes as in Fig. 5 . The line 3 separating sections CD and DE is described by
Note that U ϩ is placed on the top of the shock front only for the section BC; for the other three sections U ϩ belongs to smooth portions of the wave profile.
The maximum value of U ϩ is located not at ⌬ϭ0, as a maximum in Fig. 5 , but at some positive discrepancy:
IV. STEADY-STATE VIBRATION IN A DISSIPATIVE MEDIUM AT HARMONIC EXCITATION
The problem considered in the preceding section is generalized here to a standing wave in a resonator filled with an absorbing medium. Such a problem setting is more complicated because derivatives of higher order appears in the wave equation due to nonzero dissipation D 0. The analytical solution can be written in terms of known special functions only for harmonic motion of boundary. Fortunately, this case is most interesting for applications. The mathematical approach used here is similar to that developed by O. Rudenko 21 to describe high-power hypersonic wave generated at Brillouin scattering. It was shown that the highfrequency acoustic wave excited by interacting laser beams is described by the Mathieu function
and its intensity is equal accurately to the characteristic value a 0 of the Mathieu function ͑50͒. This basic result was derived for a physical problem quite different from the concerned one. Moreover, it was published 30 years ago as a brief letter to the editor. That is why it is necessary to describe here some peculiarities of calculation and physical matter.
͑61͒
For M →0 or for d→ϱ the equation ͑61͒ rearranges to the equation ͑33͒, valid in linear theory.
For arbitrary values of dissipation D the Q-factor equals to
where the nonlinear Q-factor Q NL is determined by Eq. ͑45͒ and ⌿(d) is given by ⌿͑d ͒ϭͱϪd
͑63͒
The dependence of Q on D is shown in Fig. 7 . The curves 1-3 are constructed by use of Eqs. ͑62͒ and ͑63͒ for three values of ⑀M equal to 0.01, 0.04 and 0.16, correspondingly. Increase in the dimensionless dissipation number D, defined in Eq. ͑17͒, leads to decrease in the Q-factor. For small D-values the nonlinear absorption begins to play an important role for the decreasing of Q.
The analysis of the nonlinear frequency response calls for the solution to Eq. ͑52͒ at nonzero discrepancy, ⌬ 0. In this general case the nonlinear equation ͑35͒ can also be reduced to a Mathieu equation. Instead of ͑51͒ we put
ͪͪ .
͑64͒
Inserting ͑64͒ into ͑35͒ we obtain
It is still required that the mean value of U is zero. By use of ͑64͒ follows
Consequently, w is not a periodic function and cannot be expressed through Mathieu functions. 23 Since the needed results cannot be found in Ref. 23 as well as in analogous tables, it is necessary to seek for an approximate solution to Eq. ͑35͒ or its linearized version ͑65͒.
For small Mach numbers M the mean intensity equals to
͑67͒
In order to derive the result ͑67͒, the first four approximations were calculated in the solution of Eq. ͑35͒ by the method of successive approximations. This solution is described by very complicated formulas and is therefore not presented here. For zero discrepancy (⌬ϭ0) the result ͑67͒ rearranges to form the result ͑57͒, obtained from the theory of Mathieu functions.
In the opposite limiting case, i.e., qӷ1, the mean intensity depending on M , ⌬ and D for waves containing shocks can be calculated by another approach. The wave profile governed by Eq. ͑35͒ is found by the method of matched asymptotic expansions. 25, 26 This profile is presented as a sum of an ''outer'' solution, describing the smooth section of the profile, and an ''inner'' solution, describing the structure of a shock front of finite width. Thereafter, the averaging over the period of the square of this sum solution gives the intensity
At resonance, ⌬→0, the equation ͑68͒ reduces to the result ͑59͒ of the theory of Mathieu functions. The calculation of the asymptotic (qӷ1) solution described above is rather complicated. It contains features important for nonlinear perturbation theory and will be the subject of another work.
It follows from Eq. ͑68͒ that the nonlinear frequency response ͑solid curve 1 in Fig. 8͒ decreases with account for weak dissipation ͑dashed curve 2͒. Analogously, the linear frequency response ͑67͒, shown by the solid curve 3 in Fig.  8 , decreases in its main part, with account for weak nonlinearity.
V. DEVELOPMENT OF STANDING WAVES
Non-steady-state nonlinear vibrations in resonators have been studied much less than the stationary ones. 11, 12 The evolution equation ͑18͒ offers the possibility to study the transient process for any periodic motion of the boundary.
For the saw-tooth-like right-hand side of Eq. ͑18͒ considered in the beginning of Sec. III the non-steady-state solution at (⌬ϭ0) has a very simple form:
The ratio of the root mean square particle velocity of the standing wave to the ''amplitude'' of the harmonic boundary vibration M tends, at t→ϱ, to the value Q NL ͑31͒ calculated for steady-state vibration.
For a harmonic vibration of the boundary xϭL the right-hand side of Eq. ͑18͒ takes the form (M /2)sin . For this case the substitution ͑51͒ transforms ͑18͒ into the linear partial differential equation
By the substitution
where a is a constant, the ordinary differential equation for the function y(z) can be derived from ͑70͒:
At zero discrepancy, ⌬ϭ0, the equation ͑72͒ transforms into the canonical form of the differential equation for Mathieu functions. This is the resonant case, which can be studied in detail. The corresponding solution to Eq. ͑18͒ with the nonlinear term neglected equals
where
For example, at harmonic excitation (␣ n ϭ0, ␤ 1 ϭ1 and ␤ n ϭ0 for n 1), the standing wave has the same shape as the fundamental mode of ͑80͒:
Using the linear solution ͑83͒, the nonlinear correction term is calculated by the successive approximation method:
Here
where ϭtϪ 1 . Evidently, the second approximation ͑84͒ corresponds to the second mode excited by nonlinear transfer from the fundamental mode. The simple analytical expressions ͑83͒ and ͑84͒ offer a clear view of how the process of establishment of modes goes on at any dissipation D and discrepancy ⌬. The increase in amplitudes, as well as the evolution of spectral lines ͑or ''instantaneous'' frequency response͒, can be analyzed for the first and second harmonics at small M /ͱD 2 ϩ⌬ 2 . A plot of the nonlinear correction term time evolution based on Eq. ͑85͒ is seen in Fig. 10 .
VI. CONCLUSIONS
In order to increase the intensity of a standing wave, one has to enhance the Q-factor of the nonlinear resonator. As was shown above ͓cf. ͑31͒ and ͑32͔͒, the limiting magnitude of Q is determined by nonlinear absorption caused by the formation of steep shock fronts.
Different methods have been suggested to suppress the proccess of shock formation. Zarembo et al. 29 suggest a resonator, of which one boundary has a frequency-dependent impedance; each reflection from this boundary introduces phase shifts between different harmonics distroying the front. Lawrenson et al., 6 Ladbury, 30 and Ilinskii et al. 31 have realized the idea of controlling the waveform and phase shifts between harmonics using resonators of complex shape. Rudenko 32 suggested the method of controlling nonlinear energy flows between harmonics by introducing selective absorbers, which can be used, in particular, to enhance the Q-factor by suppressing the ''key'' frequencies. 33 This method was realized experimentally, 34 but its possibilities are being studied up to now. 35, 36 Quite another approach to enhance Q with no changes in the design of the resonator was suggested in Ref. 37 . It was shown that the unfavorable effects of nonlinearity due to the movable boundary can be suppressed if the boundary executes a vibration of special form. More specifically, in order to provide harmonic vibration in the cavity, the resonator must be excited by a periodic sequence of short ''jerks'' of its boundary.
If the usual linear Q-factor of a resonator is high enough, the significant acoustic energy can be accumulated in the cavity even if the source of the external pump of energy is weak. High-intensity vibration can easily be generated and nonlinear phenomena come into play. In particular, Q falls down, and, therefore, even strong increase in pump ͑energy inflow͒ leads to weak amplification of the standing wave. Definitions of frequency response by the relative rms of the acoustic field or by the maximum magnitude are given, suitable for different applications. Resonant curves illustrating nonlinear frequency response are constructed. The dependence of Q on the intensity of excitation and on linear properties are studied. Both wave profiles and energy characteristics for steady-state vibration and its development are analyzed. Different possibilities to enhance Q and the energy of acoustic vibration are discussed.
To analyze these phenomena, the analytic approach to high-intensity standing waves is used, based on nonlinear functional equations. The problem is radically simplified by separation of resonant and nonresonant nonlinear interactions, by introduction of small parameters and different temporal scales, and by reducing functional equations to differential ones.
