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Resumo
Este trabalho visa apresentar o modelo sigma na˜o linear de maneira simples e
direta. Em sua primeira parte mostramos o modelo bosoˆnico e o termo de Wess-
Zumino-Witten sobre o qual tecemos comenta´rios sobre seu cara´ter topolo´gico e sua
associac¸a˜o com a torc¸a˜o. Posteriormente mostramos que para cancelar a anomalia
conforme quaˆntica, o modelo passa a obedecer as Equac¸o˜es de Einstein. Introduzi-
mos um curto cap´ıtulo sobre supersimetria a fim de auxiliar na exposic¸a˜o do modelo
supersime´trico. No u´ltimo cap´ıtulo apresentamos o modelo supersime´trico e suas
equac¸o˜es de movimento. Finalmente apresentamos o caso com duas supersimetrias,
introduzindo os campos quirais e quirais torcidos e explicitamos o modelo para o
caso espec´ıfico SU(2)⊗ U(1).
Palavras Chaves: Modelo Sigma na˜o Linear; Modelo Sigma Supersime´trico; Cor-
das; Variedades de Grupos.
A´reas do conhecimento: Teoria de Campos (1050300-5); F´ısica Matema´tica
(1010401-1)
iii
Abstract
The purpose of this work is to present some basic concepts about the non-linear
sigma model in a simple and direct way. We start with showing the bosonic model
and the Wess-Zumino-Witten term, making some comments about its topological
nature, and its association with the torsion. It is also shown that to cancel the
quantum conformal anomaly the model should obey the Einstein equations. We
provide a quick introduction about supersymmetry in chapter 2 to help the under-
standing the supersymmetric extension of the model. In the last chapter we present
the supersymmetric model and its equations of motion. Finaly we work-out the
two-supersymmetry case, introducing the chiral as well as the twisted chiral fields,
expliciting the very specific SU(2)⊗ U(1) case.
KeyWords: Non-linear Sigma Model; Supersimmetric Sigma Model; Stings; Group
Manifolds.
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Introduc¸a˜o
Nesta dissertac¸a˜o buscamos introduzir de maneira simples e direta o modelo sigma
na˜o linear e suas formulac¸o˜es mais conhecidas. Este trabalho divide-se basicamente
em duas partes, uma inicial onde introduzimos o modelo sigma bosoˆnico, e uma
segunda parte na qual tratamos de aspectos supersime´tricos do modelo e conclu´ımos
com um exemplo N=2. Ha´ uma parte intermedia´ria, curta, que tenta introduzir
alguns fundamentos de supersimetria.
No primeiro cap´ıtulo, iniciamos com a abordagem geome´trica do modelo sigma.
Este e´ introduzido atrave´s de um mapeamento entre duas variedades (espac¸o alvo e
espac¸o-tempo) e com o aux´ılio de um tensor do espac¸o alvo, sime´trico, de posto 2
definido como a me´trica deste espac¸o. Este tratamento evidencia o cara´ter geome´trico
do caso bi-dimensional, onde a ac¸a˜o da corda bosoˆnica mostra-se como sendo a a´rea
do espac¸o-tempo (folha-mundo da corda) medida pelo espac¸o-alvo. Seguindo esta
linha introduz-se o termo de Wess-Zumino-Witten (WZW) como um tensor antis-
sime´trico de posto n. Atrave´s do teorema de Stokes, este termo pode ser estendido
para um tensor antissime´trico de posto n + 1, permitindo que termo de WZW seja
definido em uma extensa˜o (n + 1)-dimensional do espac¸o-tempo. Sua existeˆncia
requer algumas propriedades topolo´gicas do espac¸o alvo, a saber, que este seja sim-
plesmente conexo e compacto. Este termo revela uma quantizac¸a˜o da constante de
acoplamento que e´ conhecida em teoria de cordas como winding number.
Seguindo, introduzimos o modelo sigma sobre variedades de grupos. Esta abor-
dagem talvez seja a mais usual e foi a que originou o modelo. Esta apresentac¸a˜o
do modelo e´ mais restritiva e mais sime´trica uma vez que variedades de grupos tem
alta simetria, ou seja, uma quantidade grande de vetores de Killing. O termo de
Wess-Zumino-Witten e´ introduzido e suas restric¸o˜es topolo´gicas sa˜o apresentadas.
A equivaleˆncia entre as duas formulac¸o˜es do modelo e´ mostrada. Pore´m no caso
de duas dimenso˜es, para haver uma associac¸a˜o mais completa entre as formulac¸o˜es,
uma ana´lise da torc¸a˜o de variedades de grupo se faz necessa´ria, uma vez que o ten-
sor antissime´trico introduzido na formulac¸a˜o geome´trica pode ser associado com a
torc¸a˜o do espac¸o alvo.
Este cap´ıtulo, encerra-se com um ca´lculo quaˆntico. No caso do espac¸o-tempo
2
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ser bi-dimensional (cordas), a ac¸a˜o apresenta invariaˆncia conforme no n´ıvel cla´ssico.
Para que isto se mantenha quanticamente uma restric¸a˜o deve ser observada; que o
espac¸o alvo obedec¸a a equac¸a˜o de Einstein. Em cordas, o espac¸o alvo e´ o espac¸o-
tempo f´ısico, enta˜o a condic¸a˜o sobre a anomalia conforme implica que, no n´ıvel de
a´rvore (folha mundo de genus zero), a Relatividade Geral e´ preservada.
No cap´ıtulo dois, introduzimos alguns conceitos de supersimetria. A a´lgebra de
supersimetria e´ introduzida de maneira gradativa e apenas depois a sua formalizac¸a˜o
e´ feita. Os geradores de supersimetria sa˜o definidos em analogia com o gerador
de translac¸a˜o, o momento. Apo´s, as derivadas covariantes e os supercampos sa˜o
introduzidos. Um exemplo de supersimetria no cone de luz em duas dimenso˜es e´
apresentado uma vez que este sera´ a representac¸a˜o que utilizaremos na parte final.
Este cap´ıtulo termina com uma breve exposic¸a˜o de mu´ltiplas supersimetrias ja´ que
parte deste assunto sera´ explicado no momento oportuno.
O terceiro cap´ıtulo aplica as ide´ias dos dois primeiros para introduzir o modelo
sigma na˜o linear supersime´trico N=1 em duas dimenso˜es. Suas equac¸o˜es de movi-
mento sa˜o apresentadas, tanto na forma manifestamente supersime´trica como em
componentes. E´ importante observar neste ponto que a transic¸a˜o do modelo N=0
para N=1 na˜o exige nenhuma restric¸a˜o das variedades do espac¸o-tempo ou espac¸o-
alvo.
O caso N=2 apresenta mais sutilezas que o anterior. Inicialmente, por razo˜es
dimensionais, na˜o podemos definir o modelo sigma com supersimetria N=2 manifesta
da mesma forma que nos casos N=0 e N=1. Na verdade, a u´nica maneira de se
definir uma ac¸a˜o com duas supersimetrias manifestas, em duas dimenso˜es, e´ atrave´s
de uma lagrangeana escalar. Isto faz com que a u´nica fonte de dinaˆmica do modelo
se apresente por meios de v´ınculos que os supercampos venham a ter.
Apresentamos dois tipos de supercampos N=2, que conteˆm v´ınculos sobre suas
componentes N=1, limitando seus “movimentos”. Estes sa˜o os campos complexos
quiral e o quiral torcido. Os v´ınculos que suas componentes sofrem permitem que
escrevamos cada um desses campos em termos de apenas uma de suas componentes.
Desta forma podemos reduzir o modelo de N=2 para N=1. Um fato importante a
ressaltar e´ que neste ponto o espac¸o alvo ja´ na˜o pode ser mais arbitra´rio. Os cam-
pos complexos introduzidos, podem ser vistos como coordenadas de uma variedade
complexa de Ka¨hler.
A sec¸a˜o final apresenta o modelo sigma N=2 sobre a variedade de grupo SU(2)⊗
U(1), que e´ Ka¨hler, uma vez que tem grupo de holonomia U(2). Este grupo permite
que escrevamos o modelo sigma de maneira supersime´trica atrave´s de campos quirais
e quirais torcidos. Neste exemplo mostramos explicitamente como o potencial de
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Ka¨hler nos define a me´trica do grupo, logo o modelo principal. O termo de WZW na˜o
pode ser introduzido como algo extra, ele esta´ completamente contido no potencial e
se caracterizara´ como a torc¸a˜o desta variedade. Calculando os termos antissime´tricos
da ac¸a˜o e comparando com a definic¸a˜o bosoˆnica do termo de WZW, vemos que a
torc¸a˜o deste modelo e´ proporcional a`quela definida nos outros casos com menos
supersimetrias.
Esperamos que esta monografia tenha cumprido com o seu papel de explorar
um assunto na˜o trivial e ao mesmo tempo interessante, que certamente contribuiu
muito para o aprendizado do autor sobre o assunto e que possa futuramente servir
para outros alunos do Instituto de F´ısica Teo´rica.
Cap´ıtulo 1
O Modelo σ N=0
1.1 Introduc¸a˜o
Modelos sigma na˜o lineares teˆm sido amplamente estudados tanto no contexto de
mecaˆnica estat´ıstica como em teoria quaˆntica de campos. Historicamente foram in-
troduzidos por Schwinger [1] e usados em teoria de campos por Gell-Mann e Levy
nos anos sessenta para descrever a fenomenologia dos p´ıons [2]. Originalmente intro-
duzido em quatro dimenso˜es e utilizado para descrever a fenomenologia de PCAC
(corrente axial parcialmente conservada), na˜o tinha inicialmente cara´ter geome´trico.
No entanto, um dos percalc¸os do modelo foi a previsa˜o de uma part´ıcula (a part´ıcula
σ ) que nunca foi observada. Uma maneira de retirar esta part´ıcula da teoria seria
implementar a simetria quiral SU(2) de forma na˜o linear, impondo um v´ınculo. O
modelo passa enta˜o a ser descrito pela geometria da variedade alvo onde e´ definido,
ou seja a esfera S3. Infelizmente o modelo em quatro dimenso˜es na˜o e´ renormaliza´vel
[3]. Junte-se a esse fato o grande sucesso das teorias de gauge na˜o-Abelianas e fica
claro porque o modelo sigma acabou sendo colocado em segundo plano.
Ja´ em duas dimenso˜es o modelo sigma na˜o linear aparece como um laborato´rio
promissor no estudo de diversos aspectos de teoria quaˆntica de campos. Tais mode-
los, tendo origem geome´trica, aproximam-se das teorias de gauge na˜o-Abelianas. O
sucesso do modelo com simetria O(N) que mostrou-se ser integra´vel, ter matriz S
exata, existeˆncia de “gap” de massa, inspirou generalizac¸o˜es procurando preservar
o fato do modelo ser definido em um espac¸o de base geome´trica, ou seja sobre uma
variedade diferencial.
A primeira generalizac¸a˜o e´ proposta por Eichenherr [4] em 1978 onde o CPN−1
e´ proposto que e´ a generalizac¸a˜o para o grupo SU(N). No in´ıcio da de´cada de 80,
demosntra-se que os modelos sigma em suas dimenso˜es sa˜o renormalizaveis [6], e estes
voltam ao cena´rio dentro do contexto de a´lgebras de correntes e bosonizac¸a˜o na˜o-
Abeliana onde neste momento o termo de Wess-Zumino e´ agregado ao modelo sigma
5
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por Witten [17, 18] em 1983. Em 84-85 o modelo de Wess-Zumino e´ supersimetrizado
[5] e seus aspectos comec¸am a ser estudados.
Um outro cena´rio para o modelo sigma e´ a teoria de cordas. Esta foi inicialmente
introduzida por Nambu-Goto[7], pore´m, devido a na˜o linearidade da ac¸a˜o, esta foi
substituida pela ac¸a˜o de Polyakov[8], equivalente e bem mais trata´vel. Desde enta˜o,
o modelo sigma passou a ser considerado como fundamental para a teoria de cordas
e supercordas.
1.2 Considerac¸o˜es Gerais.
Antes de definir a ac¸a˜o do modelo σ , precisamos introduzir dois conceitos:
• Espac¸o-Alvo: Variedade m-dimensionalMmunida de uma me´trica g, (M , g),
parametrizada pelas coordenadas φi, i = 0, ..., m− 1.
• Espac¸o-Tempo: Variedade n-dimensional Nmunida de uma me´trica γ, (N , γ),
parametrizada pelas coordenadas xµ, µ = 1, ..., n.
Consideremos uma imersa˜o1 de N emM definida pelo mapa φi = φi(x). Ou seja
teremos que N define um sub-espac¸o em M atrave´s de φ.
O modelo σ na˜o-linear principal e´ definido como2:
S = µl
∫
dnx
√
γγµνgij∂µφ
i∂νφ
j, (1.1)
onde, γ = γµν(x), g = gij(φ). A constante µ tem dimensa˜o de massa.
3
Pensando em uma imersa˜o, podemos considerar ∂µφ
i∂νφ
jgij como uma trans-
formac¸a˜o de coordenadas de M para N . Definamos a me´trica induzida sobre a
variedade N como sendo:
hµν = ∂µφ
i∂νφ
jgij . (1.2)
As equac¸o˜es de movimento podem ser extra´ıdas via variac¸a˜o da ac¸a˜o pelos cam-
pos φ, e sa˜o da forma:
∂µ(∂
µφk) + Γkij(∂µφ
i)(∂µφj) = 0, (1.3)
1Uma imersa˜o define-se por ser localmente bijetora, ou seja, leva vizinhanc¸as de um ponto
x ∈ N a` vizinhanc¸as de φ(x) ∈ M e sua inversa, restrita a` vizinhanc¸a de φ(x), leva pontos
φ ∈M a pontos x ∈ N contidos na vizinhanc¸a de x (mapa sobrejetor). E se todos os pontos de
N forem mapeados a pontos deM (mapa injetor).
2Na teoria de cordas, onde n = 2, o espac¸o-tempo e´ a folha-mundo e o espac¸o-alvo e´ o espac¸o
f´ısico.
3Basta observar que se considerarmos os campos e a ac¸a˜o adimensionais, com h¯ = c = 1,
teremos que µl assume dimensa˜o de [massa]l, com l = n− 2.
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onde Γkij e´ o s´ımbolo de Christoffel da variedadeM definido como: Γkij = 12gkr(gir,j+
gjr,i − gij,r). Para compreender melhor o significado desta ac¸a˜o, observemos que a
equac¸a˜o de uma geode´sica λ(t) de M e´:
d2tφ
a + Γabcdtφ
bdtφ
c = 0. (1.4)
As equac¸o˜es de movimento do modelo σ sa˜o, na verdade, uma generalizac¸a˜o do con-
ceito de geode´sicas, no sentido de que na˜o temos mais uma curva λ(t) parametrizada
por um paraˆmetro e sim um sub-espac¸o de M , φ(N ), que e´ parametrizado pelas
varia´veis xµ4.
Outro ponto relevante e´ calcular as equac¸o˜es de movimento da me´trica γ. Ve-
remos que estas equac¸o˜es so´ tera˜o soluc¸o˜es quando o espac¸o-tempo tiver duas di-
menso˜es.
Calculemos enta˜o a variac¸a˜o da ac¸a˜o com respeito a` γ,
δγS =
∫
N
dnx
√
γ
(
1
2
γµνγ
αβhαβ + hµν
)
δγµν = 0. (1.5)
Desta maneira teremos que
hµν = −1
2
γµν(γ
αβhαβ). (1.6)
Dividindo pelo determinante de hµν , teremos que:
hµν√
h
=
γµν√
h
, (1.7)
ou seja, de maneira geral,
γµν(x) = f(x)hµν(x). (1.8)
Isto significa que me´trica γ estara´ relacionada com a me´trica induzida h via uma
transformac¸a˜o conforme. Substituindo a Eq. (1.8) em (1.5), teremos ainda que:
0 = hµν +
1
2
γµν(γ
αβhαβ) = hµν +
1
2
fhµνf
−1hαβhαβ
= (
n
2
hµν + hµν)h
µν =
n− 2
2
n. (1.9)
Implicando que n = 2, ou seja, para a me´trica γ ser um campo dinaˆmico e obedecer
a Eq.(1.8), temos que estar em duas dimenso˜es5.
4Por exemplo, se n = 2 e Γ = 0, teremos ∂µ∂
µφl = 0. Na˜o e´ dif´ıcil mostrar que a soluc¸a˜o e´ uma
superf´ıcie plana
5Podemos apresentar este resultado de uma outra maneira. Para os observadores em M , a
ac¸a˜o (1.1) descreve uma hiperf´ıcie n-dimensional,N . O valor de S pode na˜o ter significado algum
para estes observadores, pore´m, consideremos que S seja um nu´mero associado a` N . Assim, S
deve ser equivalente a algo que dependa apenas de h, a me´trica induzida. Para que o valor da ac¸a˜o
na˜o varie com mudanc¸as da me´trica γ, que e´ irreal para os habitantes de M , teremo que fazer
δγS = 0, que e´ a Eq. (1.5).
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Vejamos que atrave´s de (1.8), a ac¸a˜o assume a forma∫
dnx
√
γγµνhµν =
∫
dnx
√
|fhµν |f−1(x)
=
∫
dnx
√
h|f |n2 f−1 =
∫
dnx
√
hf
n−2
2 , (1.10)
e quando n = 2 teremos a ac¸a˜o de Nambu-Goto da corda bosoˆnica6.
1.2.1 Invariaˆncias da ac¸a˜o - Termo de WZW.
Podemos enumerar as invariaˆncias da ac¸a˜o (1.1):
• e´ invariante por transformac¸o˜es gerais de coordenadas φi, no espac¸o M. Para
constatar, basta fazer φi → φ′i, transformar g′ij(φ′) usando as transformac¸o˜es
tensoriais usuais e aplicar a regra da cadeia nos diferenciais, ou seja
g′ij∂µφ
′i∂νφ′j = gkl
∂φk
∂φ′i
∂φl
∂φ′j
∂µφ
′i∂νφ′j = gkl∂µφk∂νφl. (1.11)
• e´ invariante por transformac¸o˜es gerais de coordenadas xµ, (difeomorfismo)
do espac¸o N . Esta invariaˆncia pode ser facilmente verificada uma vez que
os campos φi e gij sa˜o campos escalares em N , e todos os tensores esta˜o
contra´ıdos.
Estas propriedades sa˜o muito importantes por que estas garantem que pode-
mos utilizar o modelo sobre variedades que necessitem de va´rios mapas, pois
passamos de um para outro atrave´s de uma transformac¸a˜o de coordenadas.
• Isometrias Por isometrias tomamos os difeomorfismos que mante´m as com-
ponentes da me´trica invariantes. Ou seja, sa˜o transformac¸o˜es que definem as
simetrias da variedade. Para obter as isometrias, consideremos um campo ve-
torial k = d
dt
, sobre a variedadeM . Seja φt um difeomorfismo a um paraˆmetro
na direc¸a˜o de k. As transformac¸o˜es φt sera˜o isometrias se:
φ∗tg = g =⇒ £kg = 0, (1.12)
onde £k e´ a derivada de Lie na direc¸a˜o do vetor k, g e´ a me´trica e φ
∗
t e´ o
“pull back” da transformac¸a˜o. A equac¸a˜o acima pode ser escrita como (por
exemplo, veja [9, pg. 442]):
∇(ikj)(φ) = 0. (1.13)
6Em Eq. (1.10), o termo dnx
√
h e´ um infinite´simo de hiper-volume, que e´ mensura´vel a partir
de M . Por outro lado, f n−22 e´ arbitra´rio e apenas em n = 2 ele na˜o contrinuira´, e S sera´
exatamente a a´rea da folha-mundo. Desta forma vemos que a ac¸a˜o original, de Polyakov, reduz-se
a` ac¸a˜o de Nambu-Goto da corda bosoˆnica. Tambe´m podemos ver que a ac¸a˜o S e´ invariante por
transformac¸o˜es conformes de γ em duas dimenso˜es.
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Vetores que satisfazem esta equac¸a˜o sa˜o chamados de vetores de Killing,
que formam um campo vetorial. O conjunto de todas as isometrias de uma
variedade formam o grupo de isometrias G. Assim, por exemplo, seM tem
m campos de Killing, enta˜o podemos ter:
δφi = ΛIkiI(φ), (1.14)
ΛI sa˜o paraˆmetros, e I = 1, .., m. Os vetores de Killing formam a a´lgebra g do
grupo de isometrias atrave´s do comutador:
[ki, kj] = f
l
ijkl, (1.15)
onde, f lij sa˜o as constantes de estrutura do grupo
7.
• Termos extras
E´ poss´ıvel tambe´m introduzir alguns novos termos a` ac¸a˜o (1.1) os quais na˜o
prejudicara˜o as invariaˆncias originais. Eles sa˜o: Um termo potencial V (φ), que e´
um escalar tanto em M quanto em N . O termo de Fradkin-Tseytlin: Φ(φ)R(γ)(x),
onde Φ e´ um escalar (como o V ), associado ao campo do Dı´laton, e R(γ) e´ o escalar
de curvatura do espac¸o-tempo N .
A adic¸a˜o mais conhecida ao modelo σ e´ o termo de Wess-Zumino-Witten (WZW)
[17, 18, 19], que, e´ um termo topolo´gico, uma vez que na˜o depende da me´trica γ.
Seguindo a mesma notac¸a˜o adotada ate´ aqui podemos definir este termo como:
SWZW = α
∫
dnxǫµ1µ2...µnbi1i2...in(φ)∂µ1φ
i1 ...∂µnφ
in, (1.16)
onde ǫµ1µ2...µn e´ o tensor de Levi-Civita para o espac¸o N , bi1i2...in e´ um tensor antis-
sime´trico em M e α e´ uma constante de acoplamento.
Observemos que se dimN > dimM, teremos ı´ndices repetidos em b, o que
causaria uma simetria nas derivadas, anulando o produto como um todo. Enta˜o
teremos que ter: dimN ≤ dimM.
As equac¸o˜es de movimento podem ser achadas calculando: δSWZ
δφl
= 0, o que nos
da´:
(n+ 1)ǫµ1...µnHli1...in∂µ1φ
i1...∂µnφ
in = 0, (1.17)
onde
Hli1...in = αb[i1...in,l]. (1.18)
7Por exemplo, se M = S3, a me´trica e´ invariante por transformac¸o˜es de O(3), ou seja, as
constantes de estrutura do grupo de isometrias seriam as mesmas constantes do grupo O(3).
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Uma vez obtidas as equac¸o˜es de movimento do termo de WZW, podemos calcular
as equac¸o˜es de movimento da ac¸a˜o total S + SWZ , que e´ a soma da Eq. (1.3) com
meia vez a Eq. (1.17). Este fator meio vem do termo sime´trico ∂µ∂
µgij que na˜o esta´
expresso na equac¸a˜o acima.
Em duas dimenso˜es, podemos escrever a ac¸a˜o completa do modelo σ como sendo:
S =
∫
d2x (
√
γγµνgij + αǫ
µνbij) ∂µφ
i∂νφ
j (1.19)
e suas equac¸o˜es de movimento escrevem-se como:
∂µ(∂
µφk) + (Γkij +
3
2
Hkij)(∂µφ
i)(∂µφj) = 0, (1.20)
onde Γkij e´ o s´ımbolo de Christoffel definido anteriormente.
Observe que a Eq.(1.17) e´ invariante pela transformac¸a˜o:
δbi1...in = ∂[i1λi2...in].
Assim teremos:
H ′ii1...in = ∂[ibi1...in] + ∂[i∂i1λi2...in],
onde vemos que o segundo termo se anula, o que caracteriza uma liberdade de gauge
que a ac¸a˜o e as equac¸o˜es de movimento apresentam.
1.3 Topologia.
Fac¸amos aqui uma breve discussa˜o sobre a constante de acoplamento do termo de
WZW.
Definamos uma variedade B na˜o-compacta tal que N seja sua fronteira, ou seja,
∂B = N . O termo de WZW, definido em (1.16) pode ser transformado, via o
teorema de Stokes, em:
SWZW = α
∫
N=∂B
dnxǫµ1µ2...µnbi1i2...in(φ)∂µ1φ
i1...∂µnφ
in =
= α
∫
B
dn+1xǫµ1µ2...µn+1Hi1i2...in+1(φ)∂µ1φ
i1 ...∂µn+1φ
in+1 . (1.21)
Observemos pore´m que os campos φ esta˜o mal definidos, uma vez que estes so´
existem em N e na˜o em B. Devemos enta˜o extender o mapa φ para um φ˜ de forma
a mapear B em M . Para que possamos fazer isto para qualquer φ e φ˜, precisamos
de que o n-e´simo grupo de homotopia de M seja trivial8
πn(M ) = 0. (1.22)
8O n-e´simo grupo de homotopia deM , (pin(M ), e´ definido como o conjunto dos mapeamentos,
inequivalentes por qualquer tipo de deformac¸a˜o, de uma esfera Sn na variedadeM . A operac¸a˜o
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Isto e´ importante pois caso πn(M ) 6= 0, ter´ıamos fronteiras em M que poderiam
impedir a extensa˜o do φ.
Assim, chamando xn+1 = t, teremos que φ = φ(x, t)9.
Fisicamente o valor do termo de WZW (SWZW ) deve ser independente da escolha
de B, enta˜o podemos escolher outra variedade B′ que tambe´m tenha N como sua
fronteira, ∂B′ = N , e que satisfac¸a B − B′ = Sn+1, ou seja, topologicamente, B e
B′ sa˜o metades de uma (n+ 1)-esfera.
∂B=N
B
−
∂B′=N
B
= = .
Chamemos αΓB o segundo membro da Eq.(1.21), e αΓB′ o mesmo para a varie-
dade B′. Quanticamente, as grandezas f´ısicas surgem a partir da integrais do tipo∫ DφeiΓS ..., onde inserimos os campos que desejarmos na integral. Para que a f´ısica
do modelo na˜o dependa da escolha da extensa˜o de N , teremos que ter
eiαΓB = eiαΓB′ , (1.23)
ou,
eiα(ΓB−ΓB′ ) = eiαΓS = 1, (1.24)
onde S e´ a esfera B −B′. Desta forma podemos concluir que,
αΓSn+1 = 2πl, (1.25)
onde l e´ um inteiro qualquer.
Observe agora que se
πn+1(M ) = 0, (1.26)
teremos que o mapa φ˜, que determina S = φ˜(B − B′), pode ser extendido ainda
mais, para uma variedade (n+ 2)-dimensional, V . Utilizando novamente o teorema
de Stokes, poderemos fazer∫
S=∂V
H =
∫
V
dH = 0, pois dH = ddb = 0. (1.27)
deste grupo e´ a soma dos mapeamentos. Por exemplo, em uma variedade Rn, todos os mapea-
mentos sa˜o homotopicamente iguais a um ponto. Se tivermos um buraco na variedade, pore´m,
teremos que os mapeamentos que envolvem o buraco sera˜o inequivalentes aos que na˜o o envolvem
e tambe´m o sera˜o entre s´ı, pois um mapeamento que envolva duas vezes o buraco e´ inequivalente
a um mesmo que envolva apenas uma vez.
9Em situac¸o˜es onde dH 6= 0 para algum ponto do espac¸o, e´ prefer´ıvel definir o modelo de WZW
atrave´s da Eq. (1.21) pois nestes pontos, b e´ mal definido.
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Por outro lado, se
πn+1(M ) 6= 0, (1.28)
significa que em V , o interior de S, existem “buracos” (n+1)-dimensionais, ou seja,
S na˜o e´ a u´nica fronteira de V , teremos que
∂V = B +Rm, (1.29)
onde Rm e´ a fronteira do m-e´simo buraco. O teorema de Stokes fica enta˜o alterado
para ∫
V
dH =
∫
S
H +
∫
Rm
H = 0, ou,
∫
S
H = −
∫
Rm
H, (1.30)
que em geral na˜o e´ zero. Definamos ∫
S
H = ΓS. (1.31)
N
B
φ˜
φ(N )
Ate´ aqui esta´vamos considerando que S pertencesse a primeira classe de equivaleˆncia
do grupo πn+1(M ) de homotopia, ou seja, que S envolvesse os buracos apenas uma
vez. De maneira geral, S pode pertencer a outras classes de equivaleˆncia, ou seja, S
pode envolver multiplamente os buracos. Representando por um ı´ndice q o nu´mero
de voltas, podemos dizer que topologicamente
Sq = S1 + ... + S1︸ ︷︷ ︸
q
(1.32)
e assim teremos que ∫
Sq
H = q
∫
S1
H = qΓS. (1.33)
Retornando a Eq. (1.25), teremos que αqΓS = 2πl, como l representa um inteiro
qualquer e q adve´m do mapa φ˜ que na˜o e´ u´nico, teremos enta˜o que ter α igual a
α =
2π
ΓS
n, (1.34)
com n inteiro, enta˜o a Eq. (1.21) fica corretamente escrita na forma:
SWZW =
2π
ΓS
nΓB. (1.35)
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1.4 Modelo σ em Variedades de Grupos
Apresentemos agora uma outra definic¸a˜o do modelo sigma encontrada frequ¨entemente,
[17, 18], que esta´ relacionada diretamente com variedades de grupos.
Seja um grupo de Lie G, e sejam g seus elementos: g ∈ G. Definamos um
mapa g = g(x) que relaciona N com a variedade de grupo de G. Este mapa pode
ser implementado via os vetores φ da a´lgebra g atrave´s do mapa φ = φ(x). Enta˜o,
escrevamos
g = eφ = eTiφ
i
, (1.36)
onde Ti sa˜o os geradores da a´lgebra. Dessa forma, a ac¸a˜o do modelo σ na˜o-linear e´
definida como:
S =
∫
dnx
√
γγµνTr
(
g−1∂µgg−1∂νg
)
, (1.37)
cujas equac¸o˜es de movimento sa˜o:
γµνg−1∂µ
(
∂νgg
−1) = 0. (1.38)
Introduzamos o termo de WZW. Como dito na sec¸a˜o 1.2.1, este e´ um termo
topolo´gico e para defini-lo, fac¸amos semelhantemente como na sec¸a˜o 1.3.
Sabemos que g(x) determina uma imersa˜o deN na variedade de grupo G. Fac¸amos
uma extensa˜o de N para uma variedade B, tal que ∂B = N . Isto implicara´ em uma
extensa˜o g˜(B) se tivermos que
πn(G) = 0. (1.39)
Assim, por exemplo, se N = Sn, B sera´ uma meia esfera Sn+1. Escolhendo t como
a (n+ 1)-e´sima coordenada, podemos definir g˜ a satisfazer por exemplo
g˜ = g˜(x, t), g˜(0, x) = 1, g˜(1, x) = g(x), (1.40)
ou explicitamente, g˜ = eφ
iTit.
Tendo isto, definamos uma (n+1)-forma:
Tµ1...µn+1 = Tr
[
(g˜−1∂µ1 g˜)...(g˜
−1∂µn+1 g˜)
]
, (1.41)
definida em g˜(Sn+1). O termo de WZW e´ tido como o “fluxo” desta forma atrave´s
de B, [17].
SWZW =
∫
B
dn+1xǫµ1...µn+1Tµ1...µn+1, (1.42)
Pelos argumentos dados na sec¸a˜o 1.3, se πn+1(G) 6= 0, a constante de acoplamento
de SWZW devera´ ser um mu´ltiplo inteiro de
2π
m
, onde m e´ a integral (1.42) feita sobre
a esfera Sn+1.
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Assim, em n dimenso˜es o modelo σ se escreve como:
S =
∫
dnxTr
(
g−1∂µgg−1∂µg
)
+ α
∫
dnxdtǫµ1...µn+1Tµ1...µn+1. (1.43)
Em duas dimenso˜es de espac¸o-tempo, teremos:
S =
∫
d2xTr
(
g−1∂µgg−1∂µg
)
+ α
∫
d2xdtǫµνρTr
(
g−1∂µgg−1∂νgg−1∂ρg
)
. (1.44)
1.4.1 Equivaleˆncia entre os modelos.
Consideremos que a variedade alvo, M , possua isometrias que definem um grupo
G. Observe que este grupo tera n(n+1)
2
paraˆmetros, uma vez que este e´ o nu´mero de
isometrias do espac¸o Rn euclidiano que jutamente com os espac¸os de De Sitter e
Anti-De Sitter sa˜o os mais sime´tricos poss´ıveis. Seja o grupo G, com elementos g, e
paraˆmetros φa. A me´trica desta variedade e´ definida como [20]:
gab = Tr((g
−1),ag,b), (1.45)
onde g,a =
∂g
∂φa
.
Esta definic¸a˜o claramente associa a Eq. (1.37) com a ac¸a˜o (1.1), pois:
γµνgab∂µφ
a∂νφ
b = γµνTr(g−1,a g,b)∂µφ
a∂νφ
b = Tr(∂µg
−1∂νg). (1.46)
Quanto ao termo de WZW, podemos associar a definic¸a˜o para variedades de
grupo, Eq. (1.42), e a definic¸a˜o geral, Eq. (1.21) se fizermos a identificac¸a˜o:
Ha1...an+1 = Tr
[
(g−1g,a1 )...(g
−1g,an+1 )
]
, (1.47)
pois assim,
Ha1...an+1∂µ1φ
i1 ...∂µn+1 = Tr
[
(g−1g,µ1 )...(g
−1g,µn+1 )
]
= T . (1.48)
Dessa forma, teremos:
SWZW = q
∫
B
dn+1xǫµ1...µn+1Ha1...an+1∂µ1φ
a1 ...∂µn+1φ
an+1 =
= q
∫
B
dn+1xǫµ1...µn+1Tµ1...µn+1. (1.49)
Uma associac¸a˜o mais clara e geome´trica entre as definic¸o˜es do termo de WZW,
que sera feita a seguir, e´ encontrada quando analisamos o caso bi-dimensional (n=2),
onde teremos uma relac¸a˜o entre b, g, e a torc¸a˜o do espac¸o-tempo.
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1.5 Tetrada e Torc¸a˜o
Para que possamos mostrar a relac¸a˜o entre as duas formulac¸o˜es do modelo σ , e´
preciso discutir alguns to´picos de geometria diferencial. Precisamos inicialmente
definir uma me´trica sobre G de forma que possamos calcular grandezas geome´tricas
como curvatura.
Nesta sec¸a˜o usaremos a seguinte notac¸a˜o:
• S´ımbolos em negrito ou com ı´ndices em negrito: tensores. (p.ex.: Ti)
• S´ımbolos com ı´ndices em ita´lico: componentes de tensores. (p.ex.: Va)
• Me´trica: g(A,B) = gabAaBb.
• Derivada de Lie entre dois vetores: £AB.
• Derivada Covariante: (DAB)b = Aa∇aBb = AaBb;a, onde o s´ımbolo ; a indica
a derivada covariante com respeito a a.
• A Conexa˜o em uma base de vetores Ea e´ definida como: DEbEc = ΓabcEa.
• E´ importante lembrar que em geometria diferencial os vetores comportam-se
como diferenciais.
• I´ndices de a-h sa˜o do espac¸o-tempo e ı´ndices i-z representam espac¸o tangente.
Observemos que, na a´lgebra g, os vetores da base, Ti, satisfazem uma relac¸a˜o de
comutac¸a˜o:
[Ti,Tj] = C
k
ijTk, (1.50)
onde Ckij sa˜o as constantes de estrutura do grupo G. Como se sabe da geometria
diferencial, uma base de vetores que na˜o comutam na˜o pode definir uma base coor-
denada, uma vez que vetores coordenados comutam. Ademais, como a a´lgebra e´ na
realidade o espac¸o vetorial tangente a` variedade, sua me´trica e´ constante. Define-se
a me´trica de uma a´lgebra como, [10],
ηij = Tr(TiTj). (1.51)
Definamos a base tetrada Ta
i que encarrega-se de levar componentes do espac¸o curvo
para componentes da base ortonormal tangente, a a´lgebra. Assim,
g−1∂ag = ΛaiTi. (1.52)
Dessa maneira:
g−1∂µg = g−1∂ag∂µφa = Ta∂µφa, (1.53)
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onde Ta = Λa
iTi, que e´ um vetor de uma base coordenada, na˜o necessariamente
ortonormal. Assim, a lagrangeana do modelo σ principal se escrevera´ como:
Tr(g−1∂µgg−1∂µg) = Tr(TaTb)∂µφa∂µφb =
= gab∂µφ
a∂µφb, (1.54)
onde podemos ver que gab = Λa
iΛb
jηij . Esta e´ a lagrangeana da ac¸a˜o (1.37).
Em resumo, o que temos e´ o seguinte. O espac¸o tangente da variedade do grupo
G e´ a a´lgebra g. Tomando seus geradores como os vetores da base, teremos que
estes na˜o comutam. Isto e´ equivalente a dizer que a derivada de Lie entre eles e´ na˜o
nula: £TiTj 6= 0, e como a me´trica deste espac¸o e´ constante, podemos interpretar
os vetores da base como formadores de uma base tetrada. Existe pore´m uma outra
base vetorial cuja me´trica e´ definida pela Eq. (1.45). Para fazer a transic¸a˜o entre
estas bases, definimos a tetrada Ta
i, Eq (1.52).
Para discutirmos a interpretac¸a˜o do termo deWZW, precisamos discutir a questa˜o
da torc¸a˜o na definic¸a˜o das conexo˜es. O Tensor de Torc¸a˜o e´ definido atrave´s de10:
Tor(X,Y) = DXY −DYX− £XY = DXY − DYX− [X,Y], (1.55)
que e´ antissime´trico em X e Y. Podemos obter suas componentes observando que
em termos dos vetores da base Ei pode ser escrito na forma:
Tor(X,Y) = T ijkX
jY kEi (1.56)
e teremos a antissimetria representada por: T ijk = T
i
[kj].
Usualmente, a definic¸a˜o da derivada covariante, logo da conexa˜o, exige que
Tor(X,Y)=0 para qualquer vetor. Pore´m esta condic¸a˜o sera´ relaxada pois existe
uma estreita relac¸a˜o entre a torc¸a˜o e o termos de WZW em duas dimenso˜es. A outra
condic¸a˜o usual, que sera´ mantida e´ a constaˆncia covariante da me´trica, a saber:
DXg = 0. (1.57)
Como estamos procurando as componentes da conexa˜o, calculemos, g(Z,DXY),
que apo´s fa´cil manipulac¸a˜o fica:
g(Z,DXY) =
1
2
{X[g(Z,Y)] +Y[g(X,Z)]− Z[g(X,Y)]+
+ g(DZX− DXZ,Y)) + g(DZY − DYZ,X) +
+ g(DXY −DYX,Z)} . (1.58)
10A notac¸a˜o aqui segue semelhante a` [11]
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Utilizando a torc¸a˜o, teremos:
g(Z,DXY) =
1
2
{X[g(Z,Y)] +Y[g(X,Z)]− Z[g(X,Y))]+
g([Z,X] + Tor(Z,X),Y)) + g([Z,Y] + Tor(Z,Y),X)) +
g([X,Y] + Tor(X,Y),Z))} . (1.59)
Para recobrar a relac¸a˜o usual sem torc¸a˜o, como em [11, p. 40], basta fazer Tor(X,Y)=0.
Substituindo os vetores X,Y, Z, por vetores de uma base, En, teremos:
g(Ea,DEbEc) =
1
2
{Ebg(Ea,Ec) + Ecg(Eb,Ea)− Eag(Eb,Ec)+
+ Ccab + Cbac + Cabc + Tcab + Tbac + Tabc} = Γabc, (1.60)
onde aqui definimos,
g(Ec, [Ea,Eb]) = C
d
abg(Ec,Ed) = gcdC
d
ab = Ccba (1.61)
g(Tor(Ea,Eb),Ec) = T
d
abg(Ed,Ec) = gdcT
d
ab = Tcab. (1.62)
Em uma base tetrada, onde a me´trica e´ ortogonal e constante, Eig(Ej,Ek) = 0,
enta˜o teremos:
Γijk =
1
2
{
ηklC
l
ij + ηjlC
l
ik + ηilC
l
jk + Tkij + Tjik + Tijk
}
. (1.63)
Em uma base coordenada:
Γabc =
1
2
{∂bgac + ∂cgab − ∂agbc + Tabc + Tbac + Tcab} . (1.64)
Tentemos agora encontrar as componentes da torc¸a˜o. Calculemos a derivada
covariante da base tetrada:
DEbTi = D∂b(Λi
aEa) (1.65)
e tambe´m temos que:
DEbTi = DΛb
j
Tj
Ti = Λb
jΛk
cΓkjiEc. (1.66)
Enta˜o:
DEb(Λi
aEa) = Λb
jΛk
cΓkjiEc. (1.67)
E´ interessante para variedades de grupo estudar apenas o caso da torc¸a˜o com-
pletamente antissime´trica. Enta˜o, admitindo que
Tijk = T[ijk], (1.68)
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poderemos escrever as componentes da derivada da base tetrada como sendo:
Λi
a
;b =
1
2
{
Λb
jΛk
aCkji + Tijkη
mjΛb
kΛm
a
}
. (1.69)
Para chegarmos em nosso objetivo, que e´ relacionar a torc¸a˜o com o termo de WZW,
exijamos que a tetrada seja uma constante covariante, ou seja,
Λi
a
;b = 0, (1.70)
o que implicara´ em
T abc = Λb
iΛc
jΛk
aCkij. (1.71)
Observe agora que
Tr(g−1g,[ag−1g,bg−1g,c]) = Tr(T[aTbTc]) = ΛaiΛbjΛckTr(T[iTiTk]) =
=
1
6
Λa
iΛb
jΛc
kTr(C lijTlTk + C
l
jkTlTi + C
l
kiTlTj) =
=
1
6
Λa
iΛb
jΛc
k(Ckij + Cijk + Cjki) =
=
1
2
Λa
iΛb
jΛc
kCijk. (1.72)
Assim,
Tabc = 2Tr(g
−1g,[ag−1g,bg−1g,c]). (1.73)
Ou seja, em uma variedade de grupo, se impusermos a condic¸a˜o de “integra-
bilidade” da tetrada, Eq. (1.70), e exigirmos a antissimetria da torc¸a˜o, teremos a
mesma definida pelas Eq. (1.71) ou Eq. (1.73).
Ja´ sabemos, das equac¸o˜es de movimento, Eq. (1.20), que 3Hkij cumpre o papel da
torc¸a˜o. Em uma variedade de grupo, a torc¸a˜o e´ definida atrave´s da equac¸a˜o acima.
Para que possamos interpretar o termo de WZW definido em Eq. (1.21) como sendo
a torc¸a˜o do espac¸o-tempo, teremos que definir
Habc =
2
3
Tabc. (1.74)
1.5.1 Invariaˆncia Conforme
Um dos aspectos mais importantes do modelo sigma e´ a ana´lise de seus pontos
cr´ıticos, em particular, sabe-se que modelos sigma em duas dimenso˜es podem ser
ajustados a fim de que estes sejam finitos, ou seja, com func¸a˜o beta nula. Uma
analise deste assunto pode ser vista em [18]. Recapitulando esta questa˜o, temos que
o modelo sigma da forma geral
S =
1
4λ2
∫
d2xTr
(
∂µg∂
µg−1
)
+
n
24π
∫
d3yǫµνρTr
(
g−1∂µgg−1∂νgg−1∂ρg
)
, (1.75)
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apresenta invariaˆncia conforme no ponto λ2 = 4π
n
. Neste ponto, podemos escrever
as equac¸o˜es de movimento de maneira mais simples. No cone de luz teremos
∂−
(
g−1∂+g
)
= 0, para λ2 > 0 e ∂+
(
g−1∂−g
)
= 0, para λ2 < 0. (1.76)
Para chegar a estas equac¸o˜es, devemos calcular a variac¸a˜o da ac¸a˜o com respeito
aos campos g. O termo principal e´ relativamente simples e lembrando que δg−1 =
−g−1δgg−1 teremos
δ
(
∂µg∂
µg−1
)
=
(
δg∂µ(g
−1∂µg)g−1
)
. (1.77)
O termo de WZW e´ mais interessante pois e´ topolo´gico e vive num espac¸o de
treˆs dimenso˜es. Observe que apo´s integrac¸a˜o por partes, a sua variac¸a˜o assume a
forma
δΓ = 3
∫
d3yǫµνρTr∂µ
(
g−1δgg−1∂νgg−1∂ρg
)
= 3
∫
d2xǫµνTr
(
g−1δgg−1∂µgg−1∂νg
)
=
= −3
∫
d2xǫµνTr
[
g−1δg∂µ
(
g−1∂νg
)]
. (1.78)
Desta maneira, podemos escrever as equac¸o˜es de movimento da ac¸a˜o (1.75) como
1
2λ2
∂µ
(
g−1∂µg
)
g−1 − nǫ
µν
8π
∂µ
(
g−1∂µg
)
= 0. (1.79)
Como no cone de luz g =

 0 1
1 0

 e ǫ =

 0 1
−1 0

, teremos que no ponto cr´ıtico,
as equac¸o˜es de movimento sera˜o exatamente as descritas em (1.76).
Desejo aqui ressaltar dois detalhes. Primeiramente, no ponto cr´ıtico, a raza˜o
entre os coeficientes do termo principal e do termo de WZW e´ 2
3
, ou seja, esta
e´ a raza˜o para que tenhamos invariaˆncia conforme, considerando que esta na˜o e´
alterada por um termo global na ac¸a˜o. Observemos agora que quando temos a
torc¸a˜o, da Eq. (1.20), igual a torc¸a˜o da variedade de grupo, Eq. (1.73), as equac¸o˜es
de movimento tornam-se
∂+∂−φa + (Γabc + T abc)∂+φb∂−φc = 0. (1.80)
Para que possamos relacionar estas equac¸o˜es com a Eq. (1.76), observemos que se
g = g0e
φiTi, onde φi e´ infinitesimal e g esta´ pro´ximo de g0, teremos
∂−
(
g−1∂+g
)
=
(
∂−∂+φk + Ckij∂+φ
i∂−φj
)
g˜−1Tkg˜ = 0. (1.81)
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Observe agora que se escrevermos a Eq (1.80) utilisando a base tetrada (ortonormal
da a´lgebra) teremos que
Γijk =
1
2
Cijk, (1.82)
como Tijk = 12Cijk, a Eq. (1.80) se escreve como
∂+∂−φk + Ckij∂+φ
i∂−φj = 0, (1.83)
que e´ a mesma equac¸a˜o de (1.81), logo para termos invariaˆncia conforme, H = 2
3
T .
1.6 Ac¸a˜o Efetiva.
A teoria de Cordas Bosoˆnicas descreve uma folha mundo sobre o espac¸o-tempo.
Observando sua ac¸a˜o, veˆ-se que na˜o existe nenhuma restric¸a˜o sobre o espac¸o-tempo
f´ısico, na forma de que na˜o existe nenhuma restric¸a˜o sobre a me´trica gij. Isto ocor-
rendo no n´ıvel cla´ssico. Como sabemos de va´rias teorias f´ısicas, a quantizac¸a˜o via
de regra nos traz “surpresas” com relac¸a˜o a`s simetrias e leis de conservac¸a˜o, muitas
vezes violando-as, dando origem a`s chamadas anomalias quaˆnticas. Para buscar-
mos a influeˆncia quaˆntica sobre a me´trica, devemos ver que ela se comporta como
uma “constante de acoplamento” da ac¸a˜o bi-dimensional, e desta forma seu com-
portamento quaˆntico sera´ dado pela func¸a˜o β, que define a variac¸a˜o da constante
de acoplamento com o cut-off11:
βab(x)(E) =
∂gab(x)
∂ lnE
. (1.84)
A ac¸a˜o de Polyakov da Corda Bosoˆnica sobre uma variedade e´ 12:
SP =
1
4πα′
∫
d2σ
√
ggabGµν(X)∂aX
µ∂bX
ν . (1.85)
Onde nesta ac¸a˜o, Gµν e´ a me´trica do espac¸o-tempo, gab e´ a me´trica da folha-mundo
da corda, Xµ e´ o vetor posic¸a˜o no espac¸o-tempo e α′ e´ a “inclinac¸a˜o de Regge”.
Aqui estamos considerando que Φ = Bµν = V = 0, ou seja, estamos desprezando o
d´ılaton, o tensor antissime´trico e o termo potencial.
Fac¸amos uma expansa˜o na me´trica, da forma:
Gµν(X) = ηµν + hµν(X), (1.86)
onde hµν e´ pequeno, poderemos escrever o funcional gerador como:
11Nesta sec¸a˜o usaremos os ı´ndices gregos para o espac¸o-tempo f´ısico (o espac¸o-alvo) e latinas
para a folha-mundo.
12[8], [12], cap. 1.2, [13], cap. 3.4,[19], cap. 15.
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Zg =
∫
DXDh e−SPη
(
1− 1
4πα′
∫
d2σ
√
ggabhµν(X)∂aX
µ∂bX
ν +O(α′2)
)
, (1.87)
onde o ı´ndice η na ac¸a˜o indica que estamos usando a me´trica de Minkowsky em
vez da me´trica geral G. O segundo termo que aparece entre pareˆnteses, e´ o ope-
rador de ve´rtice do gra´viton da corda fechada13, Vgraviton que representa a inserc¸a˜o
de um gra´viton14. Considerando os termos de ordem superior em α, teremos a
exponenciac¸a˜o do operador de ve´rtice: eVgraviton, que define um “estado coerente”
de gra´vitons. Desta maneira, e´ natural pensar que ao se utilizar a ac¸a˜o definida
em (1.85), teremos a descric¸a˜o completa da interac¸a˜o gravitacional. Ou de outra
maneira, a descric¸a˜o da corda sobre um espac¸o-tempo curvo.
Para quantizar a ac¸a˜o de Polyakov, definamos o funcional gerador15:
ZJ =
∫
DXe−SP−X.J , (1.88)
onde X.J =
∫
d2σXµJµ. Definamos o funcional energia:
e−W = ZJ →W = − lnZJ , (1.89)
onde J e´ uma fonte acoplada ao campo Xµ, que sera´ levada a zero no ca´lculo dos
valores esperados. Atrave´s deste funcional, podemos definir o campo me´dio:
X¯ i(σ) =
δW
δJi
, (1.90)
pois δW
δJi
= −1
ZJ
δZJ
δJi
= −1
ZJ
∫ DXe−(S+X.J)(−X i) = 〈X i〉.
Definamos enta˜o a ac¸a˜o efetiva:
Γ(X¯) =W (J)− X¯.J(X¯). (1.91)
Este u´ltimo funcional, escrito em termos da flutuac¸a˜o quaˆntica: Πi = X i−X¯ i,
assume a forma:
e−Γ(X¯) =
∫
DΠ e−S[X¯+Π]+Π.J . (1.92)
E´ importante lembrar que a ac¸a˜o efetiva nos fornece os diagramas 1PI, ou seja
e−Γ
∫
DΠf(Π)e−S[X¯+Π]+Π.J = 〈f(Π)〉 , (1.93)
13Podemos fazer hµν = −2piα′eik.XDµν , hµν assume a forma de um gra´viton.
14cap:3.6-[12]
15Como em [15], cap:9
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onde o valor esperado e´ calculado apenas com os diagramas irredutiveis de uma
part´ıcula.
Expandindo a ac¸a˜o efetiva em se´rie de Taylor e guardando apenas a primeira
ordem em Π, poderemos escrever a ac¸a˜o como:
Γ[Π] = S[X¯] +
1
4πα′
∫
d2σ
[
1
2
Gµν∂aΠ
µ∂aΠν + AaµνΠ
µ∂aΠ
ν +
1
2
BµνΠ
µΠν
]
, (1.94)
onde, 
 A
a
µν = Gµρ,ν∂
aX¯ρ
Bµν =
1
2
Gρσ,µν∂
aX¯σ∂aX¯
ρ
Vale observar que estes campos definidos acima na˜o sa˜o, na realidade, campos
propagantes. Podem ser pensados como campos cla´ssicos “de fundo”, que agem
como fontes do campo quaˆntico.
Inserindo um regulador infravermelho,
∫
d2σm
2
2
δijΠ
iΠj , podemos obter as regras
de Feynman. Diagramaticamente:
µ ν
=
−Gµν
p2 +m2
. (1.95)
A
a
ν
µ
Pa = AaµνPa. (1.96)
B
ν
µ
= Bµν . (1.97)
Nesta teoria a constante de acoplamento e´ a me´trica Gµν . Para sabermos sua
dinaˆmica, ou seja o grupo de renormalizac¸a˜o, precisamos calcular os contra-termos
e a func¸a˜o beta.
A = −
∫
AaµνPa
Gµν
p2 +m2
d2p
(2π)2 (1.98)
B = −
∫
Bµν
Gµν
p2 +m2
d2p
(2π)2 (1.99)
A A =
∫
AaµνPa
Gµρ
p2 +m2
Abρσ(p− k)b×
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× G
σµ
(p− k)2 +m2
d2p
(2π)2 (1.100)
Nesta aproximac¸a˜o, temos apenas correc¸o˜es quaˆnticas para o va´cuo. Observe que
o primeiro diagrama e´ nulo e nesta teoria temos dois diagramas logaritmicamente
divergentes.
Calculando as integrais, utilizando os paraˆmetros de Feynman e Regularizac¸a˜o
dimensional (que nos fornecera´ o paraˆmetro de massa µǫ), podemos concluir que a
parte divergente destes dois diagramas escreve-se como:
B + A A =
µǫ
2
(
−2
ǫ
+ ln∆+ finitos
)
1
4π
∂aX¯σ∂aX¯
ρ ×
[
1
2
Gρσ,µνG
µν −Gµρ,νGλσ,ξGλνGµξ
]
,
(1.101)
onde ∆ = m2 + x(x + 1)k2, e temos implicitamente uma integral
∫ 1
0 dx sobre o
logar´ıtmo (onde x e´ o paraˆmetro de Feynman).
O termo acima nos dara´ o contra-termo da me´trica. De acordo com [19], podemos
reescrever a expressa˜o acima de forma a obter:
δGµν =
µǫ
4πǫ
(
Rµν −∇(µΓν)
)
. (1.102)
Onde Γν = gνµg
ρζΓµρζ . Dentro da ac¸a˜o efetiva, o termo da derivada, no segundo
fator, pode ser integrado por partes, ou seja:
∇(µΓν)∂aXµ∂aXµ = ∇µ(Γν∂aXµ∂aXν)− 2Γν∇µ(∂aXν)∂aXµ. (1.103)
O primeiro termo do segundo membro e´ uma diferencial total, e o segundo termo e´
proporcional a`s equac¸o˜es de movimento, Eq. (1.3), anulando-se na camada de massa.
Logo o u´nico termo relevante para o contratermo e´ o tensor de Ricci .
Podemos agora renormalizar a me´trica Gµν definindo a me´trica nua como sendo:
Gµν = µ
ǫ(GRµν +
1
4πǫ
Rµν). (1.104)
A func¸a˜o βG da me´trica pode ser calculada, utilizando da equac¸a˜o acima:
βGµν = µ
∂GRµν
∂µ
= −ǫµ−ǫGµν = −1
4π
Rµν . (1.105)
A Invariaˆncia Conforme.
Cap´ıtulo 1. O Modelo σ N=0 24
A ac¸a˜o de Polyakov e´ classicamente invariante por transformac¸o˜es conformes.
Esta simetria reduz em muito o nu´mero de variedades inequivalentes a serem so-
madas e e´ uma caracter´ıstica marcante da teoria de cordas16. No n´ıvel quaˆntico,
pore´m, e´ necessa´rio verificar as circunstaˆncias nas quais a invariaˆncia conforme e´
mantida.
Seja a me´trica gµν , um escalar Λ e vetores kµ infinitesimais. Se para algum Λ:
δgµν = ∇µkν +∇νkµ + 2Λgµν = 0,
enta˜o kµ sa˜o os vetores de Killing conformes. (se Λ = 0, sa˜o apenas vetores de
Killing). Abaixo temos como algumas grandezas geome´tricas transformam-se por
transformac¸a˜o conforme:
gµν → e2Λ(x)gµν , √g→
√
‖e2Λgµν‖ = enΛ(x)√g,
√
ggµν → eǫΛ√ggµν .
A invariaˆncia por mudanc¸as de escala (transformac¸a˜o conforme) esta´ relacionada
com os zeros (pontos cr´ıticos) da func¸a˜o beta, uma vez que nestes pontos a cons-
tante de acoplamento na˜o varia com a escala de energia (que e´ inversamente propor-
cional a` escala de distaˆncias). Para evidenciar esta relac¸a˜o, consideremos apenas as
transformac¸o˜es conformes definamos um escalar que esta´ ligado ao tensor momento-
energia17:
δS =
∫
dnx
√
gΛ(x)T. (1.106)
A partir desta definic¸a˜o, calculemos T explicitamente:
δS =
δS
δgµν
.δgµν =
δS
δgµν
.2Λgµν =
∫
dnx2Λgµν
δS
δgµν
, (1.107)
implicando em
√
gT = 2gµν
δS
δgµν
. (1.108)
Usando agora a ac¸a˜o (1.85), calculemos o termo acima explicitamente:
2gµν
δS
δgµν
→ ǫL = T, (1.109)
onde neste ca´lculo deve-se atentar para os fatos de que δ
√
g = 1
2
√
ggαβδgαβ, que
δgαβ
δgµν
= −gαµgβν e que n = 2 + ǫ.
16Veja [13], cap. 3.4.3
17Como as transformac¸o˜es conformes na˜o teˆm direc¸o˜es preferenciais, a grandeza conservada
tambe´m na˜ pode conter ı´ndices, deve ser um escalar.
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Utilizando a ac¸a˜o efetiva teremos:
δΓ = eΓ
∫
DΠ(−δS)e−S+Π.J
δΓ =
〈∫
d2x
√
gΛ(x)T
〉
=
∫
d2x
√
gΛ(x) 〈T 〉
(1.110)
Utilizando o resultado da Eq.(1.109), teremos que:
T = ǫL → ǫ 〈L〉 . (1.111)
Esta e´ a anomalia conforme. Observe que a priori 〈T 〉 deve ser zero, mas o
valor esperado da Lagrangeana na˜o e´ necessariamente zero. Integrando a anomalia,
teremos: ∫
d2x
√
g 〈T 〉 = ǫ 〈S〉 . (1.112)
A ac¸a˜o depende linearmente da me´trica nua Gµν , enta˜o podemos escrever:
ǫS = ǫGµν .
δS
δGµν
. (1.113)
Fazendo uso da Eq. (1.104), que relaciona as me´tricas nua e renormalizada,
podemos ver que:
ǫG = µ
δG
δµ
= µ
δGR
δµ
δG
δGR
= βG
δG
δGR
. (1.114)
Relacionando esta equac¸a˜o com a Eq. (1.113), e calculando o valor esperado
atrave´s da ac¸a˜o efetiva, teremos:
〈ǫS〉 =
〈
βG
δG
δGR
δS
δG
〉
= βG
δΓ
δGR
. (1.115)
A anomalia integrada fica da forma:∫
dnx
√
g 〈T 〉 = βG δΓ
δGR
. (1.116)
Para a teoria ser livre da anomalia conforme, devemos verificar o ponto em que a
func¸a˜o beta da me´trica se anula, ou seja:
βG
δΓ
δGR
= 0→ βG = 0. (1.117)
Desta forma chagamos ao resultado de que, para a teoria de cordas manter a
invariaˆncia conforme, o segundo fator da Eq. (1.102) deve anular-se. O termo da
derivada de Γ anula-se, e a equac¸a˜o que deve ser obedecida e´:
Rµν = 0, (1.118)
que e´ na verdade a Equac¸a˜o de Einstein da gravitac¸a˜o para o va´cuo.
Cap´ıtulo 2
Supersimetria
2.1 Introduc¸a˜o
Simetrias de uma ac¸a˜o sa˜o definidas como transformac¸o˜es nos campos da ac¸a˜o que
deixam esta invariante. Os exemplos mais comuns sa˜o as invariaˆncias de Lorentz e
gauge das teorias de Yang-Mills. Uma ac¸a˜o pode conter campos bosoˆnicos, comu-
tantes, e campos fermioˆnicos, anti-comutantes, ou grassmannianos.
E´ poss´ıvel construir transformac¸o˜es que levam campos bosoˆnicos para campos
fermioˆnicos e vice-versa. Uma delas e´ a Supersimetria, que relaciona campos es-
calares, e campos espinoriais. Para definirmos esta simetria precisamos observar
que em um espac¸o de D dimenso˜es, os espinores de Weyl teˆm 2D/2 componentes
reais. Podemos enta˜o introduzir a supersimetria como:
Em uma dimensa˜o:
δǫφ = ǫψ, δψ = −iǫ∂φ. (2.1)
Em duas dimenso˜es:
δǫφ = ǫ
αψα, δǫψβ = −iǫασmαβ∂mφ, (2.2)
onde σmαβ sa˜o as matrizes de Pauli em duas dimenso˜es e ǫ, o paraˆmetro da trans-
formac¸a˜o, e´ um espinor de Weyl1.
Utilizaremos as seguintes definic¸o˜es para contrac¸a˜o e manipulac¸a˜o de ı´ndices:
ψα = ǫαβψβ , (2.3)
ψα = ǫαβψ
β, (2.4)
φσmξ = φασmαβξ
β, (2.5)
onde ǫαβ e´ o tensor completamente antissime´trico.
1Supersimetria em quatro dimenso˜es pode ser encontrada em [16].
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E´ usual definir, em duas dimenso˜es, as matrizes σ de Pauli como sendo
σ0αβ =

 1 0
0 1

 , σ1αβ =

 1 0
0 −1

 , tal que
σ0α
β = ǫαβσ
0
ασ =

 0 −1
1 0


σ1α
β = ǫαβσ
1
ασ =

 0 +1
1 0

 .
(2.6)
Neste trabalho utilizaremos as coordenadas de cone de luz, definidas como
x+ =
1
2
(x0 + x1), x− =
1
2
(x0 − x1), (2.7)
onde x0 e x1 sa˜o as coordenadas usuais de Minkovisky. Neste sistema de coorde-
nadas, as transformac¸o˜es de supersimetria, Eq. (2.2), escrevem-se como:
δǫφ = ǫ
αψα, δǫψ± = −iǫ±∂±φ, (2.8)
uma vez que σ±αβ =
1
2
(σ0αβ ± σ1αβ).
Exemplifiquemos, com uma ac¸a˜o bem simples, a supersimetria. Consideremos a
ac¸a˜o de um escalar real livre e de um espinor real, no cone de luz:
S =
∫
d2x(φ∂+∂−φ+ iψ+∂−ψ+ + iψ−∂+ψ−). (2.9)
Para constatar sua invariaˆncia sob transformac¸o˜es de supersimetria, calculemos a
variac¸a˜o da ac¸a˜o.
δǫS =
∫
d2x(2δǫφ∂+∂−φ+ 2iδǫψ+∂−ψ+ + 2iδǫψ−∂+ψ−) =
=
∫
d2x(2ǫαψα∂+∂−φ+ 2ǫ+∂+φ∂−ψ+ + 2ǫ−∂−φ∂+ψ−) = 0. (2.10)
Logo vemos que esta ac¸a˜o e´ de fato supersime´trica, onde utilizamos o fato de que
ǫα e´ uma constante, e integramos por partes ao final.
Para sermos mais completos, precisamos definir a a´lgebra de supersimetria. Da
mesma forma que rotac¸o˜es em um plano definem SO(2), podemos escrever a su-
persimetria de forma que defina um grupo de Lie. Muito de um grupo de Lie e´
determinado pela sua a´lgebra, enta˜o, definamos a a´lgebra de supersimetria:
[δǫ, δζ ] = −2ǫασmαβζβPm, (2.11)
onde δǫ, δζ sa˜o elementos da a´lgebra (transformac¸o˜es infinitesimais) e Pm e´ o mo-
mento, −i∂m. Esta a´lgebra deve ser satisfeita quando atuada sobre os campos de
uma ac¸a˜o supersime´trica. Testemo-la sobre o campo bosoˆnico φ.
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[δǫ, δζ ]φ = δǫ(ζ
αψα)− δζ(ǫαψα) =
= 2iǫασmαβζ
β∂mφ. (2.12)
Vemos enta˜o que para o campo φ a a´lgebra e´ satisfeita. Por outro lado, encon-
traremos algo diferente ao aplicarmos a a´lgebra sobre os campos fermioˆnicos, ψ.
Observe que
[δǫ, δζ ]ψ± = δǫ(−iζ±∂±φ)− δζ(−iǫ±∂±φ) =
= −iζ±ǫα∂±ψα + iǫ±ζα∂±ψα, (2.13)
na˜o e´ o segundo membro de (2.8), podemos, no entanto, fazer a a´lgebra cumprir-se
caso utilizemos as equac¸o˜es de movimento do campo ψ, a saber,
∂±ψ∓ = 0. (2.14)
Aplicando estas equac¸o˜es no segundo membro de (2.13), teremos:
− iζ±ǫα∂±ψα + iǫ±ζα∂±ψα = −iζ±ǫ±∂±ψ± + iǫ±ζ±∂±ψ± = 2iǫ±ζ±∂±ψ±, (2.15)
satisfazendo, enta˜o, a a´lgebra de supersimetria. Logo vemos o fato interessante de
que a a´lgebra so´ se cumpre na camada de massa dos campos ψ. Para contornar este
fato e termos a a´lgebra fechando fora da camada de massa, precisamos introduzir
um campo auxiliar bosoˆnico nas transformac¸o˜es de supersimetria. Estas ficam:
δǫφ = ǫ
αψα
δǫψβ = −iǫασmαβ∂mφ− iǫβF
δǫF = ǫ
ασmαβ∂mψ
β.
(2.16)
Os campos φ, ψα e F formam o multipleto supersime´trico escalar. As transformac¸o˜es
acima satisfazem a a´lgebra de supersimetria, Eq. (2.11), sem nescessidade de equac¸o˜es
extras. Podemos incluir o campo F na ac¸a˜o como um campo auxiliar, que pode ser
eliminado algebricamente da ac¸a˜o. Teremos enta˜o:
S =
∫
d2x(φ∂+∂−φ+ iψ+∂−ψ+ + iψ−∂+ψ− − FF ). (2.17)
2.2 Supercampos
Para evidenciar a supersimetria em uma teoria, consideremos que o espac¸o seja
formado pelas D dimenso˜es usuais, xµ, bosoˆnicas, e por 2D/2 dimenso˜es extras
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pore´m, mapeadas por coordenadas grassmanianas, θα, fermioˆnicas. As coorde-
nadas fe´rmions sa˜o espinores de Weyl, como acima. Desta forma podemos definir a
“supercoordenada”:
X M = (xm, θα). (2.18)
O espac¸o mapeado pela supercoordenada chama-se superespac¸o.
Antes de continuarmos, relembremos o seguinte fato. O espac¸o euclidiano ma-
peado pelas coordenadas xm pode ser visto como o espac¸o tangente, do grupo de
translac¸o˜es gerado pelo momento Pm, ou seja, a a´lgebra. Desta forma, considerando
um vetor xmPm, da a´lgebra, o correspondente elemento do grupo das translac¸o˜es e´
definido como:
ℓx = e
−ixmPm . (2.19)
Este grupo obedece a` a´lgebra abeliana das translac¸o˜es: [Pm, Pn] = 0, o que implica
em:
ℓxℓy = e
−ixmPme−iy
mPm = e−i(x+y)
mPm , (2.20)
onde usamos (e usaremos a seguir) a relac¸a˜o eAeB = eA+B+
1
2
[A,B], se [A, [A,B]] = 0,
que e´ o nosso caso.
Estas transformac¸o˜es entre elementos do grupo induzem uma transformac¸a˜o nos
vetores da a´lgebra:
xm → (x+ y)m. (2.21)
Desta forma, Pm pode ser escrito de maneira a gerar estas transformac¸o˜es no espac¸o
tangente, a saber: Pm = −i∂m. Assim
ey
m∂mf(x) = (1 + ym∂m +
1
2
ymyn∂m∂n + ...)f(x) = f(x+ y), (2.22)
pois esta e´ a expansa˜o de Taylor de f(x + y) em torno de x. Retornando a` super-
simetria, definamos um gerador Qα, tal que δξ = ξ
αQα, e que satisfac¸a a a´lgebra de
supersimetria Eq. (2.11). Devido ao fato de que Qα e´ grassmaniano, a a´lgebra a ser
obedecida fica na forma:
{Qα, Qβ} = 2σmαβPm. (2.23)
Podemos pensar agora o superespac¸o como sendo a a´lgebra do grupo de super-
simetria, gerado por Pm e Qα. Analisando a parte fermioˆnica, podemos definir o
elemento de “supertranslac¸a˜o” como sendo:
ℓθ = e
θαQα, (2.24)
e como sua a´lgebra na˜o e´ abeliana, a composic¸a˜o assume a forma:
ℓθℓξ = e
θαQαeξ
αQα = e(θ+ξ)
αQα+θσmξPm, (2.25)
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ou seja, a composic¸a˜o de duas translac¸o˜es fermioˆnicas gera uma translac¸a˜o espacial
bosoˆnica:
θσmξPm = −iδxµPm → δxm = iθσmξ. (2.26)
Definindo uma base coordenada ∂α =
∂
∂θα
e ∂m, podemos definir Qα como:
Qα = ∂α − iθβσmαβ∂m, (2.27)
este operador induzira´ a transformac¸a˜o no espac¸o tangente:
(1 + ξαQα)X = (1 + ξ
αQα)(x
m + θβ) = (xm − iθσmξ) + (θ + ξ)β. (2.28)
Define-se usualmente a derivada covariante supersime´trica como sendo:
Dα = ∂α + iθ
βσmβα∂m. (2.29)
Este operador anticomuta com o gerador de supersimetria e satisfaz uma a´lgebra
muito semelhante a` (2.23), pore´m com o sinal trocado:
{Dα, Dβ} = −2σmαβPm, (2.30)
{Dα, Qβ} = 0. (2.31)
Observe que e´ de extrema importaˆncia que a derivada covariante anticomute com
o gerador de supersimetrias, pois isso nos diz que Dα e´ supersime´trica.
Podemos agora definir os supercampos. Supercampos sa˜o func¸o˜es que depen-
dem de X : f(X ) = f(x, θ). Como as varia´veis grassmanianas anticomutam, uma
expansa˜o em poteˆncias de θα so´ se desenvolvera´ ate´ o termo θ2
D/2
. No caso bidi-
mensional (n=2), teremos que:
f(x, θ) = f(x, θ)|θ=0 + θα∂αf(X )|θ=0 − 1
4
θ2∂α∂αf(X )|θ=0. (2.32)
E´ usual definir campos dependentes apenas de xm para cada termo da expansa˜o.
Enta˜o, a maneira comum de se definir a expansa˜o de um supercampo em termo dos
seus campos componentes e´:
f(x, θ) = φ(x) + θαψα(x) +
1
2
θ2F (x). (2.33)
Assim evidenciamos os campos componentes do supercampo, a saber, um campo
escalar, um campo espinorial e um u´ltimo campo escalar.
E´ importante ver que uma lagrangeana definida a partir de supercampos, e´ su-
persime´trica.
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∫
QαL(X )d
2xd2θ =
∫
(∂α + iθ
βσmβα∂m)L(X )d
2xd2θ = 0, (2.34)
pois, o primeiro termo e´ uma derivada total, e o segundo pode ser integrado por
partes.
Em duas dimenso˜es e no cone de luz, podemos definir o gerados de supersimetria
como:
Q+ =
∂
∂θ+
− iθ+∂+ (2.35)
Q− =
∂
∂θ−
− iθ−∂−, (2.36)
que satisfaz a a´lgebra usual: {
Q+
−
, Q+
−
}
= 2P+
−
(2.37)
e zero nos outros casos. Da mesma forma, as derivadas covariantes escrevem-se:
D+ =
∂
∂θ+
+ iθ+∂+ (2.38)
D− =
∂
∂θ−
+ iθ−∂− (2.39)
Claramente podemos reescrever estas expresso˜es utilizado das matrizes σ: Dα =
∂
∂θα
+ iθβσmαβ∂m.
2.3 Mu´ltiplas supersimetrias
Assim como definimos a transformac¸a˜o de Supersimetria entre um campo escalar e
um conjunto de fe´rmions, podemos definir mais simetrias semelhantes relacionando
o mesmo campo bosoˆnico com outros campos fermioˆnicos, ou seja, mais supersime-
trias. Chamaremos o nu´mero de supersimetrias de N. N=2, duas supersimetrias,
N=1, uma, N=0 e´ o caso bosoˆnico.
Para implementar estas novas simetrias no formalismo ja´ exposto, consideremos
va´rios geradores de supersimetrias: QAα , onde A indica qual gerador estamos nos
referindo. A a´lgebra de Susi assume a forma:
{QAα , QBβ } = 2σmαβPmMAB. (2.40)
Consideraremos MAB = IAB no nosso caso2. Seguindo, podemos associar a cada
nova supersimetria um novo conjunto de varia´veis fermioˆnicas θAα , e definir supercam-
pos com N supersimetrias. Como exemplo, fac¸amos o caso N=2 em duas dimenso˜es:
f(x, θ, ξ) = f(x)+θαψα+ξ
αχα+θ
αξβΞαβ+
1
2
θ2F+
1
2
ξ2G+
1
2
θ2ξαΣα+
1
2
ξ2θαΘα+
1
4
ξ2θ2A,
(2.41)
2Este M esta´ relacionado com a carga central definida em [16]
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onde os campos do multipleto acima veˆm diretamente da expansa˜o da Taylor de
f(x, θ, ξ) em torno dos pontos θ e ξ.
Podemos definir ac¸o˜es com mu´ltiplas supersimetrias da mesma forma como o
caso N=1, assim teremos
S =
∫
dnx
N∏
d2
D/2
θAL(x, θA), ou no caso N=2,
S =
∫
d2xd2θd2ξL(x, θ, ξ). (2.42)
Este e´ o formalismo manifestamente supersime´trico.
Existem outras maneiras de termos supersimetrias extras que na˜o apresentam-
se de maneira manifesta. Uma delas pode ser definida da seguinte maneira. Seja
uma ac¸a˜o com supersimetria N=1 manifesta contendo va´rios supercampos escalares
φi, onde o ı´ndice indica qual campo estamos nos referindo. Outras supersimetrias
podem ser introduzidas se considerarmos a seguinte transformac¸a˜o:
δǫφ
i = ǫαJ ijDαφ
j. (2.43)
Podemos considerar estas equac¸o˜es como sendo variac¸o˜s das Eqs. (2.2), mas para
serem supersimetrias, a a´lgebra (2.11) deve ser satisfeira.
[δǫ, δξ]φ
i = δǫ(ξ
αJ ijDαφ
j)− δξ(ǫαJ ijDαφj) =
= ξαJ ij,kδǫφ
kDαφ
j + ξαJ ijDα(δǫφ
j)− (ǫ↔ ξ) =
= −ǫαξβJ ijJ j l {Dα, Dβ}φl + ξαǫβ
(
J ij,kJ
k
l − J il,kJkj−
− J ijJ jj,k + J ijJ jk,l
)
Dβφ
lDαφ
j. (2.44)
Para que tenhamos
[δǫ, δξ]φ
i = 2iǫαξβσmαβ∂mφ
i, (2.45)
teremos que ter o termo dos anticomutadores multiplicado por −1, e o restante nulo.
Isto implica nas condic¸o˜es [20, 21, 22]:
J ijJ
j
k = −δik, e J liJk [j,l] − J ljJk [i,l] = 0. (2.46)
Estas condic¸o˜es coincidentemente sa˜o as condic¸o˜es suficientes para que J seja
uma estrutura complexa, implicando que φj sejam coordenadas de uma variedade de
Ka¨hler. Isto sera´ melhor explicado na sec¸a˜o 3.2. De qualquer maneira e´ importante
ressaltar que para termos mais supersimetrias com o mesmo conteu´do de campos, o
espac¸o alvo tem que ser Ka¨hler.
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2.4 Duas Supersimetrias
Ale´m das coordenadas bosoˆnicas xm e das duas direc¸o˜es fermioˆnicas θα(≡ θα1 ), in-
troduzamos mais duas direc¸o˜es, θα2 , com derivadas covariantes e geradores de super-
simetria ideˆnticos aos mesmos para as varia´veis θα1 .
Assim teremos:
QAα = ∂θα
A
− iθβAσmαβ∂m, DAα = ∂θαA + iθ
β
Aσ
m
αβ∂m, (2.47)
onde α, β = 1, 2, sa˜o os ı´ndices espinoriais e A,B = 1, 2 sa˜o os ı´ndices de supersime-
tria. Estes operadores ssatisfazem a a´lgebra usual de supersimetria, Eq.(2.23).
Agora podemos redefinir as varia´veis fermioˆnicas de uma forma mais conveniente:
ϑα = 1√
2
(θα1 − iθα2 ) , ϑ¯α = 1√2 (θα1 + iθα2 ) .
D
α = 1√
2
(Dα1 + iD
α
2 ) , D¯
α
= 1√
2
(Dα1 − iDα2 ) .
(2.48)
Que satisfaz a a´lgebra: {
D±, D¯±
}
= 2P±, (2.49)
onde aqui na˜o ha´ soma sobre os ı´ndices α e ja´ fizemos a escolha da representac¸a˜o
das matrizes sigma (coordenada de cone de luz, Eq. (2.7)).
Para construirmos uma ac¸a˜o manifestamente supersime´trica N=2, em duas di-
menso˜es, teremos que considerar inicialmente que a medida da integral da ac¸a˜o e´
d2xd2θ1d
2θ2 cuja dimensa˜o de massa e´ nula, uma vez que [d
2x] = −2, [d2θ] = −1.
Isto implica que qualquer lagrangeana proposta deve ser adimensional. Em varie-
dades de grupos, a lagrangeana e´ expressa em termos de campos e seus inversos,
logo na˜o contribuindo para a dimensa˜o, desta forma a presenc¸a de derivadas na˜o e´
permitida ja´ que estas contribuem para a dimensa˜o de massa.
Desta forma, ac¸o˜es manifestamente supersime´tricas N=2 em duas dimenso˜es teˆm
que ser da forma:
S =
∫
d2xd4θK(ϑα, ϑ¯α) =
∫
d2xd4θK(θ1α, θ2α), (2.50)
onde K e´ um campo escalar e d4θ = d2θ1d
2θ2.
Como na ac¸a˜o (2.50) na˜o existem derivadas, toda a dinaˆmica da teoria e´ definida
por poss´ıveis v´ınculos a serem satisfeitos pelo campo escalar K. E´ demonstrado que
uma grande classe de modelos σ podem ser compostos por campos quirais e quirais
torcidos [21]. Desta forma, restringir-nos-emos a potenciais da forma:
K(θ1α, θ2α) = K(Φ, Φ¯,Λ, Λ¯). (2.51)
Definiremos a seguir estes dois tipos de campos:
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2.4.1 Campo Quiral e Quiral Torcido.
Seja um supercampo N=2, Φ = Φ(x, θ1, θ2), e seu conjugado complexo. Con-
siderando que as quatro derivadas covariantes Dα, D¯α definem, cada uma, direc¸o˜es
no superespac¸o, os campos quirais sa˜o definidos como aqueles que se propagam
apenas na direc¸a˜o holomo´rfica, ou seja:
D¯αΦ = 0, DαΦ¯ = 0, (2.52)
onde a segunda expressa˜o vem do fato dos campos conjugados (anti-quirais) propagarem-
se na direc¸a˜o anti-holomo´rfica. Pela definic¸a˜o de Dα, Eq. (2.48), estas condic¸o˜es
implicam que:
D1αΦ = iD2αΦ, D1αΦ¯ = −iD2αΦ¯, (2.53)
e tambe´m temos que:
D22Φ = −D21Φ, D22Φ¯ = −D21Φ¯. (2.54)
De posse destas relac¸o˜es cinema´ticas, podemos encontrar relac¸o˜es entre os compo-
nentes do multipleto Φ. A expansa˜o em poteˆncias de θ2 nos fornece
Φ(θ1, θ2) = φ(θ1) + θ
α
2ψα(θ1) + θ
2
2F (θ1), (2.55)
em que aqu´ı cada campo componente e´ um supercampo N=1. Observe que por
definic¸a˜o,
ψα = −iD2αΦ|θ2 = −iD1αφ, (2.56)
F = −1
4
D22Φ|θ2=0 = −
1
4
D21φ, (2.57)
onde usamos as Eq. (2.53) e Eq. (2.54). Conclu´ımos que o campo quiral N=2 Φ tem
apenas um campo independente no seu multipleto, a saber o campo N=1 φ que na˜o
satisfaz nenhum v´ınculo.
Repetindo os passos anteriores agora para o campo anti-quiral Φ¯, teremos que
Φ¯(θ1, θ2) = φ¯(θ1) + θ
α
2 ψ¯α(θ1) +
1
4
θ22F¯ (θ1), (2.58)
e a expansa˜o em campos componentes
ψ¯α = iD2αΦ¯|θ2 = −iD1αφ¯, (2.59)
F¯ = −1
4
D22Φ¯|θ2=0 = −
1
4
D21φ¯. (2.60)
Introduzamos agora os campos quirais torcidos (do ingleˆs twisted chiral), Λ(x, θ1, θ2).
Estes campos tambe´m obedecem relac¸o˜es cinema´ticas pore´m diferentes das satis-
feitas pelos campos quirais. Elas sa˜o
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D¯+Λ = D−Λ = 0; D+Λ¯ = D¯−Λ¯ = 0. (2.61)
O t´ıtulo torcido pode ser sugerido se observarmos que estes sa˜o campos quirais
usuais onde trocamos D¯− ↔ D−.
Estas condic¸o˜es implicam que:
D+1Λ = iD+2Λ, D−1Λ = −iD−2Λ. (2.62)
D+1Λ¯ = −iD+2Λ¯, D−1Λ¯ = iD−2Λ¯, (2.63)
ou melhor:
D2αΛ =Mα
βD1βΛ, D2αΛ¯ = M¯α
βD1βΛ¯, (2.64)
onde,
Mα
β =

 −i 0
0 i

 , M¯ = M∗. (2.65)
Ale´m disto:
D22Λ = D
2
1Λ, D
2
2Λ¯ = D
2
1Λ¯. (2.66)
Sob estas condic¸o˜es, a expansa˜o de Taylor em torno de θ2 assume a forma:
Λ(θ1, θ2) = λ(θ1) + θ
α
2χα(θ1) + θ
2
2F (θ1), (2.67)
onde,
χα = D2αΛ|θ2 =

 −iD+1λiD−1λ , (2.68)
F =
1
4
D22Λ|θ2=0 =
1
4
D21λ. (2.69)
Novamente vemos que o campo N=2 quiral torcido Λ depende apenas de sua
primeira componente N=1, λ, que por sua vez na˜o obedece nenhum v´ınculo.
Analogamente para o campo anti-quiral torcido (o conjugado complexo)
Λ¯(θ1, θ2) = λ¯(θ1) + θ
α
2 χ¯α(θ) + θ
2
2F¯ (θ1), (2.70)
onde,
χ¯α = D2αΛ¯|θ2 =

 iD+1λ¯−iD−1λ¯ , (2.71)
F¯ =
1
4
D22Λ¯|θ2=0 =
1
4
λ¯. (2.72)
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O fato das componentes dos supercampos N=2 quiral e quiral torcido estarem
relacionada via uma operac¸a˜o determinada, Eq. (2.59) para as componentes do su-
percampo quiral e Eq. (2.68), nos mostra que estas transformac¸o˜es formam uma
outra representac¸a˜o da a´lgebra de supersimetria. Chamando Q˜ os novos geradores
de superdimetria, podemos escreve-los explicitamente como
Q˜αφ = −iDα1φ, Q˜αφ¯ = iDα1φ¯, (2.73)
Q˜αλ =Mα
βDβ1λ, Q˜αλ¯ = M¯α
βDβ1λ¯. (2.74)
Podemos escrever estas equac¸o˜es de uma forma muito mais u´til para a sequ¨eˆncia
do trabalho. Definamos um vetor V i como
V
i = (Φ, Φ¯,Λ, Λ¯), (2.75)
assim definamos duas matrizes J+
i
j e J−ij que satisfazem
Q˜αV
i = Jα
i
jD1αV
j, (2.76)
observe que esta equac¸a˜o e´ exatamente a Eq. (2.43). Atrave´s da equac¸o˜es (2.73) e
(2.74), podemos determinar as matrizes J e obteremos:
J+ = diag(−i, i,−i, i), e, J− = diag(−i, i, i,−i). (2.77)
Voltando para a ac¸a˜o N=2, Eq. (2.50), devemos utilizar os v´ınculos dos campos,
apresentados acima, para que possamos integrar sobre as varia´veirs θα2 . Expandindo
a ac¸a˜o (2.50), teremos:
S =
∫
d2xd4θK(Φ, Φ¯,Λ, Λ¯) =
1
4
∫
d2xd2θ
[
4Kφφ¯D
α
1φD1αφ¯− 4Kλλ¯Dα1λD1αλ¯+
− 2iKφλ¯Dα1φM¯αβD1βλ¯− 2iKφλDα1φMαβD1βλ +
+ 2iKφ¯λD
α
1 φ¯Mα
βD1βλ+ 2iKφ¯λ¯D
α
1 φ¯M¯α
βD1βλ¯
]
, (2.78)
onde os coeficientes significam, por exemplo:
KΦΛ =
∂2K
∂Φ∂Λ
. (2.79)
O que enta˜o determinara´ a f´ısica do modelo sera´ a forma do potencial K.
Esta expressa˜o pode ser posta em uma forma bem mais conveniente e usual.
Observemos que:
iMαβ = iǫαγMγ
β = i

 0 i
i 0

 = −

 0 1
1 0

 ≡ δ˜αβ. (2.80)
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e desta forma, teremos que
S =
∫
d2xd2θ
[
Kφφ¯D
α
1φD1αφ¯−Kλλ¯Dα1λD1αλ¯+
+
(
1
2
Kφλ¯D1αφD1βλ¯−
1
2
KφλD1αφD1βλ +
+
1
2
Kφ¯λD1αφ¯D1βλ−
1
2
Kφ¯λ¯D1αφ¯D1βλ¯
)
δ˜αβ
]
. (2.81)
A ac¸a˜o mais simples N=2 e´ a de campos quirais livres. Esta tambe´m pode ser
chamada de modelo sigma linear, uma vez que os campos esta˜o relacionados de uma
forma linear. A ac¸a˜o e´ da forma:
S =
∫
d2xd4θΦ¯Φ =
∫
d2xd2θDα1φD1αφ¯. (2.82)
Esta ac¸a˜o reduz-se, apo´s o supercampo N=1 ser expandido por meios de
φ = A+ θα1Bα +
1
2
θ21C, (2.83)
e ser integrado em θ1, a` expressa˜o:
S =
∫
d2x
(
A¯∂+∂−A+ iB¯+∂−B+ + iB¯−∂+B− − 1
2
C¯C
)
. (2.84)
Onde temos um campo A escalar complexo e um campo de spin 1
2
, B, ambos
livres. O campo auxiliar C pode ser retirado algebricamente atrave´s de suas equac¸o˜es
de movimento C = C¯ = 0.
Poder´ıamos ter feito o mesmo para os campos quirais torcidos livres, pore´m, a
ac¸a˜o seria a mesma, a menos de um sinal, que pode ser visto do segundo termo da
Eq. (2.81).
Cap´ıtulo 3
Modelo Sigma Supersime´trico.
3.1 Uma Supersimetria.
Como mencionado no cap´ıtulo 1, o modelo σ tambe´m serve como proto´tipo na
construc¸a˜o da teoria de cordas, ou em outras palavras, a teoria de corda bosoˆnica
e´ um tipo de modelo σ em duas dimenso˜es onde temos a presenc¸a do gra´viton
(termo principal), do campo antissime´trico (termo de WZW) e do d´ılaton (que na˜o
foi exposto neste trabalho). Uma motivac¸a˜o para se estudar uma generalizac¸a˜o
supersime´trica do modelo σ e´ entender a teoria de supercordas.
Existem duas formas de supersimetrizar a ac¸a˜o (1.37). Uma delas e´ impor leis de
transformac¸a˜o semelhantes a`s equac¸o˜es (2.2) e, a partir do termo bosoˆnico, encontrar
a contraparte fermioˆnica. Este me´todo e´ seguido em [20] mas a ac¸a˜o obtida e´
supersime´trica apenas na camada de massa, como a ac¸a˜o (2.9).
Um me´todo mais fa´cil e direto e´ impor que os campos g e b na˜o sejam func¸o˜es
do campo φ(x) bosoˆnico mas sim de um supercampo N=1 Φ(x, θ). Enta˜o teremos:
S =
∫
d2xd2θ
1
2
D−ΦiD+Φj(gij + bij)(Φ). (3.1)
Utilizamos as derivadas covariantes pois estas sa˜o as derivadas naturais que atuando
sobre supercampos, reduzem-se a`s derivadas usuais quando θ = 0. Veja que a ac¸a˜o
esta´ dimensionalmente correta uma vez que [D] = −1
2
, [dθ] = −1
2
e [dx] = 1.
Podemos calcular as equac¸o˜es de movimento, que se escrevem como:
D+D−Φi + Γi+jkD+Φ
jD−Φk = 0, (3.2)
onde
Γi±jk = g
il({l, jk} ± Tljk) (3.3)
{l, jk} = 1
2
(gjl,k + gkl,j − gjk,l) (3.4)
Tljk = blj,k + bkl,j + bjk,l = 3b[li,j]. (3.5)
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Podemos escrever o supercampo Φ em termos de seus campos componentes,
semelhante a expansa˜o (2.33), a saber:
Φi(x, θ) = φi(x) + θαψiα(x)α +
1
2
θ2F i(x). (3.6)
Assim, a ac¸a˜o (3.1) pode ser reescrita como
S =
∫
d2x
{
−gjk(iψj+∂−ψk+ − F jF k + ∂+φj∂−φk − i∂+ψj−ψk−)−
− gjk,lF lψj+ψk− −
1
2
gjk,lmψ
lαψmα ψ
j
+ψ
k
− + igjk,lψ
l
−ψ
k
−∂+φ
j −
−gjk,lψl−ψj+F k + igjk,lψl+ψj+∂−ψk + gjk,lψl+F jψk−
}
. (3.7)
Observe que esta ac¸a˜o conte´m um campo auxiliar, F , na˜o propagante. Este campo
garante a supersimetria fora da camada de massa. Se desejarmos elimina´-lo, para
obter a ac¸a˜o em termo apenas de campos f´ısicos, devemos substituir as equac¸o˜es de
movimento para F diretamente na ac¸a˜o, a saber:
F i = −Γi+jkψi+ψk−, (3.8)
enta˜o, apo´s algum algebrismo, teremos:
S =
∫
d2x
[
1
2
(gijη
µν + bijǫ
µν) ∂µφ
i∂νφ
j+[
igijψ
i∂/ψj + igikΓ
k
+jlψ
l
−ψ
j
−∂+φ
i+
igikΓ
k
−jlψ
l
+ψ
j
+∂−φ
i
]
+
1
4
Rijklψ
iαψkαψ
jβψlβ
]
. (3.9)
Definamos o modelo sigma supersime´trico em variedades de grupos. Inicialmente
devemos ter como base o desenvolvimento apresentado na sec¸a˜o 1.4, onde o modelo
e´ definido a partir de elementos g do grupo G. A maneira mais natural de super-
simetrizar os elementos de grupo e´ supersimetrizar sua a´lgebra ou seja, ao inve´s de
termos vetores do tipo φ = φi(x)Ti, teremos φ = Φ
iTi, onde Φ
j e´ um supercampo
N=1, e Ti sa˜o os geradores do grupo. Como ja´ visto do caso bosoˆnico, este super-
campo e´ o mesmo que aparece na ac¸a˜o (3.1). Via mapeamento exponencial podemos
definir os super-elementos N=1 de grupo como sendo:
G(x, θ) = eΦ
iTi = g(x) + θαψα(x) +
1
2
θ2F (x). (3.10)
Observe que a primeira componente do multipleto e´ o elemento de grupo bosoˆnico
normalmente definido para grupos, g(x) = G(x, θ)|θ=0.
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Utilizando as relac¸o˜es entre g, b e g definidas pelas Eq. (1.54) e Eq. (1.74), na
sec¸a˜o (1.5), onde agora quem descreve a teoria e´ um supercampo, teremos:
gij = Tr(G
−1
,i G ,j) = −Tr(G−1G ,iG−1G ,j), (3.11)
∂[ibjk] =
2
3
Tr(G−1G ,[iG−1G ,jG−1G ,k]). (3.12)
A ac¸a˜o fica na forma
S =
∫
d2xd2θ
1
2
D−ΦiD+ΦjTr
(
G−1,i G ,j
)
+
+
2
3
∫
d2xd2θdt
1
2
D−ΦiD+Φj∂tΦkTr(G−1G ,[iG−1G ,jG−1G ,k]) =
S =
∫
d2xd2θTr(DαG−1DαG)+
+
2
3
∫
d2xd2θdtδαβTr(G−1DαGG−1DβGG−1∂tG). (3.13)
Consideremos b = 0, ou seja, apenas o modelo principal, e calculemos as equac¸o˜es
de movimento. Expandindo o supercampo teremos
G = g(x) + θα + ψα +
1
2
θ2F,
G−1 = g−1 + θαψ˜α +
1
2
θ2F˜−1. (3.14)
Como G−1G = 1, teremos
g−1g = 1, ψ˜α = −g−1ψαg, F˜ = −g−1Fg−1 − g−1ψψ˜.
Integrando nas varia´veis fermioˆnicas, teremos em componentes:
∫
d2x
(
−2g−1✷g + iψ˜−
↔
∂+ ψ− + iψ˜+
↔
∂− ψ+ + 2F˜F
)
. (3.15)
Variando a ac¸a˜o, obtemos as equac¸o˜es de movimento:
∂m(∂
mg−1g) = 0, ∂/ψ = 0, ∂m(g−1ψαg−1)σm = 0, F = g−1ψαg−1ψαg−1 = 0.
(3.16)
3.2 Variedades de Ka¨hler
Uma variedade complexa e´ aquela cujos abertos podem ser mapeados para C n (o que
signifca que podemos poˆr sobre a variedade coordenadas holomo´rficas, (za), e anti-
holomo´rficas, z¯a¯) e cujas func¸o˜es de transic¸a˜o entre os abertos sejam holomo´rficas
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e anti-holomo´rficas. (z′a = fa(z), z¯′a¯ = f a¯(z¯).) Neste tipo de variedade existe uma
transformac¸a˜o que age em vetores:
v′a = Jbavb = iva, v¯′a = J¯bav¯b = −iv¯a. (3.17)
Esta transformac¸a˜o e´ natural em variedades complexas. J e´ chamado de estrutura
complexa e e´ uma constante na variedade, uma vez que transformac¸o˜es holomo´rficas
de coordenadas entre abertos na˜o alteram sua forma, pois
J ′ab =
∂z′a
∂zc
∂zd
∂z′b
Jcd =
∂z′a
∂zc
∂zd
∂z′b
iδcd = iδ
a
b . (3.18)
O mesmo vale para as transformac¸o˜es anti-holomo´rficas.
Definamos enta˜o as variedades de Ka¨hler que sa˜o aquelas que admitem me´tricas
invariantes pelo grupo U(N) de holonomia. Estas me´tricas sa˜o chamadas de me´tricas
de Ka¨hler [14]. A holonomia U(N) garante a possibilidade de se construir uma
estrutura complexa pois J e´ invariante por transformac¸o˜es de U(N) que sa˜o por
definic¸a˜o holomo´rficas.
Va´rias variedades reais tambe´m podem ser variedades complexas. De maneira
geral, uma variedade real 2N-dimensional tera´ como grupo de holonomia algum
subgrupo do grupo SO(2N). Se tivermos que o grupo de holonomia seja o grupo
U(N), enta˜o a variedade sera´ complexa. Na˜o e´ dif´ıcil observar que grupo SO(2N)
conte´m subgrupos U(N), pois aquele divide-se em uma representac¸a˜o holomo´rfica e
uma representac¸a˜o inequivalente anti-holomo´rfica. Para isso vejamos que vetores de
SO(2N) teˆm 2N componentes reais. Combinando suas componentes, duas a duas,
podemos montar um vetor complexo de N componentes. Enta˜o podemos analisar
como uma transformac¸a˜o de SO(2N) age nestes vetores complexos. Comparando
com uma transformac¸a˜o geral de U(N), veremos que estas podem ser escritas como
um caso particular daquelas. Fazendo a mesma coisa com vetores conjugados com-
plexos dos primeiros, teremos outra representac¸a˜o de U(N) que leva a um subgrupo
de SO(2N) diferente do primeiro.
Assim, em variedades reais com grupo de holonomia U(N) podemos fazer uma
transformac¸a˜o de coordenadas para coordenadas complexas e representar os vetores
reais por dois vetores complexos, Ai → Aa, Aa¯.
As me´tricas de Ka¨hler satisfazem, em coordenadas complexas:
gaa¯ = ga¯a, gaa = ga¯a¯ = 0. (3.19)
Isto pode ser visto uma vez que as transformac¸o˜es U(N) deixam invariantes
bilineares da forma ds2 = gaa¯dz
adz¯a¯, onde gaa¯ = Aδaa¯.
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A forma de Ka¨hler e´ um objeto definido a partir da estrutura complexa:
Kij = gikJkj . (3.20)
Em coordenadas holomo´rficas, onde J = ±i, teremos:
Kab¯ = gac¯J c¯b¯ = −igab¯,
Ka¯b = ga¯cJcb = iga¯b.
(3.21)
Observe que por construc¸a˜o, K e´ um tensor covariante, antissime´trico e invariante
por U(N), pois e´ proporcional a` me´trica.
Como K e´ por construc¸a˜o uma constante, satisfaz:
∂[aKb]c¯ = ∂[a¯K|b|c¯] = 0. (3.22)
Para satisfazer esta relac¸a˜o, K deve ser da forma:
Kaa¯ = −i∂a∂a¯K, (3.23)
onde K e´ o chamado potencial de Ka¨hler. Desta maneira podemos relacionar a
me´trica com K, a saber:
gab¯ =
∂2K
∂za∂zb¯
. (3.24)
Este fato sera´ de extrema importaˆncia para o caso do modelo sigma N=2, uma
vez que a lagrangeana deste modelo e´ completamente determinada por um campo
escalar.
3.3 Modelo σ no grupo SU(2)⊗ U(1).
Partamos agora para o exemplo final deste trabalho, onde usaremos os conceitos
ate´ aqui desenvolvidos. Ja´ sabemos que para termos mais de uma supersimetria
precisamos de uma variedade complexa pois nela teremos as estruturas complexas.
Para tanto, usaremos o grupo SU(2) ⊗ U(1) que na verdade e´ isomo´rfico ao grupo
U(2).
Podemos construir elementos deste grupo atrave´s de duas varia´veis complexas,
a, b e seus conjugados complexos, a¯, b¯, da maneira:
g =
eiϑ
d

 a b¯
−b a¯

 , d = √aa¯+ bb¯, ϑ = −1
2
ln(d). (3.25)
Observe que sem o termo exponencial, uma fase, ter´ıamos g como elemento de
SU(2), pore´m com um grau de liberdade a mais. Esta fase faz a diferenc¸a entre o
grupo SU(2) e U(2).
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Podemos construir uma representac¸a˜o N=2 deste grupo, apresentada em [23],
que utiliza-se de campos quirais (Φ) e quirais torcidos (Λ), a saber:
g = eiϑ(ΦΦ¯ + ΛΛ¯)−1/2

 Λ Φ¯
−Φ Λ¯

 , (3.26)
onde ϑ = −1
2
ln(ΦΦ¯ + ΛΛ¯). Os campos Φ, Φ¯, Λ e Λ¯ representam as coordenadas
complexas da variedade de SU(2)⊗U(1). Desta forma, a estrutura complexa escreve-
se diretamente como ±i, fato este que pode ser visto da Eq. (2.77). Assim, ao
utilisarmos estes campos ja´ garantimos a presenc¸a da estrutura complexa.
A me´trica da variedade de grupo e´ definida como:
gij = Tr(g
−1
,i g,j) = −Tr(g−1g,ig−1g,j) (3.27)
onde i e j representam Φ, Φ¯,Λ, Λ¯.
Calculando explicitamente as componentes da me´trica, obteremos que:
 gΦΦ¯ = gΛΛ¯ =
1
2
1
ΦΦ¯+ΛΛ¯
gij = 0, nos demais casos
(3.28)
onde para realisar os ca´lculos e´ bem mais fa´cil escrever g da forma
g = (detM)−
1
2
− i
2M, onde, M =

 Λ Φ¯
−Φ Λ¯

 . (3.29)
Podemos definir um “elemento de linha” neste espac¸o como:
ds2 =
1
ΦΦ¯ + ΛΛ¯
(dΦdΦ¯ + dΛdΛ¯). (3.30)
E´ importante observar que esta me´trica e´ invariante por transformac¸o˜es U(2).
Para constatar, escrevamos za =
(
Φ
Λ
)
e z¯a¯ =
(
Φ¯
Λ¯
)
. Assim, uma transformac¸a˜o de
U(2) e´ implementada via:
z′a = Uabza; z¯′a¯ = U¯ a¯ b¯z¯
a¯, (3.31)
onde U¯ = U † = U−1. Podemos reescrever o termo ΦΦ¯ + ΛΛ¯ como sendo zaz¯a¯δaa¯,
onde o s´ımbolo delta e´ definido atrave´s de δΦΦ¯ = δΛΛ¯ = 1 e 0 nos outros casos.
Assim, fica claro que
z′az¯′a¯δaa¯ = UabU¯ a¯ b¯δaa¯z
bz¯b¯ = zbz¯b¯δbb¯. (3.32)
Logo, a me´trica sera´ invariante por estas transformac¸o˜es
g′aa¯ =
1
ΦΦ¯ + ΛΛ¯
Ua
bU¯a¯
b¯δbb¯ =
1
ΦΦ¯ + ΛΛ¯
δaa¯. (3.33)
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Isto ja´ seria de se esperar pois estamos lidando com a variedade de SU(2).
Desta forma podemos classificar g como sendo do tipo Ka¨hler, e assim pode
ser escrita em termos de um potencial, como em (3.24). Como definido em [23], o
potencial de Ka¨hler desta me´trica, em termos do conteu´do de campo apresentado,
escreve-se como:
K = −
∫
dx
x
ln(1 + x)
∣∣∣∣∣
ΛΛ¯
ΦΦ¯
+ lnΦ ln Φ¯. (3.34)
Este termo e´ chamado de “potencial de Ka¨hler torcido”, como em [22]. Esta
nomenclatura adve´m do fato de que este potencial na˜o determina a me´trica da
variedade segundo as Eq. (3.24). Calculando-se as derivadas segundas com relac¸a˜o
aos campos da ac¸a˜o, teremos:
∂2K
∂Φ∂Φ¯
=
1
(ΦΦ¯ + ΛΛ¯)
,
∂2K
∂Φ∂Λ
=
1
(ΦΦ¯ + ΛΛ¯)
Λ¯
Φ
,
∂2K
∂Φ∂Λ¯
=
1
(ΦΦ¯ + ΛΛ¯)
Λ
Φ
,
∂2K
∂Φ¯∂Λ
=
1
(ΦΦ¯ + ΛΛ¯)
Λ¯
Φ¯
,
∂2K
∂Φ¯∂Λ¯
=
1
(ΦΦ¯ + ΛΛ¯)
Λ
Φ¯
,
∂2K
∂Λ∂Λ¯
= − 1
(ΦΦ¯ + ΛΛ¯)
.
(3.35)
Observe que o primeiro e o u´ltimo termos fazem parte da me´trica (3.30), pore´m
ha´ uma troca do sinal do termo KΛΛ¯. No entanto, devido a` propriedades dos campos
quirais torcidos, este sinal trocado se compensara na ac¸a˜o e obteremos a me´trica
correta. Os demais termos compora˜o a torc¸a˜o. Substituindo os valores acima na
ac¸a˜o (2.81), onde integraremos em θ2, teremos a formulac¸a˜o N=1 no modelo sigma
N=2:
S =
∫
d2xd2θ1
1
d
[
Dα1φD1αφ¯+D
α
1λD1αλ¯+
(
− λ¯
2φ
D1αφD1βλ
+
λ¯
2φ¯
D1αφ¯D1βλ− λ
2φ
D1αφD1βλ¯− λ
2φ¯
D1αφ¯D1βλ¯
)
δ˜αβ
]
. (3.36)
Para que esta ac¸a˜o fique semelhante a` ac¸a˜o (3.1), agrupemos os campos φ, φ¯, λ
e λ¯ em um vetor
V
i = (φ, φ¯, λ, λ¯) (3.37)
e agrupando os coeficientes sime´tricos e antissime´tricos, podemos enta˜o reescrever
S =
∫
d2xd2θ1
[
gijǫ
αβ + bij δ˜
αβ
]
D1βV
iD1αV
j , (3.38)
Cap´ıtulo 3. Modelo Sigma Supersime´trico. 45
onde
gij =


gφφ¯ = gλλ¯ =
1
2d
0, nos outros casos
(3.39)
bij =


bφλ =
−λ¯
4dφ
, bφ¯λ =
λ¯
4dφ¯
bφλ¯ =
λ
4dφ
, bφ¯λ¯ =
−λ
4dφ¯
bij = −bji
0, nos outros casos
(3.40)
Se considerarmos que V i seja o vetor posic¸a˜o de uma variedade complexa, g e b
fara˜o o papel da me´trica e da torc¸a˜o, nesta variedade.
3.3.1 O termo de Wess-Zumino-Witten
Sabemos que o termo de WZW esta´ associado com a torc¸a˜o da variedade de grupo
atrave´s da Eq. (1.74). Enta˜o podemos nos perguntar qual a relac¸a˜o entre o campo
antissime´trico, b, da ac¸a˜o (3.36) e a torc¸a˜o da variedade de grupo deste modelo.
Como visto na sec¸a˜o 1.5, a torc¸a˜o de uma variedade de grupo e´ bem definida atrave´s
da Eq.(1.73), enta˜o, teremos o tensor de Torc¸a˜o definido como:
Tijk = 2Tr
(
g−1∂[igg−1∂jgg−1∂k]gδαβ
)
. (3.41)
Podemos expressar a torc¸a˜o em termos de campos N=2, calculando explicita-
mente suas componentes atrave´s da definic¸a˜o do elemento de grupo, Eq. (3.26):


TΦΦ¯Λ =
−1
d2
Λ¯
TΦΦ¯Λ¯ =
1
d2
Λ
TΦΛΛ¯ =
−1
d2
Φ¯
TΦ¯ΛΛ¯ =
1
d2
Φ
(3.42)
Vejamos que podemos relacionar as componentes de T com as componentes de
b, definidas em (3.40), atrave´s de:
∂[φ¯bφλ] =
λ¯
6d2
(3.43)
∂[λ¯bφλ] = −
φ¯
6d2
(3.44)
∂[φ¯bφλ¯] = −
λ
6d2
(3.45)
∂[λ¯bφ¯λ] =
φ
6d2
(3.46)
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Enta˜o vemos que o termos de WZW deste modelo e´ proporcional a torc¸a˜o da
variedade de grupo de SU(2)⊗ U(1).
Analisando a questa˜o topolo´gica apresentada na sec¸a˜o 1.3, veremos que aqui
tambe´m teremos a presenc¸a do winding number. Para isso, basta observar1 que
π2(U(2)) = 0, e π3(U(2)) = ZZ. (3.47)
Recapitulando, t´ınhamos uma representac¸a˜o N=2 do grupo SU(2) ⊗ U(1) cuja
me´trica pode ser escreita em termos de um potencial K. Utilizando o fato de K ser
composto por campos quirais e quirais torcidos N=2, pudemos reescrever o modelo
em termos de campos N=1. Nesta forma, pudemos compara´-lo com a forma geral
do modelo σ N=1. A partir da´ı relacionamos o termo antissime´trico com a torc¸a˜o
da variedade de grupo.
Ca´lculos da func¸a˜o beta deste tipo de modelo podem ser encontradas em [22],
onde apenas para ca´lculos de quatro loops teremos a func¸a˜o beta diferente do tensor
de Ricci.
1Podemos ver que isto e´ verdade lembrando que U(2) = S3 ⊗ S1, que pi2(S3) = pi2(S1) = 0, e
que pi3(S
3) = ZZ como explicado em [24].
Conclusa˜o e Perspectivas
Neste trabalho apresentamos alguns aspectos importantes do modelo sigma na˜o li-
near e do termo de WZW. Analisando o modelo em duas dimenso˜es, observamos que
o termo de WZW relaciona-se com a torc¸a˜o da variedade de grupo, permitindo assim
uma descric¸a˜o sucinta das equac¸o˜es de movimento quando utilizamos a conexa˜o de
Christofell acrescida da torc¸a˜o. Outro ponto relevante e´ a questa˜o topolo´gica do
termo de WZW, pois este na˜o depende da me´trica. A relac¸a˜o com variedades de
grupo fica evidenciada quando descrevemos o modelo via elementos de um grupo G.
Em duas dimenso˜es, vimos tambe´m que o modelo N=1 na˜o impo˜e nenhuma
condic¸a˜o sobre a variedade alvo, podendo esta ser exatamente igual a` mesma do
caso bosoˆnico. O caso N=2 se mostra mais interessante a comec¸ar pelo fato de
sua dinaˆmica depender da estrutura cinema´tica dos campos da ac¸a˜o. Este modelo
impo˜e restric¸o˜es sobre a variedade alvo, onde esta deve ser twisted Ka¨hler. Apesar
de na˜o ter ficado expl´ıcito, a presenc¸a dos campos quirais modificam a estrutura da
variedade Ka¨hler que obter´ıamos se apenas tive´ssemos o modelo sigma principal.
Deve-se aqui comentar que, em quatro dimenso˜es, ja´ no caso N=1 teremos a vari-
edade alvo como sendo Ka¨hler, e em seis dimenso˜es, este tera´ de ser hiper-Ka¨hler.
Modelos sigma supersime´tricos em mais dimenso˜es na˜o sa˜o poss´iveis.
Um ponto que ficou de lado neste trabalho foi a questa˜o da invariaˆncia conforme
do modelo sigma. Apresentamos alguns argumentos que reforc¸am a ide´ia de que para
termos invariaˆncia conforme, devemos ter que o termo de WZW seja exatamente a
torc¸a˜o da variedade de grupo. Para o caso sem torc¸a˜o, ficou claro que a variedade
alvo tem que obedecer as equac¸o˜es de Einstein. Pode-se ver na refereˆncias (ex. [22])
que o mesmo se repete para o modelo completo, pore´m utilisando a torc¸a˜o.
As perspectivas de continuac¸a˜o deste estudo sa˜o bastante variadas. Entre os
assunto que infelizmente na˜o foram abordados por falta de tempo, poder´ıamos cita
a relac¸a˜o entre as supersimetrias e o fato de a func¸a˜o beta ser nula, propriedade esta
que ocorre no caso N=4, mas que na˜o e´ clara para modelos N=2. Neste to´pico ainda
temos o estudo pormenorizado dos modelos com N=4, onde temos uma estrutura
quaternioˆnica. Outro ponto e´ o estudo da relac¸a˜o entre o termos pricipal, o termo de
WZW e a variedade de grupo, esta que depende da representac¸a˜o dos supercampos,
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onde no nosso caso vimos que os campos quirais e quirais torcidos implicam em
variedade Ka¨hler torcida.
Poderiamos tambe´m analizar a dualidade entre os modelos sigma compostos
por representac¸o˜es diferentes do mesmo grupo (p.e. uma com campos quirais e
outro com campos semi-quirais), estudar as propriedades fora da camada de massa
dos modelos. Seria importante estudadar mais a quantizac¸a˜o destes modelos e sua
relac¸a˜o com teoria de cordas.
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