Abstract-This paper deals with stochastic texture modeling for classification issue. A generic stochastic model based on three-parameter Generalized Gamma (GG) distribution function is proposed. The GG modeling offers more flexibility parameterization than other kinds of heavy-tailed density devoted to wavelet empirical histograms characterization. Moreover, Kullback-leibler divergence is chosen as similarity measure between textures. Experiments carried out on Vistex texture database show that the proposed approach achieves good classification rates.
I. INTRODUCTION
Coming up with accurate texture representation is central in computer vision applications such as covering texture retrieval, texture synthesis and texture classification. Considering the literature, recent works point out that the marginal stochastic modeling approach is well suited for texture retrieval. It exhibits demonstrated effectiveness properties and its formulation simplicity contributes to its popularity for characterizing empirical wavelet histograms. The Generalized Gaussian density (GGD), proposed in [1] , has a considerable notoriety. Do et al. in their pioneering work proposed the GGD model for characterizing histograms of subbands issued from the Discrete Wavelet Transform (DWT). Recently, other kinds of decomposition appeared such as Dual Tree Complex Wavelet Transform (DTCWT) [2] . This latter decomposition has many advantages in terms of shift invariance, rotation invariance and directional selectivity offering six orientations in each decomposition level. In the case of complex coefficients characterization, Weibull and Gamma distributions showed a good ability to modeling complex wavelet coefficients [3] [4] . The combination of these models with the Kullbak-Leibler divergence outperforms the GGD based approach in the context of texture retrieval. In this paper, our aim is to propose a more generic model than the previous ones devoted to the complex coefficient magnitudes distribution modeling. We propose a three-parameter Generalized Gamma (GG) distribution, as a flexible model including many distributions, especially, the Weibull and Gamma distributions. The interpretation and use of the GG modeling are discussed, and we present a texture classifier using both the GGD model and the GG one. To measure the similarity between training and testing textures, in the classification framework, we propose the KullbackLeibler divergence, which measures the discrepancy according to the model. The outline of this paper is as follows, in the next section, we give a definition to the Generalized Gamma density and associated Kullback-Leibler divergence. In the third section we present the texture classification framework, while experimental results, are presented in section 4, which is followed by conclusions.
II. GENRALIZED GAMMA DENSITY FOR TEXTURE MODELING
As we have already mentioned, the Generalized Gamma distribution is a generic model, which is suitable for duration analysis, and thus, very useful in different fields [5] . The probability density function of the Generalized Gamma distribution is:
Where α and τ are shape parameters, λ is the scale parameter, and Γ(.) is the gamma function. The Generalized Gamma family encompasses a variety of well-known models as limiting distributions. It provides the Gamma density for τ = 1, Weibull for α = 1, and Exponential for α = τ = 1.
We use the maximum likelihood method for estimating the GG parameters, supposing y = (y 1 , y 2 , ..., y M ), a set of M independent coefficients. Let us define the maximum likelihood function of the sample y : L(y; α, τ, λ) = log
Where ψ(z) = Γ (z)/Γ(z), is the digamma function.
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Thus, the parameters are deduced by solving a system of three equations:λ
To make up for the high non-linearity of the system, we use the numerical algorithm of Cohen et al. [6] . Figure 1 , shows the fitting of our GG pdf to DTCWT subband coefficient histogram, compared to Weibull and Gamma fitting. The Similarity Measurement is a crucial step in the classification process. Thus, we need an efficient distance between the images of our database. We adopt the Kullback Leibler divergence which is fully defined by the model parameters of the images. The Kullback Leibler divergence between two PDFs p(X; θ q ) and p(X; θ i ) is:
By inserting Eq. (1) into Eq. (8), we derive the KLD between two GG PDFs:
So, two GG PDFs are similar to each other when the KLD between them is small. IV. TEXTURE CLASSIFICATION Efficient texture classification reposes on pertinent feature extraction and on the choice of well-suited classifier. More precisely, texture classification process is based on a learning and a recognition phases. Firstly, we extract the features for a known set of textures, and we choose a classifier to learn this set, this is called the learning phase. In the recognition phase, an unknown texture is classified by the chosen classifier.
A. Feature extraction
Each texture of the database is decomposed via the Dual Tree Complex Wavelet Transform introduced by N.Kingsbury [2] . We choose two scale decomposition Nsc=2, and six orientations Nor=6 in each scale. So we may have twelve subbands for each texture. The histograms of the coefficients magnitudes are then modeled by the Generalized Gamma distribution, and the signature (feature vector) of a texture is composed by concatenation of the estimated parameters: v GG = {α 1 , τ 1 , λ 1 , ..., α 12 , τ 12 , λ 12 } 
B. Classifier
We adopt the K-nearest-neighbor (KNN) classifier, as a simple and good reference in texture classification [7] . KNN is a type of Instance-based classifiers. The mean idea of this approach is that an unknown instance can be done by relating the unknown according to some similarity measure. In our case the Kullback-Leibler divergence is chosen as a similarity measure. The training samples are the feature vectors obtained after the feature extraction step, associated to a class label vectors. In the classification (recognition) phase, an unknown sample is classified by assigning the label of the class to which the majority of its K nearest neighbor belongs; it's a sort of majority voting.
V. EXPERIMENTAL RESULTS
This section aims to show the effectiveness of the Generalized Gamma and DTCWT based approach in the framework of texture classification. We conduct our experiments using the setup presented in [8] , considering 30 textures of size 512 × 512 from the Vistex database [9] , as it's shown in the Figure 3 . Each image, is splited into sixteen Sub-images of size 128×128, so then we obtain a database of 480 samples. Before anything else, we construct a training and testing sets for the classification process. We will, randomly, choose Q samples from each of the 30 texture classes, this will be considered as the training set. Testing set is the rest of the samples. The classification accuracy is obtained by varying Q from 2 to 8, repeating the KNN test 100 times and then returning the average performance. Firstly, let's point out the flexibility of the Generalized Gamma model in relation to his limiting cases, in the context of texture classification. Table 1 shows the average classification rate vs. the number of training samples for Generalized Gamma, Weibull and Gamma models. We can see the superiority of Generalized Gamma model's classification rates, which is due to its high flexibility.
Secondly, to demonstrate the efficiency of our approach, we compare it to the one based on Generalized Gaussian Density (GGD). This approach was proposed by Woower et al. [8] , they used the same KNN classifier using an L2-norm distance as similarity measure. The results, of the 100 random experiments ( Table 2 ), show that our approach achieves the highest average classification rate 96.33% for Q=8 (nb. of training samples from each class), while the GGD-based approach obtain 92.41% . Finally, we will focus on the suitability of the DT-CWT decomposition with the Generalized Gamma based approach. For this purpose, we shall compare it to the steerable pyramid decomposition [GG+steerpyr] performances [10] . Table 3 points out the choice of the decomposition; we compare the same model (GG) in combination with the two decompositions. We observe a higher performance of the DTCWT based approach, in term of higher average classification rate. 
VI. CONCLUSION
This paper presents, a statistical approach for texture classification, using the Generalized Gamma Density (GG), and the Dual Tree Complex Wavelet Transform decomposition. The Generalized Gamma Density has the advantage to be a more flexible and a generic model. Each, texture of the database, was decomposed via the DTCWT decomposition, and the histograms of the magnitudes of the subbands coefficients are then modeled using the GG density, which the parameters serve as a features for the texture classification process. A KNN classifier is designed for classifying the unknown textures. The experiments, on a thirty class of the VisTex database, show that the combination of the Generalized Gamma Density and the DTCWT gives good performances over other models and decompositions. In future work, we study the performance of the Generalized Gamma Density in combination with the Dual Tree M-band Wavelet Transform.
