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Stability in distribution of stochastic differential equations with Markovian switching and
stochastic differential delay equations with Markovian switching have been studied by
several authors and this kind of stability is an important property for stochastic systems.
There are several papers which study this stability for stochastic differential equations with
Markovian switching and stochastic differential delay equations with Markovian switching
technically. In our paper, we are concerned with the general neutral stochastic functional
differential equations with Markovian switching and we derive the suﬃcient conditions for
stability in distribution. At the end of our paper, one example is established to illustrate
the theory of our work.
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1. Introduction
Stochastic differential equations (SDEs) play an important role in describing the dynamical systems in biological, medical,
physical and social sciences, they have been studied for more than ﬁfty years and developed very quickly in recent years. The
theory of functional differential equations (see [1]) has much practical applications in the deterministic system. Motivated
by the chemical engineering systems in which the physical and chemical processes are distinguished by their complexity,
neutral stochastic functional differential equations (NSFDEs) were introduced by some authors. For example, the authors
in [2] introduced a class of NSFDEs and [3] initiated the study of exponential stability in mean square of a NSFDE. X. Mao
in [4] gave the Razumikhin type theorems on exponential stability for NSFDEs. Moreover, Mao and Yuan in [5] discussed
the general SDEs with Markovian switching and investigated many kinds of stochastic stabilities. Besides, Yuan et al. [6]
discussed the stability in distribution for a class of much more general stochastic differential delay equations (SDDEs) with
Markovian switching and J. Bao et al. [7] discussed stability in distribution of neutral stochastic differential delay equations
(NSDDEs) with Markovian switching. However, as far as we know, the stability in distribution of the general NSFDEs with
Markovian switching has not been investigated in the existing paper. F. Wei and K. Wang [8] studied stochastic functional
differential equations with inﬁnite delay, proved the existence and uniqueness of the solution.
It is well known that the classical and powerful technique applied in the study of stability is based on a stochastic
version of the Lyapunov’s direct method, Lyapunov’s second method has been developed to deal with stochastic stability
by many authors. In our paper, we show the stability in distribution of the general NSFDEs with Markovian switching by
Lyapunov’s function type methods.
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switching in Section 2. In Section 3 we give several lemmas which lay good foundation for our main result in the following,
and then we give some suﬃcient conditions under which stability in distribution are obtained. To illustrate our theory given
in the previous sections, we give an example in Section 4.
2. Preliminary results
Throughout this paper, unless otherwise speciﬁed, let (Ω,F , {Ft}t0, P ) be a complete probability space with a ﬁltra-
tion {Ft}t0 satisfying the usual conditions (i.e. it is right-continuous and F0 contains all P-null sets). In general, we require
that all random variables and processes are deﬁned on this complete probability space. Let B(t) = (B1t , . . . , Bnt )T be a given
n-dimensional standard Brownian motion deﬁned on this complete probability space. For a given τ > 0, let C([−τ ,0];Rn) be
the family of continuous function ϕ from [−τ ,0] to Rn equipped with the norm ‖ϕ‖ = sup−τθ0 |ϕ(θ)|, where |x| =
√
xT x
for any x ∈ Rn and | · | is the Euclidean norm in Rn . Let LpF ([−τ ,0];Rn) be the family of F -measurable C([−τ ,0];Rn)-valued
random variables ϕ = {ϕ(s), −τ  s 0} such that ‖ϕ‖Lp = sup−τs0 |ϕ(s)|p < ∞. If A is a vector or matrix, then its trace
norm is denoted by |A| =√trace(AT A), and its operator norm is denoted by ‖A‖ = sup{|Ax|: |x| = 1}. Let CbF0 ([−τ ,0];Rn)
be the family of all bounded, F0-measurable, C([−τ ,0];Rn)-valued random variables. If X(t) is a continuous Rn-valued
stochastic process on t ∈ [−τ ,∞), then we let Xt = {X(t+ θ): −τ  θ  0} for all t  0, be a C([−τ ,0];Rn)-valued stochas-
tic process. We also introduce a new notation W([−τ ,0];R+) which denotes the family of Borel-measurable functions
w : [−τ ,0] → R+ such that
∫ 0
−τ w(u)du = 1. Such a function is sometimes called a weighting function. These preliminary
results for NSFDEs can also be found in many stochastically literatures, for example [9–12].
Let r(t) be a right-continuous Markov chain on the probability space (Ω,F , {Ft}t0, P ) taking values in a ﬁnite state
space S = {1,2, . . . ,N}, where N is a positive integer, with generator Γ = (γi j)N×N given by
P
{
r(t + δ) = j ∣∣ r(t) = i}= {γi jδ + o(δ) if i = j,
1+ γi jδ + o(δ) if i = j,
where δ > 0. Here γi j  0 is the transition rate from i to j and γi j > 0 if i = j while γii = −∑ j =i γi j . Moreover, we assume
that Markov chain r(·) is independent of the Brownian motion B(·). It is well known that under the assumptions on r(·),
almost every sample path of r(·) is a right-continuous step function with a ﬁnite number of sample jumps in any ﬁnite
subinterval of R+ := [0,∞).
If the Markov chain r(·) is irreducible, namely, for any i, j ∈ S, one can ﬁnd ﬁnite numbers i1, i2, . . . , ik ∈ S such
that γi,i1γi1,i2 · · ·γik, j > 0. Under this condition, the Markov chain has a unique stationary (probability) distribution
π = (π1,π2, . . . ,πm) ∈ R1×m which can be determined by solving the following linear equation
πΓ = 0
subject to
m∑
k=1
πk = 1 and πk > 0, ∀k ∈ S.
If the Markov chain ξ(·) is irreducible, then the system will switch from any regime to any other regime. Throughout the
whole paper, we assume that Markov chain r(·) is irreducible. For more details about Markov chain please refer to [13].
In this paper, we are mainly concerned with the general NSFDE with Markovian switching of the form:
d
[
X(t)− u(Xt)
]= f (Xt, r(t))dt + g(Xt , r(t))dB(t), t  0 (1)
with the initial value X0 = ξ ∈ CbF0 ([−τ ,0];Rn) which is independent of B(t) and r(0) = i ∈ S. Xt = {X(t + θ): −τ  θ  0}
is a C([−τ ,0];Rn)-valued stochastic process. Here
f : C([−τ ,0];Rn)× S → Rn,
g : C([−τ ,0];Rn)× S → Rn×m,
u : C([−τ ,0];Rn)→ Rn.
An Ft-adapted process X = {X(t), −τ  t < ∞} is said to be the solution to Eq. (1) if it satisﬁes the initial condition
and the corresponding integral equation holds a.s., that is, for every t  0,
X(t)− u(Xt) = ξ(0)− u(ξ)+
t∫
0
f
(
Xs, r(s)
)
ds +
t∫
0
g
(
Xs, r(s)
)
dB(s) a.s.
Firstly, we impose the following conditions which can ensure the existence and uniqueness of the solution on t −τ for
our following main results.
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E
∣∣u(φ)∣∣p  κ sup
−τθ0
E
∣∣φ(θ)∣∣p
and
∣∣u(ϕ1)− u(ϕ2)∣∣ θ
0∫
−τ
η(s)
∣∣ϕ1(s) − ϕ2(s)∣∣ds
for ϕ1,ϕ2 ∈ LpF ([−τ ,0];Rn) and p  2.
(H2) Both f and g satisfy the local Lipschitz condition, that is, for each k = 1,2, . . . , there is an hk > 0 such that∣∣ f (ϕ1, i) − f (ϕ2, i)∣∣2 ∨ ∣∣g(ϕ1, i) − g(ϕ2, i)∣∣2  hk‖ϕ1 − ϕ2‖2
for i ∈ S and ϕ1,ϕ2 ∈ C([−τ ,0];Rn) with ‖ϕ1‖ ∨ ‖ϕ2‖ k. Assume moreover that the linear growth condition holds, that
is, there is an h > 0 such that∣∣ f (ϕ, i)∣∣2 ∨ ∣∣g(ϕ, i)∣∣2  h(1+ ‖ϕ‖2)
for all ϕ ∈ C([−τ ,0];Rn), t  0 and i ∈ S.
For a given V ∈ C2(Rn × S,R+), where C2(Rn × S,R+) is the family of all non-negative twice continuously differential
functions V (x, i) on Rn × S, we introduce an important operator LV associated with the NSFDE with Markovian switch-
ing (1) as follows
LV (ϕ, i) =
N∑
j=1
γi j V
(
ϕ(0)− u(ϕ), j)+ Vx(ϕ(0)− u(ϕ), i) f (ϕ, i)+ 1
2
trace
[
gT (ϕ, i)Vxx
(
ϕ(0)− u(ϕ), i)g(ϕ, i)],
(2)
where
Vx(x, i) =
(
∂V (x, i)
∂x1
, . . . ,
∂V (x, i)
∂xn
)
, Vxx(x, i) =
(
∂2V (x, i)
∂xi∂x j
)
n×n
.
It should be emphasized that the operator LV (ϕ, i) is deﬁned on C([−τ ,0];Rn)×S, although V is deﬁned on Rn ×S. Then
the generalized Itô formula (see Lemma 3.1 of [14]) is as follows: for V (ϕ, i) ∈ C2(Rn × S,R+),
EV
(
X(τ2), r(τ2)
)= EV (X(τ1), r(τ1))+ E
τ2∫
τ1
LV (Xs, r(s))ds
with any stopping times sequences 0 τ1  τ2 < ∞ as long as the integrations involved exist.
Let Y (t) denote C([−τ ,0];Rn) × S-valued stochastic process (Xt, r(t)) which is the solution process of Eq. (1). Then we
can prove that Y (t) is a time homogeneous Markov process see [7] or the references therein. Let p(t, ξ, i,dζ × { j}) denote
the transition probability function of the process Y (t) with the initial value (ξ, i). Now, for convenience, we give the concept
of stability in distribution.
Deﬁnition 1. (See [6,7].) The process Y (t) is said to be asymptotically stable in distribution if there exists a probability
measure π(· × ·) on C([−τ ,0];Rn) × S such that the transition probability function p(t, x, i,dζ × { j}) of Y (t) converges
weakly to π(dζ ×{ j}) as t → ∞ for every (ξ, i) ∈ C([−τ ,0];Rn)×S. Eq. (1) is said to be asymptotically stable in distribution
if the solution process Y (t) = (Xt, r(t)) is asymptotically stable in distribution.
Remark 1. It is easy to check that asymptotic stability in distribution of a Markov process Y (t) follows from the following
(see [15]):
(1) The tightness of transition probability density p(t,0, x,dy) of the process Y (t);
(2) The stochastic process Y (t) is asymptotically ﬂat (in probability) uniformly on compact set, that is
sup
x,y∈K
P
(∣∣Y x(t)− Y y(t)∣∣> )→ 0 as t → ∞,
for every  > 0 and every compact set K .
Actually, we can usually derive a stronger property than condition (2) of Remark 1, that is for every compact K ,
lim
t→∞ supx,y∈K
E
∣∣Y x(t)− Y y(t)∣∣θ = 0, θ > 0.
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In this section we will give the main result of our paper, that is, we shall derive some suﬃcient conditions on the
stability in distribution for the solution process Y (t) = (Xt, r(t)) on t  0 of Eq. (1). First of all, we need to prepare several
lemmas for the later stability analysis.
Lemma 1. Under the hypothesis (H1) and (H2), Eq. (1) has a unique continuous solution denoted here by Xξ,i(t) on t −τ . Moreover,
for every p > 0 and any compact subset K of C([−τ ,0];Rn), the solution satisﬁes
sup
(ξ,i)∈K×S
E
[
sup
−τst
∣∣Xξ,i(s)∣∣p]< ∞ on t  0. (3)
Proof. The proof is almost similar to Theorem 2.4 of [14], so we omit it here. 
Lemma 2. Let (H1) and (H2) hold and α, c1, c2, λ1, λ2 be positive numbers and λ1 > λ2 . Assume that there exist functions V ∈
C2(Rn × S,R+) and w1 ∈ W([−τ ,0];R+) such that
c1|x|p  V (x, i) c2|x|p (4)
for (x, i) ∈ Rn × S and
LV (ϕ(0),ϕ, i) αeγ t − λ1∣∣ϕ(0)− u(ϕ)∣∣p + λ2
0∫
−τ
w1(r)
∣∣ϕ(r)− u(ϕ)∣∣p dr (5)
for (ϕ, i) ∈ C([−τ ,0];Rn)× S and 0 γ  λ1−λ2c1 . Then for any initial data ξ ∈ CbF0 ([−τ ,0];Rn), the solution of Eq. (1) obeys
sup
0t<∞
E
∥∥Xξ,it ∥∥p < ∞. (6)
Proof. The generalized Itô formula and conditions (4) and (5) imply that
c1E
∣∣X(t)− u(Xt)∣∣p  EV ((X(t)− u(Xt)), r(t))
= EV ((X(0) − u(X0)), r(0))+ E
t∫
0
LV (X(s), Xs, r(s))ds
 EV
((
X(0) − u(X0)
)
, r(0)
)+ α
γ
(
eγ t − 1)− λ1E
t∫
0
∣∣X(s) − u(Xs)∣∣p ds
+ λ2E
t∫
0
( 0∫
−τ
w1(r)
∣∣X(s + r)− u(Xs+r)∣∣p dr
)
ds
 c2E
∣∣ξ(0)− u(ξ)∣∣p + α
γ
(
eγ t − 1)− λ1E
t∫
0
∣∣X(s) − u(Xs)∣∣p ds
+ λ2E
t∫
0
( 0∫
−τ
w1(r)
∣∣X(s + r)− u(Xs+r)∣∣p dr
)
ds (7)
for t  0. Then we compute
t∫
0
( 0∫
−τ
w1(r)
∣∣X(s + r)− u(Xs+r)∣∣p dr
)
ds =
0∫
−τ
w1(r)
( t∫
0
∣∣X(s + r)− u(Xs+r)∣∣p ds
)
dr

0∫
w1(r)
( t∫ ∣∣X(s) − u(Xs)∣∣p ds
)
dr−τ −τ
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t∫
−τ
∣∣X(s) − u(Xs)∣∣p ds
=
0∫
−τ
∣∣X(s) − u(Xs)∣∣p ds +
t∫
0
∣∣X(s) − u(Xs)∣∣p ds
 τ
∣∣ξ(0)− u(ξ)∣∣p +
t∫
0
∣∣X(s) − u(Xs)∣∣p ds.
Substituting this inequality into (7) we obtain that
c1E
∣∣X(t)− u(Xt)∣∣p  c2E∣∣ξ(0)− u(ξ)∣∣p + α
γ
(
eγ t − 1)+ τλ2E∣∣ξ(0)− u(ξ)∣∣p − (λ1 − λ2)
t∫
0
E
∣∣X(s) − u(Xs)∣∣p ds
 (c2 + λ2τ )E
∣∣ξ(0)− u(ξ)∣∣p − α
γ
+ α
γ
eγ t − (λ1 − λ2)
t∫
0
E
∣∣X(s) − u(Xs)∣∣p ds. (8)
Noting that (c2 + λ2τ )E|ξ(0) − u(ξ)|p − αγ + αγ eγ t is nondecreasing in t , so by Lemma 3.1 of [1, p. 15] we obtain that
E
∣∣X(t)− u(Xt)∣∣p 
[(
c2
c1
+ λ2τ
c1
)
E
∣∣ξ(0)− u(ξ)∣∣p − α
c1γ
]
e
− (λ1−λ2)c1 t + α
c1γ
e
[γ− (λ1−λ2)c1 ]t . (9)
Therefore we derive that
sup
0t<∞
E
∣∣X(t)− u(Xt)∣∣p < ∞.
So by the fundamental inequality
|x+ y|p  |x|
p
(1− )p−1 +
|y|p
p−1
,  ∈ (0,1) (10)
and (H1) we get that
E
∣∣X(t)∣∣p  1
(1− )p−1 E
∣∣X(t)− u(Xt)∣∣p + κ
p−1
sup
−τθ0
E
∣∣X(t + θ)∣∣p .
Obviously
sup
0t<∞
E
∣∣X(t)∣∣p  1
(1− )p−1 sup0t<∞ E
∣∣X(t)− u(Xt)∣∣p + κ
p−1
sup
−τt<∞
E
∣∣X(t)∣∣p .
This inequality also holds for all −τ  t < 0, that is(
1− κ
p−1
)
sup
−τt<∞
E
∣∣X(t)∣∣p  1
(1− )p−1 sup−τt<∞ E
∣∣X(t)− u(Xt)∣∣p
and, therefore
sup
−τt<∞
E
∣∣X(t)∣∣p < ∞
and so we can get the required assertion
sup
0t<∞
E
∣∣Xξ,it ∣∣p = sup−τt+θ<∞ E
∣∣Xξ,i(t + θ)∣∣p < ∞
since the initial data ξ ∈ CbF0 ([−τ ,0];Rn). 
Lemma 3. Let (H1) and (H2) hold with h  1, under the condition of Lemma 2, for p  2 and the initial data ξ ∈ LpF0([−τ ,0];Rn),
the solution of Eq. (1) satisﬁes
E
∣∣X(t)− X(s)∣∣p  C(t − s) p2 ∀0 s < t < T ,
where C is a positive constant.
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E
∣∣(X(t)− u(Xt))− (X(s) − u(Xs))∣∣p  2p−1E
∣∣∣∣∣
t∫
s
f
(
Xu, r(u)
)
du
∣∣∣∣∣
p
+ 2p−1E
∣∣∣∣∣
t∫
s
g
(
Xu, r(u)
)
du
∣∣∣∣∣
p
.
Then the Hölder inequality and linear growth condition imply that
E
∣∣(X(t)− u(Xt))− (X(s) − u(Xs))∣∣p  [2(t − s)]p−1E
t∫
s
∣∣ f (Xu, r(u))∣∣p du
+ 1
2
[
2p(p − 1)] p2 (t − s) p−22 E
t∫
s
∣∣g(Xu, r(u))∣∣p du

[
2(t − s)p−1 + 1
2
[
2p(p − 1)] p2 (t − s) p−22 ]h p2
t∫
s
E
(
1+ ‖Xu‖2
) p
2 du
 c1(t − s) p−22
t∫
s
E
(
1+ ‖Xu‖2
) p
2 du
where c1 = 2 p−22 h p2 ((2T ) p2 + [p(p − 1)] p2 ). By Lemma 2 one sees that
E
∣∣(X(t)− u(Xt))− (X(s) − u(Xs))∣∣p  C1(t − s) p2 ,
where C1 is a constant. By the equality (10), we get∣∣X(t)− X(s)∣∣p  |(X(t)− u(Xt))− (X(s) − u(Xs))|p
(1− )p−1 +
|u(Xt)− u(Xs)|p
p−1
.
So condition (H1) yields that
∣∣u(Xt)− u(Xs)∣∣p  θ p
( 0∫
−τ
η(r)
∣∣X(r)− X(r)∣∣ds
)p
= 0.
Therefore we get
E
∣∣X(t)− X(s)∣∣p  E|(X(t)− u(Xt))− (X(s) − u(Xs))|p
(1− )p−1  C(t − s)
p
2
where C = C1
(1−)p−1 ,  ∈ (0,1). So we complete the proof. 
Remark 2. (See e.g. [16–18].) Suppose that a stochastic process X(t) on t  0 satisﬁes the condition
E
∣∣X(t)− X(s)∣∣α  c|t − s|1+β, 0 s, t < ∞ (11)
for some positive constants α,β and c. Then almost all sample paths of X(t) are locally but uniformly Hölder-continuous
with exponent γ .
We see from Lemma 3 that almost every sample path of X(t) is locally but uniformly Hölder-continuous and therefore
almost every sample path of X(t) is uniformly continuous on t  0. So Xt = {X(t + θ): −τ  θ  0} ∈ C([−τ ,0];Rn) is
uniformly continuous.
Therefore by Lemma 1 and Remark 2 for any  > 0, there are a compact subset K of C([−τ ,0];Rn) and a constant M
such that
P
(
ω:
(
Xt(ω), r(t)
) ∈ K × S) P(ω: ∥∥Xt(ω)∥∥< M) 1− E‖Xt(ω)‖p
Mp
.
That is, the transition probability density p(t, ξ, i,dy × S) of the process X(t) is tightness, i.e., for any  > 0 there is a
compact subset K = K (ε, ξ, i) of C([−τ ,0];Rn) such that
P (t, ξ, i, K × S) 1− ε.
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process Y (t) = (Xt, r(t)) is asymptotically ﬂat (in probability) uniformly on compact set. So in what follows we need to
consider the difference between two solutions of Eq. (1) starting from different initial values, namely
(
Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))= (ξ(0)− u(ξ))− (η(0) − u(η))+
t∫
0
[
f
(
Xξ,is , r(s)
)− f (Xη,is , r(s))]ds
+
t∫
0
[
g
(
Xξ,is , r(s)
)− g(Xη,is , r(s))]dB(s). (12)
For a given function U ∈ C2(Rn × S;R+), we deﬁne an operator L U : Rn × S → R associated with (13) by
L U
(
ϕ(0),ψ(0),ϕ,ψ, i
)
=
N∑
j=1
γi jU
((
ϕ(0)− u(ϕ))− (ψ(0)− u(ψ)), j)+ Ux((ϕ(0)− u(ϕ))− (ψ(0)− u(ψ)), i)
× [ f (ϕ, i)− f (ψ, i)]+ 1
2
trace
([
g(ϕ, i)− g(ψ, i)]T
× Uxx
((
ϕ(0)− u(ϕ))− (ψ(0)− u(ψ)), i)[g(ϕ, i)− g(ψ, i)]). (13)
In order to give the following results, we shall impose another hypothesis as in [6]:
(H3) There is a positive number α such that
2
((
ϕ(0)− u(ϕ))− (ψ(0)− u(ψ)))T ( f (ϕ, i)− f (ψ, i))+ 65∣∣(g(ϕ, i)− g(ψ, i))∣∣2  α(‖ϕ −ψ‖2)
for ϕ,ψ ∈ C([−τ ,0];Rn) and i ∈ S .
Lemma 4. Let the condition of Lemma 2 and (H3) hold. Assume that there exist positive numbers c3, c4 , λ3 > λ4  0, and functions
U (x, i) ∈ C2(Rn × S,R+) and w2(x) ∈ W([−τ ,0];R+) such that
c3|x|2  U (x, i) c4|x|2 (14)
and
L U
(
ϕ(0),ψ(0),ϕ,ψ, i
)
−λ3
∣∣ϕ(0)−ψ(0)∣∣2 + λ4
0∫
−τ
w2(r)
∣∣ϕ(r)−ψ(r)∣∣2 dr (15)
for all ϕ,ψ ∈ C([−τ ,0];Rn) and i ∈ S. Then
lim
t→∞ E
∥∥Xξ,it − Xη,it ∥∥2 = 0 uniformly in ξ,η ∈ K (16)
for any compact subset K of C([−τ ,0];Rn).
Proof. First we shall prove that
lim
t→∞ E
∣∣Xξ,i(t)− Xη,i(t)∣∣2 = 0 uniformly in ξ,η ∈ K . (17)
Deﬁne sequences of the stopping time
τN = inf
{
t > 0:
∣∣Xξ,i(t)− Xη,i(t)∣∣ N}
for some a positive number N . Obviously we can see that τN → ∞ almost surely as N → ∞. Setting TN = τN ∧ t and
applying the generalized Itô formula to U ((Xξ,i(TN )− u(Xξ,iTN ))− (Xη,i(TN )− u(X
ξ,i
TN
)), r(TN )), we obtain that
EU
((
Xξ,i(TN)− u
(
Xξ,iTN
))− (Xη,i(TN)− u(Xξ,iTN )), r(TN ))
= EU((ξ(0)− u(ξ))− (η(0)− u(η)), i)+ E
TN∫
L U
(
Xξ,i(s), Xη,i(s), Xξ,is , X
η,i
s , r(s)
)
ds0
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((
ξ(0)− u(ξ))− (η(0) − u(η)), i)− λ3E
TN∫
0
∣∣Xξ,i(s) − Xη,i(s)∣∣2 ds
+ λ4E
TN∫
0
( 0∫
−τ
w2(r)
∣∣Xξ,i(r + s) − Xη,i(r + s)∣∣2 dr
)
ds. (18)
Noting that
TN∫
0
( 0∫
−τ
w2(r)
∣∣Xξ,i(r + s) − Xη,i(r + s)∣∣2 dr
)
ds =
0∫
−τ
w2(r)
( TN∫
0
∣∣Xξ,i(r + s) − Xη,i(r + s)∣∣2 ds
)
dr

0∫
−τ
w2(r)
( TN∫
−τ
∣∣Xξ,i(s) − Xη,i(s)∣∣2 ds
)
dr
=
TN∫
−τ
∣∣Xξ,i(s) − Xη,i(s)∣∣2 ds
 τ‖ξ − η‖2 +
TN∫
0
∣∣Xξ,i(s) − Xη,i(s)∣∣2 ds.
This implies that
c3E
∣∣(Xξ,i(TN)− u(Xξ,iTN ))− (Xη,i(TN )− u(Xξ,iTN ))∣∣2  EU((Xξ,i(TN)− u(Xξ,iTN ))− (Xη,i(TN)− u(Xξ,iTN )), r(TN))
 c4E
∥∥(ξ(0)− u(ξ))− (η(0)− u(η))∥∥2 + λ4τ E‖ξ − η‖2
− (λ3 − λ4)
TN∫
0
E
∣∣Xξ,i(s) − Xη,i(s)∣∣2 ds. (19)
Letting N → ∞, then
E
∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xξ,it ))∣∣2  c4c3 E
∥∥(ξ(0)− u(ξ))− (η(0)− u(η))∥∥2
+ λ4τ
c3
E‖ξ − η‖2 −
(
λ3 − λ4
c3
) t∫
0
E
∣∣Xξ,i(s) − Xη,i(s)∣∣2 ds. (20)
So
∞∫
0
E
∣∣Xξ,i(s) − Xη,i(s)∣∣2 ds < ∞. (21)
Moreover, condition (H1) implies that
∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2  2∣∣Xξ,i(t)− Xη,i(t)∣∣2 + 2θ2
( 0∫
−τ
η(s)
∣∣Xξ,i(s) − Xη,i(s)∣∣ds
)2
.
So we can get directly from (21) that
∞∫
0
E
∣∣(Xξ,i(s) − u(Xξ,is ))− (Xη,i(s) − u(Xη,is ))∣∣2 ds < ∞. (22)
Now, we claim that
lim E
∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2 = 0. (23)t→∞
G. Hu, K. Wang / J. Math. Anal. Appl. 385 (2012) 757–769 765If this is not true, then there exists a constant M > 0 such that
limsup
t→∞
E
∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2 = M. (24)
So we can choose a positive constant  (< M6 ) and a sequence {tn, n = 1,2, . . .}, where tn → ∞ when n → ∞, such that
E
∣∣(Xξ,i(tn)− u(Xξ,itn ))− (Xη,i(tn)− u(Xη,itn ))∣∣2  M − . (25)
It is easy to see from Eq. (12) that, for t > tn and |t − tn| < 1,∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2
 1
3
∣∣(Xξ,i(tn)− u(Xξ,itn ))− (Xη,i(tn)− u(Xη,itn ))∣∣2
−
∣∣∣∣∣
t∫
tn
[
f
(
Xξ,is , r(s)
)− f (Xη,is , r(s))]ds
∣∣∣∣∣
2
−
∣∣∣∣∣
t∫
tn
[
g
(
Xξ,is , r(s)
)− g(Xη,is , r(s))]dB(s)
∣∣∣∣∣
2
. (26)
In the rest of the proof, C is a positive constant which may change between occurrences, by the Hölder inequality, linear
growth condition and Itô isometry, one can easily obtain that
E
∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2
 1
3
E
∣∣(Xξ,i(tn)− u(Xξ,itn ))− (Xη,i(tn)− u(Xη,itn ))∣∣2
− (t − tn)
∣∣∣∣∣
t∫
tn
∣∣ f (Xξ,is , r(s))− f (Xη,is , r(s))∣∣2 ds
∣∣∣∣∣−E
t∫
tn
∣∣g(Xξ,is , r(s))− g(Xη,is , r(s))∣∣2 ds
 1
3
E
∣∣(Xξ,i(tn)− u(Xξ,itn ))− (Xη,i(tn)− u(Xη,itn ))∣∣2 − C E
t∫
tn
(
4+ ∣∣Xξ,is ∣∣2 + ∣∣Xη,is ∣∣2)ds. (27)
From Lemma 2 we know that there is 0< δ < 1 such that
C E
t∫
tn
(
4+ ∣∣Xξ,is ∣∣2 + ∣∣Xη,is ∣∣2)ds 
for |t − tn| < δ. Hence, this, together with Eq. (25), yields that
E
∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2  M9 .
This further gives
∞∫
0
E
∣∣(Xξ,i(s) − u(Xξ,is ))− (Xη,i(s) − u(Xη,is ))∣∣2 ds = ∞,
which contradicts with (22), and then the assertion (23) follows. Following, we aim to show that
limsup
t→∞
E
∣∣Xξ,i(t)− Xη,i(t)∣∣2 = 0. (28)
By the fundamental inequality 2ab a2 + b2 , where a,b ∈ R and  > 0, we derive from (H1) that for θ ∈ (0,1)∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2

∣∣Xξ,i(t)− Xη,i(t)∣∣2 − 2∣∣Xξ,i(t)− Xη,i(t)∣∣∣∣u(Xξ,it )− u(Xη,it )∣∣+ ∣∣u(Xξ,it )− u(Xη,it )∣∣2

∣∣Xξ,i(t)− Xη,i(t)∣∣2 − θ ∣∣Xξ,i(t)− Xη,i(t)∣∣2 − 1
θ
∣∣u(Xξ,it )− u(Xη,it )∣∣2 + ∣∣u(Xξ,it )− u(Xη,it )∣∣2
= ∣∣Xξ,i(t)− Xη,i(t)∣∣2 − θ ∣∣Xξ,i(t)− Xη,i(t)∣∣2 − 1− θ
θ
∣∣u(Xξ,it )− u(Xη,it )∣∣2
 (1− θ)∣∣Xξ,i(t)− Xη,i(t)∣∣2 − θ(1− θ)
( 0∫
η(s)
(
Xξ,is − Xη,is
)
ds
)2
. (29)−τ
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limsup
t→∞
E
∣∣(Xξ,i(t)− u(Xξ,it ))− (Xη,i(t)− u(Xη,it ))∣∣2 > 0.
Obviously this contradicts with (23), hence we must have (28). Therefore from (14) and (20), for any  > 0, there exists a
δ1 > 0 such that
E
∣∣Xξ,i(t)− Xη,i(t)∣∣2 < 
3
if ‖ξ − η‖ < δ1. (30)
Since K is compact, there exist ξ1, ξ2, . . . , ξk such that
⋃k
j=1 ρ(ξ j, δ1) ⊇ K , where ρ(ξ j, δ1) = {ξ ∈ C([−τ ,0];Rn): ‖ξ − ξi‖ <
δ1}. By Eq. (28), there exists a T > 0 such that
E
∣∣Xξu ,i(t)− Xξv ,i(t)∣∣2 < 
3
(31)
for t  T and 1 u, v  k. Then for any ξ,η ∈ K we can ﬁnd l,m such that ξ ∈ ρ(ξl, δ1), η ∈ ρ(ξm, δ1), by (30) and (31) for
any t  T we derive that
E
∣∣Xξ,i(t)− Xη,i(t)∣∣2  3[E∣∣Xξ,i(t)− Xξl,i(t)∣∣2 + E∣∣Xξm,i(t)− Xη,i(t)∣∣2 + E∣∣Xξl,i(t)− Xξm,i(t)∣∣2]< 
which is the assertion (17). Now for t  τ and θ ∈ [0, τ ], then −θ ∈ [−τ ,0], by Itô formula (see [5]) we get∣∣(Xξ,i(t − θ)− u(Xξ,it−θ ))− (Xη,i(t − θ)− u(Xη,it−θ ))∣∣2
= ∣∣(Xξ,i(t − τ )− u(Xξ,it−τ ))− (Xη,i(t − τ )− u(Xη,it−τ ))∣∣2 +
t−θ∫
t−τ
∣∣g(Xξ,is , r(s))− g(Xη,is , r(s))∣∣2 ds
+ 2
t−θ∫
t−τ
((
Xξ,i(s) − u(Xξ,is ))− (Xη,i(s) − u(Xη,is )))T ( f (Xξ,is , r(s))− f (Xη,is , r(s)))ds
+ 2
t−θ∫
t−τ
((
Xξ,i(s) − u(Xξ,is ))− (Xη,i(s) − u(Xη,is )))T (g(Xξ,is , r(s))− g(Xη,is , r(s)))dB(s). (32)
Using the Burkholder–Davis–Gundy’s inequality (see [17] or [18]), we can show that
E sup
0θτ
∣∣∣∣∣
t−θ∫
t−τ
((
Xξ,i(s) − u(Xξ,is ))− (Xη,i(s) − u(Xη,is )))T (g(Xξ,is , r(s))− g(Xη,is , r(s)))dB(s)
∣∣∣∣∣
 1
4
E sup
0θτ
∣∣(Xξ,i(t − θ)− u(Xξ,it−θ ))− (Xη,i(t − θ)− u(Xη,it−θ ))∣∣2 + 32E
t∫
t−τ
∣∣g(Xξ,is , r(s))− g(Xη,is , r(s))∣∣2 ds.
(33)
So we can derive from (32), (33) and (H3) that
E sup
0θτ
∣∣(Xξ,i(t − θ)− u(Xξ,it−θ ))− (Xη,i(t − θ)− u(Xη,it−θ ))∣∣2
 2E
∣∣(Xξ,i(t − τ )− u(Xξ,it−τ ))− (Xη,i(t − τ )− u(Xη,it−τ ))∣∣2 + 2αE
t∫
t−τ
∥∥Xξ,is − Xη,is ∥∥2 ds
 4
(∣∣Xξ,i(t − τ )− Xη,i(t − τ )∣∣2 + θ2
0∫
−τ
η(s)
(
Xξ,is−τ − Xη,is−τ
)
ds
)
+ 2αE
t∫
t−τ
sup
t−τrs
∣∣Xξ,i(r)− Xη,i(r)∣∣2 ds. (34)
This, together with (17), yields
lim
t→∞ E
∥∥(Xξ,i(t − θ)− u(Xξ,it−θ ))− (Xη,i(t − θ)− u(Xη,it−θ ))∥∥2 = 0.
For any compact subset K of C([−τ ,0];Rn), by the same way as (28) was done we can conclude that
lim
t→∞ E
∥∥Xξ,it − Xη,it ∥∥2 = 0 uniformly in ξ,η ∈ K
which is the required assertion. 
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space of all probability measures on C([−τ ,0];Rn)× S. For P1, P2 ∈ P(C([−τ ,0];Rn)× S) deﬁne the metric dL as follows:
dL(P1, P2) = sup
f ∈L
∣∣∣∣∣
N∑
i=1
∫
f (ζ, i)P1(dζ, i)−
N∑
i=1
∫
f (ζ, i)P2(dζ, i)
∣∣∣∣∣,
where
L = { f : C([−τ ,0];Rn)× S → R: ∣∣ f (ξ, i)− f (η, j)∣∣ ‖ξ − η‖ + |i − j|, ∣∣ f (· × ·)∣∣ 1}
for any (ξ, i), (η, i) ∈ C([−τ ,0];Rn)× S.
Lemma 5. Let conditions (H1), (6) and (16) hold. Then for any (ξ, i) ∈ C([−τ ,0];Rn) × S, {p(t, ξ, i,dζ × { j}): t  0} is Cauchy in
the space P(C([−τ ,0];Rn)× S) with metric dL .
Proof. The proof is standard, so we omit it here and we refer the readers to pp. 212–216 of [5] and Lemma 3.4 of [6]. 
Theorem 6. Under the conditions of Lemma 1 and Lemma 3, the solution process Y (t) = (Xt , r(t)) of Eq. (1) is asymptotically stable
in distribution.
Proof. By Lemma 5, {p(t,0,1, · × ·): t  0} is Cauchy in the space P(C([−τ ,0];Rn) × S) with metric dL . So there is a
unique probability measure π(· × ·) ∈ P(C([−τ ,0];Rn)× S) such that
lim
t→∞dL
(
p(t,0,1, · × ·),π(· × ·))= 0.
Furthermore, for any (ξ, i) ∈ C([−τ ,0];Rn)× S,
lim
t→∞dL
(
p(t, ξ, i, · × ·),π(· × ·)) lim
t→∞
[
dL
(
p(t,0,1, · × ·),π(· × ·))+ dL(p(t, ξ, i, · × ·), p(t,0,1, · × ·))]
= 0. (35)
Recalling that the weak convergence of probability measures is a metric concept (see [19]), so Eq. (35) tells us that for
any (ξ, i) ∈ C([−τ ,0];Rn) × S, the transition probabilities {p(t, ξ, i, · × ·): t  0} converge weakly to the probability mea-
sure π(· × ·) ∈ P(C([−τ ,0];Rn) × S). Therefore by the deﬁnition of asymptotically stable in distribution we complete the
proof. 
Corollary 6. Under the conditions (H1), (H2) and (H3), if there exist non-negative numbers λ5 > λ6 , λ7 > λ8 , α, γ and positive-
deﬁnite matrices Q i (1 i  N) for
V
(
ϕ(0)− u(ϕ), i)= U(ϕ(0)− u(ϕ), i)= (ϕ(0)− u(ϕ))T Q i(ϕ(0)− u(ϕ))
such that
LV (ϕ(0),ϕ, i) αeγ t − λ5∣∣ϕ(0)∣∣2 + λ6
0∫
−τ
∣∣ϕ(u)∣∣2 du
and
L U
(
ϕ(0),ψ(0),ϕ,ψ, i
)
−λ7
∣∣ϕ(0)−ψ(0)∣∣2 + λ8
0∫
−τ
∣∣ϕ(u)−ψ(u)∣∣2 du,
where 0 γ  λ5−λ6
λmin(Q i)
, then the solution process Y (t) = (Xt, r(t)) of Eq. (1) is asymptotically stable in distribution.
4. Examples
In order to illustrate the theory we give in the previous sections we will give an example in this section. We consider a
one-dimensional linear NSFDEwMS which has the form
d
[
X(t)− u(Xt)
]= f (X(t), r(t))dt + g(Xt, r(t))dB(t) (36)
on t  0, f : R× S → R, g : C([−τ ,0];R) × S → R are suﬃciently smooth and u : C([−τ ,0];R) × S → R.
768 G. Hu, K. Wang / J. Math. Anal. Appl. 385 (2012) 757–769Example. For Eq. (36), we assume that B(t) is a scalar Brownian motion and r(t) is a right-continuous Markov chain taking
values in the space S = {1,2} with generator
Γ = (γi j)2×2 =
(−1 1
1 −1
)
.
Moreover, assume that B(t) and r(t) are independent. We further assume that there exist constants α > 0 and γ  0 such
that
∣∣u(ψ1)− u(ψ2)∣∣ 1
90
0∫
−τ
∣∣ψ1(s) −ψ2(s)∣∣ds,
(
ψ(0)− u(ψ)) f (ψ(0),1) ψ2(0)
6
+ 1
6
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ ,
(
ψ(0)− u(ψ)) f (ψ(0),2)−4ψ2(0)− 4
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ ,
((
ψ1(0)− u(ψ1)
)− (ψ2(0)− u(ψ2)))( f (ψ1(0),1)− f (ψ2(0),1))
 (ψ1(0)−ψ2(0))
2
6
+ 1
6
0∫
−τ
∣∣ψ1(s) −ψ2(s)∣∣2 ds,
((
ψ1(0)− u(ψ1)
)− (ψ2(0)− u(ψ2)))( f (ψ1(0),2)− f (ψ2(0),2))
−4(ψ1(0)−ψ2(0))2 − 4
0∫
−τ
∣∣ψ1(s) −ψ2(s)∣∣2 ds,
and
g2(ψ,1) 1
36
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ , g2(ψ,2) 1
9
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ ,
g(ψ1,1)− g(ψ2,1) 1
6
0∫
−τ
∣∣ψ1(s) −ψ2(s)∣∣2 ds, g(ψ1,2)− g(ψ2,2) 1
2
0∫
−τ
∣∣ψ1(s) −ψ2(s)∣∣2 ds.
Deﬁne C2,1-functions V ,U : R× S → R+ by
V
(
ψ(0)− u(ψ), i)= U(ψ(0)− u(ψ), i)= βi∣∣ψ(0)− u(ψ)∣∣2
with β2 = 1 and β1 = β > 1 a constant to be determined. We compute the operator LV (ψ(0),ψ, i) from R ×
C([−τ ,0];R) × S to R associated with Eq. (36) as
LV (ψ(0),ψ, i)= 2βi(ψ(0)− u(ψ)) f (ψ(0), i)+ βi∥∥g(ψ, i)∥∥2 + (γi1β + γi2)∣∣ψ(0)− u(ψ)∣∣2.
For i = 1, compute
LV (ψ(0),ψ,1)= 2β(ψ(0)− u(ψ)) f (ψ(0),1)+ β∥∥g(ψ,1)∥∥2 + (1− β)∣∣ψ(0)− u(ψ)∣∣2
 2β
[
ψ2(0)
6
+ 1
6
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ
]
+ β
[
1
36
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ
]
+ (1− β)(ψ(0)− u(ψ))2
 2β
[
ψ2(0)
6
+ 1
6
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ
]
+ β
[
1
36
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ
]
+ (1− β)
[
1− 1
90
]
ψ2(0)− (1− β) 1
90
[
1− 1
90
] 0∫ ∣∣ψ(s)∣∣2 ds
−τ
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[
59
90
β − 89
90
]
ψ2(0)+
[
13β
36
− (1− β) 89
902
] 0∫
−τ
∣∣ψ(s)∣∣2 ds + 3βαeγ .
While, for i = 2,
LV (ψ(0),ψ,2)= 2(ψ(0)− u(ψ)) f (ψ(0),2)+ ∥∥g(ψ,2)∥∥2 + (β − 1)∣∣ψ(0)− u(ψ)∣∣2
 2
(
−4ψ2(0)− 4
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ
)
+ 1
9
0∫
−τ
∣∣ψ(s)∣∣2 ds + αeγ
+ (β − 1)
(
2ψ2(0)+ 2× 1
902
0∫
−τ
∣∣ψ(s)∣∣2 ds
)
−(10− 2β)ψ2(0)+
[
1
9
+ (β − 1) 2
902
] 0∫
−τ
∣∣ψ(s)∣∣2 ds + 3αeγ .
Choose β as the solution to
59
90
β − 89
90
= 10− 2β > 0,
that is, β = 989/239. So
LV (ψ(0),ψ, i)−412
239
ψ2(0)+
(
13
36
× 989
239
+ 750
239
× 89
902
) 0∫
−τ
∣∣ψ(s)∣∣2 ds + 3× 989
239
αeγ .
With the similar method as computing LV (ψ(0),ψ, i), we compute the operator L U from R × R × C([−τ ,0];R) ×
C([−τ ,0];R) × S to R by:
L U
(
ϕ(0),ψ(0),ϕ,ϕ, i
)
−412
239
(
ϕ(0)−ψ(0))2 +(13
36
× 989
239
+ 750
239
× 89
902
) 0∫
−τ
∣∣ϕ(s) −ψ(s)∣∣2 ds.
So Corollary 6 implies that the solution process Y (t) = (Xt, r(t)) is stable in distribution.
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