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Re´sume´ – Nous proposons dans ce papier d’e´tudier les me´triques de similarite´ entre images dans le cadre des proble`mes inverses
tels que la de´convolution et la se´paration de sources. La me´trique de similarite´ que nous proposons est base´e sur les notions de
the´orie de l’information (distance de Kullback-Leibler) et est combine´e avec une transforme´e en ondelettes. L’application vise´e
est un proble`me de de´convolution et se´paration de sources en astrophysique.
Abstract – We study in this paper similarity measures for images in the case of inverse problems such as deconvolution and
source separation. The measure we propose is based on information theory (Kullback-Leibler distance) and is combined with
wavelet transforms. The targeted application is a deconvolution and source separation problem in astrophysics.
1 Introduction :
Un proble`me inverse est la recherche d’un objet X a`
partir d’une observation Y=f(X) (par exemple recherche
de l’original a` partir d’une photo floue). Le proble`me est
souvent mal-pose´ (pas d’unicite´ ou de continuite´ de la so-
lution) et l’on doit donc le “re´gulariser” pour trouver une
solution raisonnable. Il s’agit alors de trouver une estima-
tion X˜ qui ge´ne´rerait des observations proches des donne´es
f(X˜)≈Y (c’est l’ade´quation aux donne´es) et qui en meˆme
temps posse´de de bonnes proprie´te´s - par exemple la net-
tete´ dans le cas de la photo - (on parle de re´gularite´ de la
solution).
Les techniques actuelles les plus performantes exploitent
l’ide´e de contraindre X˜ a` avoir de bonnes proprie´te´s. Pour
cela, on passe ge´ne´ralement de l’espace des pixels a` un
autre espace via une transformation (en ondelettes par
exemple) qui permet de mieux concentrer l’information
utile pour l’objet et donc de la se´parer du reste. “Avoir de
bonnes proprie´te´s” se re´sume alors a` avoir une repre´sen-
tation parcimonieuse dans l’espace transforme´, un crite`re
que l’on sait maintenant optimiser ([4, 6]).
La question de l’ade´quation aux donne´es, c’est-a`-dire
“Quand peut-on dire f(X) ≈ Y ?” a rec¸u moins d’atten-
tion. La plupart des me´thodes e´valuent l’ade´quation aux
donne´es par un terme du type φ(Y − f(X)) ou` φ est en
ge´ne´ral une norme quadratique. Ceci correspond a` mode´-
liser les incertitudes sur l’observation par un bruit additif :
Y=f(X)+N , ou` N de´signe le bruit. Le cas gaussien i.i.d.
conduit naturellement a` φ(.) = ||.||22 qui est le plus cou-
ramment utilise´e. Des travaux ponctuels conside`rent un
bruit de Poisson. Mais de manie`re ge´ne´rale, peu d’atten-
tion est porte´e a` ce sujet.
L’utilisation en traitement d’images de termes d’ade´-
quation aux donne´es du type
||Y − f(X)||22 =
∑
i∈{pixel}
|Y (i)− f(X)(i)|2
pre´sente le gros de´savantage qu’ils ne permettent pas de
de´tecter la pre´sence de structures spatiales dans le re´siduel
si celles-ci sont de faible e´nergie. Or meˆme de faible e´nergie
ces structures peuvent eˆtre cruciales.
Prenons l’exemple de l’estimation de cartes en astrophy-
sique a` partir de donne´es multispectrales. Il s’agit d’esti-
mer diffe´rents phe´nome`nes physiques a` partir d’observa-
tions floues et bruite´es de me´langes de ces derniers, ac-
quises a` diffe´rentes longueurs d’onde [1]. Le mode`le ma-
the´matique pour ce proble`me est le suivant : on recherche
les M composantes x1, .., xM a` partir de L observations
y1, .., yL ou`
∀l = 1...L, yl = bl∗
[ M∑
m=1
am,l xm
]
+ nl (1)
avec am,l scalaire, bl la psf a` la longueur d’onde l et nl
du bruit (suppose´ gaussien). Fig. 1 donne un exemple de
donne´es multispectrales d’observation du fond cosmique.
Dans ce cas particulier, une mauvaise estimation de la
composante x4, qui repre´sente les points sources, a tre`s
peu d’incidence dans les termes d’ade´quation quadratique
du type ||yl − bl∗[
∑M
m=1 am,l xm]||2 du fait que les points
sources sont tre`s compacts. En revanche, elle conduit aussi
a` une mauvaise estimation de x2, la carte des amas de ga-
laxies car ceux-ci sont aussi tre`s compacts mais de moindre
contribution dans les observations (voir [1] pour plus de
de´tails).
Ainsi, de telles mesures de similarite´ sont inadapte´es.
On souhaite ici de´finir des mesures de similarite´ entre
images qui permettent de s’assurer que toutes les struc-
tures spatiales pre´sentes dans les observations sont expli-
que´es. On ne peut e´videmment pas pre´voir quel type de
telles structures apparaissent dans le re´siduel Y − f(X) :
dans le cas pre´ce´dent, on pourrait voir des re´sidus de
chaque composante xm qui ont des structures spatiales
diffe´rentes. On souhaite donc plutoˆt comparer directement
les structures spatiales de Y et f(X). Pour cela on se pro-
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Fig. 1 – Un exemple de donne´es multifre´quence. Haut :
observations, bas : composantes physiques a` estimer.
pose d’une part d’utiliser la transforme´e en ondelettes -
leurs proprie´te´s de localisation permettant de de´tecter les
structures spatiales - et d’autre part de mesurer la res-
semblance par une distance de Kullback-Leibler (mesure
en the´orie de l’information) qui permet de comparer direc-
tement les proprie´te´s statistique des e´le´ments a` comparer
sans passer par le re´siduel.
La section 2 traite de la de´finition d’une telle mesure de
similarite´. La section suivante concerne sa mise en oeuvre
pratique.
2 Mesure de similarite´ :
Dans cette section, nous de´finissons un crite`re de simila-
rite´ entre deux images I1 et I2 dont le but est de de´tecter
si des structures spatiales pre´sentes sont similaires dans
les deux images.
2.1 De´tection de structures spatiales via
les ondelettes
La transforme´e en ondelettes d’une image I est l’ana-
lyse de cette image par une famille de fonctions {ψj,k}j,k
constitue´e de translate´es et dilate´es d’une fonction ψ ap-
pele´e l’ondelette me`re. Du fait des proprie´te´s de locali-
sation en espace et en fre´quence de l’ondelette me`re, le
coefficient d’ondelette w(I)j,k = 〈ψj,k, I〉 donne des infor-
mations sur le contenu l’image I aux alentours du point
k et dans une bande de fre´quence proche de l’e´chelle j. Si
l’image conside´re´e est relativement re´gulie`re (re´gions ho-
moge`nes se´pare´es par des discontinuite´s) alors la trans-
forme´e en ondelette concentre la plupart de l’informa-
tion spatio-fre´quentielle de l’image (i.e. ses structures spa-
tiales) en quelques coefficients de large amplitude (repre´-
sentation parcimonieuse).
En premie`re approximation, ces coefficients sont de´cor-
re´le´s ce qui donne lieu au traitement par seuillage des co-
efficients en ondelettes, tre`s efficace en de´bruitage et com-
pression d’images. Mais en re´alite´ les coefficients d’onde-
lettes a` diffe´rentes e´chelles sont corre´le´s. Par exemple la
pre´sence d’une discontinuite´ le long d’une courbe se tra-
duit en un point k0 de cette courbe par des coefficients
grands a` toutes les e´chelles (∀j, w(I)j,k0 grand). Diffe´rents
mode`les de de´pendance entre coefficients ont e´te´ propose´s
pour ame´liorer la description de structures spatiales fines
[9, 10]. En particulier on note une de´pendance entre un co-
efficient d’ondelette w(I)j,k et ses plus proches voisins en
e´chelle (w(I)j−1,k) ou en espace (w(I)j,k±1x , w(I)j,k±1y ).
Nous avons montre´ dans [1], que les statistiques de vec-
teurs de coefficients en ondelettes de la forme
w(I)j,k =
(
w(I)j,k, w(I)j−1,k, w(I)j,k±1x , w(I)j,k±1y
)
(2)
permettent de caracte´riser les structures spatiales de na-
ture tre`s diffe´rentes (celles pre´sentes dans chacun des phe´-
nome`nes astrophysiques recherche´s dans Eq.(1)). Pour ce-
la, il suffit d’ajuster pour chaque phe´nome`ne un mode`le de
me´lange de gaussiennes pour de´crire la probabilite´ jointe
de ces vecteurs. Dans le cas pre´sent, on ne sait pas quels
types de structures seront pre´sentes dans les observations,
on ne peut donc pas fixer de mode`le. Ne´anmoins on espe`re
que la distribution de ces vecteurs sera repre´sentative des
structures spatiales pre´sentes dans l’image. On souhaite
donc de´finir une mesure prenant en compte la probabi-
lite´ jointe des vecteurs voisinages d’ondelettes w(I)j,k de
fac¸on non-parame`trique.
2.2 Crite`res entropiques
Comme vu pre´ce´demment, des crite`res quadratiques pe´-
nalisent les structures de faible e´nergie et correspondent
a` un a priori gaussien sur le re´siduel. De meˆme, utiliser
d’autres normes Lp ou des combinaisons de celles-ci sur le
re´siduel reviendrait a` parame´trer la distribution de ce der-
nier. Compte-tenu de la variabilite´ des structures spatiales
que l’on peut rencontrer dans le re´siduel, le choix d’une
parame´trisation serait difficile a` justifier. Nous proposons
d’introduire des me´triques de similarite´ valables sans pa-
rame´trisation de la distribution des voisinages : les me´-
triques issues de la the´orie de l’information telles que l’en-
tropie des voisinages du re´siduel, l’information mutuelle
ou la distance de Kullback-Leibler entre les distributions
des voisinages de coefficients d’ondelettes des deux images.
Supposons qu’un voisinage w(I)j,k contienne d coeffi-
cients. La distribution (ou densite´ de probabilite´) de l’en-
semble des voisinages de l’image I est note´e pw(I) et ve´ri-
fie : pw(I) : Rd → R+ et
∫
Rd pw(I)(x)dx = 1.
L’entropie diffe´rentielle de Shannon de pw(I) est de´finie
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par
H(pw(I)) = −
∫
Rd
pw(I)(x) log pw(I)(x)dx. (3)
Elle mesure la quantite´ d’information contenue dans cette
distribution. La distance de Kullback-Leibler :
DKL(pw(I1)||pw(I2)) =
∫
Rd
pw(I1)(x) log
pw(I1)(x)
pw(I2)(x)
dx (4)
est une mesure de ressemblance entre les distributions
pw(I1) et pw(I2) base´e sur ce concept d’information. No-
tons que si on de´finit l’entropie croise´e par :
Hx(pw(I1), pw(I2)) = −
∫
Rd
pw(I1)(x) log pw(I2)(x)dx. (5)
alors la distance de Kullback-Leibler s’exprime comme une
diffe´rence d’entropies :
DKL(pw(I1)||pw(I2)) = Hx(pw(I1), pw(I2))−H(pw(I1))
(6)
L’utilisation de ces mesures sur les distributions de l’in-
tensite´ des pixels d’une image donne de bons re´sultats
dans le domaine de la segmentation, ainsi que du re´aligne-
ment d’images [8, 2, 11]. Une distance de Kullback dans
l’espace des ondelettes a aussi e´te´ propose´e pour le pro-
ble`me d’indexation dans [5, 12]. Plus pre´cise´ment, dans
ces deux articles, les auteurs parame`trent la distribution
des coefficients d’ondelettes pour chaque e´chelle j par une
gaussienne ge´ne´ralise´e et somment les distances de Kull-
back obtenues a` chaque e´chelle pour obtenir la similarite´
entre deux images.
Nous proposons d’e´tudier des mesures similaires pour
de´terminer la ressemblance entre deux images mais avec
deux diffe´rences majeures. D’une part, comme vu a` la sec-
tion 1, les coefficients d’ondelettes a` diffe´rentes e´chelles ne
sont pas inde´pendants. Or sommer les distances de Kull-
back a` chaque e´chelle correspond a` les supposer cette in-
de´pendance. Nous conside´rons donc les entropies jointes
de coefficients, en particulier, celle des voisinages pre´ce´-
demment de´crits. D’autre part, nous ne parame´trons pas
les distributions en jeu.
Nous proposons la mesure la similarite´ entre les images
I1 et I2 de la manie`re suivante :
S(I1, I2) =
∑
j
αjDKL(pwj(I1)||pwj(I2)) (7)
ou`
– pwj(Ii) est la distribution non-parame´trique des voi-
sinages de coefficients d’ondelette de l’image Ii a`
l’e´chelle j.
– les αj > 0 sont des poids de normalisation a` fixer
selon la redondance du syste`me d’ondelettes utilise´.
3 Mise en pratique
Calcul du crite`re : estimation par les plus
proches voisins
Nous expliquons dans cette section la me´thode que nous
utilisons pour calculer le crite`re propose´ a` l’Eq.(7).
Dans les cas de [5] et [12], la seule estimation ne´cessaire
est celle des parame`tres des gaussiennes ge´ne´ralise´es repre´-
sentant les distributions des coefficients (a` chaque e´chelle
et pour chaque image). En effet, la distance de Kullback
entre deux gaussiennes ge´ne´ralise´es peut eˆtre calcule´e sous
forme analytique. Ici, l’estimation des distances de Kull-
back mises en jeux est plus ardue d’une part du fait que
les distributions ne sont pas parame´triques et d’autre part
car l’espace des e´chantillons est de grande dimension.
La me´thode standard pour estimer des quantite´s en-
tropiques dans le cas non-parame´trique consiste a` estimer
les densite´s de probabilite´ intervenant puis a` calculer l’in-
te´grale correspondant. Pour estimer les distributions, les
me´thodes de Parzen qui estiment un histogramme lisse´ e´la-
bore´ a` partir des donne´es au moyen d’un noyau de lissage
sont les plus techniques actuellement couramment utili-
se´es. Elles souffrent ne´anmoins de certains inconve´nients
parmi lesquels on peut citer : le proble`me du choix du
noyau, le fait que la taille de feneˆtre de lissage soit fixe
(ce qui pose un proble`me d’estimation aux points ou` l’on
n’a pas d’e´chantillons) et la difficulte´ d’e´tendre la me´thode
aux variables ale´atoires de dimension supe´rieure a` un.
Nous utilisons donc me´thode diffe´rente pour estimer les
distances de Kullback entre distributions des voisinages
de coefficients qui sont des vecteurs de Rd. Il s’agit de
la me´thode de calcul de termes entropiques dite des k
plus proches voisins (k nearest neighbors en anglais ou
kNN). Cette me´thode est duale des me´thodes de Parzen
et permet d’estimer directement les termes entropiques
sans estimer les distributions sous-jacentes et ceci meˆme
en grande dimension.
Supposons que V est l’ensemble des NV e´chantillons
w1, w2,..,wNV de loi pV dont on cherche l’entropie (wi ∈
Rd,∀i). Fixons k, un entier non nul. On note vd le volume
de la boule unite´ dans Rd, ψ la fonction digamma.
On de´finit ρk,V(s) la distance du point s ∈ Rd a` son k-
ie`me plus proche voisin dans l’ensemble V − {s}. On note
µV(g) la moyenne de g sur V : µV(g) = 1NV
∑NV
n=1 g(wn).
La me´thode kNN se base sur la remarque que la densite´
de probabilite´ au point s est inversement proportionnelle
a` la taille de la boule contenant les k e´chantillons les plus
proches de s dans V soit :
pV(s) =
k
vd ρdk,V(s)
La me´thode kNN est donc duale de celle de Parzen : au
lieu de fixer une feneˆtre d’inte´gration puis estimer la fre´-
quence des e´chantillons dans cette feneˆtre pour estimer
de la densite´, on estime la densite´, la taille de la feneˆtre
s’adaptant a` chaque point pour capturer ses k plus proches
voisins dans les e´chantillons.
Un estimateur non biaise´ de l’entropie Ĥ(pV) est ([7]) :
Ĥ(pV) = log[(NV −1)vd]− ψ(k) + dµV(log[ρk,V ]) (8)
et un estimateur de l’entropie croise´e est ([3]) :
Ĥx(pV1 , pV2) = log[(NV2)vd]−ψ(k)+dµV2(log[ρk,V1 ]) (9)
et enfin on en de´duit un estimateur de la distance de
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Kullback-Leibler ([3]) :
D̂KL(pV1 ||pV2) =
log[ NV2NV1−1 ] + dµV2(log[ρk,V1 ])− dµV1(log[ρk,V1 ]) (10)
Cet estimateur de la distance de Kullback-Leibler peut
se calculer relativement rapidement et ceci quelque soit la
dimension des e´chantillons. Il est de plus robuste au choix
du nombre de plus proches voisins k.
4 Conclusion
Dans ce papier, nous avons propose´ une mesure de simi-
larite´ entre images qui combine les concepts de the´orie de
l’information et la transforme´e en ondelettes. Il s’agit de
sommer les distances de Kullback a` chaque e´chelle de la
distributrion de vecteurs appele´s voisinages de coefficients
en ondelettes. Les voisinages contenant les coefficients a`
des locations spatiales mais aussi a` des e´chelles proches,
ils capturent les de´pendances spatiale et inter-e´chelle des
coefficients ce qui permet de de´tecter des structures spa-
tiales fines. La distance de Kullback sur ces vecteurs est
estime´e de manie`re non-parame´trique malgre´ leur dimen-
sion e´leve´e, ceci graˆce aux estimateurs entropiques des plus
proches voisins.
Dans le cas de convolution simple et avec des voisinages
re´duits, les re´sultats pre´liminaires concluant nous ame`nent
a` poursuivre nos travaux d’une part en e´largissant les voi-
sinages et d’autre part en e´tudiant la ne´cessite´ d’incorpo-
rer des poids modulant la contribution a` chaque e´chelle.
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