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[1] In hydrologic modeling, state-parameter estimation using data assimilation techniques
is increasing in popularity. Several studies, using both the ensemble Kalman ﬁlter (EnKF)
and the particle ﬁlter (PF) to estimate both model states and parameters have been published
in recent years. Though there is increasing interest and a growing literature in this area,
relatively little research has been presented to examine the effectiveness and robustness of
these methods to estimate uncertainty. This study suggests that state-parameter estimation
studies need to provide a more rigorous testing of these techniques than has previously been
presented. With this in mind, this paper presents a study with multiple calibration replicates
and a range of performance measures to test the ability of each technique to calibrate two
separate hydrologic models. The results show that the EnKF is consistently overconﬁdent in
predicting streamﬂow, which relates to the assumption of a Gaussian error structure. In
addition, the EnKF and PF were found to perform similarly in terms of tracking the
observations with an expected value, but the potential for ﬁlter divergence in the EnKF is
highlighted.
Citation: DeChant, C. M., and H. Moradkhani (2012), Examining the effectiveness and robustness of sequential data assimilation
methods for quantification of uncertainty in hydrologic forecasting, Water Resour. Res., 48, W04518, doi:10.1029/2011WR011011.
1. Introduction
[2] Within the hydrologic modeling community, there
are many new and developing perspectives on the methods
through which uncertainty should be estimated. The newest
techniques were developed due to a recent shift in focus of
model calibration from simple optimization to probabilistic
characterization of model parameters [Beven and Freer,
2001]. With the recognition of multiple different uncer-
tainty sources (i.e., forcing data, observation, model struc-
ture, and parameters), much of the community has tried to
account for these uncertainties at varying levels [e.g., Buly-
gina and Gupta, 2009; Kavetzki et al., 2006; Moradkhani
et al., 2006; Moradkhani and Meskele, 2009; Vrugt et al.,
2008]. This has led to an array of different probabilistic
techniques to estimate the uncertainty in a given modeling
framework. Through an analysis of the uncertainty in a
model prediction, the ultimate goal is to produce an accu-
rate probabilistic forecast of a given hydrologic variable.
An accurate probabilistic forecast is necessary to allow for
effective decision making in the management of water
resources. Some examples of attempts in the literature to
analyze the uncertainty in hydrologic prediction include the
generalized likelihood uncertainty estimator (GLUE)
[Beven and Freer, 2001; Stedinger et al., 2008], Markov
chain Monte Carlo (MCMC) [Jeremiah et al., 2011; Smith
and Marshall, 2008; Vrugt et al., 2008], Bayesian total
error analysis [Kavetski et al., 2002], data assimilation
[DeChant and Moradkhani, 2011b; Liu and Gupta, 2007;
Moradkhani et al., 2005a, 2005b; Moradkhani, 2008],
combined data assimilation and Bayesian model averaging
[Parrish et al., 2012], and hierarchical Bayesian [Wu et al.,
2010] methods. With this collection of methods at hand,
there is great potential for improving the handling of uncer-
tainty in hydrologic modeling and improving the accuracy
of probabilistic forecasts.
[3] The study presented here focuses on the use of data
assimilation techniques to manage the uncertainty in the
modeling framework. Of the above-mentioned methods,
data assimilation is attractive for a number of reasons. First,
the data assimilation framework provides a methodology
for handling all sources of modeling error simultaneously.
Second, data assimilation is performed sequentially and
therefore has potential in an operational framework, where
the estimation of hydrologic quantities is desired at regular
intervals. The last beneﬁt of data assimilation is that it does
not rely on the assumption of stationarity. Through a se-
quential estimation of parameters, data assimilation has the
potential to handle changes in hydrologic ﬂow patterns.
[4] In the hydrologic data assimilation literature, recent
studies have examined the estimation of uncertainty in pa-
rameters of a hydrologic model, in addition to the more
traditional state estimation [Moradkhani and Sorooshian,
2008]. Through the inclusion of parameters in the data
assimilation process, it is hypothesized that the total uncer-
tainty in the prediction can be more accurately characterized.
Several recent studies of state-parameter estimation in
hydrologic models have utilized the popular EnKF [DeChant
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and Moradkhani, 2011a; Franssen and Kinzelbeck, 2008;
Leisenring and Moradkhani, 2011; Moradkhani et al.,
2005b; Wang et al., 2009]. In addition to the EnKF, parti-
cle ﬁlters (PF) have been increasing in popularity for both
state and state-parameter estimation [DeChant and Morad-
khani, 2011a; Leisenring and Moradkhani, 2011; Montzka
et al., 2010; Mordakhani et al., 2005a; Nagarajan et al.,
2010; Rings et al., 2010; Salamon and Feyen, 2009; Smith
et al., 2008; Weerts and El Serafy, 2006]. Of the recent
attention that has been paid to state-parameter estimation in
the EnKF and PF, little has been shown as to the robustness
of these two techniques. It is necessary for the hydrologic
data assimilation community to address the effectiveness of
both techniques for state-parameter estimation over differ-
ent scenarios to prove the applicability of the techniques,
and relate the results back to the statistical theory and their
inherent assumptions. This study aims to perform such an
analysis with two conceptual rainfall-runoff models of dif-
fering complexities. Throughout this analysis, the impor-
tance of examining the behavior of techniques over many
different scenarios is highlighted. This study is organized
as follows. Section 2 discusses the formulation of the data
assimilation techniques and the study basin. Section 3 dis-
cusses the experimental setup, including the hydrologic
models, time-lagged replicates of the experiment, and
the methods through which these replicates are validated.
Section 4 presents the results of the data assimilation tech-
niques followed by a discussion of the results and the con-
clusion in section 5.
2. Data Assimilation Techniques
2.1. Ensemble Kalman Filter
[5] The EnKF is an ensemble version of the Kalman ﬁlter,
performed as a Monte Carlo simulation, in order to over-
come the need for a linear model (Kalman ﬁlter) and the
need to obtain the derivative of the model for calculation of
the error covariances (extended Kalman ﬁlter) [Evensen,
2003]. Through an ensemble framework, the need for model
linearization is relaxed and the error covariances can be cal-
culated from the ensembles [Moradkahni et al., 2005b].
Implementation of the EnKF begins at the initial time step
of modeling. At this initial time step, the model is supplied
with an initial distribution of states and parameters. As the
model progresses forward in time, the prior distribution of
states is produced according to equation (1):
xi;t ¼ f ðxþi;t1; ui;t; i;tÞ þ !i;t; (1)
where f is the forward operator (hydrologic model), xi;t rep-
resents the model predicted (prior) states, xþi;t1 represents
the posterior model states at the previous time step, ui;t rep-
resents the meteorological forcing data, i;t represents the
prior model parameters at the current time step, !i;t repre-
sents the model error, i is the ensemble member, and t is the
time step. In order to describe parameter estimation, it is
also necessary to describe the estimation of the prior param-
eter distribution, which is shown in equation (2):
i;t ¼ þi;t1 þ Sð;t1Þ; (2)
where  is a hyper-parameter to retain diversity in parame-
ters, which was tuned to 0.01 for this application, and
Sð;t1Þ is the standard deviation of the prior parameter
distribution at the previous time step (;t1). In addition,
the prior parameter distribution at the initial time step is
developed using Latin-hypercube sampling. Prior to update
of the model states and parameters, an observational opera-
tor must be applied to transfer the states into the observa-
tion space, as in equation (3):
y0i;t ¼ hðxi;t; i;tÞ þ i;t; (3)
where hðÞ is the observational operator (hydrologic rout-
ing), which translates the surface water and storages to
ﬂow at the watershed outlet, y0i;t is the prediction (stream-
ﬂow), and i;t represents the prediction error. After the pre-
diction is obtained, the posterior states and parameters are
estimated with the Kalman update equation as follows
[Moradkhani, 2008]:
xþi;t ¼ xi;t þ Kxy½ yt þ "i;t  y0i;t; (4)
þi;t ¼ i;t þ Ky½ yt þ "i;t  y0i;t; (5)
where yt is the observed ﬂow, "i;t represents the observation
error, and Kxy and Ky are the Kalman gains for states and
parameters, respectively. The Kalman gain in state space is
calculated from equation (6):
Kxy ¼ PHT ðHPHT þ RtÞ1 ¼ CxyðCyy þ RtÞ1: (6)
In equation (6), PHT ¼ Cxy is the covariance of the states
ensemble with the predicted observation, HPHT ¼ Cyy is
the variance of the predicted observations, and Rt is the ob-
servation error variance at time t. H is the linearized obser-
vation operator H ¼ @h@x
 
. The Kalman gain for the
parameters can be obtained similar to equation (6), as shown
by Moradkhani et al. [2005b]. The model state error covari-
ance P can now be computed directly from the ensemble
deviations (e):
P ¼ 1
Nens
eeT ; (7)
ei ¼ xi;t 
1
Nens
XNens
i¼1
xi;t; (8)
Kxy0 ¼ CxyðCyy þ RtÞ1; (9)
where Nens is the ensemble size.
2.2. Particle Filter
[6] The PF, similar to the EnKF, sequentially calculates
the posterior distribution of states and parameters. The
advantage of the PF, in comparison to the EnKF, is that it
relaxes the assumption of a Gaussian error structure, which
allows the PF to more accurately predict the posterior distri-
bution in the presence of skewed distributions [Moradkhani
et al., 2005a]. This is accomplished by resampling sets of
state and parameters, or ‘‘particles,’’ with higher posterior
weights, as opposed to the linear model state updating of
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the EnKF. The PF used in this study is the sequential impor-
tance resampling (SIR) PF. Since SIR is used in this study,
the PF will be referred to as PF-SIR to be speciﬁc to the
method while presenting the results.
[7] Based on the recursive Bayes Law (equation (10)),
the PF sequentially samples prior states and parameters to
create an accurate posterior distribution, at each observa-
tion time step,
pðxt; tjy1:tÞ ¼ pðxt; tjyt; y1:t1Þ
¼ pðytjxt; tÞpðxt; tjy1:t1ÞZ
pðytjxt; tÞpðxt; tjy1:t1Þdxt
: (10)
Equation (10) shows mathematically that the posterior dis-
tribution of model-predicted states (xt) and parameters (t),
given the observations (y1:t), can be computed sequentially
in time. In this study, the probability of each particle is cal-
culated via the normal likelihood equation (11):
Lðytjxi;t; i;tÞ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Rt
p exp  1
2Rt
½yt  y0i;t2
 
: (11)
The normalized likelihood, pðytjxi;t; i;tÞ, can easily be cal-
culated by:
pðytjxi;t; i;tÞ ¼
Lðytjxi;t; i;tÞXNens
i¼1
Lðytjxi;t; i;tÞ
¼ pðyt  y0i;tjRtÞ:
(12)
This probability is necessary to transform the prior particle
weights into the posterior via equation (13):
wþi;t ¼
wi;t  pðytjxi;t; i;tÞXNens
i¼1
wi;t  pðytjxi;t; i;tÞ
(13)
In the PF-SIR, prior particle weights, wi;t, are set equal to
1
Nens= before moving on to the next time step. This results
in a posterior weight, wþi;t, equal to pðytjxi;t; i;tÞ, which is
the normalized likelihood. The SIR algorithm resamples
the states with a probability greater than uniform probabil-
ity. Leisenring and Moradkhani [2011] examined weighted
random resampling (WRR) in comparison with SIR for the
SNOW-17 model and concluded marginal improvement in
the performance of the PF. In this study, the SIR method is
implemented as elaborated by Moradkhani et al. [2005a].
3. Experimental Setup
3.1. Case Study: Leaf River Basin
[8] This study takes place over the Leaf River Basin in
southern Mississippi. The basin is 1944 km2 and is the main
tributary of the Pascagoula River, which drains into the Gulf
of Mexico. Data for this study was obtained from the
National Weather Service Hydrology Laboratory, which
consists of precipitation (mm d1), potential evapotranspira-
tion (mm d1), and streamﬂow (cm3 s1). This data set has
observations from October 1948 through September 1988
providing 40 yr of data for analysis. The methods for utiliz-
ing the entire data set are described in section 3.2. A map of
the Leaf River Basin is presented in Figure 1.
3.2. HyMod Model
[9] The HyMod model is a simple, conceptual, lumped
model containing ﬁve calibration parameters. Based on
these ﬁve parameters, the model allocates water between a
series of three quick-ﬂow tanks and one slow-ﬂow tank,
then routes the runoff to the outlet. A description of the pa-
rameters, and the possible range of their values, is provided
in Table 1. In addition to the parameters, all ﬁve HyMod
states are estimated as well. For a more detailed description
of the model processes, see Moradkhani et al. [2005a].
3.3. Sacramento Soil Moisture Accounting
(SAC-SMA) Model
[10] The SAC-SMA model, ﬁrst introduced by Burnash
et al. [1973], is a conceptual water balance model used
operationally at the National Weather Service River Fore-
cast Center. The model simulates water storage with two
soil moisture zones: an upper and a lower zone. The upper
zone accounts for short-term storage of water in the soil,
while the lower zone models the longer-term groundwater
storage. Water can move vertically from the upper zone to
the lower zone, laterally out of the system depending on
the state variables and the parameterization, or vertically
out of the system through evapotranspiration. Excess runoff
is routed to the watershed outlet using a Nash cascade of
three linear reservoirs. The SAC-SMA model parameters
are summarized in Table 2. In addition to these parameters,
all six SAC-SMA states and the storage in the three Nash-
cascade reservoirs are estimated.
3.4. Assumed Errors
[11] In any data assimilation framework, it is necessary
to assume error values for any quantity that contains uncer-
tainties. This study applies noise directly to the precipita-
tion, potential evapotranspiration (PET), model predictions,
and streamﬂow observations to account for their uncertain-
ties. Precipitation is assumed to have a lognormal error dis-
tribution with a relative error of 25%. Similarly, PET error
is assumed to follow a normal distribution with a relative
error of 25%. Both these values are necessary to account
for errors in meteorological measurements due to spatial
heterogeneity of these variables and sensor errors. All pre-
diction errors are assumed to be normally distributed with a
relative error of 30% for HyMod and 25% for SAC-SMA.
Differing values for these models reﬂects the different
accuracies in streamﬂow prediction. Last, the streamﬂow
observation errors are assumed to be normally distributed
with a relative error of 15%. All errors in this study are
assumed to be uncorrelated. Errors assumptions are applied
with the same magnitude in both the EnKF and PF-SIR.
The assumed values were determined through a manual
tuning to achieve the most reliable predictions over the
time-lagged calibration replicates. Though the assumed
values were calibrated to achieve the most reliable ensem-
ble prediction over the entire observation period, it is nec-
essary to caution the reader that these are not necessarily
the physically correct error terms. Since these errors were
determined with very little a priori knowledge about the real
W04518 DECHANT ANDMORADKHANI: ROBUSTNESS OF DA TO ESTIMATE UNCERTAINTY W04518
3 of 15
error magnitudes, their estimation is ill-posed, as explained
by Renard et al. [2010], and therefore are uncertain.
3.5. Time-Lagged Calibration Replicates
[12] In order to examine the robustness of both the EnKF
and PF, this study implements each assimilation technique
in time-lagged calibration periods between October 1948
and August 1981. The setup of the time-lagged calibration
periods is shown in Figure 2. Figure 2 shows the 21 differ-
ent calibration time periods (lagged by 500 d) for the
HyMod model and the 10 different calibration time periods
(lagged by 1000 d) for the SAC-SMA model. Each model
calibration is 2000 time steps, and assimilates streamﬂow
observations at a daily frequency. During each separate cal-
ibration time period, performance measures were only cal-
culated for the second half (1000 d) of the model run to
allow for states and parameters to converge to plausible
values. The smaller number of calibration replicates for
the SAC-SMA model were used because of increased
computational time and greater required storage space due
to the increased number of states and parameters. Follow-
ing the model calibrations, the posterior parameters at the
last time step of each calibration are used to run the model
during a validation period from September 1981 through
January 1987. Each validation is performed with state-only
estimation, using the estimated posterior parameter distri-
bution from the calibration. During these validation experi-
ments, all noise terms are consistent with the calibration
except that no parameter perturbation or evolution is con-
sidered. This is because the parameter distribution is
assumed to be constant during the validation. Performing
the validation is intended to assess the performance of the
posterior parameter distribution, created by each method,
on an independent data set. This provides insight into the
accuracy of the posterior parameter distribution.
3.6. Deterministic and Probabilistic Performance
Assessment
[13] In order to provide a robust analysis of each assimila-
tion run, it was necessary to calculate multiple performance
measures. Four quantitative measures and two graphical
measures were used to check assimilation performance. The
ﬁrst is the Nash-Sutcliffe efﬁciency (NSE), which is the only
measure of the accuracy of the expected value (EV). This
shows the ability of each technique to track the observation.
In terms of probabilistic measures, the normalized root-mean-
square error ratio (NRR), 95% exceedance ratio (ER95)
[Moradkhani et al., 2006], reliability (), rank histogram, and
quantile-quantile plot (Q-Q plot) were examined. All proba-
bilistic measures are ensemble veriﬁcation techniques over a
time series of observation (i.e., streamﬂow). It is important
to note that  is a measure of the proximity of the Q-Q plot
to uniform, which was suggested by Renard et al. [2010].
Renard et al. [2010] also proposed a second reliability score,
(), which measures the percentage of observations falling
within the ensemble prediction. In the analysis of this experi-
ment,  is not utilized because the ER95 provides similar
information. All measures are described in Table 3. Each of
Table 1. HyMod Model Parameter Descriptions With Feasible
Ranges
Parameter Description Range
Rq Quick ﬂow tank parameter 0–1
Rs Slow ﬂow tank parameter 0.001–0.1
Alpha Partitioning factor 0.6–1
Beta Variability of soil moisture capacity 0–2
Cmax Maximum watershed storage capacity 0–1000
Figure 1. The Leaf River Basin in southern Mississippi.
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these performance metrics examines the ability of prior
streamﬂow forecasts to predict the observed streamﬂow.
4. Results
4.1. HyMod Results
[14] Each calibration of the HyMod model was per-
formed with different ensemble sizes from 10 to 1000. By
applying the EnKF and PF-SIR with 15 different ensemble
sizes, the performance of each assimilation technique, with
respect to ensemble size, is analyzed. In order to display
the results of all model calibrations, the performance meas-
ures for all 21 different lagged calibration periods are aver-
aged at each ensemble size and plotted in Figure 3.
[15] Over the four subplots in Figure 3, some contradic-
tory results are observed. First, it is noted that the EnKF
produces a greater NSE and  than the PF-SIR at all en-
semble sizes. This greater NSE and  suggest that the
EnKF produced a more accurate expected value and a more
reliable ensemble prediction than the PF-SIR. Though this
suggests the EnKF is more effective than the PF-SIR, the
NRR and ER95, suggest different results. The NRR indi-
cates a perfect characterization of uncertainty when equal
to one, while values less than one indicate too much spread
(underconﬁdent) in the ensemble prediction and values
greater than one indicate an ensemble with too little spread
(overconﬁdent). Also, the ER95 will be 5% for an ideal dis-
tribution. ER95 greater than ﬁve suggests the distribution is
too narrow and ER95 less than ﬁve suggests the distribution
is too wide. With an NRR closer to one and ER95 closer to
5%, the PF-SIR appears to have produced a more accurate
characterization of the uncertainty. The EnKF produced a
more accurate prediction but had a stronger tendency to be
overconﬁdent (the uncertainty in the system is routinely
underestimated). This suggests that, although the EnKF
predicted the mode of the posterior distribution more accu-
rately, it struggled to estimate the tails of the posterior dis-
tribution. In comparison, the PF-SIR was less accurate in
estimating the mode of the posterior distribution but more
accurate in estimating the tails. In order to verify that the
averaged results of Figure 3 are representative of all 21 cal-
ibration time periods, Figure 4 is presented to show the per-
formance measures of each time-lagged model calibration.
[16] Figure 4 provides validation that the averaged results
of Figure 3 are representative of all 21 time-lagged model
calibrations. The NSE and  subplots show that the EnKF
produced a more accurate expected value and reliable en-
semble prediction in nearly every model calibration, con-
ﬁrming the results found in Figure 3. Although the mode of
the posterior distribution is more accurately characterized by
the EnKF than the PF-SIR, the NRR and ER95 subplots con-
ﬁrm that the EnKF had a greater tendency toward overconﬁ-
dence than the PF-SIR. This also conﬁrms the conclusion
that the PF-SIR more accurately characterized the tails of the
posterior distribution. This is an important observation with
respect to the assessment of uncertainty in hydrologic fore-
casting. In order to accurately estimate the uncertainty in the
modeling framework, it is necessary to accurately estimate
the entire posterior distribution. The need for accurate esti-
mation throughout the posterior is discussed further in the
analysis of subsequent ﬁgures.
[17] While the performance measures presented thus far
provide information into the general accuracy of the predic-
tive distribution, a visual representation is necessary to pro-
vide further insight into the behavior of each model.
Therefore, we further this analysis by visualizing the data
in the form of rank histograms and Q-Q plots in Figure 5.
The rank histograms and Q-Q plots presented here show
the results from the predictive distributions with an ensem-
ble size of 1000 for the last 1000 d of each model calibra-
tion, for both the EnKF and PF-SIR. By examining the rank
histograms, it is observed that both the EnKF and PF-SIR
have a large quantity of observations that fall in the outer
bins of the distribution, indicating an overconﬁdence prob-
lem for each method. While this conﬁrms the previous
results, it also provides information on the bias in the
Table 2. SAC-SMA Model Parameters Description With Feasible Ranges
Parameter Description Units Range
Capacity parameters
UZTWM Upper zone tension water maximum (mm) 10–300
UZFWM Upper zone free water maximum (mm) 5–150
LZTWM Lower zone tension water maximum (mm) 10–500
LZFPM Lower zone free primary maximum (mm) 10–1000
LZFSM Lower zone free secondary maximum (mm) 5–400
ADIMP Additional impervious area – 0–0.4
Recession parameters
UZK Upper zone depletion parameter 1 d1 0.1–0.75
LZPK Lower zone primary depletion parameter 1 d1 0.0001–0.05
LZSK Lower zone secondary depletion parameter 1 d1 0.01–0.35
Percolation and other
ZPERC Maximum percolation rate – 5–350
REXP Percolation equation exponent – 1–5
PCTIM Impervious area of watershed – 0–0.1
PFREE Free water percolation from upper to lower zone – 0–0.1
Routing parameter
Kq Nash-cascade routing parameter 1 d1 0.1–0.5
Not estimated
RIVA Riparian vegetated area –
SIDE Deep recharge to channel base ﬂow –
RSERV Lower zone free water not transferable to tension water –
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predictive distribution, which was not previously
addressed. Each method tended to overpredict the low
ﬂows, indicating the model struggles to predict low ﬂows.
Though both methods struggled with the low ﬂows, only
the EnKF underpredicted the high ﬂows. This poor charac-
terization of the high ﬂows caused the higher NRR and
ER95 values observed in Figures 3 and 4. In addition to the
rank histograms, the Q-Q plots also indicate a tendency to-
ward overprediction in the low ﬂows using both techniques,
and an underprediction of the high ﬂows in the EnKF. The
Q-Q plot shows how bias can make the interpretation of 
difﬁcult. Since the Q-Q plot for the EnKF crosses the uni-
form line, it actually produces a higher , but provides a
worse ensemble prediction than the PF-SIR. As was sug-
gested previously, it is observed that the EnKF struggled to
predict the posterior tails, particularly the tail producing the
high ﬂows, in comparison to the PF-SIR. In general, this
poor estimation of the full posterior by the EnKF is caused
by the assumption of a Guassian error structure. In predict-
ing streamﬂow, highly skewed error structures are quite
common, especially in models as simple as HyMod. In the
presence of non-Guassian error structures, the EnKF still
has the potential to predict the mode of the distribution, but
is incapable of estimating the full posterior distribution. As
has been observed thus far, the EnKF accurately predicted
the mode of the posterior, but struggled in comparison to
the PF-SIR in characterizing the full uncertainty, suggest-
ing the PF-SIR is a more robust uncertainty estimator. This
is the result that should be expected of a simple rainfall-
runoff model.
[18] Up to this point, the ability of the EnKF and PF-SIR
to estimate streamﬂow during calibration has been assessed,
but the ability of each technique to estimate a posterior pa-
rameter distribution must be analyzed separately. In order to
determine the accuracy of the posterior parameters from
each data assimilation technique, a validation of each model
calibration is presented. Similar to Figure 3, validation per-
formance measures, averaged over 15 different ensemble
sizes, are shown in Figure 6. Note the large differences
between the calibration results in Figure 3 and validation
results in Figure 6. Overall, from Figure 6 it is observed that
all four performance measures indicate the PF-SIR was
more accurate for ensemble sizes above 200. While the
EnKF more accurately predicted the mode of the predictive
distribution during calibration, the results from the valida-
tion suggest the PF-SIR performed better in all measures. In
Figure 2. Schematic of the lagged calibration time periods for the joint state-parameter estimation of
the HyMod and SAC-SMA models. (a) The start time of each calibration. The curved arrows show the
model run time and correspond to the numbered boxes in subplot b. (b) The hydrograph over the entire
calibration period with boxes showing four sample calibration periods (1, 7, 13, 19 for HyMod and 1, 4,
7, 10 for SAC-SMA).
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order to understand the cause of this shift in results from
calibration to validation, the reader is reminded that a cross
validation is performed, in which parameters from each cal-
ibration are applied to an independent data set. Since the pa-
rameters are applied to an independent data set, with a
slightly different ﬂow regime, it is essential to accurately
estimate the parameter uncertainty. From the previous
results, it is understood that the EnKF had a stronger tend-
ency toward overconﬁdence than the PF-SIR. This overcon-
ﬁdence has led to overﬁtting, or underestimation of the
uncertainty with respect to the posterior parameters from
each time-lagged calibration. While the overﬁtting of these
Table 3. Summary of Performance Measures
Performance Measure Mathematical Representation Description
Nash-Sutcliffe efﬁciency (NSE)
1
1
T
XT
t¼1
ðyt  y0l;t Þ2
var ðy1:T Þ
A NSE equal to 1 is a perfect predic-
tion, while a value of 0 indicates no
skill beyond the streamﬂow
variability.
Reliability () 1 2
T
XT
t¼1
abs
zt
T
 Ut
 
A measure of the ﬁt of the quantile
plot to uniform. A value of 1 is
exactly uniform and a value of 0 is
the furthest possible from uniform.
See Q-Q plot for description of zt calculation
Normalized root-mean-square error
ratio (NRR)
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
T
XT
t¼1
ðyt  y0l;t Þ2
s
1
N
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
T
XT
t¼1
ðyt  y0l;t Þ2
" #vuut
8<
:
9=
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1
2N
r
A measure of the spread of the en-
semble in relation to the accuracy
of the EV. A value of 1 is accurate
spread, >1 is a narrow distribution,
and <1 is a wide distribution.
95% exceedance ratio (ER95)
1
T
XT
t¼1
ðy097:5%;t < yt or y02:5%;t > ytÞ  100% A perfect ensemble would have a 5%
exceedance of the 95% predictive
bounds.
Rank histogram Rank all observations by their location in the
sorted (ascending) ensemble
Rankt ¼ Iðy0i;t < yt or y0iþ1;t > ytÞ
A uniform histogram indicates accu-
rate representation of uncertainty.
For a detailed description of rank
histogram interpretation, see Ham-
ill [2001].
A histogram is created of all time steps.
Quantile-Quantile plot (Q-Q plot) Calculate the quantile of every observation time step A Q-Q plot matching the uniform
line indicates optimal ensemble
prediction. For details of the inter-
pretation of a Q-Q plot, see Laio
and Tamea [2007]
zt ¼
Iðy0i;t < yt or y0iþ1;t > ytÞ
N
Sort the Q-Q matrix and compare with uniform distribution
Figure 3. Average veriﬁcation statistics over all 21 time-lagged calibration periods of the HyMod
model with the EnKF (solid lines) and PF-SIR (dotted lines) as a function of the ensemble size.
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parameters seemed to be beneﬁcial in streamﬂow prediction
accuracy during the calibration, the validation highlights the
negative effects of an incomplete characterization of param-
eter uncertainty.
[19] To illustrate the consistency of the previous results,
scatterplots of the performance measures for the validation
are presented in Figure 7. Results in this ﬁgure show that
the PF-SIR was not only more accurate than the EnKF in
terms of expected value and ensemble prediction, for nearly
every validation the total uncertainty was more accurately
estimated.
[20] Further insight into the behavior of these two techni-
ques is observed through rank histograms and Q-Q plots in
Figure 8. First, and most importantly, differences between
the calibration and validation rank histograms must be
evaluated. During the validation time steps, the overconﬁ-
dence in the EnKF prediction appears to be exacerbated.
Both the lower and upper bins of the histogram are taller
Figure 4. Scatterplot of the performance measures for each of the 21 different time-lagged calibration
periods for the HyMod model with the PF-SIR on the x axis and EnKF on the y axis
Figure 5. Rank Histogram (top) and Q-Q plot (bottom) for the EnKF (left) and PF-SIR (right) for the
HyMod calibration runs with 1000 ensemble members.
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during validation than the calibration. Further, over half of
the observations fell below the predictive distribution dur-
ing validation. In addition, a highly overconﬁdent predic-
tion is indicated by the ﬂat Q-Q plot. While the EnKF
became more overconﬁdent during the validation, the
PF-SIR estimated the uncertainty with similar accuracy to
the calibration. This again suggests that the posterior
parameters produced by the PF-SIR are a more accurate
representation of the uncertainty than the posterior created
by the EnKF. This is examined further in Figure 9, which
shows the combined posterior distribution of each parame-
ter from all calibration replicates. From Figure 9, it is clear
that the EnKF converges to a smaller posterior distribution
than the PF-SIR for each parameter. In conjunction with
the streamﬂow results, this provides evidence that the
EnKF poorly estimated the full posterior parameter distri-
bution. Overall, the EnKF appears to be overﬁtting the pa-
rameters to the data during the calibration runs. A poor
characterization of the full posterior in the EnKF is a result
of the skewed error structure during the lagged calibrations.
Since the EnKF assumes a normal error structure, the tails
of the posterior distribution are incorrectly estimated, lead-
ing to narrow parameter distributions. This skewed error
structure is theoretically less problematic in the PF-SIR,
and the results support that.
4.2. SAC-SMA Results
[21] In section 4.2, results from the SAC-SMA model are
presented. The additional model analysis is necessary for
two reasons. First, it is important to analyze the effects of
greater model complexity on the performance of each
method. Second, using a different model allows for analysis
of each technique’s behavior under a different model struc-
ture. Similar to the HyMod model, the SAC-SMA was cali-
brated over each time-lagged period and analyzed with NSE,
, NRR, and ER95. In the SAC-SMA analysis, results of the
performance, with respect to ensemble size, were similar to
the HyMod results. In the interest of simplifying the results
presentation, the quantitative performance measures are
summarized in Table 4 for the 2000 ensemble member case.
[22] The results in Table 4 provide a few contradictory
results in comparison to those found during the HyMod
model calibration. First, the NSE suggests that the PF-SIR
more accurately reproduced the observation than the EnKF
during the calibration runs. This result is skewed by a sin-
gle poor calibration by the EnKF (December 1967–May
1973), but in most calibration runs the expected value from
the EnKF was nearly equivalent to the PF-SIR. During the
single poor calibration run, ﬁlter divergence occurred in the
EnKF. This case of ﬁlter divergence hints that the EnKF
may be less robust than the PF-SIR, in terms of parameter
estimation, and this is discussed in detail in section 4.3. In
comparison to the HyMod model, the accuracy of the en-
semble prediction is also different for the calibration.
Unlike the NSE, the average  value during the calibration
replicates is not subject to an outlier. This highlights
the importance of model structure in the comparison of the
EnKF and PF-SIR. Model structure strongly affects the
ability of data assimilation techniques to update model
states and parameters. This point is discussed further in sec-
tion 5.1. In terms of ensemble spread and 95% predictive
bounds, consistent results are found in comparison to the
HyMod model. During the calibration, results suggest that
both techniques have a tendency toward overconﬁdence,
but to a lesser extent than in the HyMod results. A consist-
ent trend is observed of the EnKF producing results that are
more overconﬁdent than the PF-SIR.
[23] In order to further examine the uncertainty estima-
tion in the SAC-SMA model, the rank histograms and Q-Q
plots are provided as well. From Figure 10, it is important
Figure 6. Average performance measures over all 21 validation runs of the HyMod model with the
EnKF (solid line) and PF-SIR (dashed line) as a function of the ensemble size.
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to note that the accuracy of the SAC-SMA during extreme
ﬂow events is quite different from the HyMod model. In
the HyMod model, both methods showed difﬁculty predict-
ing the low ﬂows, but in the SAC-SMA model both techni-
ques have difﬁculty predicting the high ﬂows. Though both
techniques struggled to predict the high ﬂows, the problem
is ampliﬁed when using the EnKF. Overconﬁdence persists
when using the EnKF to calibrate the SAC-SMA model,
indicating that the error structure in the SAC-SMA model
predictions is sufﬁciently skewed to violate the Gaussian
assumption. Though the assumption is violated, the results
appear to be less adverse than in the HyMod model, which
is likely a result of generally more accurate predictions
from the SAC-SMA model.
[24] To analyze the performance of the EnKF and PF-SIR
in estimating the posterior parameters in the SAC-SMA
Figure 7. Scatterplot of the performance measures for each of the 21 validation runs for the HyMod
model with the PF-SIR on the x axis and EnKF on the y axis.
Figure 8. Rank histogram (top) and Q-Q plot (bottom) for the EnKF (left) and PF-SIR (right) for the
HyMod validation runs with 1000 ensemble members.
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model, the reader is directed to the validation results in
Table 4. Interestingly, both techniques showed similar ac-
curacy in the expected value of prediction. Though signiﬁ-
cant differences are found in the ability of each method to
estimate the posterior distribution, the EnKF and PF-SIR
perform similarly in terms of expected value. Similar to the
HyMod validation, the PF-SIR produced both a more accu-
rate ensemble prediction and more accurate 95% predictive
bounds, according to Table 4. It is also important to note
that the PF-SIR is underconﬁdent during the validation
according to the NRR, but the EnKF remains overconﬁ-
dent. This provides further evidence of the tendency of the
EnKF to overﬁt the model parameters. While the EnKF
overﬁt the parameters, the PF-SIR estimated a more accu-
rate posterior, which in this case led to underconﬁdence in
the validation. Underconﬁdence in a validation scenario
would be expected because a wider range of ﬂows was
observed during the 10 calibration time periods than during
the one validation time period. This behavior is also sug-
gested by the rank histograms and Q-Q plots in Figure 11.
Similar to the results found in the HyMod model, it appears
that the predictive distribution from the EnKF is more over-
conﬁdent during the validation than the calibration. The
reverse trend is observed when applying the PF-SIR. Since
the PF-SIR more accurately characterized the uncertainty
in the parameters during the calibration, it can still effec-
tively estimate the uncertainty during the validation. Over-
all, the predictive distribution produced by the PF-SIR
appears to give a more accurate representation of the uncer-
tainty than the EnKF, but both methods displayed similar
ability to track the observation with an expected value. The
consistently more accurate estimation of uncertainty in the
PF-SIR, over multiple replicates in two separate models,
suggests that it is a more robust estimator of uncertainty
than the EnKF.
4.3. Divergence in the Ensemble Kalman Filter
[25] In section 4.3, an analysis of the divergence
observed in the EnKF during the December 1967 to May
1973 model calibration is presented. Filter divergence can
refer to two scenarios: slow loss of sensitivity of the model
to the observation due to poorly deﬁned error terms [Houte-
kamer and Mitchell, 1998], and catastrophic ﬁlter diver-
gence in which the Gaussian assumption is violated because
of extreme nonlinearities in the model, leading to severe
overadjustments in the updates [Harlim and Majda, 2010].
The latter was observed in this experiment. In order to
understand the problems associated with parameter estima-
tion in the EnKF during this calibration period, it is impor-
tant to compare the streamﬂow hydrograph produced by
the EnKF and the lower zone tension water maximum
(LZTWM) parameter evolution. Figure 12 shows that dur-
ing 300 d of the EnKF calibration time period, the peaks in
the EnKF prediction far overestimate the observation. This
overestimation can be upward of 1000 m3 s1. On the time
steps when this overestimation is noticeable, it is observed
that the LZTWM has sudden spikes in the lower 95th per-
centile of its distribution. During these events, the LZTWM
of several ensemble members (58 in the largest event) are
Figure 9. Box and whisker plots of the posterior distribution of each parameter using the EnKF and
PF-SIR in the HyMod model.
Table 4. Performance Measures for the SAC-SMA Model During
Calibration and Validation
Performance Measure
Calibration Validation
EnKF PF-SIR EnKF PF-SIR
NSE 0.78 0.85 0.82 0.83
 0.76 0.82 0.76 0.84
NRR 1.13 1.09 1.14 0.78
ER95 (%) 24 10 18 6
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adjusted from 500 mm to 10 mm (the maximum value to
the minimum value). Since this parameter is a capacity of
lower zone tension water storage, this sudden drop forced
the given ensemble members to release excessive amounts
of water, leading to signiﬁcant overestimation of the stream-
ﬂow. When examining the scenario for the PF-SIR, this
phenomenon is not observed. Unlike the EnKF, which can
make large adjustments to state and parameter values in the
event of large errors, the PF-SIR is more limited because it
resamples, as opposed to adjusting, states and parameters.
This makes the PF-SIR a more robust estimation technique,
provided sufﬁcient ensemble size. Though this is a rare
occasion for the EnKF, as it was only observed once in this
study and not well documented in the literature, it raises
Figure 10. Rank histogram (top) and Q-Q plot (bottom) for the EnKF (left) and PF-SIR (right) for the
SAC-SMA calibration runs with 2000 ensemble members.
Figure 11. Rank histogram (top) and Q-Q plot (bottom) for the EnKF (left) and PF-SIR (right) for the
SAC-SMA calibration runs with 2000 ensemble members.
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questions about the conﬁdence that can be placed on the
EnKF to accurately estimate model parameters, in particular
as the nonlinearity of the model increases.
4.4. Computational Time
[26] In addition to presenting results on the accuracy of
the EnKF and PF-SIR with respect to ensemble size, this
study presents results examining the computational require-
ments of the EnKF and PF-SIR, with respect to ensemble
size, to illustrate the computational demands of each
technique. The growth of computational demand with en-
semble size for each technique is shown in Figure 13. From
Figure 13, a trend not commonly presented in the literature
is observed. This ﬁgure suggests that the EnKF, at each en-
semble size, is more computationally demanding than the
PF-SIR. In addition, larger ensemble sizes and an increased
number of states and parameters, lead to a larger difference
in computational demands between the EnKF and PF-SIR.
This increased computational demand in the EnKF is
caused by the calculation of covariances between predic-
tions and all model states/parameters. While performing
this calculation once is quite fast, over 2000 time steps and
1000 ensemble members this calculation can create a sig-
niﬁcant computational demand. The growth in computa-
tional demand for the PF-SIR is less steep because it is
only necessary to calculate a weight for each ensemble
member and perform resampling of the ensemble members.
It is important to clarify that this ﬁgure is not presented to
give the impression that the PF-SIR is more computation-
ally efﬁcient than the EnKF, it is merely an illustration for
the need to factor in the execution time of each technique,
and not just the ensemble size, when determining which
method is more efﬁcient for a given application.
5. Discussion and Conclusion
5.1. Effects of Model Structure on Data Assimilation
Techniques
[27] From the results obtained in this study, it is apparent
that the model structures of the HyMod and SAC-SMA
models have signiﬁcantly different effects on the assimila-
tion techniques. These differences are observed in both bias
and uncertainty estimation. A bias in all of the results from
the HyMod model was observed. This is different from the
results in the SAC-SMA experiments, where a low bias
was displayed for each method. In addition, the ability of
each method to characterize the uncertainty in the model
prediction of the HyMod and SAC-SMA are considerably
different. It appears that with the increased complexity of
the SAC-SMA model, uncertainty estimation, through data
assimilation, is more accurate than appears to be possible
in the HyMod model. This is somewhat intuitive as the
increased number of parameters provides more ﬂexibility
in model structure. This comparison highlights that the ac-
curacy of data assimilation techniques is model dependent
and therefore model behavior must be examined when
determining the effectiveness of a given data assimilation
technique.
Figure 12. EnKF (top two) and PF-SIR (bottom two) calibrations starting in December 1967 of the
prediction hydrograph and the LZTWM distribution. In the ﬂow plots (ﬁrst and third), the expected value
is the dotted line and the observation is the solid line. For the parameter distribution plots, the dotted line
is the 95% predictive bounds, the dashed line is the interquartile range, and the solid line is the expected
value.
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5.2. Overconfidence and Divergence in the EnKF
[28] In the results presented, two problems of the EnKF
were identiﬁed: a general trend toward overconﬁdence in
the prediction of streamﬂow and a speciﬁc occasion of ﬁlter
divergence. The cause of these errors in the EnKF can be
inferred by comparison to the PF-SIR. While it is observed
that both the EnKF and PF-SIR are overconﬁdent in the
HyMod model, results from the SAC-SMA model show
that only the EnKF was overconﬁdent. In addition, the
EnKF was found to overﬁt the parameters during calibra-
tion in both models. This suggests a deﬁciency in the EnKF
for prediction of both parameter and predictive uncertainty.
Since the EnKF is poorly estimating the full posterior dis-
tribution, the error structure appears to be too skewed for
reliable estimation of the full posterior distribution. Pro-
vided that the error structure is sufﬁciently non-Gaussian,
the tails of the posterior distribution will be poorly esti-
mated. This is found to be a consistent problem in the
EnKF, but is less severe in the SAC-SMA model, where an
error structure is likely to be less skewed than the HyMod
model. Though the higher accuracy of the SAC-SMA
model led to an increased ability of the EnKF to estimate
uncertainty, the greater complexity led to difﬁculties in the
linear estimation of states and parameters. Filter divergence
was caused by a nonlinear relationship between the predic-
tion and the LZTWM parameter under certain ﬂow condi-
tions. Since there is a sufﬁciently nonlinear relationship
between this parameter and the prediction under these ﬂow
conditions, the Kalman update value was severely overesti-
mated and several ensemble members were shifted to oppo-
site ends of the parameter limits, leading to signiﬁcant
errors in streamﬂow estimation. Because this only occurred
during one of the time-lagged replicates, the model is not
sufﬁciently nonlinear to damage model predictions in most
ﬂow conditions and is therefore difﬁcult to document.
Though it is rare, the potential for ﬁlter divergence raises
questions about the robustness of the EnKF technique in
increasingly nonlinear models.
5.3. Expected Value and Uncertainty
[29] In this study, veriﬁcation of both techniques was per-
formed through an analysis of the expected value and the
predictive uncertainty to determine the beneﬁts of each data
assimilation method. It was important to analyze both
expected value and predictive uncertainty to measure the
ability of the model to track the observation, as well as rep-
resent the inherent uncertainty in the prediction. In section 4,
contrasting results were obtained in comparing the accuracy
of the expected value and uncertainty. In general, the EnKF
and PF-SIR showed a similar ability to track the observa-
tion with the expected value, but differences were observed
in uncertainty estimation. While the EnKF can be quite
effective in predicting streamﬂow values, due to its restric-
tive assumptions, it struggles to predict uncertainty as accu-
rately as the PF-SIR. This result highlights the importance
of determining the goals of a study when implementing
data assimilation on hydrologic models. A further conclu-
sion is that if the goal is to track streamﬂow with an
expected value, the EnKF may be able to perform this even
at a smaller ensemble size, leading to higher computational
efﬁciency, but the modeler must take precautions to ensure
ﬁlter divergence does not occur. This result is consistent
with previous studies [Zhou et al., 2006; Nagarajan et al.,
2010; Weerts and El Serafy, 2006]. If quantiﬁcation of the
uncertainty in the prediction is important, the PF-SIR is
likely a better choice. In general, it is suggested here that
the characterization of uncertainty is important in most
applications in hydrologic sciences and therefore needs to
be discussed when using these techniques. The quantiﬁca-
tion of uncertainty is valuable from an operational and
Figure 13. A comparison of the computational time as a function of ensemble size for the EnKF and
PF-SIR.
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research standpoint and should therefore be examined
closely given the application.
[30] Key Conclusions: Both the EnKF and PF show simi-
lar abilities to track the observations; EnKF consistently pro-
duces overconﬁdent results in comparison to the PF; and PF
is a more robust parameter estimation technique than the
EnKF.
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