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Abstract
For linear dynamic equations x* =A(t)x in RN on a time scale T (e.g. T=Z or T=R) the so-called dichotomy
spectrum is introduced in this paper. This new spectrum consists of at most N closed intervals of the real line. In the
autonomous case with T=R these intervals reduce to the real parts of the eigenvalues of A. In any case the spectral
intervals are associated with invariant vector bundles comprising solutions with a common exponential growth rate. The
main result of this paper is a spectral theorem which describes all possible forms of the dichotomy spectrum. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Preliminaries
Consider a linear N -dimensional system of dynamic equations
x* =A(t)x (1)
on a time scale T with an rd-continuous and regressive matrix-function A : T → RN×N ; N ∈N=
{1; 2; : : :}. Rd-continuity is a notion of regularity generalizing continuity and regressivity ensures that
the “di:erence equations part” of (1) is invertible, i.e., it is trivially satis=ed for T=R, see also
Refs. [6, Theorem 6:2], [4; 7].
We assume that T is unbounded to the right and either bounded to the left (one-sided time)
or unbounded to the left (two-sided time). Let A(t; s) denote the evolution operator of (1), i.e.,
A(·; 	)
 solves the initial value problem (1), x(	)= 
, for 	∈T and 
∈RN . Since A is regressive,
A(t; s)∈RN×N is invertible for arbitrary t; s∈T with [A(t; s)]−1 =A(s; t).
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Denition 1. We shall say that a nonempty set W ⊂ T×RN is an invariant vector bundle of (1) if
(a) for every 	∈T the 3ber W(	)= {
∈RN : (	; 
)∈W} is a linear subspace of RN ,
(b) it is invariant, i.e., (	; 
)∈W⇒ (t; A(t; 	)
)∈W for all t ∈T.
Since A(t; 	) is invertible for arbitrary t; 	∈T, the =bers of an invariant vector bundle W have
constant dimension. Let dimW:=dimW(	) denote the 3ber dimension. The extended state space
T×RN and the graph T×{0} of the zero solution are always invariant vector bundles. If W1 and
W2 are invariant vector bundles of (1), then the intersection and the sum
W1 ∩W2 := {(	; 
)∈T× RN : 
∈W1(	) ∩W2(	)}
W1 +W2 := {(	; 
)∈T× RN : 
∈W1(	) +W2(	)}
are also invariant vector bundles of (1). A sum W1 + · · ·+Wn of invariant vector bundles is said
to be a Whitney-sum W1 ⊕ · · · ⊕Wn if Wi ∩Wj =T× {0} for i = j.
An invariant projector of (1) is de=ned to be a function P : T→ RN×N of projections P(t); t ∈T,
such that
P(t)A(t; s)=A(t; s)P(s) for t; s∈T: (2)
The image im P:={(	; 
)∈T × RN : 
∈ im P(	)} and kernel ker P:={(	; 
)∈T × RN : 
∈ ker P(	)}
of P are invariant vector bundles of (1) with ker P ⊕ im P=T× RN .
Christian PLotzsche was the =rst who extended the notion of an exponential dichotomy to dynamic
equations on time scales, in fact he considered systems of the form (1) on measure chains which are
not necessarily regressive (i.e., A(t; s) may fail to have an inverse) but satisfy a certain regularity
condition instead. In our situation this de=nition from PLotzsche [8] is as follows:
Denition 2. System (1) admits an exponential dichotomy if there exists an invariant projector P :
T → RN×N , a constant K¿ 1 and positively regressive functions a; b : T → R with inf t∈T(b(t) −
a(t))¿ 0 such that for t; s∈T the dichotomy estimates
‖A(t; s)P(s)‖6Kea(t; s) for t¿ s
‖A(t; s)[I − P(s)]‖6Keb(t; s) for t6 s
hold.
We will not be able to classify the existence of exponential dichotomies in this generality for
system (1). Instead we restrict our attention to a class of positively regressive functions which will
serve as special exponential growth rates a and b in De=nition 2. Therefore de=ne for every ∈R
the positively regressive function
M(t):= lim
s↘∗(t)
es − 1
s
for t ∈T; (3)
where ∗(t) is the graininess at t ∈T. Note that with the notation from Hilger [6, Section 7:1]
we have M(t)= lims↘∗(t) #s() and consequently M(t) ≡  on T=R and M(t) ≡ (eh − 1)=h on
T= hZ; h¿ 0.
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The exponential function e M(t; s) on the time scale T is related to the exp-function on R by the
identity
e M(t; s)= e(t−s) for t; s∈T:
Now we replace the arbitrary growth functions a and b in De=nition 2 by the positively regressive
functions −  : T→ R and +  : T→ R for ∈R and ¿ 0 and we get the following specialized
version of De=nition 2.
Denition 3. For ∈R we shall say that (1) admits an exponential dichotomy with growth rate 
(-ED) if there exist an invariant projector P : T → RN×N and constants K¿ 1 and ¿ 0 such
that for t; s∈T the dichotomy estimates
‖A(t; s)P(s)‖6Ke(−)(t−s) for t¿ s
‖A(t; s)[I − P(s)]‖6Ke(+)(t−s) for t6 s
hold.
Remark 4. (a) The reason why we restrict the class of admissible growth functions a and b in
De=nition 2 is twofold. On the one hand we cannot do better, that is, in the proof of the main result
we need a structure on the exponential growth rates, to be more precise: we need a total order and
we need the existence of in=ma. A set of positively regressive functions with these properties is a
conditionally complete chain and hence isomorphic to a subset of R. Relation (3) de=nes such an
isomorphism between positively regressive functions M and real numbers .
On the other hand it is a natural point of view to restrict the exponential growth rates to functions
of the type (3), since this choice leads to dichotomy estimates with the exp-function on R (see also
Agarwal [1, p. 264]). If the dynamic Eq. (1) is a model for a physical system described on some
time spans by a di:erential and on some spans by a di:erence equation, then the time scale T is
understood as a subset of the continuous time R. Therefore it is reasonable to use the exp-function
on the continuous time R to investigate the asymptotic properties of the solutions of (1).
(b) De=nition 3 is a special case of De=nition 2 with growth rates −  and +  for ∈R
and ¿ 0 instead of the arbitrary positively regressive function a and b. Note however, that the
condition inf t∈T(+ (t) − − (t))¿ 0 of De=nition 2 is only satis=ed if the graininess ∗(t) is
bounded for t ∈T, since for +¡ 0 one has + (t)−− (t)= [e(+)∗(t)−e(−)∗(t)]=∗(t)→ 0
for ∗(t)→∞.
(c) If T=R then x˙=A(t)x admits a -ED if and only if the so-called -shifted system x˙= [A(t)−
I ]x admits an ED (i.e., a 0-ED). This follows from the fact that the evolution operators satisfy the
identity A−I (t; s)= e−(t−s)A(t; s). For arbitrary time scales T a similar result is valid. Since
A MI (t; s)= e−(t−s)A(t; s)
the system (1) admits a -ED if and only if the system
x* = [A MI ]x
admits an ED (i.e., a 0-ED).
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(d) If T=Z then the notion of 0-ED reduces to the well-known notion of exponential dichotomy
for di:erence equations
xk+1 =B(k)xk ; k ∈Z (4)
with B(k)∈RN×N invertible and (k; ‘)=B(k − 1) · · ·B(‘); k ¿‘; (‘; ‘)= I , the evolution oper-
ator. We therefore rewrite (4) in the form x* =A(k)x with A(k)=B(k) − I . Since  is also the
evolution operator of x* =A(k)x, the 0-ED of x* =A(k)x yields the usual dichotomy estimates
‖(k; ‘)P(‘)‖6K
(
1

)k−‘
for k¿ ‘
‖(k; ‘)[I − P(‘)]‖6Kk−‘ for k6 ‘
for di:erence equations with K ¿ 1; =e ¿ 1 and invariant projector P : Z→ RN×N .
Is the invariant projector of an ED unique?
Lemma 5. If system (1) admits a -ED with invariant projector P for some ∈R and Q is a
bounded invariant projector with im P= imQ; then (1) also admits an ED with projector Q.
Proof. The projector Q is bounded, i.e., ‖Q(s)‖6M for s∈T with some M¿ 0. The =rst di-
chotomy estimate for t= s implies ‖P(s)‖6K for s∈T. Since im P= imQ we have P(s)Q(s)=Q(s)
and Q(s)P(s)=P(s) for s∈T. Now the =rst dichotomy estimate implies
‖A(t; s)Q(s)‖6 ‖A(t; s)P(s)‖ ‖Q(s)‖6KMe(−)(t−s) for t¿ s:
Using the invariance of P and Q together with the identity
P(s)− Q(s)= [P(s)− Q(s)][I − P(s)]
the second dichotomy estimate implies
‖A(t; s)[I − Q(s)]‖6 ‖A(t; s)[I − P(s)]‖+ ‖A(t; s)[P(s)− Q(s)]‖
6K(1 + K +M)e(+)(t−s) for t6 s
and the claim follows.
Remark 6. If system (1) admits a -ED with invariant projector P ≡ I then (1) also admits a "-ED
with the same projector for every "¿ resp. "¡ if P ≡ 0.
For every ∈R we de=ne the -stable bundle for system (1):
S:=
{
(	; 
)∈T× RN : sup
t¿	
‖A(t; 	)
‖ e−t ¡∞
}
;
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and if (1) has two-sided time we de=ne the -unstable bundle
U:=
{
(	; 
)∈T× RN : sup
t6	
‖A(t; 	)
‖ e−t ¡∞
}
:
It is easy to see that S (and also U) is an invariant vector bundle of (1) and that the following
monotonicity holds
6 " ⇒ S ⊂S" (and U ⊃ U"):
Lemma 7. If system (1) admits a -EDwith a projectorP for a ∈R then the following claims hold:
(A) S= im P and therefore im P is unique.
(B) If (1) has two-sided time then U=ker P and ker P is unique.
Proof. We show only (A), since (B) is analogous.
(⊂) Let 	∈T and 
∈S(	), i.e., ‖A(t; 	)
‖6Cet for t¿ 	 with some constant C¿ 0. Now
write 
= 
1 + 
2 with 
1 ∈ im P(	); 
2 ∈ ker P(	). We show 
2 = 0. The invariance of P implies for
t ∈T the identity

2 =A(	; t)A(t; 	)[I − P(	)]
=A(	; t)[I − P(t)]A(t; 	)

and with the -ED of (1) one has the estimate
‖
2‖6Ke(+)(	−t)‖A(t; 	)
‖ for t¿ 	:
Due to ¿ 0 and the estimate ‖A(t; 	)
‖6Cet for t¿ 	 the right hand side converges to 0 for
t →∞. It follows 
2 = 0.
(⊃) Let 	∈T and 
∈ im P(	), i.e., P(	)
= 
. The -ED implies
‖A(t; 	)
‖6Ke(−)(t−	)‖
‖6Ke(t−	)‖
‖ for t¿ 	
and one has 
∈S(	).
2. Dichotomy spectrum
We continue our investigation of system (1) and introduce a notion of spectrum which is motivated
by the well-known Sacker–Sell spectrum [9] for skew-product Tows on vector bundles with compact
base.
Denition 8. The dichotomy spectrum of (1) is the set
$(A)= {∈R: x* =A(t)x admits no -ED}
and the resolvent set %(A)=R\$(A) is its complement.
Lemma 9. The resolvent set is open; i.e.; for every ∈ %(A) exists an &= &()¿ 0 such that (−
&; + &) ⊂ %(A) and moreover
S"=S for "∈ (− &; + &):
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Proof. Let ∈ %(A). Then system (1) admits a -ED, i.e.,
‖A(t; s)P(s)‖6Ke(−)(t−s) for t¿ s
‖A(t; s)[I − P(s)]‖6Ke(+)(t−s) for t6 s
with an invariant projector P and constants K¿ 1 and ¿ 0. For &:==2 and "∈ (− &; + &) this
implies the estimates
‖A(t; s)P(s)‖6Ke("−&)(t−s) for t¿ s
‖A(t; s)[I − P(s)]‖6Ke("+&)(t−s) for t6 s
and hence "∈ %(A). Moreover, since the exponential dichotomies involve the same projector, Lemma
7 yields S"=S.
We introduce an abbreviation. Assume that system (1) admits a -ED with invariant projector P
for a ∈R. We de=ne
U∗ :=ker P:
Note that U∗ may be not unique if system (1) has one-sided time, but due to Lemma 7 it is unique
with U∗ =U, if (1) has two-sided time. In any case we have the Whitney-sum
U∗ ⊕S=T× RN : (5)
Lemma 10. Let 1; 2 ∈ %(A) with 1¡2. Then F=U∗1 ∩S2 is an invariant vector bundle which
satis3es exactly one of the following two alternatives and the statements given in each alternative
are equivalent:
Alternative I:
(A) F=T× {0}.
(B) [1; 2] ⊂ %(A).
(C) S1 =S2 .
(D) S=S2 for ∈ [1; 2].
Alternative II:
(A′) F =T× {0}.
(B′) There is a "∈ (1; 2) ∩ $(A).
(C′) dimS1 ¡ dimS2 .
(D′) dimU∗1 ¿ dimU
∗
2 .
Proof. (B) ⇒ (D). Arguing negatively, let us assume that there exists a ∈ [1; 2] such that
S =S2 . De=ne
"0:=inf{"∈ [; 2]: S"=S2};
it follows "0 ∈ %(A). There are two cases to consider: (i) S"0 =S2 or (ii) S"0 =S2 . In case (i)
Lemma 9 implies S"=S"0 for "∈ ("0 − &; "0] with some &¿ 0, which contradicts the de=nition of
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"0. In case (ii) Lemma 9 implies S" =S"0 for "∈ ["0; "0 + &), which also contradicts the de=nition
of "0.
(D) ⇒ (C). This is obvious.
(C) ⇒ (B). For i=1; 2 system (1) admits a i-ED with projectors P resp. Q, constants Ki¿ 1
and i ¿ 1. Since S1 =S2 , Lemma 7 implies im P= imQ. Due to Lemma 5 system (1) also
admits a 2-ED with the bounded invariant projector P and constants K3¿ 1 and 3¿ 1. With
K :=max{K1; K3} and :=min{1; 3} we get
‖A(t; s)P(s)‖6Ke(i−)(t−s) for t¿ s
‖A(t; s)[I − P(s)]‖6Ke(i+)(t−s) for t6 s
for i=1; 2. The =rst inequality for i=1 and the second for i=2 imply
‖A(t; s)P(s)‖6Ke(−)(t−s) for t¿ s
‖A(t; s)[I − P(s)]‖6Ke(+)(t−s) for t6 s
for every ∈ [1; 2] and therefore [1; 2] ⊂ %(A).
(C) ⇒ (A). We have F=U∗1 ∩S2 =U∗1 ∩S1 =T× {0}.
Thus we have proved (B) ⇔ (C) ⇔ (D) ⇒ (A) so far.
(A′) ⇒ (B′). Since (A′) is the opposite of (A), the proved implication (B) ⇒ (A) implies the
opposite of (B) which is (B′).
(B′) ⇒ (C′). Since (B′) is the opposite of (B), the proved implication (C) ⇒ (B) yields
S1 =S2 . Monotonicity implies S1 ( S2 . Then there is a 	∈T such that S1(	) ( S2(	).
For subspaces, however, this is possible only if dimS1(	)¡ dimS2(	).
(C′) ⇔ (D′). The identity (5) implies dimSi + dimU∗i =N for i=1; 2 and hence
dimS1 ¡ dimS2 ⇔N − dimU∗1 ¡N − dimU∗2 ⇔ dimU∗1 ¿ dimU∗2 :
(C′); (D′)⇒ (A′). Using dimS1 ¡ dimS2 and dimS1 + dimU∗1 =N we get
dimF = dim [U∗1 ∩S2 ]¿ dimU∗1 + dimS2 − N
¿ dimU∗1 + dimS1 − N =0
and therefore F is not the trivial integral manifold which has dimension 0.
Thus we have shown (A′) ⇔ (B′) ⇔ (C′) ⇔ (D′).
(A) ⇒ (B), (C), (D). The implication (A) ⇒ (B) is equivalent to the proved implication (B′) ⇒
(A′).
The following algebraic lemma is quite obvious: Let A; B and C be subspaces of a vector space
X . If A ⊂ C then
[A+ B] ∩ C =A+ [B ∩ C]:
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Theorem 11 (Spectral Theorem). The dichotomy spectrum $(A) of (1) is the disjoint union of n
closed intervals (called spectral intervals) where 06 n6N; i.e.; $(A)= ∅ or $(A)=R or one of
the four cases
$(A)=


[a1; b1]
or
(−∞; b1]

 ∪ [a2; b2] ∪ · · · ∪ [an−1; bn−1] ∪


[an; bn]
or
[an;∞)

 ;
where a16 b1¡a26 b2¡ · · ·¡an6 bn. Choose a
0 ∈ %(A) with (−∞; 0) ⊂ %(A) if possible;
otherwise de3ne U∗0 :=T× RN ; S0 :=T× {0}. Choose a
n ∈ %(A) with (n;∞) ⊂ %(A) if possible;
otherwise de3ne U∗n :=T× {0}; Sn :=T× RN . Then the sets
W0 =S0 and Wn+1 =U
∗
n
are invariant vector bundles of (1). For n¿ 2 choose i ∈ %(A) with
bi ¡ i ¡ai+1 for i=1; : : : ; n− 1:
Then for every i=1; : : : ; n the intersection
Wi =U∗i−1 ∩Si
is an invariant vector bundle of (1) with dimWi¿ 1. The invariant vector bundlesWi ; i=0; : : : ; n+
1; are called spectral bundles and
W0 ⊕ · · · ⊕Wn+1 =T× RN as a Whitney-sum:
Remark 12. (a) For T=Z, i.e., for di:erence equations, the dichotomy spectrum was investigated
in Aulbach and Siegmund [2,3] also for the noninvertible case with two- or one-sided time. The
Spectral Theorem generalizes the =rst and partly the second article in the way that it considers linear
systems on arbitrary time scales. In Remark 4(d) we have seen how the notion of 0-ED corresponds
to the usual notion of exponential dichotomy for di:erence equations. Since the dichotomy spectrum
in Aulbach and Siegmund [2] is de=ned as the set
M$(B)= {∈ (0;∞): xk+1 =B(k)xk admits no exp: dichotomy};
a straightforward calculation shows that the following relation holds:
M$(B)= exp($(A));
where A(k):=B(k)− I .
(b) For T=R, i.e., for di:erential equations, the dichotomy spectrum was investigated in
Siegmund [10]. Due to Remark 4(c) our notion of dichotomy spectrum from De=nition 8 and
the notion from Siegmund [10] are the same.
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Proof of the Spectral Theorem. First, recall that the resolvent set %(A) is open (Lemma 9) and
therefore the dichotomy spectrum $(A) is the disjoint union of closed intervals (consider one point
sets as closed intervals). Next we will show that $(A) consists of at most N intervals. Indeed, if
$(A) contains N +1 components, then one can choose a collection of points "1; : : : ; "N in %(A) such
that "1¡ · · ·¡"N and each of the intervals (−∞; "1); ("1; "2); : : : ; ("N−1; "N ); ("N ;∞) has nonempty
intersection with the spectrum $(A). Now Alternative II of Lemma 10 implies
06 dimS"1 ¡ · · ·¡ dimS"N 6N
and therefore either dimS"1 = 0 or dimS"N =N or both, w.l.o.g. dimS"N =N , i.e., S"N =T×RN .
Because of Lemma 7 the projector P of the "N -ED of system (1) equals I and Remark 6 yields the
contradiction ("N ;∞) ⊂ %(A). This proves the alternatives for $(A).
Obviously, the setsW0; : : : ;Wn+1 are invariant vector bundles. To prove now that dimW1¿ 1; : : : ;
dimWn¿ 1 for n¿ 1, let us assume that dimW1 = 0, i.e., U∗0 ∩S1 =T × {0}. If (−∞; b1] is
a spectral interval this implies that S1 =T × {0}. Then the projector of the 1-ED of system (1)
equals 0 and Remark 6 yields the contradiction (−∞; 1) ⊂ %(A). If [a1; b1] is a spectral interval
then [0; 1]∩$(A) = ∅ and Alternative II of Lemma 10 yields a contradiction. Therefore dimW1¿ 1
and similarly dimWn¿ 1. Furthermore for n¿ 3 and i=2; : : : ; n − 1 one has (i−1; i) ∩ $(A) = ∅
and again Alternative II of Lemma 10 yields dimWi¿ 1.
For i¡ j we have Wi ⊂ Si ⊂ Sj−1 and Wj ⊂ U∗j−1 and this implies Wi ∩Wj ⊂ Sj−1 ∩
U∗j−1 =T× {0}, so Wi ∩Wj =T× {0} for i = j.
To show that W0 + · · · +Wn+1 =T × RN , choose and =x a 	∈T and recall the monotonicity
relations S0(	) ⊂ · · · ⊂ Sn(	) and the identities Si(	) + U∗i(	)=RN for i=0; : : : ; n. Therefore
RN =Sn(	) +Wn+1(	). Now using the algebraic lemma, one has
RN = [Sn−1(	) +U∗n−1(	)] ∩Sn(	) +Wn+1(	)
=Sn−1(	) + [U
∗
n−1(	) ∩Sn(	)] +Wn+1(	)
=Sn−1(	) +Wn(	) +Wn+1(	):
Doing the same for Sn−1(	), we get
RN = [Sn−2(	) +U∗n−2(	)] ∩Sn−1(	) +Wn(	) +Wn+1(	)
=Sn−2(	) + [U
∗
n−2(	) ∩Sn−1(	)] +Wn(	) +Wn+1(	)
=Sn−2(	) +Wn−1(	) +Wn(	) +Wn+1(	)
and mathematical induction yields RN =W0(	) + · · ·+Wn+1(	).
Remark 13. If system (1) has two-sided time then Lemmas 7 and 10 imply that the spectral bundles
W0; : : : ;Wn+1 are unique and do not depend on the choice of the i in the spectral theorem.
Bounded growth: We follow Coppel [5] and will say that (1) has bounded growth if there exist
constants K¿ 1 and a¿ 0 such that
‖A(t; s)‖6Kea|t−s| for t; s∈T: (6)
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Theorem 14. If system (1) has two-sided time then the following two statements (A) and (B) are
equivalent. If (1) has one-sided time; then statement (A) implies (B):
(A) The linear system (1) has bounded growth.
(B) The linear system (1) has a nonempty and compact dichotomy spectrum $(A)= [a1; b1] ∪
· · · ∪ [an; bn] where 16 n6N and the spectral manifolds W0 and Wn+1 are trivial; i.e.;
W1 ⊕ · · · ⊕Wn=T× RN .
Proof. (A) ⇒ (B). Assume that (6) holds. Let ¿a. With the de=nition :=−a¿ 0 the estimate
(6) implies
‖A(t; s)‖6Ke(−)(t−s) for t¿ s
and therefore (1) admits a -ED with invariant projector P= I . We have ∈ %(A) and similarly for
¡ − a, therefore $(A) ⊂ [ − a; a], i.e., the dichotomy spectrum is bounded. Additionally Lemma
7(A) implies
S=T× RN and U∗ =T× {0} for ¿a;
S=T× {0} and U∗ =T× RN for ¡− a;
i.e., W0 =Wn+1 =T× {0}. To show that $(A) is nonempty, de=ne
0:=inf{∈ %(A): S=T× RN};
it follows 0 ∈ [− a; a]. Arguing negatively, let us assume now that 0 ∈ %(A). There are two cases
to consider: (i) S0 =T×RN or (ii) S0 =T×RN . In case (i) Lemma 9 implies S=T×RN for
∈ (0− &; 0] with some &¿ 0, which contradicts the de=nition of 0. In case (ii) Lemma 9 implies
S =T× RN for ∈ [0; 0 + &), which also contradicts the de=nition of 0. Hence 0 ∈$(A) = ∅.
(B) ⇒ (A). Assume that system (1) has two-sided time. Choose a collection of points 0; 1; : : : ;
n ∈ %(A) such that
0¡a16 b1¡1¡ · · ·¡n−1¡an6 bn¡n:
Monotonicity implies the inclusion Wi =Ui−1 ∩ Si ⊂ U0 ∩ Sn for i=1; : : : ; n and therefore
W1+· · ·+Wn ⊂ U0∩Sn (in general the U∗i satisfy no monotonicity relation). Since by assumption
W1 + · · ·+Wn=T× RN , one has
U0(	)=RN and Sn(	)=RN for all 	∈T:
It then follows from Lemma 7 that (1) admits a 0-ED with constants K1¿ 1, 1¿ 0 and invariant
projector P ≡ 0, i.e., the dichotomy estimate
‖A(t; s)‖6K1e(0+1)(t−s) for t6 s
holds. Further (1) admits a n-ED with constants K2¿ 1; 2¿ 0 and invariant projector P ≡ I and
one has
‖A(t; s)‖6K2e(n−2)(t−s) for t¿ s:
Combining these two estimates with K :=max{K1; K2} and a:=max{0;−0 − 1; n − 2} we get
‖A(t; s)‖6Kea|t−s| for t; s∈T.
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3. Conclusions
For linear autonomous di:erence equations xk+1 =Axk and linear autonomous di:erential equations
x˙=Ax the eigenvalues of A (more precisely their absolute values and real parts, respectively) yield
the exponential growth rates of the solutions in the eigenspaces. The dichotomy spectrum of a linear
dynamic equation x* =A(t)x on a time scale T yields the exponential growth rates of the solutions
in the spectral bundles. In this sense our Spectral Theorem provides us with the adequate substitute
of linear algebra for nonautonomous linear dynamic equations on time scales. In forthcoming papers
the Spectral Theorem will be applied to nonlinear systems to derive local properties from the spectral
properties of the linearization.
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