The construction of cut trees (also known as Gomory-Hu trees) for a given graph enables the minimum-cut size of the original graph to be obtained for any pair of vertices. Cut trees are a powerful back-end for graph management and mining, as they support various procedures related to the minimum cut, maximum flow, and connectivity. However, the crucial drawback with cut trees is the computational cost of their construction. In theory, a cut tree is built by applying a maximum flow algorithm for n times, where n is the number of vertices. Therefore, naive implementations of this approach result in cubic time complexity, which is obviously too slow for today's large-scale graphs. To address this issue, in the present study, we propose a new cut-tree construction algorithm tailored to real-world networks. Using a series of experiments, we demonstrate that the proposed algorithm is several orders of magnitude faster than previous algorithms and it can construct cut trees for billion-scale graphs.
I. INTRODUCTION
The minimum cut (min-cut), maximum flow (max-flow), and connectivity are fundamental concepts in graph theory. For a pair of vertices s and t, the s-t min-cut is the minimum set of edges such that the removal of any one edge makes s and t disconnected. The s-t max-flow is the flow from s to t with the maximum amount. The beautiful mathematical duality of the min-cut max-flow theorem [7] , [8] states that the values of the s-t min-cut and the s-t max-flow are equal. This value is also called the connectivity between s and t. As graph-theoretic building blocks, the min-cut, max-flow, and connectivity are used in a wide range of areas, including graph analysis and mining [2] , [13] , [15] .
Because of their importance and rich mathematical properties, a myriad of algorithms for computing the max-flow and min-cut have been proposed. However, they each have at least quadratic time complexity in theory [12] , making it time consuming to compute the max-flow between a pair of vertices. Moreover, practical applications often require the repeated computation of max-flows for different vertex pairs. Therefore, the scalability of connectivity-based networkanalysis methods is severely limited.
However, a graph has cut trees [10] (also known as Gomory-Hu trees), which are a succinct encoding scheme of all the min-cuts of the original graph. In other words, the mincut of the original graph can be quickly obtained from the cut tree for any pair of vertices. Moreover, cut trees are compact, having a space complexity that is linear with respect to the number of vertices. * Work done while all authors were at National Institute of Informatics.
Thus, it appears that cut trees could play a key role as a powerful back-end for various network-analysis methods. However, the crucial drawback is the huge computational cost of constructing cut trees. In general, a cut tree is built by running a max-flow algorithm n times, where n is the number of vertices [10] . Therefore, naive implementations of this approach have at least cubic time complexity, which is obviously too slow for today's large-scale graphs.
Contributions. To address the abovementioned issue, we propose a new cut-tree construction algorithm tailored to real-world networks of interest, i.e., large-scale social and web graphs. The proposed algorithm combines a number of new techniques within three main components. (1) First, we aggressively reduce the given graph into smaller graphs using a series of rules, allowing the total cut tree for the original graph to be easily obtained from the cut trees for these smaller graphs.
(2) Second, to reduce the number of executions of the max-flow algorithm, we propose two efficient heuristics to find "easy" min-cuts a priori. (3) Third, to further further reduce the time consumption of the max-flow algorithms, we discuss the most suitable techniques for these real networks, and propose a practical improvement using bidirectional searches. We also discuss source-sink pair ordering strategies.
Experimental results using real large-scale networks confirm that the combination of these new techniques yields a highly scalable cut-tree construction algorithm. Specifically, whereas previous sophisticated implementations could not construct cut trees for graphs with over one million edges in less than ten hours, the proposed algorithm successfully constructs cut trees for very large social and web graphs with more than one billion edges within eight hours. We also confirm that the data size of the cut trees is sufficiently smaller than the original graph itself, and find that the average query time for the min-cut size is several microseconds.
Repeatability. As the implementations and datasets used in our experiments are available online, our results are completely replicable. The proposed method is available from http://git.io/ cut-tree. The previous methods are available from http://www. cs.princeton.edu/ ∼ kt/cut-tree/ and https://lemon.cs.elte.hu/trac/ lemon. The datasets are available from http://snap.stanford. edu/data and http://law.di.unimi.it/datasets.php.
II. PRELIMINARIES
In this paper, we focus on networks that can be modeled as undirected graphs. Let G = (V, E) be an undirected graph. We denote the degree of a vertex v by d(v). For a vertex subset S ⊆ V and a fresh vertex s ∈ V , we denote the graph obtained by contracting S into s as G/(S → s), i.e., the graph obtained by adding s, reconnecting all edges between S and V \ S to s, and removing S. For a directed graph, we denote the set of edges outgoing from vertex v as δ + (v) and the set of incoming edges as δ − (v).
A. Network Flows
Let G = (V, E, c) be a directed graph with an edge-capacity function c : E → R ≥0 . For two distinct vertices s and t, a vertex subset S ⊆ V is called an s-t cut if S contains s but does not contain t, and its capacity c G (S) is defined as the total capacity of the outgoing edges {uv ∈ E | u ∈ S, v ∈ S}. An s-t cut with the minimum capacity is called the minimum s-t cut.
A function f : E → R ≥0 is called an s-t flow if it satisfies the following two conditions: 0 ≤ f (e) ≤ c(e) (∀e ∈ E), and
, and an s-t flow with the maximum value is called the maximum s-t flow. The famous min-cut max-flow theorem states that, for any graph, the capacity of the minimum s-t cut is equal to the value of the maximum s-t flow.
Let f be an s-t flow (which may not be maximum)
If there exists an f -augmenting path, we can obtain a greater flow f . A flow is maximum if and only if there are no f -augmenting paths. For any maximum s-t flow f , a set of vertices S reachable from s in G f becomes a minimum s-t cut, which is also minimal among all the minimum s-t cuts in the sense of set inclusion.
In this paper, we focus on undirected graphs with the unit-capacity function c(e) = 1; however, most parts of the proposed algorithm can be applied to capacitated graphs. In an undirected graph G = (V, E), the cut and flow are defined by considering the bidirected graphḠ = (V,Ē) obtained from G by replacing each undirected edge uv with two directed edges uv and vu. In this setting, the capacity of the minimum s-t cut is the number of edges that must be removed to separate s and t into different connected components. Thus, this value is called the connectivity between s and t, which is denoted by λ G (s, t).
B. Cut Trees
For an undirected graph G = (V, E), a tree T = (V, E ) on the same vertex set is called a cut tree (or Gomory-Hu tree) if it satisfies the following condition for any distinct vertices s, t ∈ V : λ G (s, t) = min e∈Pst c G (S e ), where P st is the unique path from s to t in the tree T , S e is the connected component of T containing s obtained by the removal of an edge e, and c G (S e ) is the number of outgoing edges from S e in the graph G. In other words, the condition states that at least one of the cuts S e induced by an edge e on the path P st becomes the minimum st cut. For convenience, we will construct an edge-weighted cut 
Using such a tree, we can obtain the connectivity between two vertices s and t by simply computing the minimum c (e) value over the edges e ∈ P st . Figure 1 shows an example of a graph (left) and its cut tree (right).
C. Basic Cut-Tree Construction Algorithm
We explain basic algorithm developed by Gomory and Hu for constructing a cut tree [10] . In the algorithm, each vertex of tree T corresponds to a subset of vertices X ⊆ V , which induces a partition of V . To avoid confusion, we refer to the vertices of the tree as nodes. Initially, T consists of only a single node V . The algorithm iteratively picks a node X of size at least two, and splits it into two smaller nodes (Procedure Separate in Algorithm 1). Finally, each node of T corresponds to a single vertex, and we have obtained the cut tree. Figure 2 illustrates an example execution.
For each node X ⊆ V , there is a corresponding graph G X on a vertex set V X ⊇ X. Vertices in V X \ X are called contracted, and each contracted vertex v corresponds to an edge φ(v) incident to the node X. At first, the node V corresponds to the original graph G, and there are no contracted vertices.
We now describe the details of Procedure Separate. When splitting a node X, the algorithm first picks an arbitrary pair {s, t} from X 2 and computes a minimum s-t cut S. Node X is then split into two smaller nodes X s = X ∩ S and X t = X \ S. These two nodes are connected by an edge e whose capacity is equal to the capacity of the minimum s-t cut. Node X s corresponds to a graph G s obtained from G X by contracting the outside of the cut S into a single vertex t , and node X t corresponds to a graph G t obtained by contracting the inside of the cut S into a single vertex s . The two contracted nodes s and t are set to correspond to the newly introduced edge e. Finally, the edges incident to node X are reconnected as follows: for each contracted vertex v ∈ V X \ X inside the cut S, the corresponding edge φ(v) is reconnected to X s , and for each other contracted vertex, the corresponding edge is reconnected to X t .
Note that the contracted graphs G s and G t are only created for efficiency -we can correctly compute a cut tree using the same graph G X instead of G s and G t . In this case, when reconnecting edges at lines 7-9, instead of using the contracted vertices s and t , we can use arbitrary vertices in S and V X \S, respectively.
For practical efficiency, we apply the following three naive improvements to this basic algorithm. First, when constructing contracted graphs G s and G t at line 4, instead of constructing
Example execution of the Gomory-Hu algorithm.
Algorithm 1: Basic separation procedure.
Add new nodes Xs and Xt connected by an edge e of capacity λG(s, t) into T ;
Remove the node X from T ; them from scratch, we reuse the original graph G X and convert it into graphs G s and G t by creating new vertices {s , t } and reconnecting the edges between S and V X \ S. Because the graph G X is never used again, it does not need to be restored. Second, when the size of the obtained cut is 1, we do not construct the contracted graphs. By renaming s as s , the graph G X is exactly the same as the contracted graph G t . Moreover, the other contracted graph G s is never used in the algorithm. Thus, it is sufficient to set the vertex s to correspond to the edge between nodes {s} and X \ {s}.
Third, instead of traversing all the contracted vertices at line 7, we only traverse the vertices inside the cut S and reconnect the corresponding edges to the node X s . Then, instead of creating the node X t and reconnecting the remaining edges, we just rename the node X as X t .
The algorithm contains two degrees of freedom: the first is how to select a pair {s, t} for separation and the second is how to compute the minimum s-t cut. Although any selection strategy and any max-flow algorithm can correctly compute cut trees, the choice can have a significant effect on performance.
III. ALGORITHM OVERVIEW
In this section, we present an overview of our cut-tree construction algorithm. The overall algorithm is described in Algorithm 2. To computing min-cuts efficiently, we discuss the max-flow algorithms best suited to real networks of interest and propose practical improvements in Section IV. In our algorithm, instead of finding individual min-cuts by computing a max-flow |V |−1 times, we detect multiple min-cuts at once by tree packing (line 6). This technique is described in Section V. The remaining graph is then separated by computing maxflows. As we would still need to compute the max-flows for a huge number of vertex pairs, we do not compute each max Algorithm 2: Overall proposed construction algorithm.
Contract-Degree-2-Vertices(); 5 // Heuristics to find a large portion of cuts. Separate-High-Degree-Pairs(); 11 Separate-Adjacent-Pairs(); 12 Separate-All(); 13 return T ; flow from scratch, but instead precompute some information to speed up the multiple computations (line 8). This method, which is explained in Section VI, is only applied to large components, and each separated component is processed by the basic method. We explain how to select separation pairs in Section VII (lines 10-12). Finally, in Section VIII, we explain the reduction rules applied at the beginning of the algorithm (lines 3-4) to reduce the size of the input graph.
IV. S-T CUT COMPUTATIONS
We now discuss one of the most important building blocks: algorithms to compute minimum s-t cuts. Among the various methods for determining the max-flow, we focus on Dinitz's algorithm [6] 1 . This first constructs a shortest-s-t-path directed acyclic graph (DAG) 2 D in the residual graph G f . The flow is then augmented by identifying an f -augmenting path that uses only edges contained in D. When no f -augmenting paths can be found (such a flow f is called a blocking flow with respect to D), the shortest-path DAG D is updated. This process is repeated until t becomes unreachable from s in G f . For uncapacitated networks, computing a blocking flow has linear time complexity in the size of the DAG D. Thus, if the DAGs are small and can be found efficiently, the algorithm is fast.
Whereas Dinitz's original algorithm conducts a standard unidirectional breadth-first search (BFS), we propose a bidirectional BFS to compute shortest-path DAGs, as this improves the practical efficiency on networks of interest. The shortestpath computation itself is also important and has been the subject of considerable research. These studies have found that, in real networks of interest, shortest-path DAGs are relatively small and can be efficiently constructed using bidirectional BFS [4] . Although the graphs for which we need to construct shortest-path DAGs are actually residual graphs of the original real networks, we found that the Dinitz's algorithm with bidirectional DAG construction works efficiently in preliminary experiments.
The bidirectional BFS for constructing a DAG is as follows. We iteratively construct a set of vertices S d (T d ) that are located at distance d from the vertex s (t). Initially, we set S 0 = {s}, T 0 = {t}, d s = 0, and d t = 0. The following process is then repeated until the sets S ds and T dt intersect; if the number of edges incident to S ds is smaller than that of T dt , we compute S ds+1 by traversing the edges incident to S ds and increase d s by one; otherwise, we do the same for T dt . This procedure gives the distances of vertices contained in balls of radius d s and d t from s and t, respectively. Finally, by running a reverse-BFS from S ds ∩ T dt using only the edges from S i+1 to S i , or from T i+1 to T i , we can construct the shortest-s-t-path DAG. In our implementation, we do not explicitly construct the DAG, but only compute the distances; when computing augmenting paths, we only use edges from S i to S i+1 or from T i+1 to T i .
V. GREEDY TREE PACKING
Although we have designed a fast max-flow algorithm, computing |V | − 1 max-flows to construct a cut tree remains very time consuming; e.g., even if a single max-flow can be computed in only 10 ms, it would take 100, 000 s to compute all necessary max-flows in a graph with 10 million vertices. To develop a much faster cut-tree algorithm, we must find mincuts without relying on max-flow algorithms. In this section, we propose a greedy tree packing heuristic that identifies mincuts between multiple pairs at once without using a max-flow algorithm.
For a directed graph and a vertex r, a subgraph is called an r-tree if (i) its underlying undirected graph is a connected tree (which may not be a spanning tree), (ii) r has no incoming edges, and (iii) all other vertices in the tree have in-degrees of exactly one. For an undirected graph G = (V, E), a set T of edge-disjoint r-trees of the bidirected graphḠ = (V,Ē) 3 is called an r-tree packing of G. The vertex r is called the root of the tree packing. The following relationship between an r-tree packing and the edge-connectivity was derived by Bang-Jensen et al. [3] . For an undirected graph G = (V, E) and its vertices r, v ∈ V , if there exist k edge-disjoint paths from r to v, the connectivity between r and v is at least k. Such edge-disjoint paths can be composed into a single set of edge-disjoint r-trees for all v ∈ V \ {r}: if there exists an r-tree packing T of an undirected graph G = (V, E), the connectivity between r and v is at least the number of r-trees in T containing v. Moreover, they showed that the converse also holds: there exists an r-tree packing T such that, for any vertex v ∈ V \ {r}, exactly λ G (r, v) r-trees in T contain v. 3 T can contain both directed edges uv and vu corresponding to a single undirected edge.
In our algorithm, we greedily construct an r-tree packing T . The details of this greedy algorithm are explained later. The constructed tree packing T may not contain each vertex v λ G (r, v) times; however, if a vertex v appears exactly d(v) times in T , we can confirm that the connectivity between v and r is exactly d(v), and thus the cut {v} is the minimum v-r cut. After constructing an r-tree packing, we can detect all such vertices v and separate pairs {v, r} in linear time. We apply this strategy α times by selecting each of the top α degree vertices as the root r. The effects of the parameter α are discussed in the full version [1] .
Our greedy packing algorithm proceeds as follows. Starting from the bidirected graphḠ, we iteratively construct an rtree and remove its edges fromḠ. Basically, we do not want to create dead ends; if we remove all outgoing edges from a vertex v, it will become a leaf in the subsequent tree construction. If we use the BFS to construct an r-tree, the first tree removes all the outgoing edges of r, and we cannot construct a second tree. Thus the BFS should not be used. In order to avoid creating such dead ends, we use a depth-first search (DFS).
VI. GOAL-ORIENTED SEARCH
To construct a cut tree, we must compute the maximum st flows multiple times. Instead of computing each max-flow from scratch, we propose to precompute some information and accelerate these multiple computations for certain kinds of vertex pairs.
In the Gomory-Hu algorithm, we are free to choose the separation pairs. To make the necessary precomputation possible, instead of selecting an arbitrary pair, we first fix a sink t ∈ X. When separating a set X containing t, we then always choose a pair {s, t} for some vertex s ∈ X. Using this selection strategy, we can compute the initial shortest-s-t-path DAG used in Dinitz's algorithm more efficiently than using the bidirectional BFS. First, we precompute a shortest path tree from the vertex t. When processing a pair {s, t}, we construct a shortest-s-t-path DAG using DFS from vertex s and only using edges uv for which the distance from u to t is exactly the distance from v to t plus one, i.e., a shortest path from u to t passes vertex v. To avoid updating the shortest-path tree after the contraction, we only create the contracted graph G s . Instead of creating G t , we reuse G X . As explained in Section II, such a modification does not affect the correctness of the algorithm.
As this construction only visits vertices contained in the constructed DAG, it is much faster than the bidirectional BFS. Computing the blocking flow has linear time complexity with respect to the size of the DAG. Thus, if the first blocking flow becomes the maximum flow, this strategy leads to a significant speed-up. However, if the first blocking flow is not the maximum, we need to update the shortest-s-t-path DAG. As this second DAG computation uses the residual graph rather than the original graph, we cannot use the precomputed shortest-path tree.
To avoid time-consuming DAG updates, we search for augmenting paths that use edges not on the DAG. In addition to the edges uv for which the distance from u to t is exactly the distance from v to t plus one, we also allow the use of detour edges uv for which the distance from u to t is equal to the distance from v to t. The resulting graph might not be a DAG and could contain loops. When searching for an augmenting path from s to t, we allow the use of at most γ detour edges, where γ is a parameter. This can be done by extending each vertex v to a set of vertices {v 0 , . . . , v γ }, adding an edge u i v i for each edge uv contained in the original DAG, and adding an edge u i v i+1 for each detour edge uv. A larger value of γ will produce more augmenting paths and increase the likelihood of finding a maximum flow, but will have a higher computation time. The trade-off effects of γ are discussed in the full version [1] .
As the networks of interest tend to have unbalanced cuts that separate a small set of vertices from the remaining large set of vertices, we only apply this strategy against the initial set V and the highest degree vertex t.
VII. SELECTING SEPARATION PAIRS
In this section, we discuss how to select the next separation pair among the remaining vertex sets after the goal-oriented search. In general, there are two choices: select a pair with a balanced min-cut to make the graphs obtained by the contraction smaller, or select a pair whose min-cut is easy to compute. Here, the term balanced means that both |S| (the inside of the cut) and |V X \ S| (the outside of the cut) are large.
High Degree Pairs. Goldberg and Tsioutsiouliklis [9] developed heuristics to find such balanced min-cuts. However, the networks of interest to us do not seem to have well-balanced min-cuts. For example, it would be surprising if a social graph of 2 million vertices could be split into two components of 1 million vertices just by removing 100,000 edges. Thus, it is not important to make the cut balanced, and it is better to focus on the pairs whose min-cut can be easily computed. In our algorithm, we attempt to make the graphs smaller by finding somewhat balanced cuts. Hence, we try to split the top-k degree vertices before moving to the second selection strategy. In this study, we use k = 10. We split large-degree vertices because the size of the min-cut is at most the size of the trivial cut {s}, which is equal to the degree of s, and therefore small-degree vertices are less to have balanced cuts than high-degree vertices.
Adjacent Pairs. If the distance between s and t is d, the bidirectional BFS visits vertices contained in balls whose radius is approximately d/2 from s and t. Therefore, the smaller the distance, the faster the bidirectional BFS procedure, and a cut between nearby vertices would be easy to find using the bidirectional form of Dinitz's algorithm. In our algorithm, we choose a pair {s, t} ⊆ X such that s and t are adjacent in G X . If there are no such pairs, we choose an arbitrary pair from the remaining vertices. Note that such a case can actually occur: consider a graph G = ({s, t, a, b, c}, {sa, sb, sc, at, bt, ct}) ; after separating pairs {s, a}, {s, b}, and {s, c}, we need to separate the non-adjacent pair {s, t}.
VIII. GRAPH REDUCTIONS
To reduce the size of the input graph before applying the algorithm, we use the following two strategies.
Decomposing 2-Connected Components. Let us assume that the input graph is connected; otherwise, we can construct cut trees separately for each connected component. We can compute all the cuts of size 1, called bridges, in linear time [14] . For any pair that is not separated by bridges, the max-flow does not pass the bridges. Thus, we can simply remove all the bridges and deal with each 2-connected component separately.
Contracting Degree-2 Vertices. If there is a vertex v of degree 2, the connectivity between v and any other vertex in the same 2-connected component is exactly 2. For any other vertices s and t, if an s-t flow uses one of the edges incident to v, it must use the other one. Thus, we can replace vertex v and its incident edges with an edge connecting the neighbors of v.
IX. EXPERIMENTAL EVALUATION
We conducted experiments on a Linux machine with an Intel Xeon X5650 processor (2.67 GHz) and 96 GB main memory. All algorithms were implemented in C++ and compiled using gcc 4.8.4 with the -O3 option.
We compared the proposed method with two state-of-the-art cut-tree construction algorithms. (1) GHG [9] , which combines the Gomory-Hu algorithm with balanced min-cut heuristics and the Hao-Orlin algorithm [11] . (2) Lemon [5] , which is a highly tuned implementation of combinatorial optimization algorithms. For the proposed algorithm, unless otherwise stated, we set the number of tree packings α = 1, and the search relaxation parameter γ = 2, which we recommend as a robust setting.
We used real-world social and web graphs that are publicly available from the Stanford Large Network Dataset Collection and Laboratory for Web Algorithms. Table I summarizes the number of vertices and edges in these datasets. The web-Google, web-BerkStan, indochina-2004, arabic-2005, and it-2004 datasets are web graphs; the others are social graphs.
The full version [1] includes more experimental results such as parameter analysis and application to network analysis.
A. Construction
Our main focus is on reducing the cut-tree construction time. We compared the following six versions of the proposed algorithm. A0 is the plain Gomory-Hu algorithm with a standard implementation of Dinitz's max-flow algorithm. A1 is another implementation of the Gomory-Hu algorithm using the bidirectional blocking flow algorithm introduced in Section IV. A2 uses the same bidirectional blocking flow algorithm, but employs graph reduction techniques such as 2-connected component decomposition and degree-2 vertex contraction, and applies the high-degree pair separation strategy. In addition to the above, A3 employs the adjacent pair separation strategy, and A4 also uses greedy tree packing. A5 further conducts the goal-oriented search. A5 is the overall proposed algorithm using the whole set of new techniques, and is thus equivalent to Algorithm 2. Table I lists the construction times achieved by each algorithm. We wish to emphasize that the A5 algorithm, which includes all of the proposed techniques, successfully constructed cut trees for billion-scale web and social graphs (it-2004 and twitter-2010) in 8 h and 4 h, respectively. The baseline methods, GHG and Lemon, took several hours for a million-scale social graph (com-DBLP), and failed to construct complete cut trees for larger networks within the time limit of 10 h. Therefore, the proposed method improves the scalability of cut-tree construction by several orders of magnitude.
The results from different versions of the proposed method show that more datasets were successfully processed within the time limit as more of the new techniques were employed (i.e., from A0 to A5), and the time required to treat each dataset consistently decreased. These results indicate that most of the proposed techniques are effective and essential for scalable cut-tree construction.
B. Data Size and Query Time
To confirm the practicality of cut trees, we briefly discuss their data size and query times. Note that these metrics are independent of the construction algorithm (except the ways to break arbitrariness).
The data sizes of the resulting cut trees are listed in Table II , together with those of the original graphs. It is clear that the cut trees are much smaller than the graphs. This is as expected, as the graph and cut tree have sizes Θ(|E|) and Θ(|V |), respectively.
Table II also gives the average query time for computing the s-t cut size from the cut trees for 10 7 random pairs of vertices. Using a naive query algorithm that simply ascends the trees from both ends, the average query time is very small at less than 1 μs. This is because the cut trees for these real graphs tend to be very shallow.
