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ABSTRACT
Matrix projection models and individual-based models (IBM) are commonly used for the
analysis and management of fish populations. Matrix models break down the population into
age or stage classes, while IBMs track individuals. I perform a series of quantitative
comparisons between the predictions of the two modeling approaches using the IBM as the
standard of comparison to demonstrate when individual variation, species interactions, and
spatial heterogeneity adversely affect matrix model performance. I first evaluate the matrix
approach for predicting yellow perch population responses when perch are involved in sizespecific predator-prey interactions with walleye. I created density-dependent and stochastic agestructured and stage-within-age matrix models from an Oneida Lake walleye-yellow perch IBM,
and then changed perch survival rates within the matrix models and IBM and compared their
predicted responses. The matrix models simulated yellow perch responses reasonably well when
density-dependent YOY survival was correctly defined. At least 20 years of data (IBM output)
were needed to correctly estimate the density-dependent relationships in the matrix models.
Second, I developed a 2-species matrix model by linking the elements between perch and
walleye matrix models. The 2-species model simulated yellow perch prey responses reasonably
well, but was unable to correctly predict walleye predator responses. Third, I developed a new
IBM that simulated a 6-species tidal marsh community on a fine-scale spatial grid of habitat
cells. The IBM was used to scale individual-level effects of lowered dissolved oxygen and
habitat degradation to population-level responses, and used to estimate relatively simple stagebased matrix models for grass shrimp and gulf killifish populations. Equilibrium analysis of the
simple matrix models was insufficient for predicting population responses. This study showed
that stochastic, density-dependent matrix projection models were able to mimic densityvi

dependent survival processes and species interactions relatively well, while equilibrium analysis
of simple matrix models was inadequate. The matrix approach consistently had trouble
estimating density-dependent and inter-specific growth relationships that were important for
accurate model predictions. I recommend the use of IBMs and relatively complicated matrix
models (stage-within-age, stochastic, density-dependent, multispecies) for simulation of fish
population and community dynamics.

vii

CHAPTER 1. GENERAL INTRODUCTION
1.1. Introduction
Population models play an important role in ecology and resource management. Population
models can generate realistic and testable predictions about the dynamics of species in specific
systems (e.g., Rice et al. 1993; Dong and DeAngelis 1998). Population models are also used to
help to synthesize and interpret field and experimental measurements (e.g., Schaeffer et al.1999;
Beard et al. 2003), and for finding trends and relationships in historical data sets (e.g., Pope et al.
2001; Sibly et al. 2005; Myers et al. 2007). Fisheries management is largely centered on the use
of population models because of practical considerations. Lower levels of biological
organization, such as cohorts and recruitment strength, are difficult to extrapolate to long-term
predictions, and higher levels of organization, such as communities and foodwebs, are often too
complicated.
There are two general approaches to population modeling: state variable and structured. The
historical approach is state-variable modeling, where the model represents the entire population
as a single variable (e.g., population biomass). State-variable models (e.g., logistic growth,
Lotka-Volterrra, spawner-recruit) are often used in the teaching of ecology, but are criticized for
their lack of suitability for most natural systems and disregard for complex life cycles of
populations (Hall 1988). Fish population life cycles are comprised of multiple life stages with
dramatically different durations, vital rates, and habitat requirements. Structured modeling
approaches permit greater biological detail by breaking down the population into component
ages or developmental stages, with each age or stage class being assigned its own set of vital
rates.
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Two major types of structured modeling approaches are individual-based models (IBMs)
and matrix projection models. Matrix projection models are widely used for ecological study,
risk assessment, and management of fish populations (e.g., Akcakaya et al. 1997; Quinn and
Deriso 1999; Caswell 2001). The matrix modeling approach allows for the break down and
consequent modeling of the population’s internal structure, such as age, stage, and length classes.
Stage-specific vital rates, such as growth, survival, and fecundity, are used to determine the
elements of a projection matrix; multiplication of the matrix by a vector of stage-specific
abundances results in the stage abundances for the next time step. Linear algebra can also be
used to solve for the eigenvalues of the projection matrix. The dominant eigenvalue represents
the finite rate of population increase (λ), while the right eigenvector is the stable age (stage)
distribution and left eigenvector is the stage-specific reproductive contributions (Caswell 2001).
IBMs have been steadily gaining popularity among researchers since their inception in the
late 1970’s, with a large portion of the 900 IBMs recently reviewed by DeAngelis and Mooij
(2005) developed for the study of fish population and community dynamics. IBMs break down
the population further than the matrix projection approach by modeling its component
individuals. There are two types of IBMs: p-state and i-state. The p-state (distribution) approach
solves for the population by using partial differential equations, which give the probability
distribution of sizes (or other traits) of individuals through time. This approach involves much
mathematical rigor and leads to a compact and readily solvable representation of the population
(DeAngelis and Rose 1992). The i-state (configuration) approach uses computer simulation and
iterative solutions to solve for each individual, and then sums over the individuals to yield the
population. The i-state IBM is the more flexible approach, but at the sacrifice of mathematical
elegance (DeAngelis and Rose 1992). DeAngelis et al. (1993) compared the two IBM
2

approaches and demonstrated that there was no difference between their predictions when they
were formulated from the same information. I use i-state configuration IBMs for my analysis
because they are more flexible, allow for greater biological detail, and are conceptually
attractive.
There are several advantages to the matrix projection approach, including the compactness
of the model and that the data needed for model formulation (survival, growth, fecundity) are
readily available for many species (Caswell 2001; Akcakaya et al. 1997). However, matrix
models require several major simplifying assumptions that make their use in some situations
subject to valid criticism. Matrix models are limited in the degree of spatial heterogeneity that
can be represented (e.g., more than 3 spatial regions are impractical), assume that all individuals
in a life stage are identical, and have difficulty dealing with behavioral, habitat, and sublethal
effects within life stages (Caswell 2001). Some level of spatial heterogeneity, species
interactions, individual variation, and density-dependence can be incorporated into matrix model
elements, but mathematical analysis becomes much more complex (e.g., Tuljapurkar et al. 2003;
Doak et al. 2005; Ellner and Rees 2006) and the concise solution offered by equilibrium analysis
is lost.
IBMs have their advantages and disadvantages as well. IBMs easily deal with complex
spatial habitats, allow for variation and interactions among individuals, allow for densitydependence to emerge from the model rather than being forced into the model, and permit direct
modeling of a wide range of effects besides just survival, fecundity, or growth (DeAngelis and
Rose 1992). However, IBMs are more data hungry than matrix models, are still relatively new
and thus less accepted in some regulatory arenas than matrix models, and site-specific
application requires extensive computer expertise. IBMs can be much more difficult to construct
3

and analyze than matrix models, and much harder to validate because of limited information at
the individual-level.
In this dissertation, I compare i-state IBMs and matrix projection models for two fish
communities: a walleye and yellow perch predator-prey system in Oneida Lake, New York and a
6-species, spatially-explicit tidal marsh foodweb in the northern Gulf of Mexico. I have chosen
cases that should represent a challenge to the matrix approach (e.g., individual variation, species
interactions, spatial heterogeneity). As part of the evaluation, I also extend the classical
population matrix modeling approach to a coupled predator-prey matrix community model for
walleye and yellow perch to determine its potential for community-level study and assessment.
A rigorous comparison of matrix and individual-based modeling approaches provides
useful information about which approach to use and the appropriate level of confidence to
associate with matrix model predictions. Situations where the matrix projection models and
IBMs predict similar results suggest that users begin with the matrix approach because it is the
easiest and cheapest to configure and the more straightforward to explain. Situations in which
the matrix and IBM generate large differences in their predictions suggest that caution be used
when selecting a modeling method. In all model comparisons, the IBM is treated as the “known
standard” for comparison, and each matrix projection model is initially constructed from baseline
IBM outputs. Changes are then imposed in the IBM and matrix models and their predicted
responses to these changes are compared. This method assures that any differences in model
predictions beyond baseline conditions are due to the structure of the models. I want to
determine how robust the matrix projection model approach is to situations of a high level of
individual variation, spatial heterogeneity, and species interactions.
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1.2. Dissertation Overview
In Chapter 2, I compare the predicted population responses of yellow perch (Perca
flavescens) for relatively complicated matrix models with the predicted response of yellow perch
in a yellow perch-walleye (prey- predator) IBM for Oneida Lake. The IBM was previously
developed and was corroborated using the extensive field data collected in Oneida Lake (Rose et
al.1999). Three versions of the matrix models are included: age-structured with densitydependence updated annually, and stage-within-age for young of the year stages with densitydependence updated annually or daily. The IBM simulated daily growth, survival, reproduction,
and interactions (i.e., competition for prey and predator-prey) between walleye (Stizostedion
vitreum) and yellow perch individuals. I run the IBM under baseline conditions for 200 years in
Oneida Lake, and use the output generated from the IBM to estimate the elements, densitydependent relationships, and stochastic variation for the three matrix models. The IBM and three
matrix models are then run under changed perch egg and adult survivals, and the predicted
changes in abundances and density-dependent rates of yellow perch are compared among the
models.
Chapter 3 examines whether the robustness of the density-dependent formulations used in
the matrix models to reduced IBM output (i.e., fewer years of data). The analysis builds upon the
results from Chapter 2 by using the same baseline IBM output over 200 years, and dividing the
output into sequences of 5, 10, and 20 years. I determine the likelihood of finding the same
density-dependent relationships in reduced data (output) sequences, and which sequences have
the best and worst overall correlation with the original (i.e., based on 200 years) densitydependent survival and growth functions. Density-dependent functions are then re-fit to the best
and worst output sequences and the new functional forms are substituted into the age-structured
5

and stage-within-age structured matrix models for yellow perch. I simulate changes in perch
survival and compare the predicted population responses between the IBM and matrix models to
determine how changes to the density-dependent growth and survival relationships based on
reduced years of data affect the matrix model predictions.
In Chapter 4, I expand on the classical matrix model of a single population to include the
effects of interspecific interactions. I construct stochastic, density-dependent age-structured and
stage-within-age matrix models of walleye and yellow perch populations from the 200 years of
IBM output that are coupled to each other via the age and stage-specific elements of one matrix
being dependent on the abundances of the other species. Both walleye and yellow perch
survivals are independently changed in the IBM and in the 2-species matrix models, and
population responses of the affected species and the interacting species are compared among the
models.
Chapters 5 and 6 continue the comparison of IBM and matrix projection models by using a
spatially-explicit multi-species model of a tidal marsh community. Chapter 5 focuses on the
development and corroboration of the tidal marsh IBM. The model is then used for scaling
hypoxia effects on individuals to population responses that include the indirect effects arising
from food web interactions and spatially and temporally dynamic habitat. The IBM simulates
hourly consumption, survival, and movement of individual grass shrimp (Palaemonetes pugio),
inland silverside (Menidia beryllina), bay anchovy (Anchoa mitchilli), sheepshead minnow
(Cyprinodon variegatus), gulf killifish (Fundulus grandis), and blue crab (Callinectes sapidus)
over one year in a habitat grid configured to represent a low-elevation Spartina sp. marsh in the
northern Gulf of Mexico. Hourly individual interactions occur within and among species via
predation and competition, and are dependent upon individual sizes and prey concentration,
6

habitat type, and species densities within the cells. Daily growth and reproduction is updated at
the beginning of each day. Predicted species densities, distributions, growth, and diet
composition are compared to observed values estimated from the field for model corroboration.
The simulation experiment compares population responses of all six species to combinations of
lowered dissolved oxygen (DO) concentrations and degraded habitat. The simulation experiment
demonstrates how the population responses of the six species to lowered DO are affected by
species interactions, availability of habitat, and the degree of avoidance behavior.
In Chapter 6, I construct stage-based matrix projection models for the grass shrimp and gulf
killifish populations from the output of the tidal marsh IBM. The two population matrix models
are deterministic and relatively simple, and are analyzed using equilibrium (eigenvalue) analysis.
I impose changes to juvenile growth, juvenile survival, and reproduction in shrimp and killifish
separately in the IBM and the population matrix models, and I compare predicted changes in
finite population growth rate and net reproductive rate between the matrix models and the IBM.
In addition, changes in total annual production and October recruitment from the IBM are
compared to determine if changes in population growth rate and reproductive rate correlated with
predicted changes in productivity and recruitment.
The final chapter summarizes the major results and implications from the model
comparisons between the IBMs and matrix projection models. I discuss when matrix projection
models were appropriate for representation of the fish populations (and communities), and when
the matrix models fell short. I address what density-dependent processes and level of species
interactions are likely to be sufficiently characterized within matrix simulation models, and
which processes and level of interaction are likely to be difficult and thus suggest and individualbased approach is better. Finally, I suggest some areas of further research, including additional
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model comparison analyses and possible further modifications and extensions to the matrix
model approach. Matrix models and IBMs form the foundation for the population and
community modeling of fish. Greater understanding of the similarities and differences between
these two approaches provides information that will help in their use in theoretical studies and in
their use for management.
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CHAPTER 2. A COMPARISON OF INDIVIDUAL-BASED AND MATRIX
PROJECTION MODELS FOR SIMULATING YELLOW PERCH POPULATION
DYNAMICS IN ONEIDA LAKE, NEW YORK, USA
2.1. Introduction
Both individual-based models (IBMs) and matrix projection models are commonly used
to simulate fish population dynamics. Matrix models have been widely used for decades for fish
and other taxa (Caswell 2001), and form the basis for much of fisheries stock assessment and
management (Heifetz and Quinn 1997; Quinn and Deriso 1999). IBMs have been gaining
popularity in ecology due to increasing computing power and their potential for better
understanding the complex dynamics exhibited by populations and communities (DeAngelis and
Mooij 2005). A large portion of the 900 IBMs recently reviewed by DeAngelis and Mooij
(2005) were developed to study fish population and community dynamics.
The individual-based approach offers advantages and disadvantages for modeling fish
population dynamics (DeAngelis and Rose 1992). IBMs literally simulate thousands of
individuals, keeping track of their traits such as size, age, sex, and location. Equations and rules
are defined that govern how the traits of each individual vary over time. The equations and rules
depend on the state of the individual, the states of other nearby or related individuals, and
environmental conditions. IBMs allow for individual variation in these traits, local interactions
among individuals, and, in spatially-explicit applications, relatively easy representation of
movement (Tyler and Rose 1994). Density-dependent growth, mortality, and reproduction
emerge from the collective outcome of individual processes, rather than having to be explicitly
defined a priori by the model developer. There are also disadvantages to IBMs, including that
they require large amounts of data, customized computer coding, can exceed even today’s fastest
desktop computers, and produce large amounts of multivariate output that is often hard to
10

validate and interpret. Grimm (1999) further criticized IBMs for their lack of generality and
unclear relationship to classical theories of population ecology.
Relative to IBMs, matrix projection models offer a somewhat contrasting set of
advantages and disadvantages. Matrix models track the numbers of individuals in a series of age
or stage classes that comprise the life cycle of the population of interest (Caswell 2001). Matrix
models are relatively easy to construct, and they make use of readily-available demographic data
(age, size, or stage-specific) on survival, growth, and reproductive rates. Matrix models have
been widely used in ecology because they are mathematically tractable and, when necessary, can
be easily solved numerically (Dixon et al. 1997). Equilibrium (eigenvalue) analysis of matrix
models generates many useful metrics about population dynamics, such as the population growth
rate, stable age or stage distribution, elasticities, and reproductive values by age or stage. The
disadvantages to matrix projection models are that they do not easily permit temporal memory in
individual variation, are limited to a few spatial boxes, focus on population dynamics thereby
forcing the developer to greatly simplify community and food web effects, and densitydependent relationships must be defined as part of the model development. Furthermore,
incorporation of density-dependence and stochasticity results in matrix models that can no longer
be easily analyzed using the eigenvalue technique (Cushing 1997; Tuljapurkar 1997).
In this chapter, I evaluate the capability of the matrix projection approach for predicting
yellow perch population responses to changes in survival by comparing matrix model predictions
to those from a detailed IBM. I used the output from a previously developed IBM of yellow
perch and walleye dynamics for Oneida Lake as the basis for constructing three versions of
matrix projection models for yellow perch. I then changed egg and adult survival rates in all four
models and compared predicted responses of yellow perch among the models. My overarching
11

question was whether matrix models can be used to predict population responses of the prey in a
highly-coupled predator-prey system. I conclude with a discussion of the importance of
specifying density-dependent relationships, how my final version of the matrix models relate to
the classical matrix approach, and my recommendation for which version of the matrix model to
use.
2.2. Methods
2.2.1. Description of the Modeled System
Oneida Lake provides an excellent system for evaluating matrix projection models
because the dynamics and interactions between walleye and yellow perch have been studied for
over 50 years (Forney 1974, 1980; Mills et al. 1987; Mills and Forney 1988; Hall and Rudstam
1999; Rudstam et al. 2004). Field studies have documented the size-dependent predator-prey
and competitive interactions between walleye and yellow perch. In most years, young-of-theyear (YOY) yellow perch were the dominant prey of walleye; white perch, gizzard shad, and
young walleye were of secondary importance in walleye diets (Prout et al.1990). Yellow perch
recruitment was shown to be dependent upon the size-selective predation of YOY and yearling
yellow perch by adult walleye, while walleye recruitment was shown to be partly determined by
the abundance and size of YOY and yearling yellow perch prey (Forney 1971, 1974, 1980).
An IBM was developed and corroborated for Oneida Lake using long-term data (Rose et
al. 1996, 1999). The IBM was used to examine predator-prey interactions, and the effects of
alternative prey and density-dependent growth and mortality, on walleye and yellow perch
population dynamics. The model explicitly simulated the size-dependent interactions between
individual walleye and yellow perch, and predicted averaged abundances and sizes (weights and
lengths) of walleye and yellow perch at key points in their life cycles that were similar to
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observed values (Rose et al. 1999). Oneida Lake has undergone several, roughly decade-long,
periods that correspond to high forage fish abundance, high mayfly species abundance (prey for
perch and walleye), zebra mussel invasion (Mayer et al. 2001), and high cormorant abundance
(predators of perch and walleye) (Rudstam et al. 2002). For my model comparison, I simulated
the baseline period in Oneida Lake when alternative prey, zebra mussels, and cormorants were at
low abundances because this is when yellow perch and walleye are most tightly coupled as
predator and prey.
2.2.2. Overview of Model Comparison
My strategy was to treat the IBM as the “known standard” and use the output from the
IBM as data for estimating the matrix models. First, I used the IBM to simulate baseline
conditions for 200 years (Figure 2.1a). I outputted daily and annual values of yellow perch
lengths, weights, abundances, and egg production, and I used these outputs to estimate the
elements of three alternative versions of a matrix projection model. I constructed an agestructured matrix model and two stage-within-age matrix models for yellow perch. The stagewithin-age versions both represented the YOY stages as eggs, yolk-sac larvae, larvae, and
juveniles using a daily timestep, but differed in the timestep used for updating their densitydependent relationships (annual or daily). Once the three matrix models were specified from
IBM output, they were used to simulate 200 years under baseline conditions. I then checked
whether predicted means of abundances and age or stage-specific vital rates generated by the
matrix models were similar to those from the IBM.
The second stage in my comparison (Figure 2.1b) involved increasing and decreasing egg
and adult yellow perch survival rates in all four models (IBM and three matrix models). I then
compared the predicted responses of yellow perch between the IBM and the three matrix models.
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Figure 2.1 - Schematic showing how the IBM and three matrix projection models for simulating
yellow perch population dynamics were (a) configured for baseline conditions (b) compared
under changed egg and adult survival rates. Model outputs related to fecundity, survival, growth,
density-dependence, and stochasticity generated from the IBM were used to estimate the
elements of the three matrix models. Then all four models were subjected to reduced and
increased egg or adult survival rates and the resulting predictions of averaged yellow perch
abundances and survival, maturity, and fecundity rates (YC) were compared using the percent
relative change from the averaged value under baseline conditions (YB) as % Change = [(YCYB)/YB * 100].
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The IBM includes the dynamic responses and effects of walleye on yellow perch, whereas the
matrix models use averaged values, and in some cases density-dependent relationships, for
survival, growth, and reproduction of yellow perch that implicitly included walleye effects.
2.2.3. Description of the Individual-Based Model
The IBM simulated the daily dynamics of walleye and yellow perch populations in
Oneida Lake (Rose et al. 1999). The lake was represented by a single, well-mixed spatial box
(260 x 260 x 6.8 m) with time-varying water temperatures and prey dynamics. Growth,
mortality, and spawning of modeled individual yellow perch and walleye were updated daily.
Each simulation year began on April 10 (day 100) with the spawning of individual mature
females. The growth and survival of progeny from each female was simulated as they developed
through successive life stages (egg, yolk-sac larva, feeding larva, YOY juvenile, yearling, adult).
Eggs and yolk-sac larvae were followed as cohorts, while feeding larvae, juveniles, and adults
were followed as individuals. Yellow perch had a maximum age of 10 years, and walleye a
maximum age of 12 years.
Spawning
Adults were evaluated for spawning on April 10 (day 100) of each year. A female adult
was mature if a generated random number was less than the fraction mature for her length.
All mature females alive on April 10 were assumed to spawn within the upcoming year.
Females released their eggs on the first day that the simulated model temperature exceeded their
assigned spawning temperature. Fecundity (eggs/female) was related to the female weight.
Eggs and Yolk-Sac Larvae
Eggs and yolk-sac larvae from each walleye and yellow perch female were followed as a
cohort. Development to hatching and to first feeding was temperature-dependent, and
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determined by accumulating daily fractional development rates until the cumulative number
exceeded 1. Numbers of individuals in each female-cohort were reduced daily by specified egg
and yolk-sac larval mortality rates.
Feeding Life Stages: Larvae, Juvenile, and Adults
Upon entering the larval stage with the initiation of exogenous feeding, a sample of
individuals were generated from each female-cohort and followed as model individuals for the
rest of their lifetime. Metamorphosis into YOY juveniles occurred at 20 mm for both species.
All surviving juveniles were promoted to the yearling stage at the beginning (day 100) of the
following year. Age-1 and older individuals were promoted to the next age on day 100 of each
year. Upon reaching maturity, as determined from their length, individuals were assigned a sex
assuming equal numbers of males and females. Mature individuals were evaluated for spawning
each year.
Feeding Life Stages: Growth and Feeding
Daily growth in weight of larvae, juveniles, and adults was represented by the difference
form of a bioenergetics equation (Rose et al. 1999). Maximum consumption rate and metabolic
rate were dependent upon the daily temperature and the individual’s weight. Availability of prey
determined how much an individual actually consumed each day, and was constrained to be less
than their physiologically-allowed maximum consumption rate for that day. Egestion, excretion,
and specific dynamic action were computed as proportions of the individual’s realized
consumption. Individual weight was updated daily based on the growth increment calculated
from the bioenergetics equation. Length was updated from species-specific length-weight
relationships. Length and weight varied with age based on the growth rates, and were partially
uncoupled from each other in the IBM because individuals could lose weight but not lose length.
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Seven prey types were simulated in the IBM (Table 2.1). Zooplankton was assumed to
represent Daphnia, benthos were representative of chironomids, and the forage fish prey type
was based on YOY white perch. Zooplankton, benthos, and forage fish were modeled as
densities that were updated daily based on a discrete version of a logistic population growth
function with yellow perch and walleye consumption as additional sources of mortality. The
parameters of the logistic function (population growth rate and carrying capacity density) were
estimated from field data. The remaining four prey types were YOY juvenile and yearling yellow
perch and walleye individuals, who each had their own unique length and weight. The IBM
included model individuals eating other model individuals. Walleye predation in the model, and
in Oneida Lake (Forney 1977), is a major source of mortality on YOY and yearling yellow
perch, and potentially on YOY walleye via cannibalism.
Realized consumption by each model individual each day was based on a Type II
functional response relationship that depended on the density and vulnerability of the prey, and
feeding-efficiency parameters of the predator. For zooplankton, benthos, and forage fish prey
types, vulnerabilities were specified between each prey type and the YOY, yearling, and age-2
and older yellow perch and walleye. Vulnerabilities were used to adjust the actual densities of
the prey type available to each predator. For yellow perch and walleye eating other yellow perch
and walleye, vulnerability depended on the prey to predator length ratio. The feeding efficiency
of yellow perch and walleye appear as half-saturation constants in the functional response
relationship. Half-saturation constants were specified by length intervals of yellow perch and
walleye, specific for each prey type.
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Table 2.1 - Predator-prey interactions defined in the walleye-yellow perch IBM by non-zero
vulnerability factors.
Yellow Perch
Walleye
YOY and
Prey/Predator
Larval
Yearling
Adult Larval YOY
Yearling Adult
Zooplankton
+
+
+
+
+
Benthos
+
+
+
+
+
+
Forage Fish
+
+
+
YOY yellow perch
+
+
+
+
YOY walleye
+
+
+
Yearling yellow perch
+
+
Yearling walleye
+
+

Feeding Life Stages: Mortality
Larvae died at fixed rates for each species because they were not consumed by model
individuals. Predation mortality of juvenile and yearling yellow perch and walleye individuals
were computed from the daily consumption and daily diets of yellow perch and walleye model
individuals. Whether an individual died as prey to another model individual was approximated in
the model. The approximation was computed each day, with mortality rate of prey individuals
computed as the summed consumption of similar-sized model prey individuals relative to the
total biomass of all vulnerable model individuals. Mass balance between consumption and
predation mortality was maintained. Predation mortality from adult (age-2 and older) walleye
was the major source of mortality on YOY and yearling yellow perch and walleye. Adult (age-2
and older) yellow perch mortality was fixed at 0.30 yr-1. Adult walleye natural mortality was
fixed at 0.06 yr-1, and an additional fishing mortality function was applied to all walleye age-3
and older. The fishing mortality function on walleye decreased with increasing forage fish
biomass (forage fish plus YOY and yearling yellow perch and walleye) because adult walleye
were less apt to be caught by fishers when natural forage was available (Lloyd 1996).
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2.2.4. Description of the Population Matrix Models
Model Formulations
The three versions of the matrix model all used the same annual age structure for age-1
through age-9; they differed in how they represented the YOY life stages (Table 2.2). The fully
age-structured version represented the YOY using an annual timestep like the older ages. The
two other versions were stage-within-age matrices in which egg, yolk-sac larval, feeding larval,
and juvenile stages (comprising the YOY) were modeled as separate classes using a daily
timestep. The two stage-within-age versions differed in whether density-dependence of YOY
stages was updated annually or daily. The elements of all three matrix models were estimated
from the output of the baseline simulation of the IBM. I statistically analyzed the IBM output for
density-dependent relationships in survival, growth, and stage duration, and when found, used
these relationships to update the associated elements of the matrices through time. For elements
of the matrices not affected by density-dependent relationships, I used constant values averaged
from the IBM output. Stochasticity was imposed on each of the density-dependent relationships.
The age-structured portion in all three matrix models (age-1 and older) required agespecific survival rates for the off-diagonal elements, and age-specific fraction mature and
fecundity for the elements in the top row. In another analysis, I was unable to get two-species
matrix models with maturity and fecundity fixed at age to mimic the dynamics of walleye from
the IBM (Chapter 4). I therefore modified the classic matrix approach to allow for densitydependent variation in length and weight at age, which in turn, allowed for density-dependent
maturity and fecundity that varied with age. While maturity and fecundity of yellow perch is
relatively constant with age, and is less of an issue in this analysis, I wanted to use the same
formulations of the matrix model for the population model of yellow perch as I used for
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constructing two-species coupled matrix models in Chapter 4. I related annual growth increments
in length (∆Li) and in weight (∆Wi) for each age class i to total adult abundance of yellow perch
(i.e., density-dependent growth). Each year, I updated the lengths and weight at age using last
year’s size and this year’s value of annual growth increments. Fraction mature for the upcoming
year was then determined from the mean length and fecundity from the mean weight for each age
class (Table 2.2). Reproduction was assumed to be knife-edge on the first model day of each
year (April 10). Reproduction was computed by summing the number of individuals, fraction
mature, and fecundity over ages.
The two remaining matrix models used the same elements for age-1 and older but divided
the first year of life into the egg, yolk-sac larva, feeding larva, and juvenile stages. Stage-based
matrix models have non-zero values for the off-diagonal element (G) and diagonal element (P)
associated with each YOY life stage. P is the daily probability of surviving and remaining in the
present stage and G is the daily probability of surviving and growing into the next stage class.
Parameter Estimation and Density-Dependence
I examined the IBM output for evidence of density-dependence in the survival, duration,
and growth rates that determine the elements of the three matrix models. If the evidence for
density-dependence was weak (i.e., R2<0.10), then mean values of the rates were used to specify
the constant values of the associated matrix elements. I systematically explored the IBM output
and plotted these rates against various measures of yellow perch abundances (Table 2.3). Daily
IBM output was averaged to obtain one value of the rates and abundances per year, except for
examinations involving daily density-dependence. For daily density-dependence, I examined
daily output from the IBM and I grouped the daily abundances of larvae and juveniles into bins
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Table 2.2 – Parameter values for survival, growth, maturity, and fecundity that determine the
elements of the three versions of the matrix projection models for yellow perch. Values were
estimated from the output from the 200 year baseline simulation of the IBM. All three
formulations of the matrix model used the same values for the age-1 and older age classes. The
YOY were represented by (a) annual YOY survival, (b) stage-within-age with annual densitydependence, or c) stage-within-age with daily density-dependence. YOY matrix elements
(denoted P and G) were computed from daily mortality rates (z) and stage durations (D) using
Eqs.1-3.
Age-1 and older age classes
Parameter Value
Yearling annual survival
see Figure 2.2e
Adult annual survival by age i
0.7007
see Figure 2.3a
Adult annual growth by age i (∆Li)
Adult annual growth by age i (∆Wi)
see Figure 2.3b
Fraction mature at age i
H(Li) = 0.98 / (1 + exp(-(Li-197.5)/9.32))
Fecundity at age i (eggs/female)
Fi = 183 * Wi – 3658
(a) Fully age-structured version
YOY survival

see Figure 2.2d

(b) Stage-within-age with annual density-dependence version
Daily mortality (z)
Egg
0.0199
Yolk-sac larva
0.090

Stage duration (D)
21.3
3

Feeding larva

see Figure 2.2a

35.6

Juvenile

see Figure 2.2b

295.3

(c) Stage-within-age with daily density-dependence version
Egg
0.0199
Yolk-sac larva
0.090

21.3
3

Feeding larva

35.6

Juvenile

0.0656
see Figure 2.2c for σ
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295.3

(intervals) and computed the mean value of survival by bin to smooth out the many daily values.
I looked for density-dependence in larval and juvenile daily mortality rates and stage durations,
YOY survival, yearling survival, and in adult growth increments by age. The matrix elements for
each YOY stage were then calculated from the daily survival rate (σ = e-z, where z is the daily
instantaneous mortality rate) and stage duration (D) according to Caswell (2001):
Pi = σ * (1 -ρ)

(1)

Gi = σ * ρ

(2)

σ D − σ D−1
where ρ =
σ D −1

(3)

Simple linear and non-linear regression equations were fit to all rates as the response
variable and to all abundances as the explanatory variable (Table 2.3) using Table Curve 2D
(SPSS 1998). Regression equations with R2 values equal to or greater than 0.10 were used to
define the density-dependent relationships. Specifying density-dependent relationships from
field data is notoriously difficult (Rose et al. 2001), and I encountered the same problems even
with 200 years of IBM output under controlled conditions. I included some relationships that
were quite weak and used judgment to select the exact functional form of the regression
equation, especially the shape of the relationship at very low and high values of the explanatory
variable. I include the IBM output values with the relationships so the reader can see the fit of
the regression models.
Included density-dependent relationships involved larval and juvenile mortality rates,
YOY and yearling survival rates (Figure 2.2a-e), and length and weight growth increments
(Figure 2.3, with an example with IBM output in Figure 2.2f). I included one relationship with an
R2<0.10 (YOY survival, Figure 2.2d) because almost all fish population models include density22

Table 2.3 - Response variables of yellow perch survival and growth rates that were plotted
against explanatory variables related to yellow perch abundances for the 200 years of IBM
output looking for density-dependence in yellow perch.
Response Variable

Explanatory Variable

YOY survival
Yearling survival

Egg production
Yearling abundance
Egg production
Yearling abundance
Total adult abundance

Larval and juvenile averaged daily mortality rate (z)

Egg production

Larval and juvenile stage duration (D)

Egg production

Larval daily survival (σ)

Mean binned daily larval abundances

Juvenile daily survival (σ)

Mean binned daily juvenile abundances

Adult annual growth increments by age (∆Li, ∆Wi)

Yearling abundance
Age-specific abundances
Total adult abundance

dependent survival in the YOY stages (Rose 2005), and this relationship had the highest R2 of the
models examined with YOY survival as the response variable. Otherwise, I would not have
density-dependent YOY survival in the fully age-structured version of the matrix model. I show
the fitted regression models over a wide range of explanatory variable values, although in most
simulations values of explanatory variables were close to the observed values from the IBM.
Elements of the matrices not involved with density-dependence were set to averaged fixed values
(Table 2.2). Elements involved with density-dependent relationships were updated each year (or
daily for juvenile survival in the daily density-dependent version) based on the values of the
explanatory variables for that year (or day).
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Figure 2.2 - Fitted regression functions and IBM output for each of the density-dependent
relationships included in the matrix models. (a) larval instantaneous mortality (z = day-1), (b)
juvenile instantaneous mortality (z = day-1), (c) mean juvenile daily survival (σ), (d) YOY
survival fraction, (e) yearling survival fraction, and (f) age-5 growth in weight (∆W5 = g*yr-1).
The grey circles are annual mean values of IBM output; the black squares in panel c indicate
mean daily estimates plotted by binned total daily abundances.
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Stochasticity
Stochasticity was imposed in association with elements of the matrices that were densitydependent. I used the residuals from the fitted density-dependent regression relationships to
define the mean and standard deviation (SD) of normal or lognormal distributions (Table 2.4).
Residuals about all density-dependent functions were normally-distributed as indicated by the
Shapiro-Wilkes statistics (p > 0.05), with the exception of the YOY annual survival fraction for
which we used the better-fitting lognormal distribution. Stochastic deviates were generated once
per year and added to the value generated from the regression equation for the annual densitydependent relationships, and generated and added daily to the regression-predicted values for the
daily density-dependent relationship for juvenile survival.
2.2.5. Model Comparisons
I performed three sets of comparisons among the IBM and the three matrix models. The
first compared IBM and matrix model predictions under baseline conditions. I compared the
annual number of spawners over time, and a suite of output variables averaged over years. These
averaged output variables were annual values of: total eggs produced, number of entering
yearlings, number of entering age-2, spawners, YOY and yearling survival rates, and mean
lengths, weights, maturity, and fecundity by age. Eggs and spawner abundances represent the
overall population response, and entering yearlings and age-2 represent recruitment at two
important ages. Walleye consume many YOY yellow perch; age-2 and older individuals are no
longer vulnerable to walleye predation. Because the matrix model parameters were estimated
from the baseline IBM output, I expected predicted output from the matrix models to agree with
the IBM.
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The second and third comparisons used the predicted responses of the IBM and matrix
models to increased and decreased egg or adult survival rates. The second comparison used the
IBM and the age-structured matrix model, with and without density-dependent YOY survival. I
wanted to confirm that the density-dependent YOY survival I included with its low R2 of 0.07
(Figure 2.2d) was biologically important. The third comparison used the predicted responses to
the changed egg or adult survival rates from the IBM and the three matrix models with all
density-dependence relationships included.
I report the percent change from baseline for each of the four models for averaged
abundances at key points in the yellow perch life cycle, and for averaged values of survival and
reproduction in stages that included density-dependent relationships. The abundance-related
outputs were the same as used in the first comparison: spawners, egg production, entering
yearlings, and age-2 recruits. The survival-related outputs varied among matrix models.
Averaged YOY and yearling survival fractions, and age-5 fraction mature and fecundity, were
compared among four models. Predicted response in maturity and fecundity at age-5 reflect the
effects of density-dependent adult growth. Age-5 individuals had typical lengths that potentially
can cause variation in maturity. Averaged larval and juvenile stage survivals were compared for
the two stage-within-age matrix models and the IBM; the annual age-structured matrix model did
not predict survival within YOY stages. Percent change from baseline was computed by first
calculating the average value of an output variable over years in a changed survival simulation
(Yc), and then expressing this as a percent change from the averaged baseline value from the
same model (YB) as [(Yc - YB) / YB * 100]. I generally considered percent changes of <10% as
very small, 10 to 20% as small, 20 to 40% as moderate, and >40% as large.
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Figure 2.3 - Density-dependent functions used to model age-specific annual growth increments
in (a) length (∆L) and (b) weight (∆W) used in the yellow perch matrix models. The R2 values
for the ∆L functions ranged from 0.21 to 0.25. The R2 values for the ∆W functions ranged from
0.22 to 0.36. The IBM output for age-5 growth in weight is shown in Fig 2.2f.
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Table 2.4 - The standard deviation of the residuals about the fitted density-dependent regression
models used to define the random stochastic deviates for the associated elements of the matrix
model. Normal distributions were used for all relationships except YOY survival, which used a
lognormal distribution. All means for normally-distributed residuals were equal to 0.0. The
mean for the lognormal distribution is reported in parentheses.
Density-Dependent Rate
Larval mortality rate (z)
Juvenile mortality rate (z)
Juvenile daily survival (σ)
YOY survival
Yearling survival

Standard Deviation
0.0040
0.0009
0.0014
0.2263 (mean=-0.026)
0.0103

Annual growth by age:
∆Li
∆Wi

Age-2
0.484
0.874

Age-3
0.489
1.013

Age-4
0.454
1.195

Age-5
0.445
1.221

Age-6
0.436
1.346

Age-7
0.413
1.578

Age-8
0.406
1.672

I simulated a 50% decrease and a 23% increase in the annual egg numbers, and a 10%
decrease and a 7% increase in the age-specific survival fractions of age-2 and older yellow perch.
For the IBM, I increased the daily mortality rate of eggs from 0.02 to 0.0525 to obtain an average
of 50% less eggs per year than under baseline conditions, and decreased the egg mortality rate to
0.0024 to generate an average 23% increase. In the three matrix models, I simply multiplied the
egg production at the beginning of each year by 0.5 or by 1.23. Decreased and increased adult
annual survivals were multiplied by 0.90 and 1.07 at the beginning of each year for all models.
Asymmetrical change in egg and adult survival rates were imposed to ensure realistic model
dynamics and yellow perch responses in the IBM.
2.3. Results
2.3.1. Baseline Conditions
Predicted yellow perch spawner abundances under baseline conditions were similar
among the IBM and two matrix models that used annual density-dependence, but underestimated
by the stage-within-age matrix model that used daily density-dependence (Figure 2.4). Average
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annual spawner abundances in the modeled spatial box were 190 for the IBM, 191 for the annual
matrix model, 185 for the stage-within-age with annual density-dependence, and 146 for the
stage-within-age with daily density-dependence. Density-dependent daily juvenile survival
(Figure 2.2c) is the likely cause because that is the major difference between the matrix model
with daily density-dependence and the other matrix models. It appears that the daily application
of density-dependence resulted in low cumulative stage survival for juveniles.
Averaged annual abundances, YOY and yearling stage survival rates, and sizes at age
were generally similar between the IBM and matrix models (Figure 2.5). This was expected
because the same IBM output was used to estimate the elements of the matrix models. The
underestimation of spawners by the daily density-dependent stage-within-age matrix model
(Figure 2.4) was less evident in the egg, YOY, and yearling abundance values in Figure 2.5
because of the log scale of the y-axis. Averaged predicted entering yearlings were 10,759 for
IBM, 10,666 for the age-structured matrix model, and 10,374 for the stage-within-age model
with annual density-dependence, versus 5,471 for the stage-within-age matrix with daily densitydependence (Figure 2.5a). Averaged juvenile stage survival was lower in the daily densitydependent version than in the other matrix models (Figure 2.5b), and the lowered entering
yearlings translated into higher yearling survival (Figure 2.5b), but not enough to offset the
lowered juvenile survival. Adjusting density-dependence once per year based on total egg
production in the stage-within-age model resulted in larval, juvenile, and yearling survival rates
similar to those predicted by the IBM and the fully annual matrix model (Figure 2.5b). Mean
lengths and weights at age were similar among all four models (Figure 2.5c,d), and resulted in
similar maturity and fecundity values by age (Figure 2.5e,f).
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Figure 2.4 - Predicted yellow perch spawner abundance over 200 years for the IBM (solid line),
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2.3.2. Importance of YOY Density-Dependence
Despite the questionable statistical significance of density-dependent YOY survival, its
inclusion was critical for accurately predicting yellow perch responses to changed egg and adult
survival rates. Predicted responses from the age-structured model with density-dependence
except for the YOY stage differed more from the IBM than did the predicted responses from the
fully density-dependent age-structured model (Figure 2.6). All three models predicted similar
responses in spawners and egg production for both changes in adult survival (two rightmost sets
of bars in Figure 2.6a,b), and the three models predicted small responses to increased egg
survival in all output variables (bars second from left in Figure 2.6). Ignoring YOY density30
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dependence resulted in much larger predicted reductions in all four output variables for
decreased egg survival (leftmost bars), and in yearling and age-2 abundances for reduced adult
survival (bars second from right in Figure 2.6c,d). Interestingly, the fully density-dependent
matrix model did not always agree with the predicted response of the IBM either. Often the fully
density-dependent model showed smaller responses than the IBM while the same model but
without YOY density-dependence showed larger responses (e.g., yearling and age-2 abundances
under lowered egg survival).
2.3.3. Responses to Changed Egg or Adult Survival Rates
When eggs were reduced by 50%, the two matrix models with annual densitydependence predicted similar small to moderate reductions in averaged abundances that were
larger than the responses predicted by the matrix model with daily density-dependence (leftmost
bars in Figure 2.7). The IBM, age-structured matrix model, and annual density-dependent stagewithin-age matrix model predicted small decreases (<20%) in the spawners and egg production
(Figure 2.7a,b) and moderate decreases (20-40%) in the mean number of yearlings and age-2
recruits (Figure 2.7c,d). The matrix model with daily density-dependence predicted relative
changes less than 1% for all four output variables.
The difference between the daily-dependent matrix model and the other models was due
to how density-dependence affected YOY survival (leftmost bars in Figure 2.8). Predicted YOY
survival under lowered egg survival increased by about 50% for the IBM and two matrix models
model (Figure 2.8a). Larval stage survival increased similarly and juvenile survival decreased
similarly for the IBM and the stage-within-age matrix model with annual density-dependence
(Figure 2.8b,c). The fully annual matrix model did not represent the larval and juvenile stages.
The YOY survival response was about 100% for the daily density-dependent matrix, which was
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due to the juvenile survival response as there was no density-dependent larval survival included
for the daily density-dependent matrix model (Figure 2.8a-c). The juvenile stage survival
decreased in the IBM and annual density-dependent matrix model and increased in the daily
density-dependent matrix model (Figure 2.8c). The large increase in juvenile survival caused the
YOY response from the daily density-dependent matrix model to be approximately two times the
magnitude of responses predicted by the IBM and the stage-within-age matrix model with annual
density-dependence (Figure 2.8a). Predicted response in yearling survival, and maturity and
fecundity of adults, while relatively small in magnitude compared to changes in YOY survival,
differed among the IBM and matrix models. Yearling survival was predicted to decrease in the
IBM and increase in the matrix models (Figure 2.8d), and the IBM predicted larger responses in
maturity and fecundity of age-5 than in the matrix models (Figure 2.8e,f). Thus, the net decrease
in abundances for the IBM and annual density-dependent matrix models was due to the net
increase in YOY survival (higher larval survival more than offset lowered juvenile survival) not
fully compensating for the loss of eggs, while no response predicted by the daily densitydependent matrix model was due to full compensation by increased juvenile stage survival.
When egg survival was increased, all models predicted similar very small responses (bars
second from left in Figure 2.7), although again with the daily density-dependent matrix model
achieving this with opposite changes in juvenile stage survival than the other models (Figure
2.8c). The imposed increase in egg survival affected model dynamics less than the larger
decrease in egg survival, and the density-dependence in the YOY stages included in all four
models was sufficient to almost fully compensate for the higher egg abundances. The largest
response in abundances was predicted by the IBM, which showed about a 15% increase in age-2
recruits (Figure 2.7d). Predicted changes in larval and juvenile stage survivals were exactly
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opposite to those predicted when egg survival was reduced (leftmost versus second from left bars
in Figure 2.8b,c). Under higher egg survival, larval survival rate decreased and juvenile stage
survival increased for the IBM and annual density-dependent stage-within-age matrix model,
while juvenile stage survival decreased for the daily density-dependent matrix model. The net
effect on YOY survival was a very small increase for the IBM and small decreases (<10%) for
the other models (Figure 2.8a). Predicted responses in yearling survival and age-5 maturity and
fecundity were small in all four models (Figure 2.8d,e,f). The YOY responses in all four models
were sufficient to offset the increased egg survival.
When adult survival fractions were reduced by 10%, the IBM and matrix models
predicted large decreases (>40%) in spawners and egg production and smaller decreases in
yearlings and age-2 recruits, with the daily density-dependent matrix version showing the most
compensation (bars second from right in Figure 2.7). The large decreases in spawner and eggs
was due to the decreased survival being applied for all adult ages, resulting in a cumulative effect
before the strong YOY density-dependence could increase YOY recruitment and offset the
lowered numbers of adults. While adult growth was density-dependent and could have acted to
offset the reduced numbers of adults by making the survivors larger, and therefore a greater
fraction mature and more fecund at age, this did not occur in the matrix model simulations. There
were hints of this response in fraction mature and fecundity at age-5 in the matrix models (Figure
2.8e,f), but it was small in magnitude compared to response in YOY survival rates. The IBM
responses in the age-5 reproductive parameters were larger than in the matrix models, with a
25% increase in fraction mature and 11% increase in fecundity at age-5. Interestingly, as with
the lowered egg survival simulation, the small predicted changes in yearling survival were
opposite between the IBM and matrix models (Figure 2.7d). The fewer spawners produced less
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eggs (Figure 2.7b), which was only partially offset by large (over 50%) increases in YOY
survival (Figure 2.8a). Again, the increased YOY survival was obtained via opposite changes in
juvenile survival between the IBM and annual density-dependent stage-within-age matrix model
and the daily density-dependent matrix model (Figure 2.8c). The increase in YOY survival for
the daily density-dependent matrix model completely offset the loss of adults, while the increase
nearly but not completely compensated for the loss of adults in the other models.
When adult survival fractions were increased by 7%, the IBM and matrix models
predicted responses that were almost exactly opposite to the decreased adult survival simulations
(rightmost bars in Figures 2.7, 2.8). Spawners and egg production increased moderately (2040%) in all four models (Figure 2.7a,b), which due to density-dependent YOY survival (Figure
2.8a), were largely offset by age-2 recruitment (Figure 2.7d). As with the other three changedsurvival simulations, the daily density-dependent matrix model predicted changes in YOY
survival by changes in juvenile survival that were opposite to other models (Figure 2.8c), and
predicted density-dependent responses in yearling survival and adult growth in all models were
in the expected direction but small (approximately 10% and less) in magnitude (Figure 2.8d,e,f).
2.4. Discussion
The complex size-specific predator-prey interactions between walleye and yellow perch
that were explicitly modeled within the IBM were mimicked fairly well by the population-based
matrix models that used annual density-dependence. The version of the matrix models that
differed most from the IBM was the stage-within-age matrix model with daily densitydependence. The daily density-dependent version of the matrix models underestimated spawner
abundances under baseline conditions (Figure 2.4), and consistently predicted changes in
juvenile stage survival opposite to those predicted by the other models for simulations with
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changed egg or adult survival rates (Figure 2.8c). In some cases, the net effect of the predicted
responses in YOY survival resulted in similar numbers of entering yearling and age-2 recruits
among the models, but in many cases, the daily density-dependent version predicted higher
compensation and therefore smaller responses to changed survival rates (Figure 2.7). Clearly,
the lack of density-dependence in larval stage survival in the daily density-dependent matrix
version forced it to compensate for changes in egg and adult survival rates with changes only in
juvenile stage survival. The plot of daily larval survival versus daily larval abundance showed a
positive relationship that I determined was due to a density-independent effect of the timing of
larval feeding with peak zooplankton densities in the IBM simulation. The IBM and the other
stage-within-age matrix model that used annual density-dependence used changes in larval stage
survival to offset changes in egg and adult survival, with the changes in juvenile stage survival
acting to counteract the dominating larval survival responses.
Correctly defining the density-dependent relationships of the matrix models was
imperative for agreement between the IBM and matrix model predictions, and for this agreement
to be due to the same stage-specific (larval and juvenile) responses. I opted to use a simple
statistical approach for detecting and specifying density-dependent relationships that relied
heavily on my judgment, rather than the alternative of a rigorous statistical analysis approach and
heavy reliance on significance levels and goodness of fit diagnostics. The density-dependent
YOY survival function had the lowest R2 out of all the density-dependent relationships that were
included (Figure 2.2d), yet the comparison of the fully age-structured matrix model with and
without this density-dependent YOY survival relationship showed that YOY survival was
perhaps the most important density-dependent process in the matrix models. Density-dependent
YOY survival was needed within the age-structured matrix model in order to predict similar
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responses as the IBM. Without density-dependence in any of the elements of the matrices, the
matrix models would have two possible eventual outcomes (zero or infinite population size).
Given the importance of density-dependent relationships to accurately predicting population
responses, coupled with the fact I had 200 years of information, makes my moderate success at
specifying these relationships encouraging, but at the same time, also disheartening. We never
have 200 years of data for a population experiencing relatively consistent interannual variation,
and with 200 years of data from yet another model (the IBM), I was still dealing with densitydependent relationships with relatively low R2 values. Interestingly, the density-dependent
relationships with the highest R2 (daily juvenile survival, Figure 2.2c) was associated with the
version of the matrix models that differed the most from the IBM. Perhaps I erred in how I
analyzed the IBM output for density-dependent relationships, or that such relationships are just
simply that difficult to quantify in nature and in realistic models. I partially address this issue in
Chapter 3 by using 20 year subsets of the IBM output to see if similar density-dependent
relationships would be derived with more realistic amounts of data.
I opted to model adult growth rates as density-dependent to allow for maturity and
fecundity to vary by age in the matrix models. Density-dependent growth in fish populations
may be more widespread than currently thought, and could be a key mechanism in the regulation
of fish populations (Lorenzen and Enberg 2002; Minte-Vera 2004). Changes in maturity by age
have been suggested as an indicator of stress in fish populations (Trippel 1995). The classic agestructured matrix model uses age-specific fertilities in the top row that are fixed with age. In
Chapter 4, I developed two-species matrix models that simultaneously simulated yellow perch
and walleye population dynamics based on density-dependence and predator-prey interactions.
When compared to the output from the IBM, these coupled matrix models did not perform well
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for walleye who exhibit wide variation in size at age. I therefore included density-dependent
adult growth in the yellow perch matrix models used in this paper. Yellow perch size at age
varied much less than walleye according to the IBM. Making adult yellow perch densitydependent in the matrix models, even if it turned out to be unnecessary, defaulted to a fixed
fertility (maturity and fecundity) by age. In a few situations, the IBM predicted variability in
maturity and fecundity by age for yellow perch. In the lowered egg survival simulation, the IBM
predicted that the fraction mature of age-5 varied from 0.31 to 0.86 over years, and fecundity
(eggs*female-1) of age-9 yellow perch varied from 29,050 to 43,371. In general, predicted
responses of density-dependent growth in yellow perch for changed egg and adult survival rates
were in the expected direction of compensation but were underestimated by the matrix models
compared to the IBM (Figure 2.8e,f). My results suggest that the density-dependent adult
growth approach needs to be revisited, especially when matrix models are applied to species that
show large adult growth and size-at-age responses.
I chose to model density-dependent adult growth by modifying the classical age
structured matrix model (Caswell and Neubert 2005; Rose 2005) rather than by using a sizestructured matrix with density-dependent growth factored into the matrix elements (Bardos et al.
2006; Caswell 2001). Pfister and Stevens (2003) could not predict similar dynamics to an IBM
using a size-structured matrix model when individual growth was auto-correlated or highly
correlated with size. I chose the age-structured approach mainly because fish-related data are
almost always age-based and because I wanted to allow for separate density-dependent effects on
length and weight. Length and weight are not completely correlated in the IBM, nor are they in
nature (Haddix and Budy 2005; Mello and Rose 2005), and maturity in yellow perch was related
to length while fecundity was more dependent on weight (J. L. Forney and E. L. Mills,
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unpublished data; Forney 1978). I could have configured a size-structured matrix model that
allowed for density-dependent changes in either maturity (via length) or fecundity (via weight),
but not easily in both.
I used simple changes in survival in this analysis. I focused on egg and adult survival
because both of these stages did not involve density-dependent survival and the magnitude of
changes could therefore easily be controlled and applied. Greater differences in predicted
responses among the models are likely if changes in survival were applied to the larval or
juveniles stages, where the models exhibited the largest and different mixes of stage-specific
responses. Clearly, if I had changed the survival or growth of walleye in the IBM, I would not
know how to impose those changes in the matrix population models. My simple changes in
yellow perch survival did affect the targeted life stages. Annual yellow perch egg production
over all simulations and years varied from1.89 million to 9.5 million, which exceeded the
extremes of baseline egg production values used to define the density-dependent relationships
(Figure 2.2a,b,d). Entering yearlings varied from 4,950 to 24,100 and total adults varied from
577 to 2,300, which also stretched the extreme values observed in the baseline simulations and
associated density-dependent yearling survival relationship (Figure 2.2e) and the adult growth
relationships (Figure 2.2f).
I am encouraged by the ability of matrix projection models to simulate reasonable prey
population responses when the prey population was in a highly coupled predator-prey system. If
extensive information is available on both the prey and predator, then I suggest both population
and multispecies approaches be investigated. In many situations, there are extensive data
available for only one or a few species in a system. Under these conditions, a population
approach may be necessary. If stage-specific information for the YOY stages is available, I favor
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the stage-within-age matrix model with annual density-dependence. This version performed well
compared to the other two versions of the matrix model, and allows for great flexibility in what
stressors or other changes can be simulated. Changes in survival and growth specific to YOY
stages are easily converted to changes in YOY matrix elements. I urge caution when using
matrix models with less-than-annual (in my case daily) density-dependence because my
experience showed that, despite the very high R2 in density-dependent juvenile survival rate
(Figure 2.2c), this version generally differed from the IBM more than the other two matrix
models that used annual density-dependence. In subsequent chapter, I explore how reduced IBM
output would affect the estimation of the density-dependent relationships (Chapter 3) and extend
the matrix modeling approach to simulate both yellow perch and walleye population dynamics
(Chapter 4).
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CHAPTER 3. PREDICTING YELLOW PERCH POPULATION RESPONSES USING
DENSITY-DEPENDENT MATRIX PROJECTION MODELS: HOW MUCH DATA IS
ENOUGH?
3.1. Introduction
Matrix projection models are commonly used for simulating fish population dynamics
and form the basis of many forward-looking stock assessments (Hilborn and Walters 1992;
Quinn and Deriso 1999). Matrix models follow the numbers of individuals in each age or stage
class, and use survival rates to promote numbers of individuals to the next class in the life cycle
and reproductive rates to determine the number of new entering individuals (Caswell 2001). In
purely age-structured versions, individuals either die or promote to the next age each time step,
while in stage-structured versions individuals can also survive and remain in the same stage each
time step.
Density-dependent survival and reproduction (fecundity and maturity) are often included
in matrix projection models. Without density-dependence, equilibrium analyses using
eigenvalue methods are possible to obtain population growth rate, stable age or stage
distributions, and sensitivity-related measures (Caswell 2001). However, the long-term solution
of density-independent matrix projection models in terms of actual population abundance is
either extinction or infinity. A stable population trajectory is possible but only within the
precision of the calculations, and any subsequent change to the survival or reproduction rates
results in extinction or infinity. Making one or more of the elements of the matrix dependent on
population abundance enables projection of population abundance through time. Often, youngof-the-year (YOY) survival is density-dependent via a spawner-recruit relationship (Rose 2005).
There is also increasing recognition of the role of density-dependent growth of adults and its
effects on age-specific reproduction (Trippel 1995; Lorenzen and Enberg 2002).
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While the proper specification of density-dependent survival and reproduction
relationships is critical for accurate model predictions and management (Rose and Cowan 2003),
quantifying density-dependent relationships remains highly elusive for many fish populations
(Rose et al. 2001). If the magnitude of density-dependence is underestimated for some survival
or reproduction rates, or incorrectly assumed to be density-independent in other rates, then model
forecasts of allowable catch will be too low. If density-dependence is overestimated for a
population, then resource managers run the risk of allowing too much harvest. Much of the data
needed to specify density-dependent relationships is annual, and thus data are often limiting for
many fish populations. Thus, determining the number of years of data needed to specify densitydependent relationships that lead to accurate prediction of population responses is critical. We
address this issue in this paper using the output from a detailed individual-based model (IBM) as
data, and attempt to estimate density-dependent relationships for use in matrix models using
different durations and sequences of years from the IBM output.
In a previous analysis (Chapter 2), I compared simulated yellow perch dynamics in
Oneida Lake between the detailed IBM and three formulations of a matrix projection model.
The three versions of the matrix model were: completely age-structured with an annual time step,
daily-timestep stage-within-age for YOY (annual for age-1 and older) with annual densitydependent relationships, and daily-timestep stage-within-age for YOY with daily updating of
density-dependent relationships. The IBM simulated the daily dynamics and competitive and
predator-prey interactions between individual walleye and yellow perch over 200 years (Rose et
al. 1996a;1999). In Chapter 2, I estimated the elements of the three versions of the matrix
projection model, including density-dependent relationships, from the 200 years of baseline
output generated by the IBM. Once I had determined that the baseline dynamics of yellow perch
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were similar between the population matrix models and the IBM, I simulated simple changes to
egg and adult survivals in each of the models. Predicted responses of yellow perch to changed
survival rates by the two matrix models with annual density-dependent relationships were most
similar to predictions of the IBM. One could argue that good agreement between the predictions
of the matrix models and the IBM was due to the density-dependent relationships being
estimated from an unrealistically large amount of simulated data (i.e., 200 years of IBM output).
In this chapter, I extend the analysis of Chapter 2 by determining the robustness of the
density-dependent relationships and predicted responses of the matrix models to 5, 10, and 20
years (rather than 200 years) of IBM output. I focus on the two better performing matrix models:
completely age-structured and stage-within-age with annual density-dependence. I divided the
200 years of IBM output into 20-year sequences and determined the correlation between the
reduced data sequences (5, 10, and 20 years) and the original density-dependent functions used
in the matrix models that were based on the 200 years. After I determined that 20 years of data
was needed, I refit the density-dependent functions to each of the 20-year subsets of the IBM
output. I compared the refitted relationships based on 20 years to those based on 200 years, and
determined the 20-year sequences that yielded the best and worst overall fits to the densitydependent relationships. Relationships from these two 20-year sequences were substituted into
the two matrix models. The reduced egg and adult survival simulations were repeated, and
predicted response of yellow perch were compared between the IBM and matrix models. I
wanted to see if 20 years of data was sufficient to obtain accurate predictions of yellow perch
responses to changes in survival rates.
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3.2. Methods
3.2.1. Description of the Individual-Based Model
The IBM simulated the daily dynamics of walleye and yellow perch consumption,
growth, mortality, and spawning in Oneida Lake (Rose et al. 1996a, 1999). Daily water
temperature and prey dynamics varied within the single, well-mixed model box (260m x 260m x
6.8m). Each simulation year began on April 10 (calendar day 100) with the spawning of
individual females. The growth and survival of progeny from each female were simulated as
they developed through successive life stages (egg, yolk-sac larva, feeding larva, YOY juvenile,
yearling, adult). Eggs and yolk-sac larvae were followed as cohorts while feeding larvae,
juveniles, yearlings, and adults were followed as individuals. Yellow perch had a maximum life
span of 10 years; walleye had a maximum life span of 12 years.
Adult yellow perch and walleye were individually evaluated for spawning on April 10
(calendar day 100) of each year. Females released their eggs on the first day that the simulated
model temperature exceeded their assigned spawning temperature. Fecundity (eggs/female) was
related to female weight. Eggs and yolk-sac larvae from each walleye and yellow perch
spawning female were followed as a cohort. Development to hatching and to first feeding was
temperature-dependent, and numbers of individuals in each female-cohort were reduced daily by
specified constant egg and yolk-sac larval mortality rates.
Upon entering the larval stage, individuals were generated from each female-cohort and
followed as model individuals for the rest of their lifetime. Metamorphosis occurred at 20 mm,
and individuals were promoted to their next age on day 100. Daily growth in weight of larvae,
juveniles, and adults was represented by the difference form of a bioenergetics equation.
Maximum consumption rate and metabolic rate were dependent upon daily temperature and the
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individual’s weight. Prey types included zooplankton, benthos, forage fish, and individual YOY
and yearling yellow perch and walleye. For individual yellow perch and walleye eating other
individual yellow perch and walleye, vulnerability depended on the prey to predator length ratio.
Availability of prey determined how much an individual actually consumed each day, and was
constrained to be less than their physiologically-allowed maximum consumption rate for that
day. Egestion, excretion, and specific dynamic action were computed as proportions of the
individual’s realized consumption. Individual weight was updated daily based on the growth
increment calculated from the bioenergetics equation. Length was updated from species-specific
length-weight relationships. Length and weight at age varied with realized growth rates, and
were partially uncoupled from each other because individuals could lose weight but not lose
length.
Larvae died at fixed rates for each species, and mortality of juveniles and yearling were
computed from the simulated daily consumption and diets of yellow perch and walleye model
individuals. Predation mortality from adult (age-2 and older) walleye was the major source of
mortality on YOY and yearling yellow perch and walleye. Adult (age-2 and older) yellow perch
mortality was fixed at 0.30/yr. Adult walleye natural mortality was fixed at 0.06/yr, and an
additional (partially density-dependent) fishing mortality function was applied to all walleye age4 and older.
The IBM was developed and corroborated using long-term field data on walleye and
yellow perch dynamics in Oneida Lake (Rose et al. 1999). Oneida Lake has undergone several,
roughly decade-long, periods that correspond to high forage fish abundance, high mayfly
abundance (prey for perch and walleye), zebra mussel invasion , and high cormorant abundance
(predators on perch and walleye) (Rose et al. 1999; Mayer et al. 2000; Rudstam et al. 2002). For
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my model comparison, I simulated the baseline period in Oneida Lake when alternative prey,
zebra mussels, and cormorants were at low abundances because this is when yellow perch and
walleye were most coupled as predator and prey. I felt that a highly coupled predator-prey
situation with size-structured interactions that operated on a daily time step would provide a
challenging test for a population-based matrix model. Annual numbers of female yellow perch
and walleye spawners for the 200-year baseline IBM simulation used in this analysis are shown
in Figure 3.1a.
3.2.2. Description of the Matrix Models
I previously configured three matrix projection models based on the 200-year baseline
IBM simulation (Chapter 2). I use two of the three matrix models here: completely agestructured with annual density-dependence and stage-within age for YOY with annual densitydependence. These two matrix models used the same annual age structure for age-1 through age9 yellow perch, but differed in their structure for the YOY stages (Table 3.1). In Chapter 2, I
systematically analyzed the output of the 200-year baseline IBM simulation looking for densitydependent relationships in survival, stage duration, growth, fecundity, and maturity. The
resulting density-dependent relationships deemed important enough to include in the matrix
models are listed in Table 3.1 and depicted graphically (black solid lines in Figure 3.4). Matrix
elements that were not affected by density-dependence used constant values, obtained by
averaging the IBM output over all 200 years. For both matrix models, the density-dependent
relationships were computed based on conditions at the beginning of each year and their
predicted rates used to compute the appropriate elements of the matrix model for that year. This
was repeated every year. Stochasticity was imposed for each of the relationships each year
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Figure 3.1 – Predicted (a) yellow perch and walleye spawner abundances over the 200 years of
the IBM baseline simulation and (b) yellow perch spawner abundance over 200 years under
baseline conditions for the IBM (solid line), age-structured matrix model (dotted line), and stagewithin-age matrix model (dashed line). The two matrix models were constructed from 200 years
of baseline IBM output.
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Table 3.1 – Parameter values for survival, growth, maturity, and fecundity that determine the
elements of the two versions of the matrix projection model for yellow perch. Constant values
were estimated by averaging 200 years of baseline output of the IBM. Density-dependent rates
were estimated from functions fit to 200 years of IBM output, to the best 20-year sequence, and
to the worst 20-year sequence (shown in Figure 4). Both formulations of the matrix model used
the same values for age-1 and older age classes. The YOY were represented by (a) annual YOY
survival or (b) daily YOY stage-specific rates with annual density-dependence. YOY matrix
elements (denoted P and G) were computed from daily mortality rates (z) and stage durations (D)
using Eqs.1-3.
Age-1 and older age classes
Parameter Value
Yearling annual survival
see Figure 3.4d
Adult annual survival by age i
0.7
Adult annual growth in length by age i (∆Li)
see Figure 3.4e
Adult annual growth in weight by age i (∆Wi)
see Figure 3.4f
Fraction mature at age i (L=length)
0.98 / (1 + exp(-(Li-197.5)/9.32))
Fecundity (eggs/female) at age i (W=weight)
183 * Wi – 3658
(a) Fully age-structured matrix model version
YOY survival

see Figure 3.4c

(b) Stage-within-age matrix model version
Egg

Daily mortality (z)
0.0199

Yolk-sac larva

0.090

Stage duration (D)
21.3
3

Feeding larva

see Figure 3.4a

35.6

Juvenile

see Figure 3.4b

295.3
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using either normal or lognormal distributions (Table 3.2) to add random variation to the survival
or growth rates predicted by the density-dependent relationships.
Age-1 and older classes in both matrix models had sub-diagonal elements only, and these
were estimated from the averaged age-specific survival rates. Age-specific fraction mature and
fecundity were used to estimate the matrix elements of the top row. I modified the classic matrix
modeling approach to allow for variation in weight and length at age, which allowed for maturity
and fecundity to vary with age. Lengths and weights at age were updated each year based upon
last year’s sizes and this year’s annual growth increments, which in turn depended upon the total
abundance of yellow perch adults (see Figure 4e,f). Fraction mature at age was determined each
year from the age-specific mean length each year and fecundity at age was determined each year
from mean weight at age each year (Table 3.1).
The completely age-structured version used a single relationship, analogous to a spawnerrecruit function, to determine egg to age-1 survival (Table 3.1a), while the stage-within-age
version potentially had relationships for the duration (D) and daily mortality rate (z) for the
feeding larval stage and the YOY juvenile stage (Table 3.1b). The stage-based YOY matrix
model had non-zero values for both the diagonal element (P) and the off-diagonal element (G)
corresponding to each of the YOY stages. P was the probability of surviving and remaining in
the current stage, and G was the probability of surviving and growing into the next stage class. I
calculated the matrix elements for the YOY stages from the daily survival rate (σ, where σ = e-z)
and stage duration (D) according to Caswell (2001):
Pi = σ * (1 -ρ)

(1)

Gi = σ * ρ

(2)
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σ D − σ D−1
ρ=
σD − 1

(3)

Given that I estimated duration and daily mortality rates from the IBM output, I can specify the
G and P values of the matrices associated with this stage. If duration or mortality rate were
dynamic (i.e., determined from density-dependent relationships), then new G and P values were
determined each year. I used the values of the abundances and biomasses at the beginning of
each year to determine the new G and P values for the upcoming year.
3.2.3. Previous Analysis
In Chapter 2, I showed that the simulated yellow perch spawner abundances over time
were generally similar between the IBM and the two matrix models for the baseline conditions
(Figure 3.1b), and I compared the predicted responses of yellow perch to reduced egg and
increased adult survival rates between the IBM and the two matrix models. The egg stage
survival used in the baseline simulation was reduced by 50% in every year and the baseline
survival of age-2 and older adults were increased by 10% in every year. I reported the percent
change from the averaged baseline value for each of the models for averaged abundances of
yellow perch, and for averaged values of survival rates and reproduction associated with the
density-dependent relationships. Percent change from baseline was computed by calculating the
average value for the output variable over the 200-year simulation (YC), and expressing the
relative change from the averaged baseline value (YB) as [(YC – YB) / YB * 100]. They used age5 responses to represent changes in maturity and fecundity of adults.
In Chapter 2 I showed that the predicted responses of the two matrix models to changes
in survival rates were generally consistent with the responses predicted by the IBM.
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Table 3.2 - The standard deviation used to define the normal and lognormal random stochastic
deviates for the density-dependent elements of the matrix models. The standard deviations were
based on the residuals of the density-dependent relationships fitted by regression to the 200 years
of IBM baseline output. Normal distributions were used for all relationships except YOY
survival, which used a lognormal distribution. All means for normally-distributed residuals were
equal to 0.0; the mean for the lognormal distribution was -0.026.
Density-Dependent Rate
Larval mortality rate (z)
Juvenile mortality rate (z)
YOY survival
Yearling survival

0.0040
0.0009
0.2263
0.0103

Standard Deviation

Annual growth by age:
in length (∆Li)
in weight (∆Wi)

Age-2
0.484
0.874

Age-3
0.489
1.013

Age-4
0.454
1.195

Age-5
0.445
1.221

Age-6
0.436
1.346

Age-7
0.413
1.578

Age-8
0.406
1.672

Predicted changes in averaged annual abundance measured by both matrix models were always
in the same direction, although often of different magnitudes, as the responses predicted by the
IBM (see black versus white bars in Figure 3.7). Predicted responses in YOY survival (by the
age-structured model) and larval and juvenile survival (by the stage-within-age model) were
similar to the responses predicted by the IBM (see black versus white bars in Figure 3.8a,e,f).
However, predicted responses in yearling survival and maturity and fecundity of age-5 (due to
density-dependent growth), while generally small in magnitude, differed between the matrix
models and the IBM (see Figure 3.8 b-d and g-i). These changed survival rate simulations will be
repeated below using density-dependent relationships estimated from 20 years, rather than 200
years, of IBM output.
3.2.4. New Analysis
Density-Dependence in Reduced Data Sequences
I divided the 200 years of IBM output into nine subsets of 20-year sequences. Years 1
through 19 were ignored to avoid a 20-year sequence influenced by arbitrary initial conditions.
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Twenty years of detailed population data was judged to be the longest practical sequence that
could be expected to be available for well-studied aquatic systems. Exceptionally well-studied
systems typically have 30 to 50 years (e.g., Lake Mendota - Carpenter and Kitchell 1993; Bering
Sea - Wespestad et al. 2000; Oneida Lake - Mills et al., in review).
In my first comparison, I applied the density-dependent relationships estimated from 200
years of baseline IBM output to 5-year, 10-year, and 20-year subsets of the IBM output. I used
the first 5 years and the first 10 years in each 20-year sequence, resulting in 9 separate data
sequences for the 5-year, 10-year, and 20-year subsets. For each subset, I computed the squared
correlation coefficient (R2) between the original density-dependent relationship and the new
subsetted data. I then compared these R2 values to the R2 values obtained with the original
density-dependent relationship fitted to the 200 years of IBM output. Considering the fit based
on 200 years as “truth”, I wanted to determine how close I could get to the true relationship with
5, 10 or 20 years of output. In this context, both lower and higher R2 than those obtained with the
200 years of output was considered poor performance.
For the second comparison, I re-estimated the coefficients of the original densitydependent functions for each of the nine 20-year output sequences using linear and non-linear
regression procedures (SAS 2002) to determine how the density-dependent survival and growth
relationships would change with 20 years versus 200 years of IBM output. I used the same
statistical model building strategy as was used in Chapter 2 when I analyzed the 200 years of
output to obtain the original density-dependent relationships. Here, I plotted the 9 newly fitted
relationships with the original relationship for each of the density-dependent relationships. I
focused on the 20-year sequences because the results of my first comparison suggested that 5 and
10 years of data were insufficient for consistent estimation of density-dependent relationships.
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Predicted Responses to Changed Survival
In my third comparison, I selected what I deemed the best and worst 20-year sequences
and used density-dependent relationships refitted to these subsets in the two matrix models, and
simulated baseline conditions and their responses to changed egg and adult survival rates. I
compared averaged abundances, averaged YOY and yearling survival fractions, and averaged
reproductive rates for ages-4, 5, and 6 yellow perch under baseline conditions from the matrix
models estimated from the best and worst 20-year sequences with those from the IBM and
original matrix models. I then repeated the 50% reduction in egg survival and the 10% increase
in adult survival simulations used in Chapter 2.
The best and worst 20-year sequences were selected based on the average rank of the area
difference between the refitted and original density-dependent relationships. Area difference was
computed by taking regular increments in the values of the explanatory variable and obtaining
response variables values for the refitted and original relationships, and then summing the
absolute differences in these paired response variable values. I used the same increments for
both the refitted and original relationships and used the range of values of the explanatory
variables shown on x-axes in Figure 4, which covered the minimum and maximum values
observed in the baseline IBM simulation.
I obtained nine area difference values (one for each 20-year sequence) for each densitydependent relationship: all density-dependent growth rates together, YOY annual survival,
yearling annual survival, larval daily mortality rate, and juvenile daily mortality rate. I then
ranked each of the area differences in ascending order across the nine sequences. I averaged the
ranks for all of the growth-related relationships to avoid them dominating the overall ranking of
the 20-years sequences. Density-dependent adult growth rates accounted for 16 of the 21 density59

dependent functions (changes in length and weight by age) and were of less importance to model
dynamics than the density-dependent survival rates (Chapter 2). Each 20-year sequence then had
three rank values for the age-structured matrix version (YOY survival, yearling survival, adult
growth) and 4 rank values for the stage-within-age matrix version (larval mortality, juvenile
mortality, yearling survival, and adult growth). Finally, I averaged the ranks across the
relationships for each 20-year sequence. I selected the best 20-year sequence (i.e., lowest average
rank value and therefore most similar to the original density-dependent relationships) for the agestructured and for the stage-within-age relationships, and the worst 20-year sequence (i.e.,
highest rank value and therefore most different from the original relationships) for the agestructured and stage-within-age relationships. Different 20-year sequences were possible to be
best or worst for the two matrix models because the age-structured averaged ranks included
YOY survival while the stage-within-age model included larval mortality and juvenile mortality.
I plotted these best and worst density-dependent relationships, along with the fits from the other
20-year sequences, with the original density-dependent relationships.
The best and worst density-dependent relationships were substituted into the agestructured and stage-within-age matrix models, and baseline simulations and the changed egg
and adult survival rate simulations were performed. Predicted percent responses based on the
averaged values over the simulations relative to the averaged value from the baseline simulation
were compared for the IBM (previous results), matrix models with density-dependent
relationships based on 200 years of IBM output (previous results), and the matrix models with
density-dependent relationships based on the best and the worst 20-year sequences (new results).
I generally considered percent changes of <10% as very small, 10 to 20% as small, 20 to 40% as
moderate, and >40% as large.
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In this third comparison that involved re-running the matrix models, I used the same
averaged constant values from 200 years of IBM output for the density-independent rates (Table
1), and the same normal or lognormal probability distributions for the annual stochastic values
calculated from 200 years of IBM output (Table 2). When I re-estimated the averaged constant
values from the 20-year subsets, there were only very small differences (most <1% and all <5%)
in the rates between any of the 20 year sequences and the values based on 200 years. I could
have re-estimated the stochastic values, as well as the density-dependent relationships, from the
20-year subsets of data. I decided to keep the values based on the 200 years of IBM output so as
not to confound the differences between the original matrix models and the same matrix models
estimated from the reduced 20-year data sequences. Thus, in this analysis, the only difference
between in the matrix models estimated from the 20-year output sequences and estimated from
the 200 years were the density-dependent relationships.
3.3. Results
3.3.1 Density-Dependence in Reduced Data Sequences
Twenty-year IBM output sequences generally had R2 values closer to R2 of the original
density-dependent functions fit to 200 years of IBM output than the 5 and 10 year sequences
(Figure 3.2). The average R2 for the nine 20-year sequences was very close to the original values
for all of the relationships (Figure 3.2a-e), except for age-5 growth in weight (Figure 3.2f). R2
values for the 10-year sequences were similarly close to the original values as the 20-year
sequences, and showed similar variability in the R2 values. However, the 10-year sequences
consistently had difficulty estimating the density-dependent YOY survival relationship (Figure
3.2c), which, even with a low R2, was a critical relationship in the matrix models. As we will see
later, YOY survival in the age-structured matrix model showed large responses in the reduced
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egg survival and increased adult survival simulations. Except for larval mortality rate (Figure
3.2a), the 5-year sequences resulted in mean R2 values that were higher than the R2 values of the
original relationships (Figure 3.2b-f), and R2 values with greater variability than generated from
the 10-year and 20-year sequences. Thus, I concluded that 20 years of IBM data was the
minimum needed to ensure a good chance of obtaining realistic density-dependent relationships.
Plots of IBM output for the 5, 10 and 20-year sequences showed that R2 values similar to
the R2 of the original relationships were almost never due to the reversal of the relationships that
just happen to yield similar fits. An example is shown in Figure 3.3 for larval mortality rate
(Figure 3.3a-c), yearling survival (Figure 3.3d-e), and age-5 growth in weight (Figure 3.3g-i) for
the 5 years, 10 years, and 20 years corresponding to years 20 through 39. Even with 5 values,
the IBM output was either consistent or neutral (not reversed) with the general pattern implied by
the original density-dependent relationships. The patterns of the density-dependent relationships
became progressively more apparent going from 5 years to 10 years to 20 years of output.
The refitted density-dependent functions for each of the 20-year sequences were
generally consistent for larval mortality but showed substantial variation for the other densitydependent relationships (Figure 3.4). Larval mortality rates showed a wide range of values from
year to year under baseline conditions (0.04/day to about 0.12/day), which helped in obtaining
consistent lines with each of the different 20-year sequences (Figure 3.4a). Juvenile mortality,
YOY survival, yearling survival, and age-5 growth in length all included at least one 20-year
sequence that produced a nearly flat line (Figure 3.4b-e). All fitted relationships for growth in
weight of age-5 were negatively related to total adults, but several 20-year sequences generated
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Figure 3.2 – Boxplots of R2 values for the 5-year, 10-year, and 20-year output sequences
compared to the original R2 value based on 200 years (----) for each density-dependent
relationship. The R2 values measure the correlation between the observed values in each 20-year
subset and the predicted values from the density-dependent function fit to the 200 years. (a)
larval daily mortality (z), (b) juvenile daily mortality (z), (c) YOY annual survival, (d) yearling
annual survival, (e) age-5 growth in length, and (f) age-5 growth in weight.
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Figure 3.3 – The original density-dependent relationships for (a) larval daily mortality, (b)
yearling survival, and (c) age-5 growth in weight plotted with IBM output from the baseline
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shallow slopes and the y-intercepts of the functions varied greatly among the different 20-year
sequences (Figure 3.4f).
3.3.2. Identification of Best and Worst 20-Year Sequences
Years 80-99 had the worst average rank for the density-dependent functions for both the
age-structured matrix model and the stage-within-age matrix model (Table 3.3). Years 80-99 had
an average rank of 7.3 out of a maximum value of 9 for the age-structured matrix model, and a
rank of 7.5 out of 9 for the stage-within-age matrix model. Years 80-99 had the lowest rank for
yearling survival, and the function fit was nearly a straight line (heavy dashed in Figure 3.4d).
The averaged growth rate rank was second lowest (6.8 out of 9), and the growth in length of age5 had a slope nearly equal to zero (Figure 3.4e). The YOY survival for the age-structured matrix
model was ranked low (6th ) but there were three other 20-years sequences with lower rank
(Table 3.3), and at least one 20-year sequence that yielded a relationship that appeared to be
quite different (concave) from all of the fitted relationships (Figure 3.4c). Similarly, larval and
juvenile mortality rates for the stage-within-age matrix model were ranked low (both were
ranked 7th), but also were not the worst (Table 3.3; Figure 3.4a,b).
Years 120-139 had the best average rank for the age-structured model, with an average
overall rank equal to 2.6 for its three density-dependent relationships (Table 3.3). The area
differences were smallest (ranked 1 of 9) in years 120-139 for YOY and yearling survival (Table
3.3), and both functions resembled their original functions (short dashed similar to solid in
Figure 3.4c,d). Despite years 120-139 having the best overall rank, density-dependent growth
(Figure 3.4e,f) did not represent the original relationships very well (rank equal to 5.9 out of 9).
Years 180-199 was highest ranked for the stage-within-age model with an average rank
of 2.8 for its four density-dependent relationships (Table 3.3). Larval mortality, juvenile
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mortality, yearling survival, and adult growth were all ranked 3.3 or higher, and the fitted
functions for larval mortality and yearling survival were especially close to their original
functions (Figure 3.4a,d).
3.3.3. Predicted Responses to Changed Survival Rates
Predicted time series of yellow perch spawner abundances (Figure 3.5), and predicted
averaged abundances, survival fractions, and reproduction at key points in the yellow perch life
cycle (Figure 3.6), were similar between the IBM and matrix models estimated from their best
and worst 20-year sequences. Averaged annual spawner abundance in the modeled box was 190
individuals (CV=15%) in the IBM, compared to 195 (CV=22%) from the best 20-year sequence
and 182 (CV=23%) from the worst 20-year sequence for the age-structured model. Averaged
annual spawner abundances from the stage-within-age matrix models were189 (CV=19%) for
the best sequence and 178 (CV=28%) for the worst sequence. The predicted averaged values for
the survival fractions of larvae, juveniles, YOY, and yearlings, and the fraction mature and
fecundity for ages 4, 5, and 6, were very similar among the IBM and the matrix models estimated
from the 200 years, the best 20-year sequence, and the worst 20-year sequence (Figure 3.6).
Predicted yellow perch abundance responses to reduced egg survival were generally
similar among the IBM, matrix models based on 200 years, and the matrix models based on their
best 20-year sequences (bars in left grouping in each panel of Figure 3.7). The two matrix
models estimated from their best 20-year sequences (light grey bars) always showed the same
direction of response, although not always the same magnitude, when compared with the IBM
(black bars) and original matrix models (white bars). The age-structured matrix model based on
its best 20-year sequence slightly overestimated the responses in egg and yearling abundances
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Figure 3.4 – Density-dependent relationships fitted to each of the nine 20-year sequences of the
IBM baseline simulation and the original relationships based on the entire 200 years of output.
(a) larval daily mortality (z), (b) juvenile daily mortality (z), (c) YOY survival, (d) yearling
survival, (e) age-5 growth in length, and (f) age-5 growth in weight. The solid black line is the
original relationship, and the grey lines are the relationships that resulted from fitting to the 20year sequences. Special 20-year sequences are noted as short-dashed (years 120-139, best for
age-structured model), dotted line (years 180-199, best for stage-within-age model), and longdashed (years 80-99, worst for both matrix models).
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Table 3.3 – Averaged rank of each 20-year sequence for the age-structured and stage-within-age
matrix models based on the area differences between their density-dependent functions fit to the
20-year sequence and the original functions fit to 200 years. Ranks are reported for the two
density-dependent relationships used by both matrix models (adult growth and yearling survival),
and for the density-dependent relationships used by the age-structured matrix model only (YOY
survival) and by the stage-within-age matrix model only (larval mortality and juvenile mortality).
The overall averaged rank for the age-structured model is based on YOY survival, adult growth,
and yearling survival, and the overall averaged rank for the stage-within-age model is based on
larval mortality, juvenile mortality, adult growth, and yearling survival. Adult growth is the
average of the ranks over all age-specific growth functions in length and in weight.
Both models
Age-structured
Stage-within-age
Adult Yearling
YOY
Avg.
Larval
Juvenile
Avg.
Years
Growth Survival
Survival
Rank
Mortality Mortality Rank
20-39

3.7
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Figure 3.5 – Predicted yellow perch spawner abundance for the 200-year baseline simulation for
the IBM and various versions of the (a) age-structured matrix model and (b) stage-within-age
matrix model. The solid line is the IBM, and the matrix models are shown for density-dependent
relationships based on 200-years (long-dashed line), the best 20-year sequence (medium dashed
line), and the worst 20-year sequence (short dashed line).
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Figure 3.6 – Predicted mean values (±SD) of yellow perch abundances, survival fractions, and
fraction mature and fecundity of ages 4, 5, and 6 for the IBM (!), and the age-structured matrix
model (panels a-d) and the stage-within-age matrix model (panels e-h) estimated from 200 years
of IBM output ("), estimated from the best 20-year sequence ( ), and estimated from the worst
20-year sequence ( ). * denotes no value because the age-structured matrix did not represent the
larval and juvenile stages separately.
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(Figure 3.7b,c), and the stage-within-age matrix model based on its best 20-years underestimated
the responses in all abundance variables (Figure 3.7e-h).
In contrast, predicted responses to reduced egg survival by the matrix models based on
their worst 20-year sequences (dark grey bars in left groupings of Figure 3.7) were always in the
opposite direction to the responses predicted by the IBM and the matrix models based on 200
years and their best 20-year sequences. The magnitude of these predicted responses were always
small in magnitude, indicating that the worst 20-year sequences tended to underestimate the
degree of density-dependence in the relationships.
Responses in YOY and juvenile survival played a major role in affecting the responses
among the models to reduced egg survival, and all versions of the matrix models underestimated
the responses in density-dependent growth and thus maturity and fecundity (bars in left grouping
in each panel of Figure 3.8). The response in YOY survival in the age-structured matrix models
all agreed with the IBM expect for the worst 20-year sequence which generated a much larger
response (dark grey bar in Figure 3.8a). For the survival rates of YOY stages in the stagewithin-age model, predicted responses in larval survival were similar for all models (Figure
3.8e), while the predicted reduction in juvenile survival was moderately underestimated for the
best 20-year sequence and greatly underestimated for the worst 20-year sequence (light grey and
dark grey bars in Figure 3.8f). These differences in YOY and juvenile survival lead to
differences in the number of entering yearlings (Figure 3.7c,g), and a mixed set of responses in
yearling survival among all models (Figure 3.8b,g); the net result was predicted responses in
yearling and age-2 recruits that were in the opposite direction for the worst 20-years compared to
the other models (Figure 3.7c,d and g,h). Predicted responses in adult growth, and associated
maturity (Figure 3.8c,h) and fecundity (Figure 3.8h,i), were underestimated by all versions of the
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matrix models compared to the IBM, including the matrix model versions based on 200-years of
output, suggesting a structural problem in the how density-dependent adult growth was
represented in the matrix models.
Predicted responses in abundances to increased adult survival were moderately similar
between the IBM and the two matrix models estimated from their best 20-year sequence, but
differed for the matrix models based on their worst 20-year sequences (right grouping of bars in
each panel of Figure 3.7). The agreement in predicted responses of spawners (Figure 3.7a,e) and
eggs (Figure 3.7c,f) was somewhat artificial because of the timing in when I applied the
increased adult survival in the IBM and then outputted eggs and adults from the IBM. The
responses of spawners and eggs largely reflected the direct effects of the reduced adult survival
rate. While the predicted responses were generally small for the remaining abundance variables
of yearling recruits and age-2 recruits, the age-structured model overestimated the increase in
yearling recruits with the best 20-years (light grey in Figure 3.7c) and underestimated yearling
recruitment with the worst 20 years (dark grey in Figure 3.7c). The stage-within-age model
based on the best and worst 20-years both predicted very small responses (<10%) in yearling and
age-2 recruitment, and predicted responses in the opposite direction to the IBM (Figure 3.7g,h).
The stage-within-age matrix model based on the 200 years (white bars in Figure 3.7g,h)
underestimated the predicted responses of the IBM. However, it is important to keep in mind that
all predicted responses of yearling and age-2 recruitment to the increased adult survival were
relatively small in magnitude.
The poor performance of both the age-structured and stage-within age matrix models in
predicting responses to increased adult survival when based on the worst 20-year sequences was
due to incorrect responses in YOY and juvenile survival and too little response in adult density72

dependent growth. YOY survival was moderately overestimated in the age-structured model
(dark grey about twice as large in left grouping in Figure 8a) and, while larval survival rates were
similar (Figure 3.8e), juvenile survival was underestimated in the stage-within-age model (Figure
3.8f). This led to a mixture of responses in yearling survival among models (Figure 3.8 b,g), and
too little response in age-5 maturity and fecundity in the matrix models (Figure 3.8 c-d and f-i).
3.4. Discussion

My strategy was to test the performance of density-dependent matrix models when the
density-dependent relationships were estimated from reduced data sets. I treated the IBM output
as “field data” and estimated the functions for the matrix models using linear and nonlinear
regression. The IBM was then used as a “known standard” for comparison of model-predicted
yellow perch population responses to changes in egg and adult survival rates. I only used the
IBM output to influence the estimation of the density-dependent relationships and to configure
the matrix models. My search for density-dependent relationships was restricted to the analysis
of the baseline output; I did not use the relationships in the IBM or the results of the changed
survival simulations to help us derive density-dependent relationships for use in the matrix
models. By using the IBM output for the construction and comparison with matrix projection
models, I was able to truly evaluate the performance of the density-dependent matrix models,
rather than wrestle with the uncertainty and confounding effects inherent in comparing model
predictions to real long-term field data.
My modeling analysis showed that 20 years of annual data is likely the minimum
duration needed for reasonable estimation of density-dependent relationships in matrix projection
models. Five-year sequences were clearly too short, some of the relationships were quantifiable
with 10-year sequences, and most were detected with 20-year sequences (Figure 3.2). Further,
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while the matrix models based on the best 20-year sequence generated similar responses to
changed survival rates with the IBM in terms of direction, predicted responses based on the
worst 20-year sequences were mostly in the opposite direction from those predicted by the IBM
(Figure 3.7). When I refit the YOY survival relationship to 40-year sequences, I confirmed the
results based on 20 years. With 40 years, three of the four sequences yielded relationships very
similar to the original, while the 40 years that included the 20 years with the almost flat
relationship (Figure 3.4c) again resulted in an almost flat line. Thus, I conclude that 20 years is
the minimum needed, and more years is better because with 20 years there is still a fairly
substantial risk of getting a sequence that is not representative of the true density-dependent
relationships and this risk does not disappear even with 40 years of data. This analysis is on the
optimistic side because I used idealized data generated by a computer simulation model under
repeating year-to-year environmental and prey conditions; real field data would reflect the effects
of many other factors and inter-annual and within-year variability not included in the model.
While years 80-99 had the lowest averaged rank for the three density-dependent
relationships used by the age-structured matrix model, the very important YOY survival
relationship was only ranked 6th (Table 3.3) and did not differ as much from the original
relationship as at least one other 20-year sequence (Figure 3.4c). I re-ran the analysis using all
density-dependent relationships estimated from years 140-159, which had the lowest rank for the
YOY survival relationship (Table 3.3). Under reduced egg survival, the age-structured matrix
model predicted extinction of yellow perch by year 35. Under increased adult survival, YOY
survival increased by 3% in the matrix model based on years 140-159, while YOY survival was
reduced by 13% in the IBM and by 11-25% in the other age-structured matrix models (right side
of Figure 3.8a). Interestingly, despite the differences in predicted responses in YOY survival, the
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predicted response in age-2 recruits based on years 140-159 (2% increase) was similarly small as
predicted by the IBM and other versions of the matrix models (right side of Figure 3.7d). The
likely explanation is that the over estimation of YOY survival by the matrix model based on
years 140-159 was offset by the same matrix model predicting a larger reduction in yearling
survival (-25%) than the other models (Figure 3.8b).
Juvenile survival is a good example of how the quality of the 20 years of data can make a
large difference. Quality is used here to refer to how representative the 20 years were of the
relationships based on all 200 years. The responses in juvenile survival for the stage-within-age
model agreed in magnitude between the IBM and the matrix model based on 200 years, and then
progressively decreased in magnitude from the 200-years to the best 20-year sequence to the
worst 20-year sequence (Figure 3.7f). This was a result of difficulties in estimating the daily
juvenile mortality rate as a function of egg production (Figure 3.4b), which then gets magnified
in juvenile survival by the long stage duration. The juvenile daily mortality relationship was only
weakly related to egg numbers even within the 200 years of IBM output, and so a linear function
fit the best and its estimated coefficients varied greatly among the different 20-year sequences
(Figure 3.4b). Twenty years of data was not enough to confidently estimate density-dependent
juvenile mortality from the IBM output. If models require the distinction among YOY life
stages, say to predict population responses to stage-specific stressors (Barnthouse et al. 1990;
Rose 2000), then caution is needed in specifying YOY stage-specific density-dependent
relationships. One alternative is to use modeling approaches, such as IBMs, focused on specific
life stages that this then coupled to a population-based matrix model (e.g., Rose et al. 1996b).
Density-dependent yearling survival and adult growth were examples where
disagreement between the predicted responses of the IBM and matrix models was not due to the
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data quantity or quality, but rather due to formulation problems in the matrix models. For both of
these relationships, the responses predicted by the matrix models that used the relationships
based on 200 years did not agree with the responses predicted by the IBM, and predicted
responses by the matrix models based on 20-year sequences varied widely (Figure 3.8b-d and gi). While the magnitude of predicted responses were generally small and thus did not greatly
affect the degree of agreement among models in terms of predicted responses in abundances, the
differences were still symptomatic of problems with the matrix model formulations.
All versions of the matrix models had difficulty with the density-dependent yearling
survival relationship. In fact, yearling survival responses predicted by the matrix models based
on their worst 20-year sequences were actually closest to the IBM responses (Figure 3.8b,g). One
possible explanation is that the yearling stage is a dynamic one-year period during which yellow
perch and walleye in the IBM are becoming progressively less vulnerable to predation by adult
walleye. Slight differences in growth rates of prey and predator individuals can affect the
cumulative predation mortality on the yellow perch. Attempting to simulate this in the matrix
models with an annual time step based entirely on abundances of entering yearlings at the
beginning of the year may not be possible. I potentially missed important daily size-specific
interactions that resulted in changing mortality rates for juvenile and yearling yellow perch. An
alternative would be to simulate density-dependent response with a daily time step rather than an
annual time step, but I tried this in Chapter 2 and had difficulty getting realistic dynamics.
Density-dependent yearling survival may need to be represented by finer timestep dynamics
(perhaps others can get this to work better), or by simulating the predator (walleye) effects
directly on the survival response.
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I determined that the small responses in density-dependent adult growth by the matrix
models compared to the IBM (seen as maturity and fecundity, Figure 3.8c,d and h,i) were due to
poor behavior of the fitted functions at the extremes, even with 200 years of output. It is possible
that the density-dependent growth equations that depend on the total number of adults were
realistic in the matrix models and that their underestimation of the growth response was the
matrix models seeing the wrong changes in total adults. To evaluate this possibility, I calculated
the change in growth that would have been predicted by the matrix models if they had
experienced the average adult abundances under baseline and the reduced egg survival as
predicted by the IBM. The IBM predicted that the average total adult abundance of 1175
individuals under baseline would decrease to 869 individuals for the reduced egg survival
simulation, which resulted in the growth in weight of age-5 increasing from 26.2 g/yr to 33.4
g/yr. Thus, a 26% reduction in total adults in the IBM resulted in a 27% increase age-5 growth.
When 1175 and 869 total adults were substituted into density-dependent growth relationships
used in both of the matrix models, growth was predicted to increase from 26.2 g/yr to 27.5 g/yr,
or by only 5%. These differences in growth affect length and weight at age, and therefore
maturity and fecundity at age. The reduced egg survival simulation pushed the total number of
adults into the extreme of the values simulated under baseline conditions. The range of total
adults was 850 to 1900 individuals under baseline, and was shifted much lower to 700 and 1120
individuals under reduced egg survival. When I plotted adult growth versus total adults from the
IBM for the baseline, reduced egg, and reduced adult survival simulations all together, the
relationship was better described by a nonlinear function that increased rapidly at very low adult
abundances. A similar situation, although not as severe, occurred for the increased adult survival
simulation that pushed the total adults into the extreme high values observed in the baseline
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simulation. The linear growth functions used within the matrix models and estimated from the
200 years of IBM baseline conditions were insufficient for predicting growth and reproduction
responses to the changed survival simulations. However, I would not know this in practice
because one is forced to estimate the density-dependent relationships from the data available
(200 years of IBM baseline simulation in this case).
Even using simulation model output as data, I encountered many of the same estimation
problems one is likely to face with real field-collected data. In this analysis, I used “data”
generated under environmental conditions that repeated every year and I had access to daily and
annual abundances and growth, mortality, and reproductive rates that were sampled (actually
censused) consistently the same way every year. Two situations only dreamed of with most real,
long-term field data collection. I was able to robustly estimate the density-dependent larval
mortality relationship because the mortality rate showed a relatively large range of values in the
baseline simulation that were tightly coupled to annual egg production (Figure 3.4a). Densitydependent juvenile mortality rate, YOY survival, and yearling survival, and density-dependence
in relatively long-duration stages in general, should be approached more cautiously. Juvenile
mortality rate exhibited a smooth progression of fitted relationships to 20-year sequences that
went from almost no density-dependence to very strong density-dependence (Figure 3.4b).
Yearling and YOY survival both showed consistent relationships, except for single 20-year
sequences that showed essentially no density-dependence for yearling survival (Figure 3.4d) and
even a suggestion of depensatory mortality (i.e., increasing survival with increasing egg
production) for YOY survival (Figure 3.4c). I recommend some caution when estimating
density-dependent relationships for relatively long-duration life stages and for stages that include
dynamic changes in life style (e.g., shift to piscivory, reduced vulnerability to a major predator,
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pelagic to epibenthic habitat use). Perhaps, if the data permit, these long stages would be better
divided into sub-stages.
I thought a priori that the easiest density-dependent relationships to estimate would be
growth; yet, I was unable to satisfactorily estimate density-dependent adult growth relationships
even with 200 years of output (Figure 3.4e,f). Body size is very important in many structured
models. For example, in my particular analysis, fraction mature was a logistic-shaped function
of length and changed rapidly over a relatively narrow range of yellow perch lengths. I was
surprised how variable age-specific adult yellow perch growth was in the baseline simulation,
which supported relatively convincing (R2 of 0.21 to 0.36) but simple linear relationships.
Density-dependent growth illustrated the classic problem with density-dependence in population
models. New simulations pushed the density-dependent relationships beyond the domain of the
observed data (baseline simulation) and into values not observed within the fitted shape of the
relationship. I knew that density-dependent growth should not be linear over all values of adult
abundance, but with the baseline results I did not know how to adjust the relationship at extreme
low and high adult abundances. Concern for pushing the models beyond their domain of
estimation is well-known and obvious, but developers and users of population models probably
cannot be reminded often enough of the potential for inaccurate predictions when forecasting
previously unobserved conditions.
My analysis could be extended by simulating more extreme conditions than just baseline
conditions in the IBM. Simulation of more extreme conditions would provide a wider range of
yellow perch abundances used as the explanatory variables (i.e., total annual egg production,
yearling abundance, total adult abundance) in the density-dependent relationships. Baseline IBM
outputs showed an approximate 2-fold range in total annual egg production (Figure 2.2a,b,d), an
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approximate 5-fold range in yearling abundance (Figure 2.2e), and an approximate 2.5-fold
range in annual total adult abundance (Figure 2.2f). When I examined the field data collected
during the “baseline period” in Oneida Lake (years 1970-1979), the range in total annual egg
production for yellow perch was approximately 2-fold, but the range in yellow perch total adult
abundance was greater than a 3-fold difference and yearling abundance was closer to 10-fold
difference. So the interannual variation generated in the baseline simulation was relatively low
but realistic. Rose et al. (1999) simulated 50 years of approximately 10-year periods of different
environmental conditions that reflected major changes in the Oneida Lake food web. Reducing
the baseline IBM output into sequences of 5, 10, and 20 years, as used in this paper, sampled the
yellow perch at different periods within their predator-prey cycles with walleye (Figure 3.1a),
but always under baseline conditions. Pushing the IBM to more extreme conditions should help
with some of the estimation problems, such as density-dependent yearling survival and adult
growth. However, there is a possibility that the density-dependent relationships will become
specific to the each time period (Rutherford et al. 1999), and given the 10-year life spans of
yellow perch and walleye, no single 20-year sequence will be sufficient to capture the densitydependent relationships representative of the entire period. I chose to simulate baseline
conditions for this analysis because these conditions are when walleye and yellow perch were
most coupled as predator and prey in the model, and I could determine the minimum number of
years needed under almost ideal conditions of repeating conditions year after year. In reality
when using field data, more than 20 years will be needed, but more importantly, situations with
less than 20 years should be avoided.
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CHAPTER 4. SIMULATING PREDATOR-PREY DYNAMICS OF WALLEYE AND
YELLOW PERCH IN ONEIDA LAKE: AN ASSESSMENT OF MULTISPECIES
MATRIX PROJECTION MODELS
4.1. Introduction

Fisheries management is attempting to shift focus from population-level analyses to
ecosystem-based approaches (Alaska Sea Grant 1999; NMFS 1999; Link 2002; Latour et al.
2003). Ecosystem-based fisheries management requires multispecies models, and these models
must be tested to ensure they have sufficient accuracy to inform management decisions. The
development of multispecies models have increased since the 1970’s, as sufficient computing
power became available, but most efforts have resulted in demonstration mode applications and
the conclusion that sufficient data were lacking to adequately configure the models (Rose and
Sable, in press). Recent advances in data collection methods, and demands for ecosystem-based
fisheries management, have fueled a resurgence of interest in multispecies modeling. The time is
now for quantitative evaluation of multispecies modeling approaches.
Oneida Lake offers an excellent opportunity for the development and testing of
multispecies models. Long-term studies spanning decades have chronicled walleye and yellow
perch fisheries, competition, and predator-prey interactions, and have documented how
perturbations have affected food web dynamics (Mills et al., in press). An individual-based
model (IBM) was previously developed that simulated walleye and yellow perch population
dynamics, and was used to examine the effects of alternative prey, zebra mussels, and cormorant
predation on perch and walleye interactions (Rose et al. 1996; Rose et al. 1999; Rutherford et al.
1999). The IBM was calibrated and corroborated using the extensive Oneida Lake data base. In
this study, I developed two alternative formulations of multispecies matrix projection models
that simulated walleye and yellow perch predator-prey dynamics, and used the IBM as the basis
85

for assessing the ability of the matrix models to predict responses to changes in survival rates.
The matrix approach is simpler and more accessible than the IBM, and is widely used in fisheries
management (Rose and Cowan 2003). Using the IBM results as the “known standard”, my basic
question was whether I could construct multispecies matrix models that accurately predicted
yellow perch and walleye responses to changes in their survival rates.
Extending the matrix projection approach to multispecies situations is attractive because
matrix modeling has a long history in fish population dynamics, and underlies much of stock
assessment performed in support of management decisions (Quinn and Deriso 1999; Rose and
Cowan 2003). Others have attempted to extend the matrix modeling approach to multiple
species (e.g., Strange et al. 1992), but most of these were done to address research questions, or
to illustrate how food web interactions can affect the population dynamics of the species of
interest and management advice (Rose and Sable, in press). To my knowledge, rigorous testing
of multispecies matrix modeling using simulated data has not been done.
There are advantages and disadvantages to using matrix models for population and
community analysis. Matrix models are relatively easy to construct and make use of readilyavailable demographic data (age, size, or stage-specific) on survival, growth, and reproductive
rates. Matrix models have been widely used in ecology because they are mathematically
tractable or can be solved numerically with relative ease (Caswell 2001). Eigenvalue analysis of
matrix models generates useful population metrics such as the population growth rate, stable age
or stage distribution, sensitivities, and reproductive values by age or stage. The disadvantages to
matrix projection models are that they do not easily permit temporal memory in individual
variation, are limited to a few spatial boxes, reduce community and food web effects to single
species relationships, and density-dependent relationships must be defined a priori.
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Incorporation of density-dependence and variability results in nonlinear, stochastic matrices that
prevent easy analysis using eigenvalues (Tuljapurkar 1997, 2003; Doak et al. 2005; Ellner and
Rees 2006). Recent studies have assessed the performance of population matrix models for
handling differing levels of individual variation, autocorrelation within individual traits, and
size-dependent interactions (Pfister and Stevens 2003; Chapter2). Much less evaluation of
multispecies matrix modeling has been performed.
I constructed two-species age-structured and stage-within-age matrix models by making
certain elements in walleye and yellow perch population matrix models dependent on the
abundance or biomass of the other species. Parameters of the two matrix model formulations
were obtained from an analysis of output generated by a baseline simulation of the previouslydeveloped IBM. I then changed the survival rates of yellow perch eggs and adults, and the
survival rates of walleye adults in the IBM and two matrix models, and compared the predicted
responses of yellow perch and walleye among the three models. I conclude by discussing the
importance of correctly specifying density-dependent and interspecies interactions for use in the
matrix models, modifications I made to the reproduction-related elements of the classic matrix
approach, and next steps in what needs to be the continued evaluation of multispecies approaches
for modeling fish populations.
4.2. Methods

4.2.1. Overview of Model Comparison
I treated the IBM as the known standard for the comparison with the two multispecies
matrix models (Figure 4.1). The matrix models used the same age structured (annual time step)
formulation for age-1 and older classes, but differed in their representation of YOY stages. The
age-structured version represented yellow perch and walleye YOY as a single stage (egg to age87

1) like the adults and used an annual timestep for all age classes (i.e., Leslie formulation), while
the stage-within-age version represented yellow perch and walleye YOY as separate egg, yolksac larva, feeding larva, and juvenile stages using a daily timestep.
In the first step of my comparison, I simulated 200 years of baseline conditions with the
IBM (Figure 4.1a). I used baseline conditions for the IBM simulation because alternative prey,
zebra mussels, and cormorants were absent or assumed to be at low abundances, and thus the
walleye and yellow perch should be most tightly coupled as predator and prey (Rose et al. 1999).
I generated daily and annual outputs of walleye and yellow perch lengths, weights, abundances,
and egg production. I analyzed the IBM output for density-dependent processes and interspecific
interactions, and used them to link the appropriate elements in the matrix models to species
abundances and biomasses. I performed two checks on the baseline matrix models: I plotted
spawner-recruit relationships under forced changes in egg production in baseline simulations to
ensure the spawner-recruit relationships had realistic shapes, and I simulated the baseline
conditions and compared the predictions to the IBM baseline simulation.
In the second step of my comparison, I independently reduced the egg and adult survival
rates of yellow perch and increased and reduced the adult survival rates of walleye in all three
models, and compared predicted yellow perch and walleye responses (Figure 4.1b). Results from
the second step were not used to readjust or recalibrate the matrix projection models estimated
from the IBM output in the first step.
4.2.2. Description of the Individual-Based Model
The IBM simulated the daily dynamics of walleye and yellow perch consumption,
growth, mortality, and spawning in Oneida Lake (Rose et al. 1996, 1999). Daily water
temperature and prey dynamics varied within the single, well-mixed model box (260m x 260m x
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(a) Spawner-Recruit Curves and Baseline Simulations
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(b) Simulations with Changes to Survival Rates in Yellow Perch and Walleye
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Figure 4.1 - Schematic showing how the IBM and two multispecies matrix projection models for
simulating yellow perch and walleye dynamics were (a) configured for baseline conditions and
predicted spawner-recruit curves were plotted for each population, and then (b) models were
compared under changed egg and adult survival rates. The output related to fecundity, survival,
growth, density-dependence, and stochasticity generated from the IBM was used to estimate the
elements of the two baseline matrix model formulations. Then all three models were subjected to
changes in egg or adult survival rates and the resulting predictions of averaged yellow perch and
walleye abundances and survival, maturity, and fecundity rates (YC) were compared using the
percent relative change from the averaged value under baseline conditions (YB) where % Change
= (YC -YB)/YB * 100.
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6.8m). Each simulation year began on April 10 (calendar day 100) with the spawning of
individual females. The growth and survival of progeny from each female were simulated as
they developed through successive life stages (egg, yolk-sac larva, feeding larva, YOY juvenile,
yearling, adult). Eggs and yolk-sac larvae were followed as cohorts while feeding larvae,
juveniles, yearlings and adults were followed as individuals. Yellow perch had a maximum life
span of 10 years; walleye had a maximum life span of 12 years.
Adult yellow perch and walleye were individually evaluated for spawning on April 10
(day 100) of each year. A female adult was mature if a generated random number was less than
the fraction mature for her length. All mature females alive on April 10 were assumed to spawn
within the upcoming year. Females released their eggs on the first day that the simulated model
temperature exceeded their assigned spawning temperature. Fecundity (eggs/female) was related
to female weight.
Eggs and yolk-sac larvae from each walleye and yellow perch spawning female were
followed as a cohort. Development to hatching and to first feeding was temperature-dependent,
and determined by accumulating daily fractional development rates until the cumulative number
exceeded 1.0. Numbers of individuals in each female-cohort were reduced daily by specified
constant egg and yolk-sac larval mortality rates.
Upon entering the larval stage with the initiation of exogenous feeding, a sample of
individuals were generated from each female-cohort and followed as model individuals for the
rest of their lifetime. Metamorphosis into YOY juveniles occurred at 20 mm for both species.
All surviving juveniles were promoted to the yearling stage at the beginning (day 100) of the
following year. Age-1 and older individuals were promoted to the next age on day 100 of each
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year. Upon reaching maturity, as determined from their length, individuals were assigned a sex
assuming equal numbers of males and females.
Daily growth in weight of larvae, juveniles, and adults was represented by the difference
form of a bioenergetics equation. Maximum consumption rate and metabolic rate were
dependent upon the daily temperature and the individual’s weight. Availability of prey
determined how much an individual actually consumed each day, and was constrained to be less
than their physiologically-allowed maximum consumption rate for that day. Egestion, excretion,
and specific dynamic action were computed as proportions of the individual’s realized
consumption. Individual weight was updated daily based on the growth increment calculated
from the bioenergetics equation. Length was updated from species-specific length-weight
relationships. Length and weight varied with age based on the growth rates, and were partially
uncoupled from each other within the IBM because individuals could lose weight but not lose
length.
Seven prey types were simulated in the IBM. Zooplankton was assumed to represent
Daphnia, benthos was representative of chironomids, and the forage fish prey type was based on

YOY white perch. Zooplankton, benthos, and forage fish were modeled as densities that were
updated daily based on a discrete version of a logistic population growth function with yellow
perch and walleye consumption rates as additional sources of mortality. The parameters of the
logistic function (population growth rate and carrying capacity density) were estimated from
field data. The remaining four prey types were YOY juvenile and yearling yellow perch and
walleye individuals, who each had their own unique length and weight. The IBM included model
individuals eating other model individuals. Walleye predation in the model, and in Oneida Lake
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(Forney 1977), is a major source of mortality on YOY and yearling yellow perch, and potentially
on YOY walleye via cannibalism.
Realized consumption by each model individual each day was based on a Type II
multispecies functional response relationship that depended on the density and vulnerability of
the prey, and feeding-efficiency parameters of the predator. For zooplankton, benthos, and
forage fish prey types, vulnerabilities were specified between each prey type and the YOY,
yearling, and age-2 and older yellow perch and walleye. Vulnerabilities were used to adjust the
actual densities of the prey type available to each predator. For yellow perch and walleye eating
other yellow perch and walleye, vulnerability depended on the prey to predator length ratio. The
feeding efficiency of yellow perch and walleye appear as half-saturation constants in the
functional response relationship. Half-saturation constants were specified by length intervals of
yellow perch and walleye, specific for each prey type.
Larvae died at fixed rates for each species because they were not consumed by model
individuals. Predation mortality of juvenile and yearling yellow perch and walleye individuals
were computed from the daily consumption of yellow perch and walleye model individuals.
Whether an individual died as prey to another model individual was approximated in the model.
The approximation was computed each day, with mortality rate of prey individuals computed as
the summed consumption of model individuals similarly sized as the prey individual, relative to
the total biomass of all vulnerable model individuals. Mass balance between consumption and
predation mortality was maintained. Predation mortality from adult (age-2 and older) walleye
was the major source of mortality on YOY and yearling yellow perch and walleye. Adult (age-2
and older) yellow perch mortality was fixed at 0.30•yr-1. Adult walleye natural mortality was
fixed at 0.06•yr-1, and an additional fishing mortality function were applied to all walleye age-4
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and older. The fishing mortality function on walleye decreased with increasing forage fish
biomass (forage fish plus YOY and yearling yellow perch and walleye individuals) because adult
walleye were less apt to be caught when natural forage was available (Lloyd 1996).
4.2.3. Description of the Multispecies Matrix Models
Model Formulations
The two multispecies matrix models used the same annual age structure for age-1 through
the maximum age (age-9 for yellow perch; age-11 for walleye), but differed in their structure for
the YOY stages (Table 4.1). The density-dependent and interspecific relationships were used to
update the associated matrix elements each year. Stochasticity was imposed for each of the
relationships. Matrix elements that were not affected by density-dependence or species
interactions used constant averaged values from the IBM output.
Age-1 and older classes in the matrix models had off-diagonal elements only, and these
were estimated from the averaged age-specific survival rates. Age-specific fraction mature and
fecundity were used to estimate the matrix elements of the top row. Walleye lengths and weights
at age varied greatly in the IBM baseline simulation, and we were unable to get the matrix
models to agree with the IBM baseline results for walleye when maturity and fecundity were
fixed at age. I therefore modified the classic matrix approach to allow length and weight at age
to be dependent on yellow perch and walleye abundances and biomasses, and thus to vary over
time for each age class. Dynamic length and weight at age allowed for density-dependent and
interspecific effects on maturity and fecundity by age. Lengths and weights at age were updated
each year based on last year’s sizes and this year’s annual growth increments, which in turn
depended on yellow perch and walleye abundances and biomasses. Fraction mature at age was
determined from the age-specific mean length. Because walleye weights at age differed from the
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mean weight of the mature spawners at the same age, I developed relationships (from the IBM
output) that converted mean weight to mean weight of spawners (Figure 4.2) and used the
spawner mean weight to determine fecundity of walleye. This was not necessary for yellow
perch whose mean weights at age were very similar to the spawner mean weights at age in the
IBM output because mean weights at age did not vary much and so most all individuals in an
age-class were either mature or not.
The age-structured YOY version simply used a single relationship to determine egg to
age-1 survival (Table 4.1a), while the stage-within-age version potentially had relationships for
the duration (D) and daily mortality rate (z) for the feeding larvae and YOY juvenile stages
(Table 4.1b). The stage-based YOY matrix had non-zero values for both the diagonal element
(P) and the off-diagonal element (G) corresponding to each of the YOY stages. P was the
probability of surviving and remaining in the current stage, and G was the probability of
surviving and growing into the next stage class. I calculated the YOY stage matrix elements from
the daily survival rate (σ, where σ = e-z) and stage duration (D) according to Caswell (2001):
Pi = σ * (1 -ρ)

(1)

Gi = σ * ρ

(2)

ρ=

σ D − σ D−1
σD −1

(3)

Given that I estimated duration and daily mortality rates from the IBM output, I can specify the
G and P values of the matrices associated with this stage. If duration or mortality rate were
dynamic (i.e., determined from density-dependent or interspecific relationships), then new G and
P values were determined each year. I used the values of the abundances and biomasses at the
beginning of each year to determine the new G and P values for the upcoming year.
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Table 4.1 – Parameter values for survival, growth, maturity, and fecundity that determine the
elements of the two versions of the multispecies matrix projection models. Values were
estimated from the output of the baseline IBM simulation. The two formulations of the matrix
model used the same values for age-1 and older age classes. The YOY stages were represented
by (a) annual age-specific survival for the age-structured version, or (b) daily mortality rates (z)
and stage durations (D) for the stage-within-age version.
Walleye
Yellow Perch
Age-1 and older age classes
Yearling annual survival
see Figure 4.3d
see Figure 4.4b
Adult annual survival by age i

0.7007

0.9345 (age-2 and age-3)
see Figure 4.4c (age-4+)

Adult annual growth by age (∆Li)

see Figure 4.3e

Adult annual growth by age (∆Wi)

see Figure 4.3f

Spawner weight by age (SWi)
Fraction mature at age i
Fecundity at age i (eggs/female)

see Figure 4.4d
see Figure 4.2

H(Li) = 0.00146 + 0.98/(1 +
exp(-(Li-197.5)/9.32))

H(Li) = -0.1878 + 1.27/(1 +
exp(-(Li-352.8)/30.91))

Fi = 183 * Wi – 3658.0

Fi = 70.6 * SWi -7900.0

(a) Age-structured matrix with annual YOY survival
YOY survival
see Figure 4.3c
(b) Stage-structured matrix with daily YOY parameters
Egg daily mortality rate
0.0199

0.000042
0.2119

Egg stage duration

21.3

20.2

Yolk-sac larva daily mortality rate

0.090

0.1462

3

8.5

see Figure 4.3a

0.1409

Feeding larva stage duration

35.6

20.1

Juvenile daily mortality rate

see Figure 4.3b

see Figure 4.4a

295.3

310.1

Yolk-sac larva stage duration
Feeding larva daily mortality rate

Juvenile stage duration
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Density-Dependent and Interspecific Interactions
I examined the IBM output for evidence of density-dependence and interspecific
interactions within the survival rates, growth rates, and stage durations that determined the
values of the elements of the matrix models. I systematically explored the IBM output by
plotting these rates against various measures of walleye and yellow perch abundances and
biomasses (Table 4.2). Daily IBM output was averaged to obtain one value per year for the vital
rates, abundances, and biomasses. Simple linear or multiple linear regression equations using the
stepwise selection procedure (SAS Institute Inc. 2002) were fit for each response variable and all
of its associated candidate explanatory variables. I examined the explanatory variables included
in the regression equations for collinearity and partial significance by examining the Mallow’s
C(p) statistic and partial residual plots. The simple or multiple regression equation with the
highest R2 was selected for each response variable, as long as the R2 value of the best fit model
exceeded 0.1. Eggs and yolk-sac mortality rates, and stage durations of all YOY stages, were
treated as constant values because they showed no dependence on yellow perch or walleye
abundances and biomasses in IBM output. The mortality rates and growth increments for which
density-dependent or interspecific relationships were specified for yellow perch are shown in
Figure 4.3 and for walleye in Figure 4.4, and specific panels on the figures are noted in Table
4.1. For growth increments (in weight and in length) that had separate relationships for each age,
I used age-5 to illustrate the fits. I include the IBM output with the fitted regression relationships
so the readers can see the correspondence.
I deviated from this systematic approach for YOY survival of yellow perch in the agestructured YOY matrix version (Figure 4.3c). Non-monotonic spawner-recruit relationships (see
Matrix Models and Recruitment) from the age-structured YOY matrix model suggested a more
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Table 4.2 – Response variables of yellow perch and walleye survival and growth rates that were
plotted and regressed against explanatory variables related to yellow perch and walleye
abundances and biomass for the 200 years of IBM output. The fitted regression models were
used to include density-dependent and interspecific effects in the elements of the multispecies
matrix models.
Response Variable

Explanatory Variable

Yellow perch and walleye YOY survival
and yearling survival

Yellow perch and walleye egg production
Yellow perch and walleye yearling abundance
Walleye total adult abundance
Walleye total adult biomass

Yellow perch and walleye larval and
juvenile daily mortality (z) and stage
duration (D)

Yellow perch and walleye egg production
Yellow perch and walleye yearling abundance
Walleye total adult abundance
Walleye total adult biomass

Yellow perch adult annual growth
increment by age i (∆Li, ∆Wi)

Yellow perch and walleye yearling abundance
Yellow perch age-specific abundances
Yellow perch total adult abundance
Yellow perch total adult biomass

Walleye adult annual growth increment
by age i (∆Li, ∆Wi)

Yellow perch and walleye egg production
Yellow perch and walleye yearling abundance
Walleye age-specific abundances
Walleye total adult abundance
Walleye total adult biomass

Walleye adult annual survival by age i

Yellow perch and walleye egg production
Yellow perch and walleye yearling abundance
Walleye age-specific abundances
Walleye total adult abundance
Walleye total adult biomass
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Figure 4.2 – Fitted regression functions relating mean weight at age of walleye to spawner mean
weight at age for ages 3-6. Regression functions were estimated from baseline IBM output and
included in the walleye matrix models. Mean weight at age is nearly equivalent to spawner
mean weight at age in age-7 and older walleye.
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Figure 4.3 - Fitted regression functions and IBM output for density-dependent and interspecific
relationships included in the two versions (age-structured YOY and stage-within-age YOY) of
the yellow perch matrices in the multispecies models. (a) larval daily mortality (z = day-1), (b)
juvenile daily mortality (z = day-1), (c) YOY survival fraction, (d) yearling survival fraction, (e)
age-5 growth length (∆L5 = mm•yr-1), and (f) age-5 growth in weight (∆W5 = g•yr-1). The black
circles are annual mean values of IBM output.
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Figure 4.4 - Fitted regression functions and IBM output for density-dependent and interspecific
relationships included in the two versions (age-structured YOY and stage-within-age YOY) of
the walleye matrices in the multispecies models. (a) juvenile daily mortality (z = day-1), (b)
yearling survival fraction, (c) age-5 survival fraction, and (d) age-5 growth in weight (∆W5 =
mm•yr-1). The black circles are annual mean values of IBM output.

100

complicated function might be appropriate; we therefore fit a function with decreasing slope to
the annual YOY survival rates versus total egg production (SPSS 1998).
Stochasticity
Stochasticity was incorporated into each density-dependent and interspecific relationship
included in the matrix models. I used the residuals from the fitted regression equations to define
the mean and standard deviation (SD) of normal or lognormal distributions (Table 4.3) of the
stochastic deviates. The residuals from most of the regression equations were normallydistributed as indicated by the Shapiro-Wilkes statistics (p > 0.05), with the exception of walleye
annual growth increments for ages-3, 6 and 7 walleye, for which I used the better-fitting
lognormal distribution. Stochastic deviates were generated once per year and added to the value
predicted from the regression equations.
4.2.4. Matrix Models and Recruitment
The matrix models were run in specially manipulated baseline simulations to confirm that
reasonable spawner-recruit relationships resulted from the density-dependent and interspecific
relationships. Most of the relationships related to mortality were within the YOY and yearling
stages (Figures 4.3 and 4.4), and the stage-within-age version for yellow perch had potentially
offsetting larval and juvenile mortality rate relationships (Figure 4.3a and b). I performed three
separate baseline simulations for yellow perch and three separate simulations for walleye. In
each simulation, annual egg production was increased or decreased by a factor (0.2, 0.4,
0.6,…,1.8) for ten years, and then the next level factor was imposed for ten years; this was
repeated for 200 years. We recorded the egg production and number of age-1 and age-2 recruits
each year for yellow perch and for walleye. The first set only allowed density-dependent
relationships of the species to operate by substituting mean values of the other species abundance
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Table 4.3 - Standard deviations used in the random stochastic deviates that were applied each
year to the response variables of the density-dependent and interspecific regression relationships.
The altered response variables were then used to determine the values of the elements of the
multispecies matrix models each year. The standard deviations were determined from the
residuals of the fitted the fitted regression models. Normal distributions were used for all
relationships except age-3, age-6, and age-7 walleye growth, which used lognormal distributions.
All means for normally-distributed residuals were equal to 0.0; the means for the lognormal
distributions are reported in parentheses.
Yellow Perch
Larval z
Juvenile z
YOY survival
Yearling survival
Adult survival by age i
Annual growth:
Age-1 (Yearling)
Age-2
Age-3
Age-4
Age-5
Age-6
Age-7
Age-8
Age-9
Age-10

0.0041
0.0008
0.0004
0.0065

Walleye
0.0006
0.0670
0.0201

Length

Weight

0.393
0.377
0.361
0.370
0.356
0.337
0.328

0.724
0.844
0.934
0.891
1.058
1.186
1.263

Length
4.71
8.27
0.34 (-0.06)
12.6
11.9
0.42 (-0.09)
0.51 (-0.13)
7.86
5.5
4.3

Weight
5.91
23.7
0.39 (-0.08)
69.7
88.7
0.47 (-0.11)
0.55 (-0.15)
94.8
77.4
60.4

or biomass into the regression relationships. The second set allowed density-dependent and
interspecific components of the relationships to operate. The third set added stochasticity and
represented the full regression and YOY models operating. Annual egg production and recruits
were plotted to ensure reasonably shaped (e.g., Beverton-Holt-like or Ricker-like) relationships
resulted.
4.2.5. Model Comparison
I performed two sets of comparisons between the IBM and the two multispecies matrix
models: baseline and responses to changed survival rates. For baseline conditions, I compared
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time series plots of the annual number of simulated yellow perch and walleye spawners. I
examined the degree of coupling and cycling dynamics of yellow perch and walleye total adults
using cross-correlation and partial autocorrelation coefficients (Berryman and Turchin 2001). I
also compared a suite of output variables averaged over years for each population under baseline
conditions. These averaged output variables (with ±1 SD) were annual values of: total egg
production, number of entering yearlings (age-1), number of entering age-2, number of
spawners, YOY and yearling survival rates, and mean lengths, weights, maturity, and fecundity
of ages 4, 5, and 6. Egg production and spawner abundances represented the overall population
response, and numbers of entering yearlings and age-2 represented recruitment at two important
ages. Yearling and adult walleye consume many YOY and yearling yellow perch; age-2 and
older individuals are no longer vulnerable to walleye predation. I plotted the sizes and
reproductive values for ages 4, 5, and 6 yellow perch and walleye because these age classes
represented intermediate-sized adults with potentially dynamic maturity and fecundity. Because
the matrix models were constructed from the IBM output, I expected general agreement among
the three models under baseline conditions.
The second comparison was between predicted responses of the IBM and multispecies
matrix models to changed egg and adult survival rates. In all three models, I simulated a 50%
reduction in egg survival of yellow perch, a 10% reduction in all age-2 and older yellow perch, a
10% reduction in the survival of all age-2 and older walleye, and 13% increase in survival of
age-4 and older walleye (fishable ages). Changes to egg survival and age-2 and older survival in
the matrix models were imposed by multiplying age-specific survival fractions at the beginning
of each year by a constant (e.g., 0.9 for a 10% reduction), imposed after density-dependent and
interspecific effects were allowed to affect adult walleye survival. Imposing the changes in the
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IBM was more complicated because the IBM simulated dynamics on a daily time step and
separated natural and fishing mortality. Using trail-error simulations, I simulated an average 50%
reduction in egg survival in the IBM by increasing the daily egg mortality rate of yellow perch
from 0.02 to 0.0525, and a 13% increase in walleye survival by reducing monthly fishing
mortalities rates by 2% after any forage fish and density-dependent effects.
I report the percent change from baseline for each of the three models for averaged
abundances of yellow perch and walleye, and for averaged values of survival rates and
reproduction that resulted from density-dependent and interspecific relationships. Percent
change from baseline was computed by calculating the average value for the output variable over
the 200-year simulation (YC), and expressing the relative change from the averaged baseline
value (YB) as [(YC – YB) / YB * 100]. I compared the same averaged abundances that were
compared in the baseline simulation comparison, plus total adults (age-2 and older), and used
age-5 only to represent changes in maturity, fecundity, and survival (walleye only). I generally
considered percent changes of <10% as very small (noted on figures), 10 to 20% as small, 20 to
40% as moderate, and >40% as large.
4.3. Results

4.3.1. Matrix Models and Recruitment
The predicted spawner-recruit relationships were generally reasonable for the agestructured YOY matrix model and stage-within-age YOY matrix models (Figures 4.5 and 4.6).
Yellow perch showed strong density-dependence with and without walleye biomass included on
juvenile mortality and yearling survival (Figure 4.5a,b,d,e), as predicted age-1 and age-2 recruits
in both matrix models remained relatively constant over a range of egg production values and the
stage-within-age matrix predicted a slightly dome-shaped relationship. I modified the original
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exponential function used for yellow perch YOY annual survival to a function that predicted a
reasonable spawner-recruit relationship under all levels of egg production. The predicted
spawner-recruit relationships for age-1 walleye in the age-structured YOY model were straight
lines (open circles in Figure 4.6a,b) because YOY survival was a constant, and recruitment to
age 2 showed the somewhat odd pattern of a tendency towards higher recruitment and variability
at high egg production (open circles in Figure 4.6d,e). I decided this was not a significant enough
departure to warrant further adjustments to the age-structured matrix model. The stage-withinage model showed moderate density-dependence in age-1 and age-2 walleye recruitment, both
without (Figure 4.6d) and with yellow perch effects (Figure 4.6e). Stochasticity simply added
scatter to the underlying spawner-recruit relationships for both yellow perch (Figure 4.5c,f) and
walleye (Figure 4.6c,f) in both matrix models.
4.3.2. Baseline Simulations
Predicted time series of yellow perch and walleye spawner abundances (Figure 4.7), and
averaged abundances and survival rates at key points in the life cycle (Figure 4.8) were similar
between the IBM and the two multispecies matrix models. Averaged annual spawner
abundances in the IBM, age-structured YOY matrix model, and stage-within-age YOY matrix
model were 188, 192, and 207 for yellow perch, and 29, 28, and 29 for walleye. Coefficients of
variation (CVs) for yellow perch spawner abundance in the IBM, age-structured YOY matrix
model, and stage-within-age YOY matrix model were 12%, 9% and 10%. CVs for walleye
spawner abundance in the IBM, age-structured matrix model, and stage-within-age matrix model
were 14%, 20% and 19%. Cross-correlations between annual values of walleye and yellow
perch total adults over years
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Figure 4.5 - Yellow perch spawner-recruit relationships predicted from baseline simulation with
forced increasing yellow perch egg production every ten years for the age-structured YOY
matrix model (") and the stage-within-age YOY matrix model ( ). Recruitment is the number of
entering age-1 individuals in panels a-c, and the number of entering age-2 individuals in panels
d-f. The top two panels (a and d) are for a constant adult walleye biomass (i.e., no interspecific
effects) and with no added stochasticity. The middle panels (b and e) include dynamic effects of
the interspecific components of the relationships. The bottom panels (c and f) include the full
regression equations with dynamic effects of walleye and stochasticity.
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Figure 4.6 - Walleye spawner-recruit relationships predicted from baseline simulation with
forced increasing walleye egg production every ten years for the age-structured YOY matrix
model (") and for the stage-within-age YOY matrix model ( ). or age-1 (a-c) and age-2 (d-f)
recruits. Recruitment is the number of entering age-1 individuals in panels a-c, and the number
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yellow perch abundances used in the regression equations (i.e., no interspecific effects) and with
no added stochasticity. The middle panels (b and e) include dynamic effects of the interspecific
components of the relationships. The bottom panels (c and f) include the full regression
equations with dynamic effects of yellow perch and stochasticity.
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showed similar and moderate coupling within the IBM and two multispecies matrix models. All
three models showed the highest cross-correlations between this year’s yellow perch total adults
and walleye total adults from 2 and 3 years later. Lag -2 cross-correlation values for the IBM,
age-structured YOY model, and stage-within-age YOY model were -0.38, -0.37, and -0.18, and
for lag -3 years were -0.25, -0.35, and -0.13. Partial autocorrelation coefficients for both walleye
and for yellow perch total adults were highest at lag 1 (last year’s value most correlated to this
year’s value) and ranged from 0.525 to 0.75 in all three models; partial coefficient values at
increased lags quickly decayed after the first year.
Predicted mean lengths, weights, fractions mature, and fecundity for ages 4, 5, and 6
yellow perch were similar among the IBM and matrix models (Figure 4.9a-d), whereas some
differences were apparent for walleye (Figure 4.9e-h). Length, weight, maturity, and fecundity
were all interrelated, and walleye generally showed length, weight, and maturity that had the
lowest values for the IBM, intermediate values for the age-structured YOY matrix model, and
highest values for the stage-within-age matrix model (Figure 4.9e-g). Fecundity was similar
among the three models (Figure 4.9h). However, given the large interannual variation in lengths
and weights at age of walleye, and my desire to avoid calibrating the matrix model predictions to
IBM output, we opted to not further adjust the matrix models.
4.3.3. Responses to Reduced Egg and Adult Survival Rates in Yellow Perch
Predicted yellow perch responses to reduced egg and adult survival of yellow perch were,
with some important exceptions, similar among the three models (two leftmost sets of bars in
Figures 4.10 and 4.11). I considered the predicted response of spawners (Figure 4.10a) and eggs
(Figure 4.10b) for the reduced egg survival simulations to be very small in magnitude for all
three models, and moderate in magnitude for the reduced adult survival simulations in all three
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Figure 4.7 - Predicted yellow perch (solid line) and walleye (dashed and dotted line) annual
spawner abundances over 200 years for the (a) IBM, (b) age-structured YOY multispecies matrix
model, and (c) stage-within-age YOY multispecies matrix model.
109

Yellow Perch

10000

(a)

Abundance (x103)

Abundance (x103)

10000

10

1

Walleye
(c)

1000

0.1

0.1
Eggs
0.16
0.14

Yearlings

Age-2

Spawners

Eggs

Survival Fraction

Survival Fraciton

0.08
0.06

*

0.6

0.4

0.2

0.02
0.00

0.0
Larval

Spawners

(d)

*

0.04

Age-2

0.8

(b)

0.12
0.10

Yearlings

Juvenile

YOY

Yearling

*
*k
Larval

Life Stage

k
Juvenile

YOY

Yearling

Life Stage

Figure 4.8 – Predicted mean values (±SD) by the IBM (!), age-structured YOY multispecies
matrix model ("), and stage-within-age YOY multispecies matrix model ( ) for yellow perch (a)
abundances and (b) survival fractions, and for walleye (c) abundances and (d) survival fractions.
* denotes no value because the age-structured YOY matrix did not separately represent the larval
and juvenile stages; k denotes that the survival rate was assumed a constant value.

110

Yellow Perch

Length (mm)

215

Walleye
420

(a)

210

380

205

360

200

340

195

320
300

190

Weight (g)

180

280
(b)

1000

600

140

400
1.0

(c)
Fraction Mature

(f)

800

160

120

0.8

0.8

0.6

0.6

(g)

0.4

0.4

0.2
0.2

Fecundity (# eggs/ female)

(e)

400

28

0.0
(d)

90

26

80

24

70

(h)

60

22

50

20

40

18

30
4

5
Ages

6

4

5
Ages

6

Figure 4.9 – Predicted mean values (±SD) by the IBM (!), age-structured YOY multispecies
matrix model ("), and stage-within-age YOY multispecies matrix model ( ) for yellow perch (a)
lengths at age, (b) weights at age, (c) fraction mature at age and (d) fecundity at age, and for
walleye (e) lengths at age, (f) weights at age, (g) fraction mature at age and (h) fecundity at age.
111

models. The exceptions where the IBM and matrix model responses differed due to yellow perch
egg and adult survival reductions were age-2 recruits (Figure 4.10d), total adults (Figure 4.10e),
yearling survival (Figure 4.11d), and maturity and fecundity at age-5 (Figure 4.11e,f). For all
other abundances and survival rate variables, all three models generated similar responses.
Both matrix models overestimated the response in yearling survival and underestimated
the responses for maturity and fecundity at age-5 compared to the IBM. The overestimation of
increased yearling survival in the matrix models resulted in almost no change in age-2 recruits
(Figure 4.10d), and therefore no or small changes in total adults that triggered little growth rate
responses of adults and small responses in maturity and fecundity at age-5 (Figure 4.11e,f). In
contrast, the IBM showed no increase in yearling survival (Figure 4.11d), and therefore predicted
lowered age-2 recruits and lowered total adults (Figure 4.10d,e) that triggered a growth-mediated
response of increased maturity and fecundity at age-5 (Figure 4.11e,f).
Reducing yellow perch egg and adult survival caused small walleye responses but that
were consistently different between the IBM and matrix models (two leftmost sets of bars in
Figures 4.12 and 4.13). While many of the responses in all three models were near or below my
10% threshold and thus could be deemed similar based on their small magnitude, the IBM and
matrix models rarely predicted the same responses. In particular, predicted responses of averaged
spawners, eggs, and yearlings (Figure 4.12 a,b,c) were opposite between the IBM and at least
one of the two matrix models. Predicted changes in YOY survival was small for the IBM and
stage-within-age matrix model (Figure 4.13c), but the IBM predicted increased larval survival
partially offset by reduced juvenile survival (Figure 4.13 a,b) while the stage-within-age matrix
model could only predict a juvenile survival response and this was small but positive (Figure
4.13b). The age-structured matrix model did not include density-dependent survival in the YOY
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age class. The matrix models also predicted reduced maturity at age-5 compared to no change
for the IBM (Figure 4.13f).
4.3.4. Responses to Changed Adult Survival Rates in Walleye
Predicted yellow perch responses to reduced and increased walleye adult survival rates
were very similar among the three models for averaged abundances, survival rates, and maturity
and fecundity at age-5 (two rightmost sets of bars in Figures 4.10 and 4.11). Imposing reduced
versus increased walleye survival caused opposite responses in yellow perch in all variables.
Less walleye resulted in reduced predation pressure and increased yellow perch abundances (bars
second from right in Figures 4.10), and more walleye resulted in lowered yellow perch
abundances (rightmost bars in Figure 4.10). While predicted changes were small for many
variables, predicted responses of survival rates and maturity and fecundity at age-5 were similar
among models, and like abundance variables, were also opposite in direction between the
reduced and increased walleye survival simulations (Figure 4.11). YOY survival response was
small for both simulations in all three models (Figure 4.11c). The YOY survival response in the
IBM and stage-within-age matrix model (Figure 4.11c) was the result of changes in larval
survival (Figure 4.11a) being offset by opposite changes in juvenile survival (Figure 4.11b).
As with changed yellow perch survival rates, walleye abundance responses to changed
walleye survival rates were generally small in magnitude and inconsistent between the IBM and
matrix models (bars second from right in Figure 4.12). Within each model, predicted walleye
responses in abundance variables were small (often under 10%) and mostly opposite between the
reduced and increased adult survival rate simulations. The net effect of these responses, however,
was that predicted changes in total adults were similar among the three models (Figure 4.12e).
Predicted changes in survival rates were all small and a mix of positive and negative changes
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(Figure 4.13). All three models captured the relatively large response in maturity at age-5 (Figure
4.13f), but the matrix models underestimated the (albeit small) response in fecundity at age-5
predicted by the IBM (Figure 4.13g). For example, under reduced walleye adult survival,
predicted average length of age-5 walleye (determined maturity) increased by 8.5% in the IBM,
5% in the age-structured matrix, and 6% in the stage-within-age matrix model, whereas the
averaged weight (determined fecundity) increased 27% in the IBM versus only 12% and 13% in
the matrix models.
4.4. Discussion

My strategy in this evaluation of multispecies matrix models was to provide a test of the
models under conditions resembling how they would be used in real applications. I treated the
IBM output as “field data” and estimated the matrix models using simple regression analysis.
Granted, 200 years of field data is unrealistic, but I wanted to set-up conditions for evaluating the
models rather than blaming their performance on limited data. I then applied the matrix models
to typical scenarios of trying to predict the responses of both the prey and predator species to
changed survival rates. In my case, I had the “true answer” available to use in terms of the IBMpredicted responses. I tried to avoid using information about the inner workings of the IBM to
influence my configuration of the matrix models, and I did no further adjustments to the matrix
models based on their performance under the changed survival simulations. Thus, I left open
the distinct possibility that I would conclude that the matrix models performed poorly.
Based on my analysis, I conclude that the multispecies matrix models were successful in
predicting the prey species (yellow perch) responses but not the predator species (walleye)
responses. A caveat to this is that the scenarios I simulated resulted in many relatively small
(<10%) responses of walleye, which weakened the power of my evaluation of the walleye
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Figure 4.10 - Model-predicted relative changes (%) in mean yellow perch (a) spawners, (b) eggs,
(c) yearlings, (d) age-2 recruits, and (e) total adults for changed yellow perch and walleye
survival rate simulations. O = IBM, □ = age-structured YOY multispecies matrix model, and
= stage-within-age YOY multispecies matrix model. Dashed lines at +/-10% show the minimum
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Figure 4.13 - Model-predicted relative changes (%) in mean walleye (a) larval stage survival, (b)
juvenile stage survival, (c) YOY survival, (d) yearling survival, (e) age-5 survival, (f) age-5
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life stage rate was held constant in the matrix model. Dashed lines at +/-10% show the minimum
response threshold.
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responses. Larger changes to survival rates of walleye resulted in unrealistic dynamics in the
IBM. The matrix models successfully captured the long-term baseline dynamics (Figures 4.74.9) and the moderate degree of coupling between yellow perch and walleye total adults, which
was expected since the matrix models were constructed from the same IBM output. Matrix
model-predicted responses of yellow perch averaged abundances, survival rates, and maturity
and fecundity were in good agreement with the IBM (Figures 4.10 and 4.11), with the exception
of the yearling survival response (Figure 4.11d). However, the multispecies matrix models did
not predict walleye responses similar to the IBM. Predicted responses in averaged abundances,
survival rates, and maturity and fecundity often differed in direction between the IBM and matrix
models (Figures 4.12 and 4.13), and there were no clear situations for which I could say that the
walleye responses agreed or disagreed. Even though predicted response of walleye by the IBM
were relatively small in magnitude, the degree of disagreement between the IBM and matrix
models convinced me that walleye in matrix models were not responding to changed survival
rates in the same way as in the IBM. Below I use the success with yellow perch, and contrast
yellow perch with walleye, to discuss some potential reasons for the questionable performance of
the matrix models with walleye.
While I easily identified density-dependent and interspecific relationships for larval and
juvenile yellow perch from the IBM output, I had much more difficulty identifying these
relationships in walleye YOY stages. For example, in my regression analysis of the IBM output,
I found no evidence of density-dependence or species interactions when I treated YOY as a
single age class, and I was able to identify only weak correlations between walleye juvenile daily
mortality, walleye egg production, and yearling yellow perch abundance (see Figures 4.4a and
4.6a,b). The IBM, on the other hand, clearly exhibited responses in walleye larval and juvenile
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survival rates in the simulations with changed adult survival rates (black bars in Figure 4.13a,b),
and the IBM showed evidence of cannibalism in walleye. Although mortality of walleye YOY
and yearlings from cannibalism is low, it can greatly change the size structure and dynamics of
the population (Dong and DeAngelis 1998). A potential weakness of the walleye matrix models
was the lack of density-dependence in the YOY age class of the age-structured YOY matrix
model, and density-dependence only in the juvenile stage survival of the stage-within-age YOY
matrix model.
The fact that I predicted the prey species responses well but not the predator species’
responses suggest that the linkage between the species matrices (i.e., interspecific interactions)
may be suspect. The only major discrepancy for yellow perch matrix models and IBM responses
was in yellow perch yearling survival under changes yellow perch survival rates (two leftmost
bars in Figure 4.11d). Juvenile and yearling survival rates of yellow perch were the only direct
connections of walleye effects on yellow perch. Also, all interspecific connections for both
species always appeared in the regression equations that had density-dependent terms (Figures
4.3 and 4.4). Perhaps the interspecific connections may have not been operating sufficiently and
were being confounded by density-dependent responses encapsulated in the same equations.
I re-ran the analysis but with only the interspecific components of the regression
equations operating. I made yellow perch juvenile daily mortality and yearling survival
functions of adult walleye biomass only; walleye age-specific adult growths and survivals were
made functions of yellow perch yearling abundance only. I substituted mean values for the
explanatory variables in the density-dependent components of the regression equations that had
interspecific components. Regression equations that had only density-dependent terms were
allowed to operate. The predicted responses from the matrix models under changed adult
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survival rates using only interspecific terms in the regression equations disagreed more with the
IBM responses than in my original analyses.
I suspected that maybe my imposition of linear regression models was too restrictive and
that the response variables (Table 4.2) could be better represented with more flexible regression
models. I used the TableCurve 2D (SPSS 1998) and 3D (SPSS 2002) curve-fitting programs to
fit complicated linear and nonlinear regression models to the same relationships I used with
simple linear regression models (Figures 4.3 and 4.4). The fit of the best-fitting complicated
linear and nonlinear equations differed little from the fit provided by the simple linear regression
models. For example, the best-fit complicated model for walleye juvenile daily mortality yielded
an R2 of 0.122 compared to an R2 of 0.120 with the simple regression equation, and the
complicated model for yellow perch yearling survival yielded an R2 of 0.63 compared to an R2 of
0.62 with the simple equation. Even so, I re-ran the analysis using the best-fit complicated linear
or nonlinear regression equations because maybe there important differences near the extremes
of the values of the explanatory variables under changed survival rate simulations. Using the
complicated or nonlinear regression equations I obtained yellow perch and walleye responses
almost identical to those obtained with the original analysis that used the simple linear regression
equations.
Another area of possible concern was that perhaps my use of an annual timestep to adjust
the density-dependent and interspecific relationships in both matrix models was too coarse. I
could have missed dynamics of walleye that were occurring with the daily updating in the IBM,
by only updating the explanatory variables in the density-dependent and interspecific
relationships in the matrix models once per year. In a previous comparison of yellow perch
matrix population models with the IBM (Chapter 2), I modeled annual and daily density121

dependence within the YOY stages and had much more success with the annual updating of
density-dependent relationships. I could have done the daily updating of density-dependence
incorrectly in my previous comparison. This remains an open issue.
I also question how well I captured in the matrix models the large variation in sizes at age
of walleye, and therefore maturity and fecundity, predicted by the IBM. Size at age was
relatively constant for yellow perch, for which I had good success in predicting responses with
the matrix models. Dynamic sizes at age were one of my few major modifications that I made to
the classic matrix projection approach. I modeled growth increments by age in length and in
weight so that fraction mature and fecundity at age varied annually within the matrix models.
Examination of the IBM output convinced us that I needed to model annual growth increments in
order to capture the wide variation in reproductive values by at age, and I obtained good
agreement in abundances and survival rates between the matrix models and the IBM for the
baseline simulation (Figures 4.7 and 4.8). However, I did observe a suggestion of a mis-fit
between the matrix models and the IBM for walleye size, maturity, and fecundity at age (Figure
4.9). Furthermore, in the changed survival rate simulations, I sometimes incorrectly predicted
changes in walleye sizes at age. For example, reduced walleye survival resulted in a 27%
increase in mean weight of age-5 walleye in the IBM versus only 12% and 13% increases in the
two matrix models (results not shown). There were also situations when the matrix models
predicted similar responses in walleye growth and sizes at age, but then predicted different
responses in maturity and fecundity. Under increased walleye survival the IBM predicted a 15%
reduction in walleye age-5 weight and the two matrix models predicted 11% and 12%
reductions. However, associated with these changes in mean weight, the IBM predicted about a
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9% decrease in fecundity while the matrix models predicted about a 1% decrease in fecundity
(rightmost bars in Figure 4.13f).
I tried to simplify the dynamic sizes at age algorithm to see if that improved the
performance of the matrix models for walleye. I re-ran the analysis using age-specific growth
increments in weight only for walleye and for yellow perch, and then updated lengths at age in
the matrix models based on species-specific length-weight curves. This simplification resulted in
greater differences between the IBM and matrix models for both the baseline simulation and the
predicted responses to changed survival rates. Another simplification to the dynamic sizes at age
would have been to relate fraction mature and fecundity (rather than via growth) directly to
yellow perch yearling abundance and adult walleye biomass (Caswell and Neubert 2005). If I
directly modeled maturity and fecundity, I would have assumed fixed mean lengths and weights
at age and adult biomass could then only vary according to adult abundance. However, total
annual adult abundance and total adult biomass in the baseline simulation were not correlated in
the IBM (R2 = 0.009 for yellow perch; R2 = 0.06 for walleye), and when total adult abundances
of yellow perch and walleye were substituted into the regression equations for total adult perch
and walleye biomasses, the R2 values decreased dramatically. I conclude that growth needs to be
dynamic within the matrix models, and that length and weight need to have the option to be
partially independent.
My evaluation showed that, at least for the Oneida Lake situation, multispecies matrix
modeling of the prey was easier than multispecies matrix modeling of the predator. Both
formulations of the multispecies matrix models performed very well for yellow perch when
compared with the predictions of the IBM, but had more difficulty with predicting the responses
of walleye. Such a comparison could not have been done without the long-term data and studies
123

of Oneida Lake that lead to the relatively high confidence I have in the IBM, including knowing
the limits of perturbations that could be applied to the IBM. With the results of the changed
survival rate simulations available, I discussed above several possible areas for further
refinement of the walleye portion of the multispecies matrix models. In Chapter 2, I constructed
yellow perch population matrix models using the same IBM baseline output, and simulated the
same changed survival rate simulations. The population model performed as well as the stagewithin-age multispecies version used here for predicting yellow perch responses (Rose and
Sable, in press). I recommend the following next steps in the evaluation of the multispecies
matrix modeling approach: (1) further refinement of the matrix modeling approach for walleye,
especially the growth related aspects, (2) investigation of how many years of data are sufficient
for parameter estimation, (3) simulation of other time periods (e.g., high forage fish; zebra
mussels) using the Oneida Lake IBM (see Rose et al. 1999; Rutherford et al. 1999), with the
hope that larger walleye responses could be simulated, (4) repeating the analysis of Chapter 2 but
using single species walleye matrix models to see if a population model can capture walleye
dynamics, and (5) application of the multispecies matrix approach I described here to other
percid systems. Continued development and testing of the matrix projection modeling approach,
and other modeling approaches, is critical for implementing ecosystem-based fisheries
management.
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CHAPTER 5. AN INDIVIDUAL-BASED MODEL OF A TIDAL MARSH COMMUNITY:
MODEL DESCRIPTION, CORROBORATION, AND APPLICATION FOR SCALING
INDIVIDUAL-LEVEL EFFECTS TO POPULATION-LEVEL RESPONSES
5.1. Introduction

Understanding how aquatic communities are affected by the multiple environmental and
anthropogenic stressors is a critical area of research (Weis et al. 2001; Chesney et al. 2000). Risk
assessment and toxicological studies provide information on the effects of contaminants and
water quality on individual physiology, mortality, and behavior, but it has been difficult to link
these individual-level effects to population responses and community dynamics (Rose 2000).
Predicting population-level responses becomes even more complicated when multiple stressors
are involved because it is difficult to separate the effect of one factor from another in field data,
we only have limited information on how the factors may interact in their effects, and we
struggle to account for indirect effects from community interactions and habitat considerations
(Rose et al. 2003).
One promising approach is to use a series of linked models to scale from the individuallevel effects to the population and community responses. Murphy (2006) and Murphy et al.
(2005) describe an analysis in which simulation and statistical models were linked in order to
predict how behavioral and reproductive effects of contaminants on Atlantic croaker
(Micropogonias undulatus) larvae could be expressed as the long-term population response.
Their models started with a statistical model that related changes in swimming behavior to the
ability of escaping a predator attack, which was then used as input to an individual-base model of
the larval stage that converted changes in swimming behavior into changes in stage duration and
survival. The output of the IBM was, in turn, used to change the elements of a matrix projection
model. In this paper, I continue in the spirit of these analyses, and use an individual-based,
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spatially-explicit food web model to scale individual-level effects to population responses. The
model was developed for a tidal marsh community, and is used to demonstrate how hypoxia
effects on individuals can be scaled to population responses that include indirect effects of food
web interactions and habitat changes.
Marsh degradation and seasonally-driven cyclic hypoxia are two potentially important
factors affecting tidal marsh communities in the northern Gulf of Mexico. Coastal marshes in the
northern Gulf of Mexico contain highly productive foodwebs that support many year-round and
seasonal residents (Chesney et al. 2000; Baltz and Jones 2003). These species are important to
the ecological functioning of coastal areas to many fisheries in the Gulf of Mexico. Turner
(1997) estimated that coastal wetland loss in the northern Gulf of Mexico was 0.86% per year, or
12,700 ha from 1955 to 1978. The overall averaged annual rate of wetland loss in Louisiana is
estimated at 90-117 km2/yr (Reed 1995). Survival and growth of marsh inhabitants depend on
access to the marsh surface, and access depends on how marsh bathymetry interacts with water
level fluctuations (Birdsong 2004) and fine-scale (meters) spatial arrangement of vegetated and
water cells in the marsh complex (Minello and Rozas 2002; Rozas and Reed 1994).
Cyclic hypoxia (≤2 mg/l) within tidal marshes occurs throughout the summer months as
temperatures warm and the number of organisms supported by the marsh increases. Diurnal
cycling of dissolved oxygen (DO) shows maximum levels during the day and minimum levels
during the night due to respiration in the shallow tidal creeks and marsh waters (Ringwood and
Keppler 2002; Kenney et al. 1988). Nekton tolerance to low DO varies by species and life stage
(Smith and Able 2003; Love and Rees 2002; Wannamaker and Rice 2000; Halpin and Martin
1999). Sustained exposure to low DO levels (≤4 mg/l) causes reduced activity, consumption,
and growth in small marsh fishes and invertebrates (Brown-Peterson et al. 2005; Bell et al. 2003;
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Peterson 1990). Whether cyclic hypoxia has the same effects as chronic exposure to hypoxia on
the activity and growth of marsh inhabitants is largely unknown.
In this chapter, I use a spatially-explicit IBM of a tidal marsh community to examine how cyclic
DO effects on individuals can be scaled to population and community responses. The model
simulates six species over one year as they feed, grow, survive, reproduce, and move about the
tidal marsh habitat grid generally configured to represent a low-elevation coastal Spartina marsh
for the northern Gulf of Mexico. The six species are: grass shrimp (Palaemonetes pugio), inland
silverside (Menidia beryllina), bay anchovy (Anchoa mitchilli), sheepshead minnow (Cyprinidon
variegatus), gulf killifish (Fundulus grandis), and blue crab (Callinectes sapidus). These species

are commonly used as indicator species in risk assessments of coastal waters (e.g., Leight et al.
2005; Weis et al. 1999), are important component species within tidal marsh food webs (e,g.,
Able 2005; Minello et al. 2005; Kneib and Knowlton 1995; Day et al. 1989), and serve as
important links for trophic relay out of the marsh systems when preyed upon by transient youngof-the-year (YOY) fish predators and wading birds (Kneib 1997). The model is described and
corroborated using available field data on species densities, spatial distributions, growth rates,
and diet composition. Two simulation experiments are performed to investigate how individuallevel effects relate to population and community responses. In the first experiment, reproductive
effects are imposed on grass shrimp and metabolic effects are imposed on all six species under
baseline cyclic DO and lowered cyclic DO for a baseline marsh and a degraded marsh. The
second experiment uses the extreme combinations of cyclic DO and marsh health from the first
experiment, but with and without avoidance of low DO as part of the movement algorithm of all
species. I conclude with a discussion of how food web interactions and habitat can affect scaling
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of individual-level effects to population responses, data gaps identified by the modeling
exercises, and future modeling refinements and applications.
5.2. Model Description

The model tracks the spawning, growth, mortality, and movement of individuals of six
species comprising the tidal marsh community on a spatial grid of water and vegetated cells.
Simulations are for one year (350 days) and begin on January 1. Grass shrimp, inland silverside,
sheepshead minnow, and gulf killifish are residents that spend their entire life cycle within the
marsh. Bay anchovy and blue crab are transient species that enter the marsh habitat as feeding
larvae and megalopae and leave when they reach size at maturity. The model began on January
1 with specified initial numbers and sizes (weight and length) assigned to individual juveniles
and adults of each species (Table 5.1). Individual consumption, mortality, and movement are
updated hourly, while growth and spawning are evaluated daily.
I used the super-individual approach in which each model individual represented some
number of identical individuals in the population (Scheffer et al. 1995). When model individuals
were initially created or added during the simulation, they were assigned an initial population
worth. Model individuals remain in the simulation; their worths are adjusted to reflect mortality.
The consumption rates of model individuals are first computed based on them being a single
individual, and then is adjusted for their worth when mortality is applied to the prey. Mortality
rate (M) was used to decrement their worth each hour as new worth = (old worth)*e-M. Model
individuals were removed from the simulation when their worth dropped below 0.0001.
5.2.1. Tidal Marsh Environment
The 2-dimensional tidal marsh grid was comprised of 10,000 cells (100×100), with each
cell representing a 4-m2 area (Figure 5.1a). Each cell was classified as one of five habitat types:
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Table 5.1 - (a) Initial numbers and lengths (mm TL (CW for blue crab), cumulative frequency)
for six model species (GS = grass shrimp; IS = inland silverside; BA = bay anchovy; SM =
sheepshead minnow; GK = gulf killifish; BC = blue crab) on January 1, and species-specific
length (mm TL) and weight (g) at metamorphosis, and length at maturity (mm TL (CW for blue
crab)). (b) Coefficients for the cohort development function and instantaneous mortality (z =
hour-1) of early life stages for six species. Instantaneous background mortalities (zB = hour-1) for
juveniles and adults are calibrated to predict realistic species densities over time. Background
mortalities for juveniles and adults were adjusted by habitat multipliers. Anchovy and
silversides received an hourly habitat multiplier of 0.99 when located in creek cells, and 0.985
when located in edge cells. Channel, marsh, and pool cells had multipliers of 1.0. Shrimp,
minnow, killifish, and crab received a habitat multiplier of 1.02 when located in channel cells,
1.01 when located in creek cells, 1.0 when located in edge cells, and 0.99 when located in marsh
or pond cells. (c) Species-specific regression coefficients for the length-weight relationship.
Expected weight of age-0 and age-1 individuals at the end of the model year (350 days).
GS
IS
BA
SM
GK
BC
(a)
Initial number
80,000
8,000
2,000
18,000
24,000
9,000
Initial minimum,
maximum lengths

10, 35

35, 75

25, 40

34, 77

35, 80

6, 35

length

8.3

16.0

25.0

13.0

16.0

2.5

weight

0.011

0.022

0.226

0.084

0.077

0.0036

Length at maturity

20.0

45.0

45.0

40.0

50.0

130.0

Metamorphosis

Species-specific coefficients for cohort development functions: D = 1 Da + exp( Dc * T )
and stage-specific instantaneous mortality rates (z, zB)
Egg
Da
1139.6
1502.0c
NA
762.5
1435.3h,i
NA

(b)

Yolk-sac

Dc

0.0518

0.0768

NA

0.0657

0.0607

NA

z

0.00635

0.01199

NA

0.00083

0.00959

NA

NA

120.0

72.0

NA

Da

NA

72.0

Dc

NA

-

NA

-

-

NA

Da

19505a

697.0

14005d,e,f

766.8

795.6

7772.2j,k

Dc

0.1295

0.0348

0.114

0.0182

0.0373

0.1299

z

Eq. 17b

0.00223

0.00333g

0.0033

0.0052

0.0005

Juvenile

zB

0.000255

0.00063

0.00017

0.00019

0.000225

0.00027

Adult

zB

0.000205

0.00040

NA

0.00017

0.000135

0.00032

Larva
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(Table continued)
(c)
aL
bL

Species-specific coefficients for length-weight relationship: L = aLWbL
2.0E-5l
6.0E-6m
3.0E-5n
2.0E-4n
2.5E-5o
3.4E-4p

3.025

2.95

2.814

2.3107

2.8787

2.571

YOY weight
at end of year
0.1449
0.4694
1.178
1.415
2.056
4.405
Age-1 weight
at end of year
0.7874
1.728
3.315
3.311
6.605
91.2
Temperature-dependent development functions for cohorts were fit to data or else to encompass
the mean values reported within studies. aFloyd (1977); bBrown-Peterson (unpublished data);
c
Hubbs et al. (1971); dHoude (1974); eHoude and Schekter (1981); fLeak and Houde (1987);
g
Loos and Perry (1991); hHardy (1978); iDiMichele and Taylor (1980); jMiller (2001); kCostlow
and Bookhout (1959); lVernberg and Piyatirititivorakul (1998); mAble and Fahay (1998); n
Froese and Pauly (2007); oMadon et al. (2001); pBrylawski and Miller (2003). Species-specific
lengths at metamorphosis and at maturity were taken from Pattillo et al. (1997).
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channel, creek, marsh edge, marsh interior, or pond. Channel cells were assumed deeper water
cells connecting the marsh grid to open water. Creek cells were water cells representing shallow
tidal creeks that meandered throughout the marsh. Edge cells were marsh vegetation cells that
shared a side or corner with a water cell. Marsh interior cells were vegetation cells separated
from water cells by at least two meters (i.e., one edge cell). Pond cells were water cells within
the marsh interior.
Daily Temperature and Dissolved Oxygen
Temperature varied by day of year and was assumed to be uniform across all habitat cells
in the marsh grid (Figure 5.2), while DO concentration varied hourly and differed among cells
based on their habitat type (Figure 5.3). Water temperatures were estimated from measurements
recorded in Louisiana coastal marshes between 1970-1997 by the Louisiana Department of
Wildlife and Fisheries (Haas et al. 2004). Hourly DO concentrations were idealized functions
roughly fit to continuous recordings taken over 5 to 10-day periods using datasondes placed in
marsh creek, marsh pond, and embayment sites within East Bay, Florida during July through
October 2004 (S. Manning and D. Snyder, unpublished data). The average water depth was
approximately 30 cm at the marsh creek site, approximately 20 cm at the marsh pond site, and
approximately 1 m at the embayment site. The cyclic DO functions for each habitat were
centered about different means to simulate changing DO levels with the tides. Rising and high
tides were assumed to have higher DO levels due to water influx and mixing, while falling and
low tides had lower DO due to respiration and stagnation. All habitats used the same DO cycle
that ranged between 6 and 9 mg/l (see channel in Figure 5.3) from November 15 through April
15 because there is
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reduced biological activity and little hypoxia during the colder months in the marshes (Manning,
pers. comm.; Chesney and Baltz 2001).
Tidal Inundation
Whether a habitat cell was inundated with water or not, and thereby accessible to
organisms, depended on the tidal stage and habitat type of the cell. Channel, creek, and pool cells
(i.e., water cells) were assumed to be always inundated with water. Edge cells were inundated
with water during rising, high, and falling tides. Marsh interior cells were only inundated with
water during high tide.
Tidal stage (low, rising, high, falling) was updated every six hours and based on the daily
probability of flooding and the tidal stage during the previous six hours. Each six hours a
random number was compared to the daily probability of flooding (Figure 5.2). If flooding
occurred then tidal staged was updated to reflect higher water levels (falling and low tides to
rising tide; rising and high tides to high tide). If flooding did not occur then tidal stage was
updated to reflect lowered water levels (falling and low tides to low tide; rising and high tides to
falling tide). Probability of flooding was a piece-wise linear function fitted to the averaged
fraction of hours flooded each month in a low-elevation hummocky Spartina sp. marsh in
southern Louisiana (Rozas and Reed 1993).
Zooplankton and Benthos
Two groups of zooplankton and three groups of benthos, plus modeled individuals of grass
shrimp and blue crabs (discussed later), comprised the prey in the model. The two zooplankton
groups represented nauplii (<0.5 mm) and copepodite stages (0.5-2.0 mm), while the benthos
groups represented small macrobenthos (harpacticoid copepods, benthic algae and detritus),
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a) Baseline Habitat Map

b) Degraded Habitat Map
34.8% loss
in edge
38% loss
in marsh

97.7%
more
open water
equal in
ponds

Figure 5.1 – (a) Baseline habitat map and (b) degraded habitat map used in the IBM. Each map
is comprised of 100×100 cells. Each cell represents a 4-m2 area such that the entire map
represents an area 200m wide by 200m long (equal to 40,000 m2 or 4 hectares). Each cell is
classified as either: channel (dark blue cells); creek (light blue cells); marsh edge (dark green
cells outlining all water cells); (4) marsh interior (bright green cells); or marsh surface pond
(yellow cells).
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Figure 5.2 - Simulated daily temperature (in degrees Celsius) and piece-wise linear functions
connecting the average monthly probability of marsh flooding (Pflood) estimated from Rozas and
Reed (1993).
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Figure 5.3 - Dissolved oxygen cycles used from April 16th through November 14th for different
tidal stages within habitat types. The DO cycles are plotted over 48 hours for (a) channel cells
(note: all habitat types have the same cycle as that of the channel from November 15th through
April 15th), (b) creek and marsh edge cells, and (c) interior marsh surface and ponds. (d)
Demonstrates the simulated cycle for creek habitat within the IBM with actual measurements
taken by the datasonde placed in the marsh creek site in East Bay, Florida during July-August,
2004 (Manning, pers. comm.). The red lines are dissolved oxygen cycles used for the cyclic DO
stress treatment. The cyclic DO stress treatment is applied from April 16th - November 14th.
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medium-sized infauna (polychaetes, burrowing bivalves, crustaceans), and mollusks (clams,
oysters) and gastropods. Average weight per individual and energy density were assigned to
each zooplankton and benthos group (Table 5.2). Average weight was used to convert from
densities to biomass; energy density was used to convert from grams prey to grams predator in
the bioenergetics equations for growth of predators.
Zooplankton and benthos group densities in each cell were updated hourly using a
discrete logistic population growth function with additional subtraction of losses due to
consumption by model individuals in that cell. The logistic function used an equilibrium density
and population growth rate to simulate densities over time (Table 5.2). Equilibrium densities
were constant over the year and differed among the habitat types of the model (Table 5.2). Field
estimates of zooplankton densities were multiplied by 1.5 and benthos by 2 to account for fish
consumption already included in the field values, and then multiplied by factors to account for
habitat differences. Marsh interior and marsh edge cells were assumed to have less zooplankton,
but more small and medium benthos; large benthos was assumed to be lowest in channels and
creeks. Daily turnover rates of all prey types were assumed to peak during the summer based on
a sinusoidal function of day (Table 5.2).
5.2.2. Species Processes
Spawning and Introduction of Transient Cohorts
Each day, individuals of grass shrimp, inland silverside, sheepshead minnow, and gulf
killifish were evaluated for spawning. At the beginning of the simulation, and when each new
surviving juvenile was introduced during the simulation, individuals were assigned a temperature
at first spawning. Temperatures were assigned to each grass shrimp, inland silverside, and
sheepshead minnow from triangular distributions, and to each gulf killifish as either the first
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Table 5.2 - (a) Average mass (g wwt/individual) and (b) equilibrium density (N*) estimated from
the literature and adjusted to represent peak values for the five base prey groups. Equilibrium
densities were adjusted by multipliers to simulate reduced and increased prey densities within the
five habitat types of the IBM. (c) Parameters describing turnover rate (r) used in logistic growth
functions with N* to estimate hourly prey concentration. r was calculated within the first hour of
each day and used for the remaining 23 hours. Dates and values of the minimum and maximum
r values simulated within the IBM. (d) Energy density (Joules/g wwt) of the five base prey types.

a) Mass (individual-1)

Small

Large

Small

Mid-sized

Large

zooplankton

zooplankton

benthos

benthos

benthos

9.54E-6a

7.95E-5a

2.25E-4b,c

0.0030c

0.080b

25,000

2,500e

22

b) Equilibrium densities (N* = numbers per m2)
179,300d
19,000d
Habitat multipliers:
Channel

1.2

1.2

1.0

1.0

0.68

Creek

1.0

1.0

1.0

1.0

0.72

Marsh edge

0.5

0.5

1.2

1.2

1.0

Marsh interior

0.17

0.17

1.2

1.1

0.72

Marsh pond

0.17

0.17

1.2

1.1

0.72

c) Parameters for turnover rate: r = a + b ⋅ sin(2π ⋅ day / d + c)
a = 0.0329g
a = 0.0249
a = 0.0329g
b = 6.9E-4
b = 6.9E-4
b = 0.0044
c = 4.02
c = 4.02
c = 4.503
d = 355.82
d = 355.82
d = 355.38

a = 0.0088
b = 0.0039
c = 5.959
d = 658.11

a = -0.1207
b = 0.1266
c = 1.3005
d = 4057.6

Day of peak r

215

215

189

200

175

Peak r value

0.0336

0.0336

0.0293

0.0127

0.00589

Day of minimum r

30

30

10

1

1

Minimum r value

0.0322

0.0322

0.0205

0.0076

0.00125

d) Energy density (Jprey)

2250

3684

4429

3690

5598

Sources: aMauchline (1998); bEstimated from Edgar (1990); cValiela (1995); dDagg and Govoni
(1996); eEstimated from Baustian (2005). Functions for hourly turnover rates of zooplankton
were centered on an hourly rate which was adjusted from a daily turnover rate of 0.8 d-1 (gDurbin
and Durbin 1981). I assumed a daily turnover rate for small benthos of 0.65 d-1, for mediumsized benthos of 0.26 d-1, and for large benthos of 0.095 d-1 because field estimates in the
literature were too low to sustain the predation levels of the model.
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possible day of spawning on March 1 or two weeks later. The minimum value for the triangular
distribution (Tmin) was equal to the temperature approximating the date marking the beginning
the season, and the mode (Tmode) and maximum (Tmax) were specified so peak spawning occurred
at the appropriate time of the year (Pattillo et al. 1997) and no spawning was initiated too late in
the year (Table 5.3).
On the first hour of each day, each individual was evaluated as to whether temperature
had exceed their temperature at first spawning and whether they were mature or not (determined
from their length, Table 5.1). The number of eggs spawned per brood was related to body
weight, and individuals continued to spawn at regular intervals (Table 5.3) until their maximum
number of broods was reached. Eggs from each female were followed as a cohort; while 20% of
the egg biomass was subtracted from both females and males. Spawners remained in their
locations and I randomly assigned their egg cohorts to prescribed cells (pond or edge for
sheepshead minnow and gulf killifish; edge or creek for inland silverside; and the mother’s cell
for grass shrimp).
Bay anchovy and blue crab did not spawn within the tidal marsh; rather their cohorts
were introduced into the tidal marsh grid during the simulation. Cohorts of bay anchovy feeding
larvae and cohorts of blue crab megalopae entered the marsh in randomly selected channel and
creek cells at initial densities of 100 larvae per cell (25 per m2) and 120 megalopae per cell (30
per m2). Ten cohorts entered per day beginning on March 1, peaking at 25 cohorts on July 1, and
tailing off to 10 cohorts on October 1 for anchovy and on September 7 for blue crab. Each cohort
remained in its assigned cell until the juvenile stage was reached.
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Table 5.3 - Parameter values related to reproduction in resident species (GS = grass shrimp; IS =
inland silverside; SM = sheepshead minnow; GK = gulf killifish). Spawning temperatures
represent the minimum, mode, and maximum of the triangular distribution. The number of eggs
per brood for a female is a function of her weight, and the functional form depends on the
species (see footnotes).
Brood Interval
Maximum No.
No. Eggs
Spawning Temperatures
(days)
spawning bouts
per brood
(Tmin,Tmode,Tmax)
GS
16.4, 25.0, 29.2
Eq. 7a
3a
af = 124.23a
bf = 540.94
cf = 1.765
IS
17.5, 20.0, 24.2
1b
6b
af = 181.45b
bf = 0.404
c
c
30
af = 1.704c
SM
16.0, 20.0, 24.0
4
bf = 0.6985
d
d,e
10
af = 21.87f
GK
0.5 at 17.3, 0.5 at 18.6
14
bf = 7.721
c

(b *W )

GS: Eggs = a f + b f *W f ; IS: Eggs = a f * e f
; SM and GK: Eggs = a f * ln(W ) + b f
(Tmin) approximates the temperature at the beginning of the spawning season in the Gulf of
Mexico for each species (Pattillo et al. 1997). Brood intervals, spawning bouts, and coefficients
for weight-dependent fecundity were estimated from: a Brouwer and Brown-Peterson (pers.
comm.); b Hubbs 1982; c Pattillo et al. 1997; d Greeley and MacGregor 1983; e Greeley et al.
1988; f Waas and Strawn 1983.
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Early Life Stages: Development
Rate of development of each resident and transient species cohort was temperaturedependent, and daily instantaneous mortality rates were specific to life stage. Egg, yolk-sac
larva, and feeding larva were followed for the resident species; bay anchovy and blue crab were
introduced as larva and megalopae. Fractional hourly development was computed based on
temperature (Table 5.1), and development to the next life stage occurred when the cumulative
value reached 1. Numbers of individuals in each cohort were updated hourly based on mortality
rates (Table 5.1). Survivors from each cohort became model individuals upon entering the
juvenile stage.
Juvenile and Adult Individuals: Growth
All newly entering juvenile individuals from each cohort were assigned initial weight and
length (Table 5.1), initial worth, a sex based on a ratio of 1:1, and a cell location randomly
selected for among the same habitat types as with spawning. Individual weight (grams wet
weight) was updated daily, and length [in mm TL, carapace width (CW) for blue crab] was
computed from weight using length-weight relationships (Table 5.1). Length and weight were
partially uncoupled because individuals could only lose weight within the model, and length was
increased once individuals reach their expected weight from their length. How initial worth was
assigned is described below.
The daily change in weight of each individual was determined by a difference form of a
bioenergetics equation:
Wt +1 = Wt + {[( J prey * Wt * (C − Eg − Ex − SDA)) − (Oxy * Wt * Rtot )] / J pred } * ∆t

(1)

where C was realized consumption (g /g per day). Egestion (Eg), excretion (Ex), and specific
dynamic action (SDA) were constant proportions of consumption. Rtot was total metabolism (g/g
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per day) and was computed as a power of weight, adjusted for temperatures, and multiplied by an
activity constant. Jprey, Jpred, and Oxy were the energy densities rates for the prey and predator,
and the energy conversion rate for respiration. ∆t was equal to one day. All terms were
evaluated hourly and accumulated in order to update weight daily, and all terms except
consumption rate used the formulations from the standard Wisconsin bioenergetics model
(Hanson et al. 1997). Bioenergetics models were adapted from previously published models and
converted to the formulations used in the Wisconsin Fish Bioenergetics Model 3.0 (Table 5.4).
Energy density (Joules/g) was specified for each species (Table 5.4) and each prey type (Table
5.2). Daily weight loss was not allowed to exceed 2% of body weight per day.
Daily consumption depended on the maximum consumption rate and prey biomasses, and
was determined by summing hourly consumption rates during each day. Maximum daily
consumption (Cmax) was determined in the first hour of each day using the usual weight and
temperature formulations of the Wisconsin model. Hourly consumption of each prey type j (Cj =
g prey per hour) was based on a Type II multi-species functional response (Holling 1965;
Abrams 1990) using Cmax:

Bj
C max
*V j
Gi
Kj
Cj =
n V *B
k
1+ ∑ k
Kk
k =1
W*

(2)

n

C = ∑C j

(3)

j =1

where Cj was the realized consumption rate of prey type j, Vj was the vulnerability (value of 0 or
1) of prey type j to the individual predator, Kj was the half-saturation constant for the individual
predator feeding on prey type j, Bj was the biomass of prey type j in the cell, Gi was the number
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Table 5.4 - Bioenergetics model parameters adapted for growth of the six model species. Submodels were sometimes re-fit from original sources to standardize model units to (g/g per day).
Model function
GS
IS
BA
SM
GK
BC
Munch
Vernberg and
and
Luo and
Madon
Brylawski
Source:
Piyatitorivukal
Conover
Brandt
Duffy
et al.
and Miller
1998
2002
1993
1998
2001
2003
Consumption (g/g/day)
for Cmax: aC
0.13775
0.233
0.41
0.149
0.20
0.35
-0.16455
-0.430
-0.33 -0.242
-0.25
-0.39
bC
2.0
2.0
3.25
2.4
2.22
2.0
CQ (Q10)
29
29
29
30
29
31
Topt
35
35
37
36
35
39
Tmax
Respiration (g O2/g/day)
aR
bR
RQ (Q10)
Topt
Tmax
ACT
SDA

0.01397
-0.1844
2.25
31
36
1.0
0.10

0.00313
-0.297
2.25
31
36
1.0
0.10

0.0115
-0.346
3.0
32
40
2.0
0.10

0.0096
-0.041
2.6
31
36
1.0
0.172

0.02
-0.17
2.25
30
36
1.25
0.10

0.00464
-0.29
5.32
34
39
4.6
0.175

Egestion/Excretion:
AF
BF

0.17

0.02

0.77
-0.40

0.10

0.10

0.378

AU

0.02

0.01

0.15

0.10

0.06

0.019

Energy Density:
Jpred (Joules/g)

3832.9

6756.0

4186.0

4100.3

5020.8

2416.0

Gut capacity (hrs):

6

8

8

3

3

4
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hours required for the stomach of species i to fill, and the summations of k=1 to n and j=1 to n
were over prey types. Juveniles and adults of each species were assigned vulnerabilities, and
value of the half-saturation constants were calibrated (Table 5.5). Realized consumption (C) by
the individual was the summation of consumption rates over all prey types and was accumulated
for each individual during the day (but not allowed to exceed Cmax). The biomass of prey
consumed by each individual predator within the cell was subtracted from the simulated hourly
prey biomass for the cell. Thus, an individual predator experienced the hourly prey density minus
that consumed by preceding individuals located within the same cell. Individuals were evaluated
for consumption in random order each day so that there was no bias in food available for
consumption based on the order of individuals within each species array.
Prey types were two groups of zooplankton, three groups of benthos, and modeled
individuals of grass shrimp and blue crabs (Table 5.6). Prey biomass (Bj) for zooplankton and
benthos were simply their simulated density times their assumed weight per individual. For each
predator, the biomass of modeled blue crab and shrimp available for consumption was
determined by summing their body weight times worth over all individuals that were had
vulnerability greater than zero, and whose length was less than specified predator to prey ratio
(0.22 for minnow and killifish; 0.40 for blue crab). Every modeled prey individual was evaluated
in random order and considered eaten as long as the accumulated biomass consumed of the prey
type was less than Cj.
Juvenile and Adult Individuals: Mortality
I modeled four sources of mortality for individuals: background mortality, stranding,
starvation, and predation by other model individuals. Constant background mortality (zB = day-1)
for juveniles and adults of each species was multiplied by habitat-specific multipliers to reflect
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added predation refuge in the vegetated habitats from transient predators and wading birds
(Table 5.1), and then used to decrement the worth of the individual. Stranding occurred if an
individual was in a marsh interior cell during low tide; a stranding mortality (zS) rate of 0.0005
per hour was applied to the worth of the individual and then the individual was moved to the
nearest water cell. Mortality of a model individual from starvation occurred when its weight fell
below half its expected weight for its given length. A total mortality of 100% was applied to
worth when the individual fell below the starvation threshold. Finally, when an individual was
eaten by other individuals its worth was adjusted to reflect consumption. If the worth of the
predator was more than the worth of the eaten prey individual, then the prey model individual
was removed from the simulation and the predator received a portion (worthprey/worthpredator) of
the prey’s weight in its hourly consumption. If the worth of the individual prey was worth more
than the predator, the predator consumed the weight of the prey and the worth of the prey was
decremented by the worth of the predator.
Juvenile and Adult Individuals: Movement
Individuals evaluated the growth and mortality conditions in neighboring cells each hour
and moved to cell with highest fitness. The number of cells in the neighborhood (n) was
computed from motility (m = 1 for length ≤75 mm TL; m = 2 for length > 75 mm), adjusted for
habitat of the cell (n=m edge or marsh; n=2m for creek or pond; n=3m for channel). Cells were
evaluated n cells in each direction from the current cell. Only inundated cells were included: all
cells at high tide; edge, creek, and channel for anchovy and silversides and all cells but interior
marsh for the other species at rising and falling tides; creek and channel for silverside and
anchovy and pond, creek, and channel for other species at low tide. Cells in a neighborhood were
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Table 5.5 - Half-saturation constants (K) for the functional response relationship (Eq. 2) for
juvenile and adult individual predators. K parameters were determined by calibration. Values of
K for all prey types are in grams per 4-m2 cell.
Prey type
Species Size or stage
SZ
LZ
SB
MB
LB
GS
SM
GK
BC
GS
Juvenile
50
45
Adult
IS

73

65

Juvenile

10.5

7.8

Adult

10.9

7.6

BA

Juvenile

46.5

26.8

SM

Juvenile

217

215

217

Adult

204

200

235

Juvenile

187

200

168

Adult

179

172

197

YOY<10 mm

400

420

494

10-40 mm

730

556

> 40 mm

780

625

GK
BC

146

60

17.5

55

24.5

727

138

1.9

860

135

1.8

evaluated in random order. I computed the expected fitness of each cell based on the current
conditions in the cell. Fitness included the effects of growth and mortality, projected until the
end of the year (Railsback and Harvey 2000). Fitness (ScoreC) was computed as the survival to
the end of the year (Surv) times the fraction of desired weight that would be achieved by the end
of year (FSize):
ScoreC = Surv * FSize

(4)

Surv was calculated as the probability of surviving all mortality sources except starvation for the
number of days until the end of the year:
Surv = ( S B * S S * S P ) 350 − DAY

(5)

where SB, SS, and SP were the daily survival probabilities for background mortality, stranding
mortality, and predation mortality, respectively. All survival probabilities were based on the
conditions in the candidate cell at the end of the previous hour. Probability of surviving predation
was approximated by the ratio of the number of all vulnerable individuals of the species of
interest (sum of worths) divided by the total number of blue crab and shrimp individuals eaten by
each predator in the cell during the previous hour. These fractions dying were converted to
instantaneous rates and summed over all predators in the cell to estimate SP.
Fraction of size attained at the end of the year (FSize) was Wexpected/Wdesired, where Wexpected
was determined by using the temperature and prey densities in the cell and applying the
bioenergetics model to project the weight at the end of the year. Wdesired was set to typical
average weights of YOY and age-1 individuals at the end of the year in December (Table 5.1).
As individuals selected new cells, the prey was temporarily updated as if they were truly
consumed. Only after all individuals were evaluated were all individuals moved and prey
densities updated permanently based on these new locations.
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Table 5.6 - Predator-prey interactions (+) simulated for individual juvenile and adult predators
within the model. + indicates a vulnerability equal to 1. SZ=small zooplankton; LZ=large
zooplankton; SB=small benthos; MB=medium-sized benthos; LB=large benthos; GS=grass
shrimp; IS=inland silverside; BA=bay anchovy; SM=sheepshead minnow; GK=gulf killifish;
BC=blue crab
Prey type
Species Size or stage
SZ
LZ
SB
MB
LB
GS
SM
GK
BC
GS
Juvenile
+
+
Adult
+
+
IS
Juvenile
+
+
Adult
+
+
BA
Juvenile
+
+
SM
Juvenile
+
+
+
Adult
+
+
+
+
+
GK
Juvenile
+
+
+
Adult
+
+
+
+
+
BC
YOY<10mm
+
+
+
10-40 mm
+
+
+
+
+
> 40 mm
+
+
+
+
+
Effects of DO
I included a limited subset of potential DO effects: brood interval and larval mortality
rate of grass shrimp and metabolic rates of all species. Based on an experiment using cyclic DO
exposures (Brouwer and Brown-Peterson, pers. comm.), I estimated relationships between larval
mortality rate (MortDO, hour-1) and brood interval (BroodDO, in hours) and DO:
MortDO = 5.5 E − 4 ∗ DO + 0.007

(6)

BroodDO = 350.476 + 255.06 / ln( DO)

(7)

For each spawning grass shrimp, the brood interval was determined each hour from Eq. 7 and the
DO in its cell. The inverse of the brood interval was summed each hour until the sum exceeded
1, when an egg cohort was created, and the sum was reset to zero. I also imposed a metabolic
multiplier on all individuals when they were located in cells with DO ≤ 5 mg/l to simulate
sublethal growth effects:
MetabDO = 1.7989 * DO-0.3622
148

(8)

I used only a subset of the possible DO effects to focus on how grass shrimp responses were
affected by food web and habitat changes. Simulation of the likely response of marsh tidal
community would require more effects (e.g., reproduction of the other species) to be imposed.
Numerics and Super-Individuals
In the first hour of each day, the total numbers of entering juveniles of each species were
summed over cohorts. The number of new model individuals of a species to be introduced was
set so that each model individual had an initial worth of 10. If less than 400 model individuals
were needed, the unused model individuals were distributed evenly over the remaining days of
the simulation (i.e., later days may have >400 as a maximum). If more than 400 model
individuals were needed, I used 400 but increased their worths so that their summed worth
equaled the total number of new juveniles that were to be introduced in the hour.
5.2.3. Model Simulations
Calibration: Baseline
I adjusted larval mortality, background mortality for juvenile and adult stages, and K
parameters until baseline model predictions resembled expected patterns and field data (Table
5.1 and 5.5). Desired patterns were: persistence of the six species over one year with peak
abundances occurring in appropriate seasons, reasonable habitat utilization, seasonal length
distributions, and diets. Predicted total abundance of each species in the first hour of each day
was plotted over time. On the days when total abundances during the year were at their minimum
and maximum values, averaged densities (number per m2) by habitat type were extracted and
compared to reported field-measured densities. I also compared averaged densities by 2-m
increments from the marsh edge for the ten high tides between July 14 and August 8 to field
values (Minello and Rozas 2002; Baltz, pers. comm.), and predicted length distributions by
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season to observed length distributions from field studies in Barataria Bay and Caminada Bay,
Louisiana (Baltz, pers. comm.; Caudill, pers. comm.; Hayden 1994; Gibson 1991; Shaw, pers.
comm.). Lengths in the simulation were recorded on the 15th day of each month and were
combined for the months within each season to obtain a single length distribution. For
sheepshead minnow and gulf killifish, data from the drop samples in Barataria Bay (Baltz, pers.
comm.) were combined with data collected from marsh edge habitats using liftnets in Barataria
and Caminada Bay (Caudill 2004; Shaw, pers. comm.). Data collected from drop samples used
for observed length distributions of grass shrimp, blue crab, inland silverside and bay anchovy
(Baltz, pers. comm.; Hayden 1994; Gibson 1991). Finally, averaged diets (by biomass) during
the month of August were computed for juveniles and adults of all species. August was a month
with high fish consumption rates because high numbers of small juvenile grass shrimp and blue
crab were available to predators.
Design for Model Simulation Treatments
Two simulation experiments were performed. The first experiment was a 2x2 factorial
design with baseline and lowered DO as one treatment, and baseline and degraded marsh as the
second treatment. The second experiment used two conditions from the first experiment
(baseline DO and baseline marsh; lowered DO and degraded marsh) with and without avoidance
of DO by all species. Lowered DO was simulated for all habitats by decreasing the minimums
and increasing the amplitudes, which caused larger diurnal fluctuations (Figure 5.3). Habitat
degradation was simulated by simply expanding the channels and creeks at the expense of
vegetated cells (Figure 5.1b). The ratio of water to vegetated cells went from 1:2.42 in baseline
to 1.26:1 in the degraded marsh. At an estimated loss of 0.86% vegetation per year (Turner
1997), this simulated reduction in vegetated area would take approximately 43 years. To remove
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avoidance behavior, the metabolic multipliers for all species were ignored during the evaluation
of growth in neighboring cells for movement, but then DO effects were imposed when growth
was computed for individuals. Simulation results were summarized with the survival from eggs
or cohort introduction to the number of recruits on October 15 (ROct) and total annual production
(Ptot = g wet weight*yr-1). I also show total abundances over time, mean weight at recruitment,
fecundity (eggs/brood), total egg production, and total numbers eaten and starved to help
understand the predicted responses in recruitment survival and production.
5.3 Results

5.3.1. Calibration: Baseline
All species showed peak abundances in late summer and early fall (Figure 5.4). The
predicted abundance of inland silverside showed three peaks that increased in magnitude over
the year due to spring spawning from large age-1 individuals initialized in the model, summer
spawning from initialized age-0 individuals, and fall spawning from individuals spawned early in
the year. Spawning from large age-1 and age-0 inland silversides is reported to occur in Gulf of
Mexico estuaries in spring and fall (Hubbs et al. 1971; Hubbs 1982). Grass shrimp comprised an
average of 68% of the total individuals over the year, gulf killifish and sheepshead minnow
comprised about 9%, and blue crab, inland silverside, and bay anchovy comprised about 5%
each. Peterson and Turner (1994) reported Palaemonetes sp. comprised 75% of the total number
of individuals in their flume net samples collected from the marsh surface, blue crab comprised
9.9%, and the remaining species were 2% or less. Baltz et al. (1993) used drop sampling and
reported bay anchovy were the fourth-most abundant at 9.1% of the total numbers collected and
inland silverside comprised 5.8%. Minimum and maximum densities in the habitats were

151

Total Abundance in Tidal Marsh Model(x105)
4
Total Abundance in Tidal Marsh Model (x10 )

4 .5

G rass S h rim p

4 .0
3 .5
3 .0
2 .5
2 .0
1 .5
1 .0
0 .5
0 .0
4 .5

In lan d S ilv ersid e
B ay A n ch o v y
S h eep sh ead M in n o w
G u lf K illifish
B lu e C rab

4 .0
3 .5
3 .0
2 .5
2 .0
1 .5
1 .0
0 .5
0 .0
0

50

100

150

200

250

300

350

D ays
Figure 5.4 – Total baseline abundances of juvenile and adult individuals predicted by the IBM
over one year for grass shrimp (top panel) and inland silverside, bay anchovy, sheepshead
minnow, gulf killifish, and blue crab (bottom panel). Grass shrimp were plotted separately so
that the seasonal trend could be better depicted for each species.
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generally within the range of observed densities for coastal Louisiana and Texas marshes (Table
5.7). Differences can be partially attributed to somewhat different averaging methods between
the model and field data.
Habitat utilization by the six species shifted as marsh edge and interior habitats became
available when inundated due to tidal stage (Figure 5.5). Grass shrimp, sheepshead minnow,
gulf killifish, and blue crab moved onto the marsh surface to feed when the marsh was inundated
at high tide, moved to tidal creeks and channels or remained within the marsh ponds at low water
levels, and stayed in edge habitat during rising and falling tides (Figure 5.5a,d,e,f). Field
observations suggest that all four species will move considerable distances over flooded marsh
surfaces for feeding and predation refuge (Kneib and Wagner 1994; Peterson and Turner 1994),
and individuals often remain in marsh ponds and interstitial waters on the marsh surface as the
tides recede (Kneib 1997,1984; Peterson and Turner 1994; Rozas and Minello 1997). In contrast,
inland silverside and bay anchovy were mostly located in channels and creeks, and moved into
the marsh edge when available (Figure 5.5b,c).
Predicted densities at high tide decreased with distance from the marsh edge for species
using the marsh interior, but patterns were less obvious for the open water-oriented bay anchovy
and silversides (Figure 5.6). During high tide, shrimp and blue crab moved onto the marsh
surface, and simulated densities declined with distance from edge similarly to that reported by
Minello and Rozas (2002) (Figure 5.6a,f). Predicted densities of minnow and killifish decreased
with distance from marsh edge, while observed densities were higher than those predicted
densities, and suggested either no relation to distance to edge or more complex habitat usage
patterns with distance from edge (Figure 5.6d,e). One difference was the assumption in the
model that all individuals left the marsh surface for water cells as the marsh drained. Simulated
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Table 5.7 - Minimum (top values) and maximum (bottom values) averaged densities (#/m2) predicted by the IBM for selected habitat
types (2nd column) which correspond to the dates for minimum and maximum numbers (see Figure 5.4) of grass shrimp (GS), inland
silverside (IS), bay anchovy (BA), sheepshead minnow (SM), gulf killifish (GK), and blue crab (BC). Observed densities (#/m2) are
summarized from field studies in Louisiana and Texas coastal marshes (3rd column) for general comparisons with the predicted values
from the IBM. Winter (WI) includes December-February; Spring (SP) includes March-May; Summer (SU) includes June-August;
Autumn (AU) includes September-November. Some seasonal observed densities were reported as single values within the studies,
while I averaged monthly values from some studies to report other observed seasonal densities.
Observed Density
Study site and reference
Species Model Habitat Predicted Density
GS
marsh edge
7 (May 20)
23.6 (SP); 70.6 (AU)
Galveston Bay, TX (Rozas and Zimmerman 2000)
65 (July 19)
43.6 (SP); 47.6 (AU)
East Bay, TX (Rozas and Zimmerman 2000)

IS

BA

58.7 for all seasons, sites

LA and TX estuaries (Minello 1999)

10 (SU); 55.8 (WI)

Barataria Bay, LA (Hayden 1994)

70 peak in SU

Galveston, TX (Zimmerman and Minello 1984)

channel and
creeks

0.3 (March 26)
3.5 (Sept 14)

0.2 (March); 2.7 (June)

Pipeline canals in LA (Rozas and Reed 1994)

flooded marsh
edge

0.4 (March 26)
6.2 (Sept 14)

0.24 for all seasons, sites

LA and TX estuaries (Minello 1999)

1.7 (WI); 12 (SP-SU)

Barataria Bay, LA (Baltz et al. 1993)

channel and
creeks

0.05 (April 10)
2.5 (Sept 2)

1.1 (October)
15 (September)

Galveston Bay, TX (Rozas and Zimmerman 2000)
East Bay, TX (Rozas and Zimmerman 2000)

flooded marsh
edge

0.05 (April 10)
3.5 (Sept 2)

2.4 for all seasons, sites

LA and TX estuaries (Minello 1999)

11.5 (March); 8.4 (MayJune); 66.5 (October)
2 (WI); 12.5 (SU-AU)

Pipeline canals in LA (Rozas and Reed 1994)

154

Barataria Bay, LA (Baltz et al. 1993)

(Table continued)
SM

GK

BC

marsh interior,
edge, ponds

marsh interior,
edge, ponds

marsh edge

2.0 (April 25)
5.2 (August 28)

2.8 (April 25)
6.2 (August 20)

0.6 (March 25)
3.3 (June 30)

2.3-4.6 (SP)
3.2-2.8 (AU)

5m-10m in from marsh edge of bayou in
Galveston Bay, TX (Minello and Rozas 2002)

2.0 (October)

Galveston Bay, TX (Rozas and Zimmerman 2000)

0.2-0.73 all seasons, sites

LA and TX estuaries (Minello 1999)

3.45 (SP); 0.65 (AU)

5m-10m from marsh edge of bayou in Galveston
Bay, TX (Minello and Rozas 2002)

1.0 (May); 0.8-2.4
(October)

Galveston Bay, TX (Rozas and Zimmerman 2000)

0.98 all seasons, sites

Minello (1999)

2.6 (SP); 8.1 (AU)

1m from marsh edge of bayou in Galveston Bay,
TX (Rozas and Zimmerman 2002)

2 (May); 7.3 (Oct)
0.4 (May); 0.7 (Oct)

Galveston Bay, TX (Rozas and Zimmerman 2000)
East Bay, TX (Rozas and Zimmerman 2000)

6.2 all seasons, sites

Minello (1999)

1.3 (WI); 5.8 (SU)

Hayden (1994)

0.5 (May); 18 (August)

Barataria Bay, LA (Gibson 1991)

155

and observed silverside densities peaked in marsh edge during high tide, although simulated
densities were higher in water cells moving away from the edge (Figure 5.6b). Simulated bay
anchovy densities were lower than observed, and neither the simulated nor observed showed a
consistent pattern with distance from edge (Baltz, pers. comm.) (Figure 5.6c).
The ranges in predicted and observed lengths by season were generally similar, although
there were differences in the shapes of the frequency distributions (Figure 5.7). Predicted
lengths of grass shrimp were shorter than observed lengths in the summer and fall (Figure 5.7a),
likely due to the inclusion of all small individuals in the model results. Predicted and observed
blue crab lengths were quite broad in winter and spring, relatively narrow in summer, and still
showing very small crabs in the data for fall (Figure 5.7b). Blue crab introduction stopped by
September 7 in the model, which may have been too early. Minnow and killifish length
distributions showed a sufficient degree of overlap (Figure 5.7c,d), considering the small
observed sample sizes. The difference in distribution peaks for minnow in spring and summer
suggested that spawning occurred later than in the model than in the field data (Figure 5.7c).
Predicted length distributions of killifish were dominated by smaller juveniles around 15 to 45
mm in summer and fall, whereas observed lengths were more broadly and evenly distributed
(Figure 5.7d). Predicted length distributions of silversides and anchovy were generally similar to
observed distributions, with the exception of bay anchovy lengths in the spring when simulated
lengths were shorter than those found in drop samples (Figure 5.7f).
Inland silverside and bay anchovy consumed small and large zooplankton, while the
other species ate primarily small and medium-sized benthos (Figure 5.8). There was little
difference in the diets of juveniles versus adults of the same species. Grass shrimp and blue crab
were also part of adult minnow, killifish, and crab diets in August. Grass shrimp made up 4% of

156

Density (#/m2)

120
105
90
75
60
45
30
15
0

a) Grass shrimp

10

b) Inland silverside

8
6
4
2

8
6
4
2
0
10

e) Gulf killifish

8

Channel
Creek
Edge
Marsh
Pond

6
4
2

0
7

d) Sheepshead minnow

0

c) Bay anchovy

5

6

f) Blue crab

4

5
4

3

3

2

2

1

1

0

0
145 160 175 190 205 220 235 250 265 280

145 160 175 190 205 220 235 250 265 280

Calendar Day

Calendar Day

Figure 5.5 – Densities (#/m2) by habitat type (legend in panel b) for juvenile and adult (a) grass
shrimp, (b) inland silverside, (c) bay anchovy, (d) sheepshead minnow, (e) gulf killifish, (f) blue
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the adult killifish diet, while blue crab made up 6.5% of the large juvenile crab diet and nearly
36% of the adult crab diet (Figure 5.8). August was a month with high abundances of newly
settled juvenile shrimp and crab individuals.
5.3.2. Simulation Experiments
Lowered DO under baseline habitat conditions caused increased blue crab recruitment
and reduced total annual production for grass shrimp, minnow, and killifish (slope of solid lines
in Figure 5.9). The reduced production of grass shrimp, minnow, and killifish was due to fewer
individuals (Figure 5.10a,d,e) and reduced growth rates. Mean weights at recruitment were
reduced under lowered DO for all species except silversides (Table 5.8), and numbers dying
from starvation increased dramatically for grass shrimp (Table 5.9). Abundance of grass shrimp,
inland silverside, sheepshead minnow, and gulf killifish were also reduced under the lowered DO
simulation (red lower than black lines in Figure 5.10d,e), but this was not evident in the survival
to recruitment (Figure 5.9a,b,d,e), which remained relatively unchanged between baseline and
lowered DO simulations. Shrimp, minnows, and killifish showed reduced fecundity (eggs per
brood) under lowered DO, and with the lowered abundances, all four resident species showed
reduced total egg production (Table 5.10). The slowed growth and reduced abundances of
killifish and minnows, the major predators on blue crabs, resulted in increased blue crab
recruitment (Figure 5.9f) and higher blue crab abundances (Figure 5.10f). The total number of
blue crab eaten under baseline conditions was 329,277, while the total eaten was reduced to
298,837 in the lowered DO simulation (Table 5.11).
Habitat degradation under baseline DO (closed versus open circles for baseline DO in
Figure 5.9) benefited silverside survival to recruitment and annual production, benefited bay
anchovy production, and reduced production of blue crabs. In general, the remaining three
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Figure 5.8 – Averaged percent diet by weight for August by life stage for the six species. a)
juvenile stage and b) adult stage for grass shrimp (GS), inland silverside (IS), bay anchovy (BA),
sheepshead minnow (SM), gulf killifish (GK), and blue crab (BC). SZ = small zooplankton; LZ
= large zooplankton; SB = small benthos; MB = medium-sized benthos; LB = large benthos; GS
= grass shrimp; BC = blue crab.
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species (grass shrimp, sheepshead minnow, gulf killifish), which were all highly-associated with
vegetated marsh habitats, did not show much response to degraded habitat.
Increasing open water habitat in the marsh (i.e., more channel and creek cells) caused
large increases in total annual production of silverside and anchovy (Figure 5.9h,i). The
silverside response was due to increased recruitment (Figure 5.9b), higher total egg production
(10.3 million to 11.9 million, Table 5.10), and associated higher abundances (green line in Figure
5.10b), coupled with faster growth. Mean weight at recruitment increased from 0.2 grams under
baseline to 0.3 (Table 5.8). The anchovy response of increased production was due to faster
growth (0.34 grams at recruitment to 0.47, Table 5.8), while recruitment (Figure 5.9c) and total
abundance (Figure 5.10c) did not change much. It is not clear why blue crab production was
reduced under degraded habitat. Total abundance actually increased (Figure 5.10f), and survival
to recruitment (Figure 5.9f), number starving (Table 5.9), mean weight at recruitment (Table
5.8), and number eaten (Table 5.11) appeared similar between baseline and degraded habitat.
Examination of the combined effects of lowered DO and degraded habitat showed some
suggestion of interaction effects. Interaction effects occurred if the two lines (solid and dotted) in
Figure 5.9 were not parallel. Examples included relatively strong interaction effects in silverside
recruitment and production, and weaker interaction effects in shrimp and anchovy recruitment. I
used these as examples to illustrate potential interaction effects; they were of moderate
magnitude and other species responses could have been included. For most of the other species,
whether the habitat was baseline or degraded did not greatly change how the species responded
to lowered DO (i.e., dotted lines and sold lines in Figure 5.9 nearly parallel to each other).
Shrimp and silverside recruitment,and silverside total production, decreased more
between baseline and lowered DO when habitat was degraded than when habitat was at baseline
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(steeper slope of dotted line than solid line in Figure 5.9b,h). Shrimp total abundance was lowest
under the combined effects of lowered DO and degraded habitat (blue line in Figure 5.10a).
Degraded habitat conditions resulted in more habitat for silversides, and total abundance under
lowered DO and reduced habitat resembled baseline total abundances (Figure 5.10b), and
recruitment survival and production were higher under degraded habitat than under baseline
habitat (Figure 5.9b,h). However, the response to lowered DO under degraded habitat caused a
greater relative reduction in survival to recruitment and production than under baseline habitat.
Anchovy survival to recruitment showed a different interaction effect than shrimp and
silverside in that degraded habitat caused a smaller (rather than larger) response to lowered DO
(Figure 5.9c). Survival to recruitment remained the same under baseline and lowered DO when
habitat was degraded (flat dotted line), while lowered DO caused a decrease in recruitment
survival under baseline DO (downward sloping solid line).
Whether individuals avoided low DO or not substantially affected the responses of
recruitment survival and production of the two prey species (grass shrimp and blue crab), but not
the other species (Figure 5.11a,g,f,l). Avoidance behavior of low DO conditions had little effect
on changes in survival to recruitment or total annual production of inland silverside, bay
anchovy, sheepshead minnow, and gulf killifish (Figure 5.11). Growth was reduced in minnow,
killifish, and anchovy when low DO was not avoided, as expected as they should suffer higher
metabolic rates in low DO water. Mean weight at recruitment was similar between avoidance
and no avoidance under baseline conditions; however, mean weight at recruitment under lowered
DO and degraded habitat was lower under no avoidance than under avoidance (0.23 versus 0.38
for anchovy; 0.36 versus 0.40 for minnow; 0.39 versus 0.51 for killifish, Table 5.8). Fecundity
and total egg production was not greatly affected by avoidance versus no avoidance (Table 5.10),
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Table 5.8 – Mean weights (in g wwt) of juvenile recruits on October 15th for all simulations
included in both simulation experiments.

Baseline
(avoid)
0.02

Low DO/
Baseline
Habitat
(avoid)
0.01

Habitat
Degradation/
Baseline DO
(avoid)
0.02

Low DO/
Habitat
Degradation
(avoid)
0.01

Baseline
(no avoid)
0.02

Low DO/
Habitat
Degradation
(no avoid)
0.01

Silverside

0.20

0.22

0.30

0.20

0.21

0.21

Bay anchovy

0.34

0.19

0.47

0.28

0.35

0.23

Minnow

0.50

0.41

0.47

0.40

0.48

0.36

Gulf killifish

0.85

0.53

0.80

0.51

0.81

0.39

Blue crab

0.31

0.25

0.33

0.24

0.34

0.23

Grass shrimp

Table 5.9 – Total number of juvenile (top value) and adult (bottom value) individuals dieing
from starvation over 350 days for all simulations included in both simulation experiments.
For blue crab, the top values are for small juvenile crabs (<=10 mm CW), the second line of
values is for large juveniles (10 < mm CW <= 40), and the last line is for adults.

Grass shrimp
Silverside
Anchovy
Minnow
Gulf killifish
Blue crab

Baseline
(avoid)
0
9580
7509
2857
31,869
--28.27
32
0
0
0
0
87

Low DO/
Habitat
Baseline Degradation/
Habitat
Baseline DO
(avoid)
(avoid)
173,886
0
24,708
8280
2934
7688
2191
2383
31,275
22,503
----0
0
1231
61
0
0
5265
0
0
0
1285
0
199
93
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Low DO/
Habitat
Degradation
(avoid)
164,477
29,914
4370
2292
22,385
--0
1365
0
6747
0
1605
217

Baseline
(no avoid)
0
10,951
7510
2813
30,935
--0
59
0
0
0
0
90

Low DO/
Habitat
Degradation
(no avoid)
219,338
24,843
4293
2283
21,223
--0
2780
0
10,510
0
2046
227

Table 5.10 – Total egg production (top values) and average fecundity (number of eggs per brood
per female, bottom values) for resident species over 350 days for all simulations included in both
simulation experiments.
Low DO/
Habitat
Low DO/
Low DO/
Baseline Degradation/
Habitat
Habitat
Baseline
Habitat
Baseline DO Degradation
Baseline
Degradation
(avoid)
(avoid)
(avoid)
(avoid)
(no avoid)
(no avoid)
Shrimp
16,238,994 9,986,708
15,906,241
9,269,359 15,245,464 9,471,057
282.1
268.9
280.2
264.9
275.0
266.8
Silverside 10,351,889 8,803,084
11,936,854
11,069,827 10,372,047 10,539,777
480.3
498.5
466.9
469.9
480.0
475.9
Minnow
272,896
246,206
266,563
237,732
270,332
229,651
1.82
1.62
1.79
1.58
1.80
1.52
Killifish
3,065,142
2,770,603
3,000,309
2,687,410
3,034,743
2,639,298
40.8
36.9
40.5
36.1
39.7
35.3

Table 5.11 – Total number of grass shrimp and blue crab killed by predation over 350 days for
all simulations included in both simulation experiments.

Baseline
(avoid)

Low DO/
Baseline
Habitat
(avoid)

Habitat
Degradation/
Baseline DO
(avoid)

Shrimp

256,039

33,534

270,555

60,075

200,774

39,691

Crab

329,295

298,944

336,106

301,686

332,685

282,532
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and total abundance of anchovy was unaffected by avoidance while total abundances of
sheepshead minnow and gulf killifish were slightly reduced (red vs. blue lines in Figure 5.12).
Avoidance versus no avoidance affected predicted survival to recruitment of grass
shrimp. Shrimp survival to recruitment was predicted to decrease from baseline to lowered DO
and degraded habitat conditions, but the decrease was steeper under no avoidance than under
avoidance (crossing lines in Figure 5.11a). The effect of lowered DO between avoidance and no
avoidance was similar on weight at recruitment (0.02 to 0.01 versus 0.02 to 0.1, Table 5.8), egg
production (16 million to 9 million versus 15 million to 9 million, Table 5.10), fecundity (282.1
to 264.9 versus 275.0 to 266.8, Table 5.10), and total numbers eaten (256,039 to 60,075 versus
200,774 to 39,691, Table 5.11) were similar. The major difference appeared to be in the
starvation of juvenile shrimp (0 to 164,477 under avoidance versus 0 to 219,338 under no
avoidance, Table 5.9).
No avoidance actually caused lowered DO to benefit blue crab recruitment and
production. Under the lowered DO and degraded habitat condition, no avoidance resulted in
higher blue crab abundances (Figure 5.12f). Lowered DO caused an increase in blue crab
recruitment, but the increase was more dramatic under no avoidance. Lowered DO also caused a
reduction in production with avoidance, and no avoidance reversed this to an increased
production (Figure 5.12l). Direct exposure to low DO due to lack of avoidance had small effects
on blue crab growth. Lowered DO caused mean weight at recruitment to go from 0.31 grams
under baseline to 0.25 with avoidance and similarly from 0.34 to 0.23 under no avoidance (Table
5.8). Numbers of blue crab that starved to death also did not show a large difference in the
response to lowered DO between avoidance and no avoidance (Table 5.9). Increased recruitment
survival and total abundances seemed to be due to relaxed predation on blue crabs due to
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smaller-sized and fewer sheepshead minnow and gulf killifish (i.e., blue crab predators).
Lowered DO resulted in numbers of crab eaten to go from 329,295 to 301,686 under avoidance
(Table 5.11), and a larger reduction under no avoidance (332,685 to 282,532). The relaxed
predation pressure under the no avoidance enabled blue crab abundance to increase because its
predators were more sensitive to the effects of lowered DO.
5.4 Discussion

Baseline model results were reasonably similar to field data. Total abundances over time,
densities by habitat type, and numerical species composition, in the baseline simulation were
within the range of reported values for Texas and Louisiana coastal marshes (Figure 5.4, Table
5.7). Simulated habitat utilization as distance from edge was roughly consistent with reported
field patterns (Figure 5.6). All species were simulated as closed populations on the marsh so that
numbers, densities, and community composition over time were determined by growth and
mortality operating over time on the initial abundances, spawning of residents, and cohort
introductions of anchovy and blue crab. The objective was the development of general model of
the tidal marsh community dynamics, and thus I sacrificed the ability for rigorous site-specific
model-data comparisons for increased generality of the model results. Also, there is not a single
location that has a complete set of information needed for model configuration, estimation,
calibration, and validation. Calibration was considered successful using the general goal of
order-of-magnitude and qualitative agreement between simulated and observed values.
The assumption that all individuals on the marsh surface left for water cells as the marsh
drained likely caused the differences between the predicted and observed trends in minnow and
killifish densities at distances from marsh edge (Figure 5.6d,e). Despite the difference in the
distance trends, general patterns of habitat use with tidal inundation and use of the marsh surface
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and ponds (Figure 5.5) was similar to that found in the field (Kneib and Wagner 1994; Peterson
and Turner 1994). Changing individual motilities and movement strategies could change species
distribution and habitat utilization. I would like to further evaluate individual movement based
on trade-offs between predation and growth (Halpin 2000; Zimmerman et al. 2000; Kneib 1987)
so that I can compare the resulting modeled species distributions with observed distributions for
Louisiana tidal marshes.
Differences in predicted and observed length distributions in some seasons (Figure 5.7)
are likely due to both the assumptions of the IBM and the small sample sizes and selection bias
of the sampling gear. Spawning season and cohort introduction in the IBM were based on
general life history and spawning information from the literature, and simulated mortality and
growth rates that determine the seasonal length distributions could be inaccurate. Speciesspecific information on stage survivals and spawning for coastal Louisiana would be useful for
future model corroboration. I do not allow for individuals to move into and out of the system,
with exception of the introduction of transient anchovy and crab cohorts and removal of the
species upon maturity, so I simulated closed populations over the year that is dictated in number
by small juveniles spawned from the resident females and introduced incrementally over time as
larval cohorts. In nature, there is likely more movement and mixing of species in and out of the
system, especially silverside and anchovy that tend to move in and out of shallow inlets and bays
of estuaries (Pattillo et al. 1997). Sample sizes were often small (Figure 5.7) and collected
primarily in the marsh edge and channel (Hayden 1994; Gibson 1991; Baltz, pers. comm.; Shaw
and Caudill, pers. comm.). Additional length data on grass shrimp, sheepshead minnow, gulf
killfish, or blue crab from the marsh surface or ponds would help evaluate the baseline
simulation. Shrimp, minnow, and killifish adults spawn in shallow marsh pools and reaches of
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the tidal creeks (Kneib 1997; Pattillo et al. 1997; Greeley and MacGregor 1983). Small juveniles
of the four species often remain in shallow pools and interstitial marsh waters to avoid predation
(Halpin 2000; Kneib 1987). Considering that the populations in the IBM were closed and I used
observed values collected by different gears in limited habitats, most seasonal length
distributions showed sufficient agreement.
Intraguild predation was evident in killifish and blue crab, and to a lesser extent in
sheepshead minnow, as juveniles competed with each other and juvenile grass shrimp and then
preyed upon the juvenile shrimp and crab as they outgrew their competitors (Figure 5.8).
Empirical evidence supports the model results. In Atlantic salt marshes, Fundulus heteroclitus
compete for benthic prey with grass shrimp as juveniles and then prey upon the shrimp as they
outgrow their competitors (Kneib and Warner 1997; Kneib 1986). Cannibalism has been
identified as a major source of predation mortality in blue crabs (Mansour and Lipcius 1991),
with blue crab comprising an estimated average of 11% of the total diet in large blue crabs in
Florida (Laughlin 1982) and 26% of the crab diet in experimental tanks set up to represent
moderate to high densities of blue crab (Mansour and Lipcius 1991).
Developing a model of this type highlights information gaps. The bioenergetics of each
species was adapted from existing models, sometime for related species, and always for locations
other than the Gulf of Mexico. Munch and Conover (2002) showed energetic rates and growth
potential were different for Atlantic silverside populations in Nova Scotia versus in South
Carolina. Species in the northern Gulf of Mexico experience protracted growing seasons and a
mild climate year-round; bioenergetics model specific to such conditions would improve the
simulation of growth in the model. Several members of simulated community seem surprisingly
uncoupled from each other. For example, the dynamics of bay anchovy, which spawn outside of
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the marsh area and consume mostly zooplankton, seemed detached from the food web dynamics
involving the other species. Are the two transient species really needed in the model? Detailed
length data, growth information, diet analysis, and perhaps field-based experiments would allow
confirmation as the appropriate degree of coupling among the species in the marsh community.
Directed field studies on the densities of the species across all habitat types for contrasting water
level conditions would also enable more rigorous evaluation of the movement algorithm. Finally,
I used the immediate DO value in the cell to impose effects; a more detailed approach to
integrating the exposure from fluctuating stressors is needed (e.g., Breck 1988; Mancini 1983).
Starvation levels for grass shrimp and anchovy were likely too high in the IBM
simulations (Table 5.9). Starvation levels in the IBM were high for three reasons. First, the
super-individual approach has trouble dealing with threshold mortality effects (Scheffer et
al.1995). It is not clear how to adjust the worths of individuals when their body weight goes
below one-half of their expected weight for their length. Many individuals lost weight during the
summer months when warm temperatures increased metabolic demands, the metabolism
multiplier for low DO further reduced growth. I simply killed all of the super-individual worth
(100%), which if a model individual gets stuck in a bad region on the grid, can result in hundreds
of deaths by starvation. Second, starvation was also likely escalated, especially for bay
anchovy, because I simulated a closed system where individuals could not move out when
conditions worsened. Whether individuals died from starvation or poor health or were just more
vulnerable to mortality longer likely does not affect my conclusions. Finally, bioenergetics
models do not predict weight loss very well, as the physiology of individuals change under very
low food conditions, which is not captured well by bioenergetics model formulations.
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Two areas for expansion of the environment represented in the model are water
temperature and how water level fluctuations are represented. All cells in the grid experienced
the same daily temperature. Temperatures can vary diurnally and by depth as water mixes with
the tides. The marsh grid was represented as two-dimensional, with the third dimension of depth
greatly simplified to being flooded or not. Specifying the surface elevation of each cell (i.e.,
bathymetry), and using a time series of continuous water levels as input, would allow for water
depth to be computed dynamically in each cell. Surface elevation can vary within the same
habitat types e.g., edge cells), and elevations can change with erosion and undercutting from
increased wave action and water levels due to storms and prolonged cold fronts (Watzke 2004).
Explicitly representing water depth in each cell over time would likely add more realism to
movement, and allow for easier simulation of scenarios related to changes in water levels, sea
level rise, and marsh degradation and restoration. Marsh surface elevation and water levels
would add an important third dimension that can affect the species movement and access to the
marsh, feeding and interactions (Birdsong 2004; Benfield and Minello 1996; Minello et al.
1994).
My simulation analysis demonstrated how population-level effects can be predicted from
individual-level responses to changing conditions. Specifically, I showed how reproductive
effects on grass shrimp and growth reductions due to low DO exposure (which varied spatially
and temporally) can be scaled to population responses, taking into account spatial heterogeneity
in habitat and community (food web) interactions. Simulations were performed to determine the
population responses to lowered DO under baseline and degraded marsh conditions. My analysis
illustrated how a simulation model can be used to examine the population responses to multiple
stressors within a dynamic food web. The stressors examined in this chapter were purposely kept
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general and simple. I restricted DO effects to certain aspects of shrimp reproduction and the
same metabolic multiplier for all species, and only simulated one level of lowered DO and
habitat degradation. While low DO causing increased metabolic costs (Wannamaker and Rice
2000; Breitburg et al. 1994; Pihl et al. 1991) and reduced growth rate (Peterson 1990; Stierhoff et
al. 2003) is well documented, there are also species differences and many other possible effects
of low DO that I ignored. The simulations reported in this chapter did not include enough effects
and species differences to be considered predictions of how the marsh community would respond
to lowered cyclic DO. Rather, I used two simple simulation experiments to demonstrate how
population responses to multiple stressors can be scaled from individual-level responses and
foodweb interactions.
In addition to the general metabolic multiplier on all individuals under low DO, I
included DO effects on the reproduction of grass shrimp. I had available the results of an
experiment specifically designed to provide information to the modeling (Brown-Peterson and
Brouwer, pers. comm). There are relatively few laboratory studies that examine the effects of a
fluctuating stressor (Panter et al. 2000; Seager and Maltby 1989), even though many water
quality-related stressors regularly vary in magnitude in the field. I focused on grass shrimp
reproduction because grass shrimp reproduction and early life stages are relatively sensitive to
low DO levels (Brouwer and Brown-Peterson, pers. comm.; US EPA 2000), and grass shrimp
and other marsh residents are frequently exposed to hypoxic waters that show diurnal cycles
during the summer months (Brown-Peterson et al. 2005; Smith and Able 2003; Halpin and
Martin 1999). More realistic simulation of the community would need to account for low DO
effects on other processes of shrimp and the other species.
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Model simulations from the two simulation experiments illustrated a wide variety of
population responses, some mediated by habitat and food web interactions and others seemingly
unaffected by indirect effects. Lowered DO under baseline habitat conditions generally reduced
production (Figure 5.9) and abundances of species (Figure 5.10), except for blue crabs. Reduced
production of grass shrimp, sheepshead minnow, and gulf killifish was due to reduced total egg
production, fewer juveniles and adults, and slowed growth. This seemed to be intuitively
reasonable sequence of responses to how effects of low DO was imposed on individuals.
Unexpected was the response of blue crab, which showed increased survival to recruitment
(Figure 5.9) and higher abundances (Figure 5.10) due to relaxed predation pressure from the
fewer and smaller minnow, killifish and blue crab. The relatively high rate of cannibalism by
blue crab has the potential to further complicate their response. Mortality due to killifish and blue
crab predation was extremely high for small juvenile crab, with simulations predicting predation
mortality to be around 99%. I did not have quantitative evidence to support the high predation
values on small crab, although field studies report crab remains in the diets of killifish, minnow,
and blue crab (Laughlin 1982; Levine 1980), with blue crabs comprising 11% of the total diet of
larger crabs (Laughlin 1982).
An example of a surprising response was that the marsh-resident species did not respond
to reduced habitat, while the open water-oriented species (anchovy and silversides) did respond.
Inland silverside and bay anchovy populations largely benefited from habitat degradation (Figure
5.9b,c,h,i) due to some combination of increased recruitment, higher total egg production, and
faster growth. Silversides and anchovy were likely artificially habitat limited (prey limited)
under baseline conditions in the IBM. The lack of response of marsh edge and surface oriented
species (shrimp, minnow, killifish, and blue crab) to reduced vegetative cells was surprising,
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although in hindsight it appears that what I thought was a significant loss of their habitat was not
important to their dynamics (Figure 5.9). Although the vegetated marsh habitats were degraded
by more than 35% each (Figure 5.1b), the marsh was not degraded to a level that caused
significantly more prey limitation. There were ample benthos prey in the model, and grass
shrimp, sheepshead minnow, gulf killisfish, and blue crab foraging general enough, that loss of
marsh surface and edge in the degraded habitat simulations did not cause prey limitation. Others
have discussed how many species associated with the marsh are generalist omnivores that are
feeding in a highly productive system (Kneib 1997; Halpin 2000; Haas et al. 2004). Additional
simulations with greater losses of vegetation, and with more realistic ways to degrade and
fragment the marsh (e.g., subsidence and sea level rise effects), would be useful.
Whether habitat was baseline or degraded did not greatly affect predicted responses to
lowered DO except for silversides and anchovy. Silverside recruitment and production
decreased more between baseline and lowered DO when habitat was degraded than when habitat
was at baseline (Figure 5.9b,h); yet, habitat degradation dampened the response to lowered DO
in anchovy recruitment (Figure 5.9c). Interaction effects are of great ecological interest,
sometimes preclude simple interpretation, and can greatly complicate our ability to predict
population responses to stressors. Knowing which species might show an interaction response
and under what conditions remains a challenge in community ecology (Agrawal et al. 2007; Bell
and Eggleston 2005).
Including avoidance behavior or not illustrated how habitat can cause indirect effects.
Whether avoidance behavior was included or not had little effect on predicted population
responses to low DO, except for grass shrimp and blue crab. The reduction in grass shrimp
recruitment to lowered DO was steeper under no avoidance, while no avoidance buffered the
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responses of blue crab production (crossing lines in Figure 5.11a,l). Grass shrimp seemed to
suffer the direct effects of low DO quite strongly. In contrast, the highest production for blue
crabs was under the worst habitat conditions (lowered DO and degraded habitat) and when blue
crabs (and all others) did not avoid low DO. The relaxed predation pressure under the no
avoidance enabled blue crab abundance to increase because its predators were more sensitive to
the effects of lowered DO.
The IBM described in this chapter would be considered complicated by many ecologists
and modelers. The next steps involve a period of refinement and further application. Major steps
in refinement are to move to 3-dimensional marshscape, revisit the bioenergetics (e.g.,
starvation, silverside production), refine the exposure of individuals to fluctuating stressor levels,
and improve the movement algorithm. More complicated exposure submodels exist (e.g., Breck
1988; Mancini 1983) that can be added to the IBM. Several large-scale field studies are
underway that will provide new information on the habitat utilization and spatial distribution of
key marsh species, and further theoretical work is needed on survival versus growth trade-offs in
the movement algorithm. Additional applications will involve using the model to examine how
changes in river pulsing, and thus water level fluctuations, affect marsh productivity, and to
examine more complicated hypoxia and multiple stressor scenarios. Methods for scaling
individual-level effects to population and community responses that include indirect effects are
necessary for proper comparison of the ecological risks associated with multiple stressors that
fluctuate and vary spatially.
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CHAPTER 6. – A COMPARISON OF STAGE-BASED MATRIX AND INDIVIDUALBASED MODELS: EVALUATION OF SPATIAL HETEROGENEITY AND FOODWEB
INTERACTIONS ON POPULATION RESPONSES
6.1 Introduction

Matrix projection models are used extensively for management and risk assessment of
fish populations (Quinn and Deriso 1999; Raimondo and McKenney 2005). Matrix models are
relatively simple to construct, and make use of readily-available information such as age or
stage-specific survival estimates, growth, and reproduction. Equilibrium (eigenvalue) analysis of
matrix models generates many useful metrics about population dynamics, such as the population
growth rate, stable age or stage distribution, elasticities, and reproductive values by age or stage.
Elasticity analysis of the matrix elements allows for identification of important life stages or age
classes within the population to help direct conservation and management efforts of aquatic
organisms (e.g., Crowder et al. 1994; Fujiwara and Caswell 2001; Rogers-Bennett and Leaf
2005). Equilibrium analysis of deterministic matrix models has a longer history, and has been
more widely applied for population analysis than the simulation approaches (density-dependent
matrix models, individual-based models) I used in previous chapters. Simple matrix models
were used extensively because, until recently, information on species interactions, individual
variability, and density-dependence within fish populations has been limited and often difficult
to observe in natural populations (Rose 2000; Rose et al. 2001).
The same reasons for the wide use of equilibrium analysis of simple matrix population
models are also the disadvantages of the approach. Equilibrium analysis of deterministic matrix
models does not account for variability or density-dependence within age classes or life stages.
All individuals within an age or stage class are assumed to have the same survival, growth, and
reproductive rates. When density-independence is assumed, the result of a deterministic
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population matrix is to eventually increase towards infinity or to decrease towards extinction
over time. Yet, we know that wide variation can exist in the growth, survival, and reproduction
of individuals within age classes and life stages of fish, and that most natural fish populations
exhibit some form of density-dependent regulation (Rose et al. 2001). Because simple
equilibrium analysis of population matrix models neglects these potentially important factors but
still remains a widely-used tool, it is important to evaluate whether the approach makes reliable
predictions of population responses when the population of interest is imbedded in a food web.
In an earlier model comparison (Chapter 2), I demonstrated that density-dependent and
stochastic matrix projection models simulating yellow perch could predict similar quantitative
population responses to changes in perch egg and adult survival when compared to an individualbased model (IBM) that simulated walleye and yellow perch size-specific predator-prey
dynamics. I concluded that the simulation approach using a detailed matrix model could yield
reliable population responses for a population experiencing individual variation and size-specific
predator-prey interactions in a tightly-coupled 2-species system.
In this chapter, I take the comparison between IBMs and matrix models one step further
than the comparison in Chapter 2 by considering fine-scale spatial heterogeneity and an
increased number of species interactions. I determine whether equilibrium analysis of relatively
simple deterministic population matrix models can still yield reliable predictions for populations
that are imbedded within a complex food web in which fine-scale habitat heterogeneity affects
movement and local interactions among individuals. I scale back the complexity of the matrix
models compared to those used in Chapter 2 by using deterministic matrix models without
density-dependent feedbacks.
The evaluation of matrix models in this chapter is based on the tidal marsh community
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IBM described in Chapter 5. The output of the IBM under baseline conditions is used to
estimate the elements of stage-based matrix projection models for grass shrimp (a prey and
competitor species in the foodweb) and gulf killifish (a predator and competitor species in the
foodweb). In the first comparison, I change juvenile growth rates and adult fecundity of grass
shrimp alone and gulf killifish alone. In the second comparison, I reduce juvenile survival of the
shrimp alone, killifish alone, and all species. I compare the predicted responses of the matrix
models obtained via equilibrium analysis (population growth rate; net reproductive value) to the
changes in these same metrics predicted by the IBM, and to changes in productivity and
recruitment predicted by the IBM. I conclude by summarizing the performance of the
deterministic matrix models, and discuss why equilibrium analysis of deterministic population
matrix models is likely insufficient for predicting responses of fish populations.
6.2. Methods

6.2.1. Description of the Individual-Based Model
The spatially-explicit tidal marsh community IBM tracked hourly individual
consumption, mortality, and movement over one year (350 days) for six species in a habitat grid
configured to represent a low-elevation Spartina marsh in the northern Gulf of Mexico. The
habitat grid was comprised of 100x100 4-m2 cells, which were specified as open-water channel,
open-water creek, marsh edge, marsh interior, or marsh pond habitat. Water temperature was
updated at the beginning of each day and assumed uniform across the habitat grid. Tidal stage
was updated every six hours and determined which habitat cells were flooded and therefore
accessible to the individuals for movement and feeding. Prey concentration and dissolved
oxygen (DO) varied within each habitat cell and were updated hourly. The model began on
January 1 with initial numbers and size distributions of grass shrimp, inland silverside, bay
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anchovy, sheepshead minnow, gulf killifish, and blue crab randomly assigned to specific types of
habitat cells.
Grass shrimp, inland silverside, sheepshead minnow, and gulf killifish were resident
species that spent their entire life cycle within the marsh. Bay anchovy and blue crab were
transient species that entered as free-swimming larvae and megalopae, and left the marsh upon
reaching maturity. Resident females spawned within the model simulation and their offspring
were followed as cohorts until metamorphosis (eggs, yolk-sac larva, feeding larva). Feeding
larvae of anchovy and megalopae of blue crab were introduced as cohorts and also followed until
metamorphosis. Water temperature determined development rates and mortality rates by life
stage determined the numbers surviving. Upon metamorphosis, individual juveniles were created
from each cohort and their growth, survival, movement, and reproduction was simulated for
remainder of the year.
All adults of the four resident species were evaluated for spawning at the beginning of
each day, and cohorts from transients were introduced according to prescribe schedules. Females
of resident species released their eggs on the first day that the simulated model temperature
exceeded their assigned spawning temperature. Fecundity (number of eggs per brood) was
dependent upon the female’s weight. Resident spawners continued to release broods at specified
intervals over the spawning season until they reached their specified maximum brood number for
the season. Transient cohorts of bay anchovy and blue crabs began entering the model at
specified numbers on March 15, the number of daily cohorts entering the model peaked for both
species on specified days in late summer, and then the number of daily cohort introduced trailed
off and ended in October.
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Upon metamorphosis, new juvenile model individuals were generated from each cohort.
Metamorphosis occurred at lengths and weights specified for each species, and individuals were
promoted to the adult stage when they reached their specified length at maturity. Daily growth in
weight of an individual was updated by the difference form of the bioenergetics equation. Hourly
consumption and metabolic costs were accumulated throughout the day, and then substituted into
the daily growth equation to update the length and body weight of each individual. Consumption
rate was based on the availability of prey within the same call as the predator. All species
consumed zooplankton and benthos, and sheepshead minnow, gulf killifish, and blue crab
opportunistically preyed upon individual grass shrimp and blue crab. For model individuals
eating other model individuals, vulnerability of the prey to the predator depended on the prey to
predator length ratio. Availability of prey determined how much an individual actually consumed
each hour, and hourly consumption was constrained to a specified fraction of their
physiologically-allowed maximum consumption rate calculated for that day. Egestion, excretion,
and specific dynamic action were computed as proportions of the individual’s realized daily
consumption. After individual weight was updated based on the daily growth increment
calculated from the bioenergetics equation, length was updated from species-specific lengthweight relationships. Length and weight varied with realized growth rates, and were partially
uncoupled from each other because individuals could lose weight but not lose length.
Individual juveniles and adults died by predation (juvenile shrimp and crab only),
starvation, stranding on the marsh surface during low tide, or by specified natural mortality rates
each hour. Predation mortality from killifish and large blue crabs was the major source of
mortality on juvenile grass shrimp and small blue crabs. When an individual was eaten by
another model individual, its weight was included in the consumption rate of the predator and it
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suffered the appropriate mortality rate. Starvation of an individual occurred if its weight dropped
below half of its expected weight for its length. A small stranding mortality was imposed on all
individuals that were stuck on the marsh surface during low tide, and then the individuals were
relocated to the nearest water cell for the next hour. Natural mortality rates for juvenile and adult
stages were specified for each species, and the hourly mortality rates were adjusted to calibrate
the IBM to observed field conditions.
Individual juveniles and adults were moved each hour into a new cell location.
Individuals chose a new cell location from a specified number of cells available to the individual.
The neighborhood of cells available to an individual was based on the individual’s size and the
tidal stage, which determined what habitat cells were accessible due to flooding. The choice of a
new cell location was based on the expected hourly consumption within a cell, which was
extrapolated to its weight at the end of year, and the hourly expected mortality from all sources
within the cell, which was extrapolated to the probability of surviving to the end of the year.
Each candidate cell in the neighborhood was ranked by its fitness, which was the product the
expected weight times the expected probability of surviving. The individual moved to the cell in
the neighborhood with the highest fitness.
Predicted species distributions and densities, habitat use with tidal inundation, and
seasonal length distributions from the IBM were corroborated with observed values in Louisiana
and Texas tidal marshes (Chapter 5). Daily abundances of grass shrimp and gulf killifish over
the 350-day baseline IBM simulation used in this analysis are shown in Figure 6.1. Diet
composition and total abundance over the one year baseline simulation were judged to be
reasonable. The IBM demonstrated that the degree of coupling varied among the species over the
year. Inland silverside and bay anchovy competed for zooplankton prey. Grass shrimp,
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sheepshead minnow, gulf killifish, and blue crab competed for benthic prey as juveniles and
adults. Adult sheepshead minnow, gulf killifish, and large juvenile and adult blue crab preyed
upon small juvenile grass shrimp and blue crab. The foodweb model with size-structured
interactions and movement based on fine-scale spatial heterogeneity should provide a
challenging test for simple matrix population models.
6.2.2. Description of the Population Matrix Models
I constructed a grass shrimp matrix model and a gulf killifish matrix model to determine
if there was a difference in matrix model performance based on how the population was
connected within the foodweb. Grass shrimp and gulf killifish shared common habitat and prey
sources in the IBM. The species competed as juveniles for benthic prey, but adult killifish
preyed upon the grass shrimp as they outgrew the shrimp. The grass shrimp matrix model
therefore represented a prey population affected by competition with other species which was
also preyed upon by a mix of predators, while the killifish matrix represented a predator
population.
The grass shrimp matrix model was comprised of four life stages, and the killifish matrix
model was comprised of five life stages (Table 6.1). The matrices were based on total
individuals (male and females). The time step of the matrix models was set to the shortest life
stage duration within each population. The shrimp matrix model used a time step equal to 13
days (egg stage duration). The killifish matrix model used a time step equal to 3 days (yolk-sac
duration). Fecundity (eggs per adult) was the two rightmost elements (maturing juveniles and
adults) of the top row. Each life stage had a diagonal and sub-diagonal element. The diagonal
element Pi was the probability of surviving and remaining in the stage over one time step, and
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the sub-diagonal element Gi was the probability of surviving and growing into the next stage
over one time step.
The Pi and Gi matrix elements were calculated from the stage survival per time step (σ,
Table 6.1) and stage duration (D, in 13 and 3-day time steps in Table 6.1) according to Caswell
(2001):
Pi = σ * (1 -ρ)

(1)

Gi = σ * ρ

(2)

σ D − σ D−1
where ρ =
σ D −1

(3)

IBM inputs and outputs were used to estimate the survival through each stage (S) and stage
duration (D). Survival per time step (σ) was the computed as σ =

D

S.

Average stage durations were calculated from the IBM outputs for juvenile killifish, were
the same as the IBM inputs for egg and larval stages, and were assumed as averaged values for
the killifish adult stage and for the shrimp juvenile and adult stages. I first calculated the overall
mean daily growth rate (g*day-1) from 350 averaged daily growth values of individual juvenile
killifish. The range between weight at metamorphosis (0.077 g) and weight at maturity (2.05g)
for killifish was divided by the juvenile mean daily growth rate (g*day-1) to obtain the average
stage duration (d) in days. I used the development time equations in the IBM at 25o C (early
summer) for the durations of the egg, yolk-sac larva, and feeding larva stages for grass shrimp
and gulf killifish. Because the daily IBM output for grass shrimp growth rates were kept
artificially low due to new introduced, slow growing individuals, I estimated average stage
durations for juvenile and adult shrimp to be 90 days. I assumed that gulf killifish adults lived
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for one year (350-day stage duration). Stage duration in time steps (D) was computed from stage
duration in days as d/13 for shrimp and d/3 for killifish.
Stage survivals (S) for the egg, yolk-sac larvae, and feeding larvae stages were calculated
from mortality rates inputted into the IBM, while stage survival of juvenile and adult stages were
estimated from IBM output. Instantaneous mortality rates (z = day-1) were specified in the IBM
(see Table 5.2 in Chapter 5), and with estimated stage durations (d = days), yielded estimates of
stage survival. The mean stage survival (S) for juvenile and adult stages was calculated from the
daily output of the IBM. I first summed the total numbers dead by each cause (i.e., predation,
stranding, starvation, natural mortality) over the day for a daily total number of individuals dead
by stage. I then divided the total daily number of individuals that died by the total number of
individuals in the stage class that started that day to estimate the daily fraction dying, which I
converted to an instantaneous mortality rate. I averaged the daily estimates of z over the year.

Table 6.1 – Stage survival (S), survival fraction per time step (σ), duration (D, in time steps), and
reproductive rate (m) by life stage for grass shrimp and gulf killifish. Values for σ and D were
substituted into Eqs.1-3 for matrix P and G values. m was substituted into Eq. 4 with P and G
values to calculate fertilities.
Grass shrimp (time step = 13 days)
Gulf killifish (time step = 3 days)
S

σ

D

S

σ

D

0.1381

0.1381

1

0.0944

0.5828

4.37

---

---

---

0.3999

0.3999

1

Larva / Zoea

0.0463

0.2869

2.46

0.1963

0.6877

4.35

Juvenile

0.1619

0.7687

6.92

0.1613

0.9699

59.83

Adult

0.1924

0.7881

6.92

0.3371

0.9907

116.7

Egg
Yolk-sac

m

36.15
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m

1.63

Fecundity was specified for juvenile and adults stages. The averaged total fecundity
(number of eggs per brood * number of broods in season) was 939.7 per year for female shrimp
and 380.3 per year for female killifish from the baseline IBM output. I multiplied the total
annual fecundity by 0.5, assuming 50% females and 50% males. The IBM predicted an average
of 3 broods per shrimp and 10 broods per killifish. In the matrix models, the average number of
broods for shrimp and killifish were assumed to occur during a single season without any
seasonality or periodicity in spawning (Munns et al. 1997). The annual fecundity values were
divided by the time step of the model for constant reproductive rates (m, Table 6.1). The
resulting fertility values for juvenile and adult stages (two top rightmost elements) in the matrix
models were calculated using the birth-flow model of reproduction (Caswell 2001):

f = l0.5 [(1 + Pi )mi + Gij mi +1 ] / 2

(4)

where l0.5 is the probability that an egg survives to an age of one half of the time step:

l0.5 = ( P1 + G12 ) 0.5

(5)

6.2.3. Model Comparison
I wanted to be able to directly compare the baseline IBM and matrix models, so my
strategy was to treat the tidal marsh IBM as the “known standard”, and use the same inputs and
outputs from the IBM as data for estimating the baseline stage-based matrix models for grass
shrimp and gulf killifish. I calculated the growth rate, stable stage distribution, reproductive
outputs, and net reproductive rate from the baseline matrix models. I calculated the averaged
stage distribution for each population during the spawning season (i.e., when early life stages
were present) within the IBM to compare with the stable stage distributions from the baseline
matrix models.
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I used three approaches for predicting population responses to changed survival, growth,
and fecundity. The first approach was to simply impose the changes on the elements of the
baseline-estimated matrix models and use equilibrium analysis of the matrix with the new
elements to obtain new estimates of annual population growth rate (8) and the net reproductive
rate (Ro). Finite population growth rate (8) was expressed as an annual value, and Ro is the
number of recruits that will replace an individual over its lifetime. I labeled the changes 8 and
Ro between the baseline matrix and the new matrix with changed elements as “independentlystressed matrix.” The second approach was to re-run the IBM under the changed survival,
growth, or fecundity rates and estimate an entire new matrix from the new IBM output in the
same way as the matrix models were estimated from the baseline output. I then computed the
population growth rate and net reproductive rate from this new matrix. This second approach
was labeled as “IBM-derived” changes in 8 and Ro. The third approach was to use total
production (Ptot, g wwt/4 ha/year) and recruitment (ROct, number of individuals surviving to
October 15) of shrimp and killifish from the IBM simulation with the changed survival, growth,
or fecundity. For all three approaches, the relative change in the population metric was calculated
as (xB – xC)/xB * 100 where xB was the value under baseline conditions and xC was the value
under the changed survival, growth, or fecundity conditions. I generally considered percent
changes of <10% as very small, 10 to 20% as small, 20 to 40% as moderate, and >40% as large.
I compared changes in 8 with changes in Ptot, and changes in Ro with changes in ROct.
Population growth rate reflects the net effects of all processes, and production was the summed
product of daily total numbers times the change in growth among individuals over the entire one
year simulation. Net reproductive rate and recruitment in October both relate to the survival rates
of individuals from birth to recruitment.
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Two simulation experiments were performed. In the first experiment, I varied fecundity
and juvenile growth by + and -20%, imposed on shrimp alone and imposed killifish alone. In the
second experiment, I reduced juvenile stage survival by 10% and 25% over 100 days in the IBM
for shrimp and killifish separately, and then for all species. Fecundity was changed in the IBM
by multiplying eggs per brood in all broods by 1.2 and 0.8, and in the matrix models by
multiplying the baseline average fecundity values (i.e., 939.7 eggs per shrimp and 380.3 eggs per
killifish) by 0.8 and 1.2 and using Eqs 4 and 5 to estimate new f values for juveniles and adults.
Growth rate of juveniles was changed by multiplying the daily growth increment of individual
juveniles in the IBM every day of the simulation. Based on the stage duration, growth was
decreased and increased by 10% by multiplying by 0.9988 and 1.00106 for shrimp and by 0.9995
and 1.00044 for killifish. Growth changes were imposed on the matrix models by changing stage
durations in days by 10%, and computing new D values that then resulted in new Pi and Gi
values (Eqs. 1-3) and new f value for juveniles (Eqs. 4-5). Juvenile survival was reduced in the
IBM by 10% and 25% over 100 days by multiplying hourly survival of individual juveniles by
0.999956 and by 0.99988. Stage survival (S) for juvenile grass shrimp was reduced by 10% and
25% in the shrimp matrix model, and killifish stage survival by 20% and 46% to create similar
stage survival reductions in the killifish matrix model with the IBM. New juvenile Pi and Gi
values were re-estimated using Eqs.1-3, and new f for juveniles was estimated using Eqs. 4-5.
6.3. Results

6.3.1. Baseline Conditions
The simulated total abundances of grass shrimp and gulf killifish under baseline
conditions are shown with examples of the total abundances resulting from reduced fecundity
and increased juvenile growth (Figure 6.1). Averaged stage distributions for grass shrimp and
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gulf killifish populations during their spawning seasons (Figure 6.1) showed the largest
proportions in the egg stage class. The grass shrimp population was divided somewhat equally
among the remaining stages, whereas the killifish population showed larger proportions in the
juvenile and adult stages.
The finite population growth rate for grass shrimp was equal to 0.099 per year, indicating
that the baseline matrix for shrimp was decreasing towards extinction (Figure 6.2a). The stable
stage distribution showed the egg stage comprised the largest proportion of the population, while
adults contributed approximately 65% of the reproductive output. The stable stage distribution
from the baseline shrimp matrix was relatively similar to the averaged stage distribution over the
shrimp spawning season in the IBM (Figure 6.1a).
The finite population growth rate for gulf killifish was equal to 1.53 per year, indicating
that killifish were increasing (Figure 6.2b). The stable stage distribution for killifish was less
skewed towards the egg stage than the shrimp population, as juveniles and adults survived longer
and made up larger proportions of the population. The stage distribution was relatively similar to
that predicted by the baseline IBM for killifish (Figure 6.1b) during their spawning season, and
stage contributions to reproduction were, like shrimp, dominated by juveniles and adults.
6.3.2. Experiment 1: Changed Fecundity and Juvenile Growth
Predicted responses in shrimp and killifish population growth rates and net reproductive
rates were generally in good agreement between the independently-stressed matrix model and the
IBM-derived values (black versus white bars in Figure 6.3), but, at times, both differed from the
predicted responses in total production and recruitment to October 15 (grey bars versus black and
white in Figure 6.3a,b). The predicted responses in λ and Ro to changed fecundity for shrimp
were much higher for the matrix model and the IBM-derived values than the IBM predicted
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Figure 6.1 - Total abundances of juvenile and adult individuals predicted by the IBM over one
year for grass shrimp (a) and gulf killifish (b). Solid line is the baseline abundance, dashed line
is the abundance under a 20% reduction in adult fecundity, and dotted line is the abundance
under a 10% increase in juvenile growth. The averaged stage distribution over each species
spawning season calculated from baseline IBM output is listed in each panel.

203

a) Grass shrimp (time step = 13 days)
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Figure 6.2 – Population matrix models for (a) grass shrimp and (b) gulf killfish constructed from
the baseline inputs and outputs of the tidal marsh IBM. The resulting finite rate of population
growth (8), net reproductive rate (Ro), right (stable stage distribution) and left (stage-specific
reproduction) eigenvectors are listed for each baseline population matrix.
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changes in production and recruitment (Figure 6.3a,b). Predicted responses in λ to reduced and
increased fecundity were approximately 4-fold higher than the predicted magnitude of the
response in Ptot (Figure 6.3.a), and the predicted response in Ro to reduced juvenile growth by the
matrix models was small and negative versus a small and positive response in recruitment
predicted by the IBM (Figure 6.3b). For killifish, predicted changes in λ were generally larger
than the predicted changes in production (Figure 6.3c), and the small responses in Ro to changes
in juvenile growth were still larger than the non-responses predicted in recruitment.
6.3.3. Experiment 2: Reduced Juvenile Survival in Single and All Species
Predicted responses in λ and Ro to reduced juvenile survival by the independently-derived
matrix model and derived from the IBM simulations were roughly similar for single species and
all species stressed (black and white bars in Figure 6.4). In a few cases, predicted responses from
the IBM were larger than those predicted by the matrix models. For example, Ro versus ROct for
the 25% reduction in juvenile survival for grass shrimp (Figure 6.4b) and for gulf killifish
(Figure 6.4d). Predicted responses between the independently-derived matrix model and IBM
were reasonably close in magnitude for gulf killifish, with exception of Ro under 25% reduction
in juvenile survival (Figure 6.4c,d). The predicted responses of the independently-derived
matrix model and IBM for grass shrimp showed greater differences in their magnitude and
inconsistent agreement compared to the killifish (Figure 6.4a,b).
The predicted reduction in λ for grass shrimp to the 10% reduction in juvenile survival of
all species was 10-15%, versus a roughly 10% increase in production predicted by the IBM. The
same 10% reduction in juvenile survival of all species also resulted in predicted decrease in Ro,
versus a slight increase in recruitment predicted by the IBM. Reducing the juvenile survival of
all species by 10% resulted in 263,392 grass shrimp being eaten during the simulation, compared
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Figure 6.3 - Model-predicted relative changes (%) in finite population growth rate (8) and total
annual production (Ptot) for grass shrimp and gulf killifish (top panels, a and c), and in net
reproductive rate (Ro) and October recruitment (ROct) for shrimp and killifish (bottom panels, b
and d) under reduced and increased fecundity and juvenile growth for the independently-stressed
stage-based matrix models , the IBM-derived stage-based matrix models , and the IBM .
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Figure 6.4 - Model-predicted relative changes (%) in finite population growth (8) and total
annual production (Ptot) for grass shrimp and gulf killifish (top panels, a and c), and in net
reproductive rate (Ro) and October recruitment (ROct) for shrimp and killifish (bottom panels, b
and d) under reduced juvenile survivals for each species from the independently-stressed stagebased matrix models , the IBM-derived stage-based matrix models , and the IBM . The
first set of responses marked by brackets is for the stage-based matrix model and IBM when
survival for the single species was reduced. The second set of responses marked by brackets is
for the stage-based matrix model and IBM when survival was reduced in all six species of the
IBM.
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to 319,835 being eaten when shrimp only were stressed. Reducing juvenile survival by 10% in
all species within the IBM decreased predation on grass shrimp, which caused the slight
increases to production and recruitment of shrimp (Figure 6.4a,b). Predicted responses in λ were
also about twice as large as the predicted response in production for the 25% reduction in
juvenile survival of all species, while predicted response in Ro under the 25% reduction was
more similar to the reduction in recruitment when all species were stressed versus when grass
shrimp only were stressed.
6.4. Discussion

Despite the recent interest in fisheries research and management to consider multispecies
interactions and responses (Walters and Martell 2004; Latour et al. 2003), stock assessments and
ecological models used to study fish stocks remain largely population-based. Multispecies
processes are complex and quantifying effects on populations is not presently well understood
for most ecosystems. It is therefore important to test whether widely-used matrix projection
population models offer reliable information for management and risk assessment, even with the
limitations imposed by limited knowledge and understanding of multispecies processes (Hilborn
2004).
Matrix projection models are commonly used for fish population analysis and
assessment. Development and analysis of population models can be quite detailed when
individual variation, density-dependence, species interactions, and spatial heterogeneity are
included within the matrix parameters (e.g., Ellner and Rees 2006; Doak et al. 2005; Strange et
al. 1992). But for the most part, fish researchers and managers have relied on age-structured
matrix models that include a spawner-recruit curve to describe a single form of densitydependent survival for the YOY (Needle 2002). Many risk assessment and conservation studies
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for populations have used deterministic matrix models and equilibrium analysis for population
predictions (e.g., Raimondo and McKenny 2005; Heppell et al. 2000). In Chapter 2, I
demonstrated that stochastic, density-dependent matrix models were able to simulate reasonable
population responses for yellow perch when density-dependent YOY survival processes were
correctly defined within the model. In this chapter, I extended the analyses to compare simple
matrix models with a spatially-explicit, foodweb model.
I used the IBM as the “known standard” and demonstrated that equilibrium analysis of
deterministic matrix projection models were able to predict reasonable accurate population
responses for gulf killifish but not for grass shrimp. Even using the same metric (λ), matrix
model predicted responses of λ to changed fecundity were consistently higher than those
predicted by the IBM. Furthermore, predicted responses in λ and Ro to changed fecundity for
shrimp were much higher for the matrix model and the IBM-derived values than the IBM
predicted changes in production and recruitment (Figure 6.3a,b). Predicted responses in λ to
reduced and increased fecundity were approximately 4-fold higher than the predicted magnitude
of the response in Ptot (Figure 6.3.a), and the predicted response in Ro to reduced juvenile growth
by the matrix models was negative versus a positive response in recruitment predicted by the
IBM (Figure 6.3b). Differences were also predicted when juvenile survival was reduced for
shrimp only versus all species. Predicted reduction in λ for shrimp to the 10% reduction in
juvenile survival of all species was 10-15%, versus a roughly 10% increase in production
predicted by the IBM. The same 10% reduction in juvenile survival of all species also resulted in
predicted decrease in Ro, versus a slight increase in recruitment predicted by the IBM.
One interpretation of why the matrix models preformed better for gulf killifish than for
grass shrimp was that killifish were one of a few predator species, while shrimp were a prey
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species. The larger differences in predicted responses of grass shrimp suggest that they were
more heavily influenced by food web interactions, likely both competition for food and predation
by a mix of predators. Gulf killifish operated more independently of the other species in the food
web, perhaps because their dynamics were mostly as a predator. It is difficult to a priori
determine the degree of influence of other species on a specific population; thus, I suggest that
simple matrix models be avoided and relatively complex matrix models (like developed in
Chapter 2) that include stochasticity and density-dependence be used in most situations.
One could argue that the differences between the predicted responses in population
growth rate and production and between reproductive rate and recruitment were partly due to the
different metrics not being directly comparable. It is difficult to find exactly comparable model
metrics when one model is describing a deterministic population without variation in its stage
parameters, while the other model is simulating growth, survival, reproduction, and movement of
six species on a spatial grid for one year. The general agreement of predicted response of λ and
Ro between the independently-derived matrix models and the IBM-derived values suggests the
matrix models were correctly constructed and that the stressors were imposed fairly in the matrix
models and the IBM. As total production and recruitment are two common metrics used for fish
population analysis and management studies, it seems reasonable to compare them to the
available metrics from the equilibrium analysis.
My predicted differences between the simple matrix models responses and the IBM are
likely underestimates. I expect predicted responses between simple matrix models and IBMs to
diverge further when tightly-coupled and more complex food webs are simulated. The IBM used
here was a rather loosely-coupled foodweb comprised of two zooplanktivores and four generalist
benthic omnivores, three of which preyed opportunistically on grass shrimp and blue crab.
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Predictions from an independently-stressed deterministic population matrix model would likely
diverge even further as species become more tightly-coupled in competitive and predator-prey
relationships. In Chapters 2 and 4, population responses of the yellow perch matrix models were
in agreement with the IBM when yellow perch and the walleye predator populations were
stressed independently, but correctly defining density-dependent processes and species
interactions within the yellow perch YOY was essential for model agreement. Species thought
to be even moderately connected with other species via predation and competition would be
better represented using more complicated matrix models and simulating their dynamics. Based
on the results of Chapters 2 and 4 and this chapter, using more detailed matrix models (or IBMs)
that allow for stochasticity, density-dependence, and species interactions, should permit more
reliable projections of fish population and community responses to changes in their vital rates.
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CHAPTER 7. GENERAL CONCLUSIONS

The goal of this research was to determine the conditions for which predictions of matrix
projection models and IBMs agree and disagree for fish populations and communities. The
conditions examined were individual variation in traits and behavior, multi-species interactions,
and fine-scale spatial heterogeneity of resources. All of these factors have been difficult to
implement, and for the most part ignored, within population matrix models, while each can be
easily included in IBMs (DeAngelis and Mooij 2005). Whether any of these factors make a
difference to modeling of fish population dynamics and responses to changed conditions is
largely unknown. It is therefore important to quantitatively compare the effect of these factors
on the predictive power of structured modeling approaches, as both IBMs and matrix models are
widely used for the study and management of fish populations and communities (Quinn and
Deriso 1999; DeAngelis and Mooij 2005).
I compared model predictions between IBMs and matrix projection models for two fish
communities that had different food web complexity, degrees of coupling among member
species, and offered extreme assumptions about spatial heterogeneity of resources. Differences in
the life histories, degree of coupling among species, and spatial and temporal scales between the
two modeled systems allowed for more general conclusions to be made about the performance of
the matrix modeling approach than would a comparison based on only one community.
Determining whether matrix models can accurately predict population responses to
environmental stressors and changed growth, survival, and reproductive rates in two contrasting
systems provides information on the robustness of my conclusions.
The first community used was a tightly-coupled predator-prey system between walleye
and yellow perch in Oneida Lake. Both species exhibit periodic life history strategies, as they
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are relatively long-lived (10 and 12 years), have delayed maturation, and spawn one large clutch
of eggs in the spring (Winemiller and Rose 1992). The IBM I used for the comparison had been
previously developed by Rose et al. (1999). The lake was modeled as a single, well-mix spatial
box. The IBM and matrix projection models followed the full life cycle of walleye and yellow
perch, and simulated baseline conditions and changes to perch and walleye survival over 200
years. Interactions among the YOY and yearling individuals in each species, and between adult
walleye (predators) and YOY and yearling perch and walleye (prey) were highly size-dependent,
and adult mortality was primarily due to fishing mortality.
The second community modeled was a 6-species foodweb for the tidal marshes in the
northern Gulf of Mexico. The four resident marsh species exhibit opportunistic life history
strategies, characterized by short life spans and early maturity, small body size, and fractional
spawning over an extended season (Winemiller and Rose 1992). The life cycle of some of these
species is completed within one year. Only part of the life cycle was followed for bay anchovy
and blue crab in the IBM because both species spawn and spend much of their adult life in
deeper estuarine waters away from the marsh. Anchovy are opportunistic strategists, while blue
crab exhibit life history strategy more similar to periodic strategists (Winemiller and Rose 1992).
The IBM followed juvenile and adult individuals over one year as they moved about on a grid of
cells with fine-scale differences in habitat type, environmental conditions, and prey
concentrations. Inland silverside and bay anchovy competed for open water habitat and
zooplankton prey, while grass shrimp, sheepshead minnow, gulf killifish, and blue crab
competed for vegetated habitat and benthic prey, and opportunistically preyed upon each other.
Unlike the highly coupled yellow perch and walleye predator-prey community, the degree of
coupling between species in the marsh foodweb IBM varied from uncoupled to highly coupled.
214

Chapter 2 showed that relatively complicated (stochastic, density-dependent) population
matrix models could predict similar yellow perch population responses to changed survival rates
as those from the IBM, and demonstrated that age-structured and stage-within-age matrix models
with annual density-dependence could sufficiently represent the complicated size-specific
interactions between the predator (walleye) and prey (yellow perch) simulated in the IBM. The
ability of the age-structured and stage-within-age matrix projection model with annuallyadjusted, density-dependent YOY survival to simulate reasonable prey population responses for
a highly coupled predator-prey system was encouraging. Daily density-dependence within the
yellow perch YOY stages performed more poorly than the matrix models with annual densitydependence, and predicted responses in age and stage survival and reproductive rates and
abundances often disagreed between the daily density-dependent matrix model and the IBM.
Correctly specifying the annual density-dependent relationships for the YOY stages in the matrix
models was critical for obtaining accurate matrix model predictions of population responses. If
stage-specific information for the YOY stages is available, the stage-within-age matrix model
with annual density-dependence is favored because this particular matrix model version
performed well compared to the age-structured matrix model and the IBM, and the breakdown of
the YOY into separate stages allows for greater flexibility in what stressors or other changes can
be simulated.
The ability to detect and estimate the correct functional forms for the density-dependent
survival and growth in yellow perch were evaluated for reduced data sets (i.e., IBM output
sequences) in Chapter 3. Correctly defining density-dependent relationships in the matrix
models was necessary for agreement between model predictions in Chapter 2. However, the
encouraging results of Chapter 2 were based on using the 200 years of IBM output, which is
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unrealistically long for real systems. My analysis in Chapter 3 showed that most of the densitydependent YOY and yearling survival and age-specific growth relationships for yellow perch
were estimable, with some uncertainty, with 20-years of IBM output. While the age-structured
and stage-within-age matrix models using density-dependent survival and growth relationships
based on the best 20-year sequence generated similar responses to changed survival rates as the
IBM in terms of direction, predicted responses from matrix models based on the worst 20-year
sequences were mostly in the opposite direction from those predicted by the IBM. The modeling
analysis showed that 20 years of highly detailed and comprehensive data is the minimum
duration needed for reasonable estimation of density-dependent relationships in matrix projection
models. Data from real systems, with multiple environmental and biological factors varying
simultaneously, will have much higher uncertainty than the IBM output that used the same
seasonal cycles in environmental conditions year after year. Data from real systems will also not
be a complete as the IBM output, and even with the simulated conditions there was still a fairly
substantial risk of getting a 20-year sequence that would cause predicted matrix model responses
to differ from those of the IBM.
In Chapter 4, the yellow perch age and stage-within-age population matrix models were
expanded, with only moderate success, to simultaneously simulate both walleye and yellow
perch predator-prey dynamics. The baseline IBM output was statistically analyzed and some
elements of the yellow perch matrix were made functions of walleye abundances and some
elements of the walleye matrix were made functions of yellow perch abundances. The 2-species
coupled matrix model was successful in predicting the prey species (yellow perch) responses to
changed survival rates but not the predator species (walleye) responses. That prey responses
were predicted well but predator responses were not suggested that some of the linkages between
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the species matrices, especially for the predator, were poorly represented. The only major
discrepancy between predicted yellow perch responses between the 2-species matrix models and
the IBM responses was in perch yearling survival when perch survival rates were changed, and
this was one of the perch stages made dependent on walleye abundances. Predicted changes in
walleye sizes at age to changed survival rates were incorrect in the 2-species matrix models.
There were also situations when the 2-species matrix models predicted similar responses in
walleye growth and sizes at age as the IBM, but then predicted different responses in maturity
and fecundity. Modeling annual growth increments in length and in weight as density-dependent
and dependent on the other species so that fraction mature and fecundity at age varied annually
within the 2-species matrix models was important for agreement between baseline predictions of
the matrix models and IBM. However, these density-dependent and inter-specific relationships
performed poorly under conditions of predicting the walleye population responses of maturity
and fecundity by age to changed survival rates. This result again pointed to the importance and
difficulty in correctly defining and incorporating realistic growth (density-dependent and
dependent on other species) into matrix projection models.
Chapter 5 described the development and corroboration of the 6-species tidal marsh IBM,
and the IBM was then used to perform a simulation experiment to demonstrate how individuallevel responses to stressors (low DO) could be scaled to population-level responses that included
the indirect effects from food web interactions and spatial heterogeneity in habitat. Specifically,
the simulation experiment showed how habitat degradation and growth reduction due to low DO
exposure (which varied spatially and temporally) in individuals can be scaled via individualbased modeling to population responses. Results from the simulation experiment demonstrated
how the population responses of different species were differentially modified by the combined
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direct effects of the stress, and the indirect effects of foodweb interactions and habitat conditions.
Small to moderate reductions in total production of most species under cyclic DO stress were
due to reductions in juvenile and adult growth and increased starvation from direct exposure to
low DO. Habitat degradation benefited the open water species, but had surprisingly little effect
on the four species highly-associated with the vegetated marsh habitats. There was some
indication of interaction effects from cyclic DO stress and habitat degradation on the predicted
production and recruitment of grass shrimp, inland silverside, and bay anchovy. Of the six
species, grass shrimp and especially and blue crab showed indirect foodweb effects via low DO
and habitat degradation causing shifts in predation pressure. Blue crab survival to recruitment
and total production actually increased under increased DO stress, and further increased when
individuals of all species did not avoid low DO because the size and abundance of their minnow,
killifish, and larger crab predators were reduced under low DO exposure therefore releasing large
numbers of small juvenile crab from predation.
For Chapter 6, the inputs and outputs of the tidal marsh IBM (Chapter 5) were used to
construct relatively simple stage-based matrix models of grass shrimp and gulf killifish
populations, and predicted population responses to changes in shrimp and killifish fecundity,
survival, and growth rates were compared among the matrix models and IBM. The matrix
models were deterministic and density-independent and could be analyzed using equilibrium
(eigenvalue) analysis. Three sets of population responses were compared: finite population
growth (8) and net reproductive success (Ro) from the matrix models and from the IBM output,
and total production and recruitment from the IBM. The magnitudes of predicted population
responses from the grass shrimp matrix models often disagreed in magnitude with the IBM,
indicating that finite population growth (8) and net reproductive success (Ro) from the matrix
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models were likely not good indicators of how total production and recruitment would respond to
changed fecundity, growth, and survival rates. These results suggested that relatively simple
matrix models, while nicely lend themselves to equilibrium analysis, are insufficient for
characterizing population responses of species affected by foodweb interactions and fine-scale
habitat heterogeneity.
In all of these analyses, the IBM was always used as the basis for matrix model and as the
“known standard” for determining the accuracy of the predicted population responses of the
matrix models. An alternative method for comparing the two structured modeling approaches
would have been to construct an IBM and matrix model in parallel from the same data set, and to
then compare their predicted responses to the data or to a third party model prediction. Although
this method sounds logical, field data are too noisy and confounded with simultaneous variation
in multiple factors to allow for rigorous comparison of two alterative models and deciding on a
third model that would be correct is highly uncertain. By using the IBM as the “known standard”
for matrix model construction and comparison, I was able to directly determine the effects of
individual variation, species interactions, and spatial heterogeneity on matrix model
performance. My objective was to evaluate matrix models; I did not attempt to evaluate the
realism of IBMs.
IBMs continue to grow in popularity among fish researchers and managers because of
their intuitive appeal of easy scaling from individual-level processes and interactions to
population and community dynamics (DeAngelis and Mooij 2005; Rose et al. 2003). While I did
not evaluate IBMs in this dissertation, the IBMs I used offer useful means for studying
multispecies interactions and responses to changing conditions (Rutherford et al. 1999; Rose et
al. 1999; Chapter 5). The yellow perch and walleye model was previously developed and is still
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being used in ongoing analyses of Oneida Lake. The tidal marsh model is new, and as discussed
in Chapter 5, the development of the tidal marsh IBM identified several potentially important
information gaps for improving my modeling and forecasting abilities for tidal marsh systems in
the northern Gulf of Mexico. The potential for IBMs to offer valuable analyses of fish
populations and communities will only increase as more individual-level information becomes
available through laboratory and field experiments, computing power increases, and research and
management objectives push toward understanding multispecies interactions and responses.
I encourage continued development of the relatively complicated matrix modeling
approach for use in simulating fish population and community dynamics. My results suggest
further work in how to include density-dependent growth into matrix models, and further
elaboration of multi-species matrix models offer challenging issues in matrix modeling.
Disagreement in density-dependent yearling survival and age-specific growth responses of the
IBM and matrix models in Chapter 3 was not due to the data quantity or quality, but rather due to
formulation problems in the matrix models. Density-dependent growth has been much harder to
elucidate within field populations (Lorenzen and Enberg 2002; Trippel 1995) and more difficult
to correctly implement within population models (Pfister and Stevens 2003; Rose et al. 2001).
Even with 200 years of model output, density-dependent growth responses were small, yet
important, and difficult to incorporate within the matrix models. Perhaps multi-species matrix
models can be improved by investigating multiple time step approaches or continuous models to
describe density-dependent relationships (e.g., Ellner and Rees 2006; Caswell and Neubert
2005). Species interactions could be described using functional responses that implicitly account
for interactions (e.g., Marschall and Crowder 1996) or matrix elements dependent upon
unstructured population models of the interacting species (e.g., Thomson et al. 2000), rather
220

than modeling age or stage-specific interactions within the entire life cycle of the interacting
species (e.g., Chapter 4; Strange et al. 1992).
In summary, this study showed that stochastic, density-dependent matrix projection
models were able to mimic density-dependent survival processes and species interactions
relatively well, and that equilibrium analysis of simple matrix models was inadequate. The
relatively complicated matrix models were able to predict the direction and order of magnitude
population responses fairly well under most circumstances, although if precise quantitative
predictions of abundances are required caution is warranted in the sole use of matrix models.
The complicated matrix models were more difficult to develop than the simple matrix models
and required simulation rather than equilibrium solution, but were more accurate and they
allowed for predicting a wide range of population metrics. Defining and estimating the densitydependent relationships has been a long time challenge (Rose et al. 2001), and still remains a
fundamental challenge for using IBMs and matrix projection models. Even 20 years of high
quality, comprehensive data runs the risk of yielding mis-leading density-dependent relationships
that can cause inaccurate matrix model predictions. Matrix models must carefully incorporate
realistic levels of density-dependence and species interactions if they are going to offer reliable
predictions of fish population and community dynamics.
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