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where W (±) rs and δ (±) rs are, in general, complex and δ (±) rs > −1. We derive the full asymptotic expansion of e n [f ] as n → ∞ for this very general behavior of f (x). In the special case where δ where θ r = cos −1 x r , n = n + 1/2, Z + = {0, 1, 2, . . .}, and a (±) rs , a (±) rs , A s , and B s are constants independent of n. In the course of this study, we also derive a full asymptotic expansion as n → ∞ for integrals of the form d c f (x)P n (x) dx where [c, d] ∈ (−1, 1) and f ∈ C ∞ [c, d] or f ∈ C ∞ (c, d) but may have arbitrary algebraic singularities at x = c and/or x = d.
Introduction
Let ∞ n=0 e n [f ]P n (x) be the Legendre series of a function f (x) on (−1, 1). Here P n (x) is the nth Legendre polynomial standardized such that P n (1) = 1, so that (1.1) f (x)P n (x) dx, n = 0, 1, . . . .
In a recent paper [12] , we derived asymptotic expansions as n → ∞ for e n [f ], assuming that f ∈ C ∞ (−1, 1), but may have arbitrary algebraic-logarithmic singularities at one or both endpoints x = ±1. In the present work, we extend the results of Sidi [12] to the case in which f (x) may have arbitrary algebraic singularities, including finite jump discontinuities, at finitely many points in (−1, 1), in addition to possible algebraic singularities at the endpoints x = ±1. To the best of our knowledge, the expansion we derive in this work has not been given before.
(The case of algebraic-logarithmic singularities seems to be more complex, and we propose to treat this case in a future publication.) For earlier related work, see the papers by Jain and Chawla [5] and by Cīrulis [4] . The plan of this paper is as follows: In the next section, we describe the functions f (x) we wish to treat in the sequel. In Section 3, we recall three theorems that are relevant to our problem: (i) a theorem of [12] concerning the asymptotic expansion of e n [f ] when f (x) has only algebraic endpoint singularities, (ii) a theorem concerning the asymptotic expansion of P n (x) as n → ∞, where −1 < x < 1, and (iii) a theorem concerning the asymptotic expansion of integrals of the form β α h(θ)e ±iνθ dθ as ν → ∞, where h(θ) has only algebraic endpoint singularities. In Section 4, we state the main results of this work, in which we present (i) the full asymptotic expansion as n → ∞ of integrals of the form d c f (x)P n (x) dx, where [c, d] ∈ (−1, 1) and (a) f ∈ C ∞ [c, d] or (b) f ∈ C ∞ (c, d) but may have arbitrary algebraic singularities at x = c and/or x = d, and (ii) the full asymptotic expansion as n → ∞ of e n [f ] when f (x) is as described in Section 2.
One important feature of the asymptotic expansion of e n [f ] we derive here is that it is determined exclusively by the asymptotic expansions of f (x) at its points of singularity, the behavior of f (x) at its points of regularity being irrelevant. As for the asymptotic expansion of
, it is determined only by the behavior of f (x) at x = c and x = d, whether f (x) is singular or regular at these points.
The results of this work, in addition to being of interest by themselves, can have applications in asymptotic analyses involving Legendre expansions, such as integral equations, numerical quadrature, and in series of spherical harmonics. Now, it is a well known fact that when f (x) has singularities on [−1, 1], its Legendre series ∞ n=0 e n [f ]P n (x) converges slowly; the stronger the singularities, the slower the convergence. The convergence can be accelerated by applying suitable extrapolation methods to the sequence of partial sums S n (x) = n k=0 e k [f ]P k (x), n = 0, 1, . . . , of the series. In order to be able to make an educated decision as to which extrapolation method to use, and how to tune it properly, it is important that we have some qualitative information about the asymptotic expansion of S n [f ] as n → ∞. This information can be deduced rigorously from the asymptotic expansion of e n [f ] as n → ∞. It is not necessary to know the exact asymptotic expansion of e n [f ] to make this deduction; knowledge of the form of this asymptotic expansion suffices. In Section 6, we discuss the consequences of this in relation to convergence acceleration. For a detailed treatment of this topic with applications, see Sidi [10] , [11, Chapters 6, 12, 13], [13], for example.
Assumptions on f (x)
It is known (see Olver [7, p. 129 ], for example) that the Legendre polynomial P n (x) behaves like a trigonometric function for −1 < x < 1, namely, as in
In addition, there are known results on the asymptotic behavior of Fourier integrals β α h(θ) e ±iνθ dθ as ν → ∞, where (α, β) is a finite interval and h ∈ C ∞ (α, β), with possible singularities at α and/or β. Thus, it seems that one can exploit these facts in the asymptotic analysis of e n [f ] as n → ∞. Indeed, this turns out to be the case, provided we make the variable transformation x = cos θ in (1.2), and re-express e n [f ] as an integral over θ as follows:
This representation of e n [f ] suggests that we should look at the singularity structure of F (θ) for 0 ≤ θ ≤ π. Clearly, as sin θ is an entire function, the singularity structure of F (θ) is determined only by that of f (x). We now state the main assumptions on the function F (θ) in (2.2):
(1) F (θ) has m points of singularity in the interior of (0, π). We denote these points by θ 1 , . . . , θ m , and order them as in
We assume that F (θ) is infinitely differentiable at all other points of (0, π), hence on each of the intervals (θ r , θ r+1 ), r = 0, 1, . . . , m. (2) At each of the points θ r , F (θ) has asymptotic expansions, from the right and from the left of θ r , that are of the form
where T (±) rs = 0 and γ (±) rs are, in general, complex, and the γ
Here, z stands for the real part of z. Of course, the asymptotic expansion from the left is irrelevant at θ 0 = 0. Similarly, the asymptotic expansion from the right is irrelevant at θ m+1 = π. Clearly, under (2.4) and (2.5),
Note also that
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For future use, we also state the asymptotic expansions of f (x) at the endpoints x = −1 and x = 1 [instead of those of F (θ) at θ = θ m+1 = π and θ = θ 0 = 0, respectively], separately, as follows:
where A (±) s are nonzero constants and
As will be clear from Remark 2 below, the asymptotic expansion of F (θ) as θ → θ m+1 = π and θ → θ 0 = 0 given in (2.4) are actually implied by those of f (x) as x → −1 and x → 1, respectively, given in (2.7), and vice versa. (3) By (2.4), we mean that, for each p = 0, 1, . . . ,
(4) The asymptotic expansions in (2.4) are termwise differentiable an infinite number of times. That is, for each k = 1, 2, . . . , the kth derivative of F (θ) also has asymptotic expansions as θ → θ r ± that are obtained by differentiating those in (2.4) term by term. (5) Following (2.4), we have stated that T (±) rs = 0. This is necessarily the right statement when the series ∞ s=0 T
rs contains infinitely many terms. When it contains finitely many terms, we write T (±) rs = 0 to mean that the terms in this finite summation are all nonzero. (In any case, T (±) r0 = 0.) We adopt this convention in the remainder of this work with other asymptotic expansions, such as those in (2.7), (2.10), (3.1), and (3.9).
Remarks.
(1) The following are consequences of (2.5):
(i) For each r, there are only a finite number of γ 
rs } ∞ s=0 are asymptotic scales as θ → θ r ±, in the following sense:
These limits are zero an infinite number of times since γ
and γ
r,s +1 for infinitely many integers s and s . (For a discussion of asymptotic scales, see Olver [7, p. 25 ], for example.) In view of (2.5) and (2.9), the expansions in (2.4) are thus genuine asymptotic expansions.
(2) The singularity structure of F (θ) on [0, π] is actually of the same nature as that of f (x) on [−1, 1]. To see this, assume that f (x) is singular at
where W (±) s are nonzero constants and
Then, letting ξ = cos −1 c, and realizing that x → c± if and only if θ → ξ∓, we have
Re-expanding about θ = ξ [by expanding sin θ and (cos θ − cos ξ) about θ = ξ], we obtain
By ordering the (δ (±) s + i) according to the size of their real parts, and renaming the distinct ones by γ (∓) s , we obtain an expansion for F (θ) as θ → ξ∓ of the form
1 . This expansion is exactly of the form given in (2.4) and (2.5).
In view of this and the assumptions we have made about F (θ), we also see that, to each point of singularity x r of f (x), there corresponds a unique point of singularity θ r of F (θ), and vice versa. Between two consecutive points of singularity, the two functions are infinitely differentiable simultaneously.
As an instructive example, let us consider the case in which f (x) has a finite jump discontinuity at c ∈ (−1, 1), but is infinitely differentiable in sufficiently small right and left neighborhoods of c. In this case, we have
Note that these are simply the two Taylor series of f (x) that are valid for x > c and x < c. Assuming that these Taylor series are full, it is clear that f (x) satisfies (2.10) and (2.11) with
As a result, F (θ) has asymptotic expansions of the form given in (2.12) and (2.13), with γ (±) s = s for all s. Thus, F (θ) has a finite jump discontinuity at ξ.
Clearly, this treatment also covers the cases in which c = ±1. (3) As for the fourth assumption on the termwise differentiability of the asymptotic expansions in (2.4), we mention that this assumption is crucial. It is automatically satisfied if the asymptotic expansions of f (x) at its singular points can be differentiated termwise; this occurs in many cases of practical interest. One such example is that for which f (x) has endpoint singularities and is of the form f (
Note that the first expansion is nothing but the product of (1 − x) α and the Taylor series of g − (x) at x = 1, while the second expansion is the product of (1 + x) β and the Taylor series of g + (x) at x = −1. By the fact that
, just like f (x), has asymptotic expansions as x → 1− and as x → −1+, and that termwise differentiation k times of the asymptotic expansions of f (x) results in the same expansions.
It is easy to see that the same arguments apply to interior singularities.
Review of necessary background
To derive the asymptotic expansions mentioned in Section 1, we will need three known theorems, and we state them in this section for future reference and use. The first concerns the asymptotic expansion as n → ∞ of e n [f ] when f (x) has no singularities in (−1, 1), but may have general algebraic singularities at one or both endpoints x = ±1. The second concerns the full asymptotic expansion as n → ∞ of P n (x) for −1 < x < 1. The third concerns the asymptotic expansion as ν → ∞ of Fourier integrals of the form β α h(θ) e ±iνθ dθ when h ∈ C ∞ (α, β), but may have general algebraic singularities at θ = α and/or θ = β.
3.1. Asymptotic expansion of e n [f ] when f (x) has no interior singularities. As mentioned earlier, the case when f (x) has no interior singularities in (−1, 1) [that is, when m = 0 in (2.3)] is considered in Sidi [12] . For future use and reference, we summarize the main result of [12] that concerns purely algebraic endpoint singularities and that is relevant to us here.
and A s and B s are nonzero constants. Assume also that the asymptotic expansions in (3.1) are termwise differentiable an infinite number of times. Then, with n = n + 1/2 and Z + = {0, 1, 2, . . .}, e n [f ] has the asymptotic expansion
Here, c k (ω) are given as in
and are analytic functions of ω for ω > −1. B (σ) s (u) is the sth generalized Bernoulli polynomial. 1 When ω ∈ Z + , there holds c k (ω) = 0 for each k = 0, 1, . . . .
Remarks.
(1) An interesting feature of the asymptotic expansion of e n [f ] given in (3.3) is that it can be written down easily by looking only at the asymptotic expansions of f (x) as x → ±1, which are given in (3.1), nothing else being needed. 3.2. Asymptotic expansion of P n (x) when −1 < x < 1. Asymptotic expansions for P n (x) with −1 < x < 1 come in different forms in the literature. See Olver [7] , for example. There is one particular form that is suitable for us, and this is given in Szegő [15, p. 196, Theorem 8.21.9] . A slightly modified version of this theorem, restricted to our problem, is as follows: Theorem 3.2. There exist analytic functions φ k (z) that are regular for |z| = 1, z = ±1, such that, with n = n + 1/2,
uniformly for ≤ θ ≤ π − , with ∈ (0, π/4) fixed. That is, for each p = 0, 1, . . . , and for 0 < θ < π, there holds
Actually, with D θ = d/dθ,
Here, B 
Remark. In Theorem A.1 of the appendix to this work, we derive the full asymptotic expansions of P μ ν (x) and Q μ ν (x), the associated Legendre functions of the first and second kinds, respectively, when ν and μ are real and μ < 1/2. Theorem 3.2 follows from Theorem A.1; it can be obtained by setting μ = 0, ν = n, and ν = n = n+1/2 in Theorem A.1, and recalling that P 0 n (x) = P n (x). We also note that explicit expressions for the φ k (z) are not given in [15] . 
Asymptotic expansion of
h(θ) ∼ ∞ s=0 A s (θ − α) ρ s as θ → α+, h(θ) ∼ ∞ s=0 B s (β − θ) σ s as θ → β−,(3.
9)
such that A s and B s are nonzero constants, and
Assume also that the asymptotic expansions in (3.9) are termwise differentiable an infinite number of times. Then
Remarks.
(1) It is important to note that, once it is established that h(θ) is infinitely differentiable in the open interval (α, β), the asymptotic expansion of β α h(θ)e ±iνθ dθ is determined by the asymptotic expansions of h(θ) at the endpoints of (α, β). β) , where α = cos −1 d and β = cos −1 c and 0 < α < β < π. Assume that, as x → c and as x → d, f (x) is such that F (θ) has the asymptotic expansions (cf. Remark 2 in Section 2)
Main results

Asymptotic expansion of
and U s and V s are nonzero constants. Assume also that these asymptotic expansions can be differentiated termwise an infinite number of times. With the functions φ k (z) as in Theorem 3.2, for arbitrary θ ∈ [α, β], let
and
Then, as n → ∞,
Remarks. 
(2) Note that the only contributions to the asymptotic expansion in (4.5) come from the endpoints x = c and x = d. In addition, it is quite easy to write down these contributions; we simply replace (θ − α) ρ s and (β − θ) σ s in (4.1) by appropriate asymptotic expansions in terms of the powers { n −(ρ s +μ+3/2) } ∞ μ=0 and { n −(σ s +μ+3/2) } ∞ μ=0 , respectively, with coefficients that are independent of the U s and V s .
(3) It is easy to see that, when ω is real, there holds
Therefore, if the U s , V s , ρ s , and σ s are all real, then (4.5) becomes
Asymptotic expansion of e n [f ].
Theorem 4.2. Let f (x) be such that F (θ) is precisely as described in Section 2 with the notation therein. Then, as n → ∞, e n [f ] has the asymptotic expansion
The functions c k (ω) are exactly as described in Theorem 3.1. The functions G (±) μ (θ; ω) and G (±) μ (θ; ω) are as described in Theorem 4.1.
Remarks.
(1) Note that the only contributions to the asymptotic expansion in (4.8) come from the points of singularity in [0, π]. In addition, it is quite easy to write down these contributions; we simply replace (θ − θ r ) γ (±) rs in (2.4) by appropriate asymptotic expansions in terms of the powers { n −(γ (±) rs +μ+1/2) } ∞ μ=0 , with coefficients that are independent of the T (±) rs .
(2) We have chosen to express the asymptotic expansion of e n [f ] in terms of n = n + 1/2 instead of n. The reason for this is that the contributions to this asymptotic expansion coming from x = ±1 have half as many terms in powers of n = n + 1/2 as there are in terms of powers of n. Of course, we can re-expand (4.8) in powers of n; in this case, the powers n 2(α (±) s +k+1/2) in (4.8) are replaced by n 2α (±) s +2k+1 , while the rest of the asymptotic expansions retain their forms, with n replaced by n. 
Following this, we define
and let
In addition, we let
With these, we have
We now have to derive asymptotic expansions for the integrals As for β α Ψ p,n (θ) dθ, we need to analyze the asymptotic behavior of the integrals β α e i nθ H k (θ) dθ and β α e −i nθ H k (θ) dθ carefully. Now, by Theorem 3.2, the functions φ k (e iθ ) are analytic for θ ∈ (0, π), hence have convergent Taylor series expansions about arbitrary η ∈ (0, π), and these are given as in
Being Taylor series, these are also asymptotic expansions as θ → η±. By (4.1) and (5.8), we have
Now applying Theorem 3.3, we obtain
Substituting (5.10) and (5.11) in (5.1), rearranging, and invoking (4.4), we obtain
Substituting (5.7) and (5.12) in (5.6) , and letting p → ∞, we obtain the result in (4.5) . This is a consequence of the fact that p is arbitrary and that the O terms in (5.7) and (5.12) all tend to zero simultaneously.
5.2.
Proof of Theorem 4.2.
Introduction of neutralizers.
We first introduce appropriate neutralizers that will allow us to break up the problem into two smaller subproblems.
Definition 5.1. Given a < b, a neutralizer Q (x; a, b) is an infinitely differentiable function on (−∞, ∞), such that, either
Consequently, Q(x; a, b) also satisfies (5.15) Q (i) (a; a, b) = 0, Q (i) (b; a, b) = 0, i = 1, 2, . . . .
Neutralizers can be constructed in different ways. For example, if we let
then we can construct two neutralizers Q + (x; a, b) and Q − (x; a, b) as follows:
.
is as in (5.14) . In addition,
Going back to our problem, let us choose a, b, c, d such that
With the help of the above, we now construct two functions, R + (θ) and R − (θ), as follows: 
Clearly,
In addition, Going back to the variable x, it is easy to see that
To complete the proof, we need the asymptotic expansions for the integrals e n [f ± ], to which we turn next. 
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As for e n [f + ], we first observe that Since |ζ k | = 1 for all k in (6.3), the series ∞ n=0 e n [f ]P n (x) converges very slowly for −1 < x < 1, especially when f (x) has strong singularities on [−1, 1]. To overcome this problem, we can apply suitable convergence acceleration methods to the sequence of partial sums of this series. The fact that the sequence {e n [f ]P n (x)} ∞ n=0 is in the class b (M ) suggests that the convergence of the infinite series ∞ n=0 e n [f ]P n (x) can be accelerated very effectively by the d (M ) transformation of Levin and Sidi [6] . See also [11, Chapter 6, p. 130, Definition 6.2.1]. Convergence acceleration can be achieved in this case also by the transformation of Shanks [8] . See also [11, Chapter 16]. As a matter of fact, these two methods seem to be the only nonlinear methods that can achieve convergence acceleration on the series ∞ n=0 e n [f ]P n (x) when e n [f ] is as in (6.2). To apply these methods, we do not need to know the ζ k and δ k in (6.3). Mere knowledge of the existence of an asymptotic expansion of the form given in (6.3) is sufficient for deciding that these two transformations are suitable. Finally, these methods can be applied in a much more economical way by introducing the Q n (x), the Legendre functions of the second kind, as has been shown in Sidi [10] . See also [11, Chapter 13].
So far, we do not have any theoretical results on the performance of these methods on such series with M > 1. We do, however, have rigorous results on the convergence and stability of the generalized Richardson extraplation process (GREP) of the author [9] on such problems (assuming that the ζ k and δ k are available), and these appear in the recent paper Sidi [13] .
