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 In various disease diagnoses, one of the parameters is white blood cells, 
consisting of eosinophils, basophils, neutrophils, lymphocytes, and 
monocytes. Manual identification takes a long time and tends to be subjective 
depending on the staff's experience, so the automatic identification of white 
blood cells will be faster and more accurate. White blood cells are identified 
by examining a colored blood smear (SADT) and examined under a digital 
microscope to obtain a cell image. Image identification of white blood cells 
is determined through HSV color space segmentation (Hue, Saturation 
Value) and feature extraction of the Gray Level Cooccurrence Matrix 
(GLCM) method using the Angular Second Moment (ASM), Contrast, 
Entropy, and Inverse Different Moment (IDM) features. The purpose of this 
study was to identify white blood cells by comparing the classification 
accuracy of the K-nearest neighbor (KNN), Naïve Bayes Classification 
(NBC), and Multilayer Perceptron (MLP) methods. The classification results 
of 100 training data and 50 white blood cell image testing data. Tests on the 
KNN, NBC, and MLP methods yielded an accuracy of 82%, 80%, and 94%, 
respectively. Therefore, MLP was chosen as the best classification model in 
the identification of white blood cells. 
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Human blood consists of blood and fluid components. White blood cells are part of blood components, 
which are responsible for the immune system and have the function of destroying objects that are considered 
foreign and harmful to the body. There are five types of white blood cells, namely eosinophils, basophils, 
neutrophils, lymphocytes, and monocytes [1]. The shape and characteristics of white blood cells vary [2]. 
Observation of white blood cells was carried out using a digital microscope by examining the smear 
stained with Giemsa, Wright, and May Grunwald. Identification of white blood cells is done manually, has 
shortcomings that are subjective depending on the workload and experience of staff, and requires a long time 
[3]. Automatic identification based on digital images [4] is expected to help identify cells quickly, precisely, 
and efficiently 
This study uses HSV color space segmentation (Hue, Saturation, and Value) to represent actual color 
values [5]. The results of the segmentation were carried out with feature extraction using the GLCM method. 
GLCM is a texture extraction method in images and has computational advantages and better accuracy than 
other feature extraction methods [6]. The features used are Angular Second Moment (ASM), Contrast, Entropy, 
and Inverse Different Moment (IDM). 
Fitri conducted a white blood cell identification study comparing the KNN [7] and SVM (Support 
Vector Machine) classifications based on color and shape by adding contrast stretching to improve image 
quality. The KNN [8] method gets the best accuracy of 94.3%.  
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Mahran et al. conducted research on mushroom classification based on the first-order statistical feature 
extraction with the Gaussian Naïve Bayes classification method [9] on 60 images of mushrooms. The test 
results with the Cross-Validation method and the value of K = four obtained an accuracy of 98.75%. 
Liyantoko et al. Researching the classification of white blood cells and lymphoblasts using the 
Multilayer Perception (MLP) and backpropagation method [10] on GLCM feature extraction of geometric and 
color features resulted in an accuracy value of 91.43% and a precision of 50.63%. 
From the three studies, it can be seen that each classification method has its advantages. Therefore, 
this study was to determine the comparison of the accuracy in the identification of white blood cells from the 
three classification models. The classification models chosen in this study are KNN, NBC, and MLP. The 
dataset used is from the LISC (leukocyte images from segmentation and classification) (Rezatofighi & 
Soltanian-Zadeh, 2011), which consists of five classes of white blood cells, namely eosinophils, basophils, 
neutrophils, lymphocytes, and monocytes. 
 
2. METHOD 
This research uses octave software with the GLCM method for feature extraction. The classification 
uses the K-nearest Neighbor (KNN) method, Naïve Bayes Classification (NBC) and Multilayer Perceptron 
(MLP), and Weka software. The author tested three ways to obtain high accuracy and a time-efficient method. 






























Figure 1. Feature Extraction and Classification Process 
The first stage is cropping the image of white blood cells manually using a digital microscope. The 
second stage is uploading to the HSV color space segmentation program (Hue, Saturation, and Value) [11]. 
The third stage is image conversion to grayscale. The fourth stage features feature extraction of Angular Second 
Moment (ASM), Contrast, Entropy and Different Moment (IDM), Entropy. The fifth stage of the feature 
extraction results is classified using the KNN, NBC, and MLP methods. The sixth stage results in the 
classification of 5 classes of white blood cells. The seventh stage evaluates the results of the classification of 
the 3 methods. 
2.1.  White blood cell 
White blood cells have different characteristics and shapes, as in Figure 2. 
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Figure 2. Shape and characteristics of white blood cells. 
Position of white blood cells about other cells [12]. Do not coincide with each other, overlap with 
other cells; the outline is broken or not intact as in Figure 3. 
 
   
Not Crushed Coincide Broken Edges 
Figure 3. Shape and characteristics of white blood cells. 
The shape and characteristics of white blood cells are described in table 1 
Table 1. Types, sizes, and characteristics of white blood cells 





orange in color. 
Basophil 14µ 
The granules are 
varied, irregular 
in arrangement to 
cover the 




Granules in the 
form of thin, 
refined grains, 
pink and faint in 
color. 
Limphocyte 12µ 
The cell is almost 




The largest size 
is solid core and 
curves like a 
kidney. 
 
2.2.  Hue Saturation and Value (HSV) Color Space 
A.R Smith introduced the 1978 HSV color space. Hue represents the colors known to humans, such as 
green and red, which are produced by wavelengths. Saturation is the strength of color or color purity. Value 
reflects of the intensity of the object, expressed as a change in white to a dark color or known as grayscale (grey 
level). The value is between 0-100%. The value 0 is black, as in Figure 4. 
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Figure 4. HSV Color Space 
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The h (hue) color space represents fractional values around the circle, starting at red, which has a zero shade. 
The color space s (saturation) is like formula 2. 
𝑠(𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛) =  {









Color space s (saturation) in RGB range (0,1). The RGB transformation (65, 27,234) is divided by 255 into 
HSV form [13]. Color space v (value) is like formula 3. 
𝑉 (𝑣𝑎𝑙𝑢𝑒) = 𝑚𝑎𝑥  (3) 
Color space v (value) maximum value = 0.918. 
 
2.3.  RGB Color Space 
The three essential components are Red (red), Green (green), and Blue (blue). The 3-dimensional cube 
is an RGB model [14] with red, green, and blue colors at the corners of the axis, as shown in figure 5. 
 
Figure 5. RGB Color Space 
Each image pixel is represented by 24 bits, namely 8 bits R (red), 8 bits G (green), 8 bits B (blue). The 
grayscale color space [15] is displayed in white with the highest intensity (255) [16] and black with the lowest 
power (0)—formulas in equations such as formula 4. 
Gray=((R*0.2989)+(G*0.5870)+(B*0.1140))  (4) 
R is the red value, G the green value, and B the blue value. 
  





2.4.  Gray Level Co-occurrence Matrix (GLCM) 
Second-order texture extraction is GLCM information [17]. The GLCM matrix is a matrix 
presentation between neighboring pixels in various spatial distance directions (d) and orientation direction θ. 
The method of calculating the cooccurrence matrix is based on the angle of the neighbor direction of 2 pixels 
[18], namely the double-angle cooccurrence matrix and single-angle cooccurrence matrix [19]. The angle 0 °, 
45 °, 90 °, 135 ° [20] is the direction of the angle used, as shown in Figure 6. 
 
 
Figure 6. Directional Angle Matrix 0 °, 45 °, 90 °, 135 ° 
 
Order statistical features, namely Angular Second Moment (ASM), Correlation, Contrast, Entropy, 
and Inverse Different Moment (IDM) [21]. The equation formula is as follows: 
1. Angular  Second Moment(ASM) 
It is the inverse of Entropy and a measure of local homogeneity, as in formula 5. 
 









Is 𝑝(𝑖, 𝑗) normalized matrix, is the value in row i and column j. 
2. Contrast 
Is the degree of the greyness of the image area, the difference is measured, as in formula 6. 
 
𝐶𝑜𝑛𝑡𝑟 =∑∑(𝑖 − 𝑗)2. 𝑝(𝑖, 𝑗)
𝑗𝑖
   
(6) 
 
Is the i value in the row, and j is the column value. 
3. Entropy 
It is to show the measure of texture shape irregularity, like formula 7. 
 
𝐸 = −∑∑𝑝(𝑖, 𝑗). 2log [𝑝(𝑖,𝑗)]
𝑗𝑖
   
(7) 
 
Where 𝑝(𝑖, 𝑗)  is the value of i and j multiplied by log2 at the value of 𝑝(𝑖, 𝑗). 
4. Inverse Different Moment (IDM) 










p (i, j) is the value of i and j, divided by the number1 and added by the weight of k 
 
2.5.  K-nearest Neighbor (KNN). 
The K-Nearest Neighbor (K-NN) method is one of the oldest and most popular N-based methods. The 
K value used here represents the number of closest neighbors involved in determining the class label prediction 
on the test data. From the nearest K, the closest neighbor is selected, then a class voting is conducted from the 
nearest neighbor K. It is the class with the highest number of neighboring votes that are given as the class label 
of the predicted results on the test data. 
The most commonly used distance calculation in the KNN algorithm [22] is the Euclidean distance 
calculation. The formula is as formula 9. 
              𝑑 =  √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 (9) 
Where d is the distance of the object, x is the training data, and y is the testing data. 
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2.6.  Naïve Bayes. 
The British scientist Thomas Bayes [23] proposed a classification method using statistics and 
probability to predict future odds based on previous data. Bayes' theorem is like the formula 10 
 






Where 𝐶𝑖 is a data hypothesis X is a specific class, x is data with a new level, 𝑃(𝐶𝑖| 𝑋) is the 
probability of the 𝐶𝑖i hypothesis based on the condition x, 𝑃(𝑋|𝐶𝑖)  is the probability x based on the 
hypothetical condition  𝐶𝑖. Data with numerical value has a standard or Gaussian probability by calculating the 
value of the mean µ and standard deviation Ϭ for each class formulated by the equation formula 11. 
 









It is explained that Ϭ is the variance of one variant for the population, X_i is the midpoint of the value in one 
attribute, µ is the average or mean of the community, and n is the number of data. 
 
2.5.  Multilayer Perceptron (MLP). 
The function and structure of the human brain are examples of models in the preparation of Artificial 
Neural Networks (ANN). Neurons are components of an artificial neural network. Neurons are connected to 
many neurons; each neuron connection has a weight. Biological neural networks, there are equal parts of ANN. 
The essential characteristic of ANN is learning through the weight adjustment of neuron connections.  
MLP consists of several neurons connected by connecting weights. Each perceptron is connected to 
form layers (layers). Each MLP [24] consists of one input layer (input layer), one or more hidden layers (hidden 
layer), and one output layer (output layer), as Figure 7. 
 
Figure 7. Artificial Neural Network Architecture. 
In Figure 7, the input layer is denoted by X, the hidden layer is denoted by Z, and the output layer is 
denoted by Y. The weight between X and Y is denoted by v, while the weight between Z and Y is denoted by 
w.  
The MLP learning method is backpropagation consisting of 4 stages. The first stage is initialization, 
the second is activation, the third is weight training, and the fourth is iteration. The initialization stage of the 
initial weight value and the threshold value are determined randomly within certain limits. The activation stage 
is given the input and output values predicted. In the weight training stage, the actual output value is compared 
to the expected value, and the weight adjustment is made. The second and third stages are repeated (iteration) 
until certain conditions. 
 
3. RESULTS AND DISCUSSION 
Image size used for this research, 200 x 200 pixels, and digital data format * PNG. The total number 
of training data for each class of white blood cells was 20, 100 training data, and 10 test data for each type, 50 
test data, as in table 2. 
Table 2. Databases Used in Research 
Data Eosinophil Basophil Neutrophil Limphocyte Monocyte Total 
Training 20 20 20 20 20 100 
Test  10 10 10 10 10 50 
Total  150 
 





3.1.  Image Processing 
The steps taken are image acquisition and segmentation in the HSV color space, including blue, 
purple, magenta, and pink areas. The image is cropped manually, and the HSV color space is segmented. The 
results of cropping and segmentation are as in Table 3. 




Cropped Blue Purple Magenta Pink 
Eosinophil 
      
Basophil 
      
Neutrophil 
      
Limphocyte 
      
Monocyte 
      
 
3.2.  Feature Extraction 
Image of blue, purple, magenta, and red color space is segmented to grayscale. Each color space 
features GLCM extraction of 4 features, namely Angular Second Moment (ASM), Contrast, Entropy, and 
Different Moment (IDM). Each feature is tested with an Angle of 0 °, 45 °, 90 °, 135 °. Then one white blood 
cell class totals 64 attributes. The results of feature extraction for one of the training data are as shown in table 
4. 
Table 4. Extraction Results of GLCM Features 
Color Space 
ASM Contrast Entropy IDM 
0° 45° 90° 135° 0° 45° 90° 135° 0° 45° 90° 135° 0° 45° 90° 135° 
Blue 0.999 0.999 0.999 0.999 0.003 0.004 0.004 0.004 0.002 0.002 0.002 0.002 1 1 1 1 
Purple  0.859 0.853 0.860 0.854 162.8 244.2 165.9 230.0 0.346 0.361 0.342 0.360 0.945 0.939 0.948 0.940 
Magenta 0.571 0.563 0.572 0.563 177.3 269.4 179.8 249.5 1.063 1.107 1.052 1.104 0.830 0.813 0.835 0.813 
Pink 0.956 0.952 0.955 0.952 12.20 22.06 16.40 21.79 0.106 0.115 0.108 0.115 0.984 0.981 0.984 0.981 
The total test attributes are 4 (color space) x 4 (GLCM features) x 4 (directional angle) = 64 attributes. 
 
3.3.  Classification 
The results of the GLCM feature extraction for each class of white blood cells were classified against 
three methods as training data. The results were learning classification methods for testing the test data. 
 
3.3.1.  K-nearest Neighbor (KNN) 
The results of the classification of the data model, the time needed to build the classification model is 
0 seconds. The classification model data is correct 84% and wrong 16%, as in Figure 8. 
 
Figure 8. Data of the KNN Classification Model. 
 
The test results on the 50 test data obtained results as in Table 5. 
Table 5.Test Results on the KNN Classification 
Cell Class E B N L M 
E  = Eosinophil 10  0 0 0 0 
B  = Basophil 0 9 0 0 1 
N  = Neutrophil 0 3 7 0 0 
L  = Limphocyte 0 0 1 8 1 
M = Monocyte 0 0 3 0 7 
% Accuracy = 41   x 100 = 82 % 
                        50 
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The highest identification accuracy was for ten eosinophil cells. The lowest was 7 for neutrophil 
cells and monocytes. The KNN classification was able to identify 41 types of white blood cells from 50 test 
data with or an accuracy of 82%. 
 
3.3.2.  Naïve Bayes  
The results of the classification of the data model, the time needed to build the classification model is 
0.02 seconds. The classification model data is correct 80% and wrong 20%, as in Figure 9. 
 
 
Figure 9. Data of the Naïve Bayes Classification Model. 
 
 The test results on the 50 test data obtained results as in Table 6. 
Table 6.Test Results on the Naïve Bayes Classification. 
Cell Class E B N L M 
E  = Eosinophil 9  1 0 0 0 
B  = Basophil 0 9 0 0 1 
N  = Neutrophil 0 0 10 0 0 
L  = Limphocyte 0 1 3 6 0 
M = Monocyte 0 4 0 0 6 
% Accuracy = 40   x 100 = 80 % 
                        50 
  
The highest test results were for ten neutrophil cells; the lowest identification was 6 for lymphocytes 
and monocytes. The Naïve Bayes classification can identify 40 types of white blood cells from 50 test data 
with or an accuracy of 80%. 
 
3.3.3.  Multilayer Perceptron (MLP)  
MLP testing uses 64 input layer neurons and one hidden layer with 64 neurons and five output layers. 
Epoch value of 500 and learning rate of 0.3. For the test results of the data model, the time needed to build the 
classification model is 5.31 seconds. Classification model data is accurate 96% and false 4%, as in Figure 10. 
 
 
Figure 10. Multilayer Perceptron Classification Model Data. 
 
The results of testing on 50 test data obtained results as in Table 7. 
Table 7. Test Results on the Multilayer Perceptron Classification 
Cell Class E B N L M 
E  = Eosinophil 10  0 0 0 0 
B  = Basophil 0 10 0 0 0 
N  = Neutrophil 0 4 6 0 0 
L  = Limphocyte 0 0 0 10 0 
M = Monocyte 0 0 0 0 10 
% Accuracy = 46   x 100 = 92 % 
                     50 
 
The highest identification accuracy of eosinophils, basophils, lymphocytes, and monocytes was ten 
cells. The lowest was 6 for neutrophil cells. The MLP classification was able to identify all types of white 
blood cells by 46 out of 50 test data with or an accuracy of 92%. 





3.4.  Evaluation Testing 
After testing three classification methods and five classes of white blood cells, the results are shown 
in Table 8, Table 9. 
Table 8. Test Results Against 3 Methods. 
Cell Class KNN  (%) Naïve Bayes (%) MLP (%) 
Eosinophil 100 90 100 
Basophil 90 90 100 
Neutrophil 70 100 60 
Limphocyte 80 60 100 
Monocyte 70 60 100 
Average 82 80 92 
 
Table 9. Classification Test Results. 
Testing KNN Naïve Bayes MLP 
Classification corrections 84 % 80 % 96 % 
Time (seconds) 0 0.02 2.08 
Test Results 82 % 80 % 92 % 
 
The test results on the KNN method, accurately 82% of the predicted data models were 84% with a 
test time of 0 seconds. Identify each class of white blood cells as much as 1 class (eosinophils) with a value of 
100%. The Naïve Bayes method, accurately 80% of the prediction data model, is 80% with a testing time of 
0.02 seconds. Identify each class of white blood cells as much as 1 class (neutrophils) with a value of 100%. 
The MLP method, accurately 92% of the prediction model data, is 96% with a testing time of 2.08 seconds. 
Identify each class of white blood cells as many as four classes (eosinophils, basophils, lymphocytes, and 
neutrophils) with a value of 100%. 
 
4. CONCLUSION 
The classification method test has been successfully carried out. The conclusion of the study of white 
blood cell identification using the MLP method resulted in the best accuracy. The research results on the 
performance of the NBC method have an accuracy of 80%, the KNN method has an accuracy of 82%, and the 
MLP method has an accuracy of 92% with the longest time of 2.08 seconds. MLP was chosen as the best 
classification model for identifying of white blood cells even though it requires a longer time. The high 
accuracy value can be due to the color absorption of the stain time properly and the cropping of white blood 
cells that do not overlap. The accuracy value is low because the blood cells have been damaged or broken, and 
the cropping of cells that is coincided causes the color of white blood cells to be mixed with the color of other 
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