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Abstract
We consider the problem of comparing probability densities be-
tween two groups. To model the complex pattern of the underlying
densities, we formulate the problem as a nonparametric density hy-
pothesis testing problem. The major difficulty is that conventional
tests may fail to distinguish the alternative from the null hypothesis un-
der the controlled type I error. In this paper, we model log-transformed
densities in a tensor product reproducing kernel Hilbert space (RKHS)
and propose a probabilistic decomposition of this space. Under such
a decomposition, we quantify the difference of the densities between
two groups by the component norm in the probabilistic decomposi-
tion. Based on the Bernstein width, a sharp minimax lower bound
of the distinguishable rate is established for the nonparametric two-
sample test. We then propose a penalized likelihood ratio (PLR) test
possessing the Wilks’ phenomenon with an asymptotically Chi-square
distributed test statistic and achieving the established minimax testing
rate. Simulations and real applications demonstrate that the proposed
test outperforms the conventional approaches under various scenarios.
Keywords: two-sample test, smoothing spline, penalized likelihood ra-
tio testing, minimax optimality, nonparametric testing, , Wilks’ phenomenon.
1 Introduction
Testing the equality of two probability densities based on observed samples
is a fundamental problem in statistics. Formally speaking, let X ∈ X ⊆ Rd
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be a random variable and Z ∈ Z ≡ {0, 1} be a binary random variable
indicating the group membership of X. Let fX|Z=0(·) and fX|Z=1(·) be the
conditional probability densities of X given Z = 0 and Z = 1, respectively.
The problem of interest is to test
H0 : fX|Z=0(·) = fX|Z=1(·) vs. H1 : fX|Z=0(·) 6= fX|Z=1(·). (1.1)
The above two-sample testing problem arises from many applications, rang-
ing from modern biological sciences to deep learning.
In many applications, the underlying distributions usually demonstrate
complex patterns and cannot be fitted well by a pre-determined family of
parametric distributions. Classical normality-based tests such as the two-
sample t-test (Anderson, 1958) and the Shapiro-Wilk test (Shapiro and
Wilk, 1965) are generally inappropriate. Nonparametric approaches are
more appealing due to their distribution-free feature, and have received
increasing attention recently. Examples include distance-based tests such
as the Kolmogorov-Smirnov (KS) test (Darling, 1957), distance correlation
(Sze´kely et al., 2007), and the maximum mean discrepancy (MMD) (Gret-
ton et al., 2012; Pfister et al., 2018). However, these popular methods often
suffer from insufficient power as demonstrated in the following toy example.
Figure 1(a) displays two normal densities with zero means and different vari-
ances such that the Kullback-Leibler (KL) distance between the densities is
0.14. Figure 1(c) plots the empirical power of three competing tests. Overall
the powers of KS and MMD are satisfactory and increase rapidly along with
the sample size n. However, when the densities in comparison are multi-
modal, such as mixtures of normal densities shown in Figure 1 (b) where
their KL distance is still at 0.14, the powers of KS and MMD stay at zero
even when the sample size n is as large as 1000 (Figure 1(d)). This indicates
that distance-based tests may not be sensitive to the distribution change es-
pecially when the densities demonstrate complex shapes. See Mason et al.
(1983) for an earlier similar discovery. The PLR test to be proposed in this
paper demonstrates superior performance in both settings.
1.1 A brief literature review
There is an extensive literature on nonparametric density comparisons, e.g.,
the Kolmogorov-Smirnov (KS) test (Darling, 1957), distance correlation
(DC) (Sze´kely et al., 2007), Hilbert-Schmidt independence criteria (HSIC)
(Pfister et al., 2018), minimum mean discrepancy (MMD) (Gretton et al.,
2012), empirical likelihood tests (ELT) (Cao and Van Keilegom, 2006), and
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Figure 1: (a) Two uni-modal densities with KL-distance 0.14. (b) Two bi-modal
densities with KL-distance 0.14. (c) Powers of the KL, MMD and the proposed
PLR test for uni-model case for sample size ranging from 125 to 1000. (d) Powers
of the KL, MMD and the proposed PLR test for bi-model case for sample size
ranging from 125 to 1000.
kernel density test (Mart´ınez-Camblor and de Un˜a-A´lvarez, 2009). An al-
ternative direction is using discretization (“slicing”) of continuous random
variables (Miller and Siegmund, 1982). Recently, (Jiang et al., 2015) pro-
posed the dynamic slicing test (DSLICE), which penalizes the number of
slices to regularize the test statistics. However, all these methods have com-
plicated asymptotic distributions, and consequently Monte Carlo simulation
techniques, such as resampling and bootstrap, are usually needed for deter-
mining the p-values. Moreover, it is nontrivial to analyze their power due
to the complexity of the resampling procedure. Parallel to our work, Li and
Yuan (2019) proposed a normalized MMD test for comparing two densities
based on Gaussian kernels with appropriately chosen scaling parameters, and
established its minimax testing optimality. Nonparametric minimax testing
principle is pioneered by Ingster (1989) and Ingster (1993). Recently, Lep-
ski et al. (1999) and Fromont et al. (2012) established the minimax testing
principle for nonparametric goodness-of-fit test, Wei et al. (2017) introduced
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minimax nonparametric hypothesis testing over convex cones and Wei and
Wainwright (2018) derived sharp upper and lower bounds on the localized
minimax testing radius in Gaussian sequence models using an information-
theoretic view. Our minimax lower bound for separation rate can be viewed
as an extension of Wei and Wainwright (2018) to the two-sample testing
scenario. However, such an extension is nontrivial in that in general it is
impossible to transform a two-sample testing problem into a Gaussian se-
quence model. Instead, we modify the original technique from Ingster (1989)
and Ingster (1993), which efficiently treats the signal in time-domain, to fit
in the information-theoretic framework of Wei and Wainwright (2018).
1.2 Main contributions of this work
In this paper, we propose a new test called the penalized likelihood ratio
(PLR) to improve upon existing approaches. The intuition is to incorporate
the likelihood ratio principle into the nonparametric two-sample test. Specif-
ically, we characterize the log-transformed joint density η(x, z) of (X,Z) by
a tensor product reproducing kernel Hilbert space (RKHS) H, and establish
a penalized log-likelihood function of η ∈ H. Then the PLR test is defined as
the difference between the maximum values of the penalized log-likelihoods
under H0 and H1. The tensor product RKHS framework has following ad-
vantages. First, the maximum values of the penalized log-likelihoods are
easy to compute, and numerous existing algorithms and software packages
are publicly available (Silverman, 1982; Gu and Qiu, 1993; Gu, 2013). Sec-
ond, the choice of RKHS is flexible. Though the current work focuses on
Sobolev spaces, the results are readily extendable to general settings such
as a Gaussian RKHS. Third, theoretical tools for justifying the performance
of the proposed PLR test are mature given the recent advances in RKHS-
based nonparametric inference (Shang et al., 2013). In fact, the PLR test
is proven to be minimax optimal and the asymptotic null distribution of
its test statistic is a chi-square distribution. Comparing with distance-based
tests whose asymptotic distributions are mostly unavailable analytically, the
proposed PLR test is user-friendly.
The main contribution of the current work has three parts. First, our
proposed PLR test is built upon functional ANOVA decomposition in ten-
sor product RKHS proposed by Gu (2013) and Wahba (1990). However,
the existing references on functional ANOVA mainly focus on estimation
while leaving hypothesis testing an open problem. Comparing with exist-
ing functional ANOVA decomposition without considering the probabilitic
measure, we propose a probabilistic decomposition of the tensor product
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RKHS by embedding the probability measures of X and Z into H, and
hence provide a foundation to fill the above gap in hypothesis testing. The
proposed probabilistic decomposition of tensor product RKHS can be of in-
dependent interest and be applied to study the optimality for conditional
independence, mutual independence, and high order dependencies. Second,
the proposed PLR test is proven explicitly related to the popular MMD test
(Gretton et al., 2012), which is also a surprise to us (see Section 5). Specif-
ically, we show that the MMD test (with a particularly selected kernel) is
the squared norm of the gradient of our log-likelihood ratio. We note that
the log-likelihood ratio is slightly different from our PLR test since it does
not involve a penalty term. This likelihood-based viewpoint may partly ex-
plain the success of these two seemingly unrelated approaches. Also, the
regularization on the log-likeihood function leads to the minimax optimal-
ity of the PLR proposed test. Third, we establish a minimax lower bound
for the separation rate between H0 and H1 to guarantee the existence of a
successful test. This result is useful for proving the minimax optimality of
the PLR test and is of independent interest. Comparing with the existing
minimax testing rate established by Ingster (1989), Ingster (1993), and Wei
and Wainwright (2018) in the simple regression setting, we generalize the
minimax hypothesis testing framework to handle the density comparison
problems. We use the Bernstein width proposed by Pinkus (2012) for de-
riving the order of the smallest separation rate between the hypotheses to
guarantee a successful test.
The rest of the paper is organized as follows. Section 2 introduces some
background on tensor product RKHS. Section 3 derives the asymptotic dis-
tribution of the PLR test and analyzes its asymptotic power. The PLR test
is also shown to achieve the minimax lower bound established in Section 4.
Section 4 describes some theoretical results for the minimax lower bound of
two-sample tests based on an information-theoretic view. Section 5 provides
an interpretation of the MMD as a likelihood ratio test and compares it with
the proposed PLR test. Section 6 examines finite sample performances of
the PLR test in comparison with a competitors through simulations. Sec-
tion 7 contains two real-world examples using the PLR test, and Section
8 concludes with a short discussion. Additional proofs for the lemmas are
deferred to the Appendix and Supplementary Material.
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2 Probabilistic decomposition for tensor product
RKHS
2.1 Background on RKHS
Let H be an RKHS endowed with an inner product 〈·, ·〉H and let D be a
general domain for functions in H. There always exists a symmetric and
square integrable function K(·, ·) : D ×D → R, such that
〈f,K(α, ·)〉H = f(α), for all f ∈ H and α ∈ D. (2.1)
Here K(·, ·) is called the reproducing kernel of H. By Mercer’s theorem, K
has the following decomposition:
K(α1, α2) =
∞∑
ν=0
µνφν(α1)φν(α2), (2.2)
where µν ’s are non-negative descending eigenvalues and φν ’s are the corre-
sponding normalized eigen-functions. For a discrete domain, we select the
kernel as K(α1, α2) = 1{α1 = α2} for α1, α2 ∈ D. For a continuous domain,
there are different choices of kernels such as the Gaussian and Sobolev ker-
nels. The focus of this paper is a special RKHS with tensor product structure
to be described in next section in which D = Y ≡ X × Z.
2.2 General decomposition of the tensor product RKHS
The tensor product RKHS is widely used for constructing the model space
for multi-variate functions. We consider to decompose the space into sub-
spaces with a hierarchical structure similar to the main effects and interac-
tions in the classical ANOVA. This decomposition is also called “SSANOVA”
decomoposition which is introduced in Wahba (1990),Gu (2013), Lin (2000),
and ?. The decomposition generally includes two steps: decompose each
marginal RKHS into mean and main effect; apply distributive law to expand
the tensor product of marginal RKHS into a series of subspaces. For exam-
ple, let bi-variate function η(x, z), for (x, z) ∈ Y, belong to a tensor product
RKHS, H = H〈X〉 ⊗H〈Z〉, in which H〈X〉 and H〈Z〉 represent the marginal
RKHS of X and Z respectively. For each marginal space, we define averag-
ing operators AX and AZ where an operator A is called averaging operator
if A = A2. We can decompose H〈X〉 = {AXf : f ∈ H〈X〉} ⊕ {(I − AX)f :
f ∈ H〈Z〉} := H〈X〉0 ⊕ H〈X〉1 and H〈Z〉 = {AZf : f ∈ H〈Z〉} ⊕ {(I − AZ)f :
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f ∈ H〈Z〉} := H〈z〉0 ⊕ H〈z〉1 where I is the identity operator. Applying the
distribution law, the decomposition of H is written as
H = (H〈X〉0 ⊕H〈X〉1 )⊗ (H〈Z〉0 ⊕H〈Z〉1 ) ≡ H00 ⊕H10 ⊕H01 ⊕H11, (2.3)
where Hij = H〈X〉i ⊗H〈Z〉j for i = 0, 1 and j = 0, 1. Analogous to the classic
ANOVA, H10 and H01 are the RKHS for the main effects, and H11 is the
RKHS for the interaction effect.
Specifically, for the purpose of two-sample hypothesis testing, we con-
sider the bi-variate function η(x, z) being the log-transferred density func-
tion of X and Z where X ∈ X = [0, 1]d is a continuous random variable and
Z ∈ Z is a discrete random variable. Since we consider X and Z are random
variables, a natural generalization is to define a proper averaging operator
by taking into account the probabilistic distribution of X and Z. In the
following, we will introduce such marginal decomposition for the discrete
domain and continuous domain respectively. Then, we construct the de-
composition on their product space and introduce the eigensystem for each
subspace.
2.3 Probalisitic decomposition on discrete domain
We start with the Euclidean space as a simple example to illustrate the
basic idea of tensor sum decomposition, which is often called the ANOVA
decomposition in linear models. Consider a slightly more general setting
with H〈Z〉 = Ra being a a-dimensional Euclidean space, and let f ∈ Ra be
a vector, with f(z) being the z-th entry of the vector for z = 0, . . . , a − 1.
We then have H〈Z〉 = {f : f ∈ Ra}. Let A be the average operator defined
as Af = 〈 1a1, f〉, where 1 = (1, · · · , 1)> ∈ Ra, and 〈·, ·〉H〈Z〉 is the Euclidean
inner product. The tensor sum decomposition of the Euclidean space Ra is
Ra = Ra0 ⊕ Ra1 := span
{
1
}⊕ {f ∈ Ra | a−1∑
z=0
f(z) = 0
}
(2.4)
where Ra0 represents the grand mean and Ra1 represents the main effect space.
Lemma 2.1 provides the kernel for Ra0 and Ra1, respectively.
Lemma 2.1. For any RKHS H〈Z〉 of functions defined on the discrete do-
main, {0, . . . , a − 1}, and equipped with the Euclidean inner product, there
exists a unique non-negative definite reproducing kernel K〈Z〉. Based on the
tensor sum decomposition H〈Z〉 = H〈Z〉0,init⊕H〈Z〉1,init where H〈Z〉0,init = { 1a1} and
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H〈Z〉1,init = {f ∈ H :
∑a−1
x=0 f(z) = 0}, we have that the kernel for H〈Z〉0,init as
K
〈Z〉
0,init(z, z˜) = 1/a,
and the kernel for H〈Z〉1,init as
K
〈Z〉
1,init(z, z˜) = 1{z=z˜} − 1/a,
where 1 denotes the indicator function.
Lemma 2.1 is related to the classic ANOVA decomposition, which can
be viewed as imposing the uniform distribution on Z, i.e., P (Z = 0) = · · · =
P (Z = a − 1) = 1/a without considering the true probability measure of
Z. Instead, we embed the probability measure of Z into the tensor sum
decomposition of H〈Z〉. Consider a discrete probabilistic measure P on Z =
{0, . . . , a − 1} such that P(Z = j) = ωj ≥ 0, with
∑a−1
j=0 wj = 1. Let
ω = (ω0, . . . , ωa−1). The average operator A is modified to A := f →
EZf(Z) = 〈ω, f〉H〈Z〉 . Since the kernel on H〈Z〉 = {f : f ∈ Ra} with the
Euclidean inner product is K〈Z〉(z, z˜) = 1{z=z˜}, we have EZ [K
〈Z〉
Z ] = ω and
the probabilistic averaging operator can be rewritten asA := f → EZf(Z) =
〈EZ [K〈Z〉Z ], f〉H〈Z〉 . Then EZ [K〈Z〉Z ] can be treated as a mean embedding of
P in H〈Z〉. Based on this probabilistic averaging operator, we introduce the
tensor sum decomposition of H〈Z〉 in the following lemma.
Lemma 2.2. For the RKHS H〈Z〉 on the discrete domain {0, . . . , a−1} with
probability measure P(Z = z) = ωz for z = 0, · · · , a− 1, there corresponds a
unique non-negative definite reproducing kernel K〈Z〉. Based on the tensor
sum decomposition H〈Z〉 = H〈Z〉0 ⊕ H〈Z〉1 where H〈Z〉0 = {EZ [K〈Z〉Z ]} and
H〈Z〉1 = {f ∈ H : EZ(f(Z)) = 0}, we have that the kernel for H〈Z〉0 is
K
〈Z〉
0 (z, z˜) = ωz + ωz˜ −
a−1∑
`=0
ω2` ,
and the kernel for H〈Z〉1 is
K
〈Z〉
1 (z, z˜) = 1{z=z˜} − ωz − ωz˜ +
a−1∑
`=0
ω2` ,
where 1 is the indicator function.
In the rest of this article, we primarily focus on a = 2 (two-sample);
extension to general a is a straightforward exercise.
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2.4 Probabilistic decomposition on continuous domain
Next we consider the continuous random variable X ∈ X and P be a proba-
bility measure on X . Suppose H〈X〉 is a subspace in L2(P), and let K〈X〉 be
the corresponding kernel satisfying 〈f,K〈X〉x 〉H〈X〉 = f(x) for any f ∈ H〈X〉.
To conduct the tensor sum decomposition on H〈X〉, we introduce the prob-
abilistic averaging operator A as A := f → EXf(X) = EX〈K〈X〉X , f〉H〈X〉 =
〈EXK〈X〉X , f〉H〈X〉 . EXK〈X〉X has the same role as ω in the Euclidean space.
Then, the tensor sum decomposition of a functional space is defined as
H〈X〉 = H〈X〉0 ⊕H〈X〉1 := span{EXK〈X〉X } ⊕ {f ∈ H〈X〉 : Af = 0}. (2.5)
Analogously, we name H〈X〉0 as the grand mean space and H〈X〉1 as the main
effect space. EXK
〈X〉
X is known as the kernel mean embedding which is well
established in the statistics literature (Berlinet and Thomas-Agnan, 2011).
Next, we introduce Lemma 2.3 to construct the kernel function for H〈X〉0
and H〈X〉1 .
Lemma 2.3. For the RKHS H〈X〉 on a continuous domain X with prob-
ability measure P equipped with inner product 〈·, ·〉H〈X〉, there corresponds
a unique nonnegative definite reproducing kernel K〈X〉. Based on the ten-
sor sum decomposition H〈X〉 = H〈X〉0 ⊕H〈X〉1 where H〈X〉0 = {EXK〈X〉X } and
H〈X〉1 = {f ∈ H : EX(f(X)) = 0}, we have that the kernel for H〈X〉0 is
K
〈X〉
0 (x, x˜) = EX [K(X, x˜)] + EX˜ [K(x, X˜)]− EX,X˜K(X, X˜), (2.6)
and the kernel for H〈X〉1 is
K
〈X〉
1 (x, x˜) = 〈K〈X〉x − EXK〈X〉X ,K〈X〉x˜ − EX˜K
〈X〉
X˜
〉H〈X〉
= K〈X〉(x, x˜)− EX [K〈X〉(X, y)]− EX˜ [K〈X〉(x, X˜)] + EX,X˜K〈X〉(X, X˜).
2.5 Probabilitic decomposition on product domain
We are now ready to consider the RKHS H = H〈X〉 ⊗H〈Z〉 on the product
domain Y = X × Z. By Lemma 2.2, H〈Z〉 has the probabilistic decomposi-
tion as tensor sums of subspaces H〈Z〉 = H〈Z〉0 ⊕ H〈Z〉1 ; and by Lemma 2.3,
H〈X〉 has the probabilistic decomposition as H〈X〉 = H〈X〉0 ⊕H〈X〉1 . Pluging
into (2.3), we have the decomposition of H and call this decomposition the
probabilistic decomposition of the tensor product RKHS H since it embeds
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the probability measure of the random variable X and Z. With the decom-
position in (2.3), the uniqueness of the decomposition in (2.8) is guaranteed.
In the following Lemma, we construct the kernel functions on each subspace
Hij .
Lemma 2.4. Suppose K
〈X〉
i is the reproducing kernel of H〈X〉i on X , and
K
〈Z〉
j is the reproducing kernel of H〈Z〉j on Z for i = 0, 1 and j = 0, 1. Then
the reproducing kernels of H〈X〉i ⊗H〈Z〉j on Y = X ×Z is Kij((x, z), (x˜, z˜)) =
K
〈X〉
i (x, x˜)K
〈Z〉
j (z, z˜) with x, x˜ ∈ X and z, z˜ ∈ Z.
Lemma 2.4 states that the reproducing kernels of the tensor product
space is the product of the reproducing kernels. Lemmas 2.4 can be easily
proved with Theorems 2.6 in Gu (2013). Based on Lemmas 2.2, 2.3 and
2.4, we can construct the kernels K00,K10,K01 and K11 for the subspaces
H00,H10,H01 and H11 accordingly.
2.6 Eigensystem for tensor product RKHS and hypothesis
testing
Given H〈X〉 and H〈Z〉, H〈X〉 ⊗H〈Z〉 is defined as
H〈X〉 ⊗H〈Z〉 =
{ k∑
i=1
fi(·)gi(·) : fi ∈ H〈X〉, gi ∈ H〈Z〉, k ≥ 1
}
.
By the decomposition in (2.2), we have the eigenvalue and eigenfunction
pair for H〈X〉0 as {µ0, φ0} and the eigen basis for H〈X〉1 as {µi, φi}∞i=1. The
eigenvalue and eigenfunction pair for H〈Z〉0 is {ν0, ψ0} and eigen basis for
H〈Z〉1 is {ν1, ψ1}. Then we have the basis for the tensor product RKHS H
{µ0ν0, φ0ψ0}, {µ0ν1, φ0ψ1}, {µiν0, φiψ0}∞i=1, and {µiν1, φiψ1}∞i=1 (2.7)
are the pairs of eigenvalues and eigenfunctions for H00, H01, H10, and H11,
respectively. In the following sections, we refer to (2.7) as the eigensystem
for H under the probabilistic decomposition.
Given the probabilistic decomposition tensor product RKHS (2.3), the
log-transformed joint density function has a unique decomposition demon-
strated in below:
η(x, z) = µ+ ηX(x) + ηZ(z) + ηXZ(x, z), (x, z) ∈ Y, (2.8)
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where µ ∈ H00 is the ground mean, ηX(·) ∈ H10 and ηZ(·) ∈ H01 are the
main effects, and ηXZ ∈ H11 is the interaction. In the following lemma, we
show that the distribution of X given group Z = 0 and the distribution of
X given group Z = 1 are the same if and only if the interaction term ηXZ
is zero.
Lemma 2.5. fX|Z=0(·) = fX|Z=1(·) if and only if ηXZ = 0.
Following this lemma and the probabilistic decomposition of H in (2.3),
fX|Z=0(·) = fX|Z=1(·) is equivalent to η ∈ H0 := H00 ⊕H10 ⊕H01. Hence,
we rewrite the two-sample test in (1.1) as the following hypothesis testing
H0 : η ∈ H0 vs. H1 : η ∈ H\H0, (2.9)
where H\H0 denotes the set difference of H and H0.
3 Penalized likelihood ratio test
Suppose thatYi = (Xi, Zi), i = 1, . . . , n, are iid observations generated from
Y = (X,Z) with the log-transformed joint density η(x, z) where X ∈ X and
Z ∈ Z. Without loss of generality, we assume X = [0, 1]d is a d-dimensional
unit cube and Z = {0, 1}. It is trivial to extend to a-sample sample test
when setting Z = {0, . . . , a−1}. Let `n,λ be the negative penalized likelihood
function defined as
`n,λ(η) = − 1
n
n∑
i=1
{η(Yi) +
1∑
z=0
∫
X
eη(x,z)dx}+ λ
2
J(η), η ∈ H, (3.1)
with a penalty parameter λ > 0 and a penalty function J(·). Following Gu
(2013), we define J(·) as follows,
J(η) = θ−110 J10(η) + θ
−1
01 J01(η) + θ
−1
11 J11(η), (3.2)
where θ10, θ01, θ11 > 0 are tunable parameters, and J10, J01, and J11 are
norms induced by the inner products on H10, H01, H11 respectively. Specif-
ically, J10 penalizes the roughness of the mean function EZη(x, Z), J01 pe-
nalizes the variance of the marginal means EX{η(X, z)}, and J11 penalizes
the roughness of the deviations η − EZη(·, Z)− EXη(X, ·).
Let η̂0n,λ and η̂n,λ be the penalized likelihood estimators of η respectively
under H0 and H1 in (2.9),
η̂0n,λ = argmin η∈H0`n,λ(η) and η̂n,λ = argmin η∈H`n,λ(η).
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The integral in (3.1) guarantees that such estimators fulfill the unitary con-
straint as shown by Silverman (1982). Numerically, we apply the reparametriza-
tion trick by expressing η in a finite-dimensional space
η(y) =
n∑
i=1
∑
β=00,01,10
Kβ(Yi,y)ci := ξ
T
0 c for η ∈ H0,
η(y) =
n∑
i=1
∑
β=00,01,10,11
Kβ(Yi,y)ci := ξ
Tc for η ∈ H,
for any y = (x, z) ∈ Y. Plugging into (3.1), the calculation of η̂0n,λ and η̂n,λ
reduces to the minimization of
1
n
Q0c+
∫
Y
exp{ξT0 c}+
λ
2
cTQ0c and
1
n
Qc+
∫
Y
exp{ξTc}+ λ
2
cTQc
with respect to c, where the ijth entry of Q0 is
∑
β=00,01,10K
β(Yi,Yj) and
the ijth entry of Q1 is
∑
β=00,01,10,11K
β(Yi,Yj).
We now propose the following penalized likelihood ratio (PLR) test statis-
tic for testing the hypothesis (2.9):
PLRn,λ = `n,λ(η̂
0
n,λ)− `n,λ(η̂n,λ).
In Section 3.1, we show that PLRn,λ is asymptotically χ
2 distributed, fulfill-
ing the Wilks’ phenomenon, based on which an asymptotically valid testing
rule will be proposed. We further show that PLRn,λ is minimax optimal in
the sense of Theorem 4.3.
3.1 Asymptotic distribution and Wilks’ Phenomenon
In this subsection, we present the asymptotic distribution of our PLR test
(see Theorem 3.5). The proof relies on a technical lemma about the eigen-
structures of H0 and H; see Lemma 3.1 below. For any η, η˜ ∈ H, define
〈η, η˜〉 = V (η, η˜) + λJ(η, η˜), (3.3)
where V (η, η˜) = Eη∗{η(Y)η˜(Y)} with expectation taken under the true η∗,
and J is a bilinear form corresponding to (3.2). It holds that H and H0,
endowed with the inner product (3.3), are both RKHSs; see Lemma 3.2 in
the Appendix. In the following lemma, we characterze the eigenvalues and
eigenvectors of the Rayleigh quotient V/J .
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Lemma 3.1. (a) There exist a sequence of functions {ξp}∞p=1 ⊂ H and
a sequence of nonnegative eigenvalues {ρp}∞p=1 with ρp  p2m/d such
that
V (ξp, ξp′) = δp,p′ , J(ξp, ξp′) = ρpδp,p′, for all p, p
′ ≥ 1, (3.4)
and that any η ∈ H can be written as η = ∑∞p=1 V (η, ξp)ξp.
(b) Moreover, there exists a proper subset {ρ0p, ξ0p}∞p=1 of {ρp, ξp}∞p=1 sat-
isfying {ξ0p}∞p=1 ⊂ H0 and for any η ∈ H0, η =
∑∞
p=1 V (η, ξ
0
p)ξ
0
p.
Convergence of both series holds under (3.3).
(c) ρ⊥p  p2m, where {ρ⊥p }∞p=1 ⊂ {ρp}∞p=1 is a subset of eigenvalues corre-
sponding to {ξ⊥p }∞p=1 ≡ {ξp}∞p=1\{ξ0p}∞p=1. The set {ξ⊥p }∞p=1 generates
the orthogonal complement of H0 under the inner product (3.3).
Lemma 3.1 introduces an eigensystem that simultaneously diagonalizes
the bilinear forms V and J . This eigensystem does not depend on the un-
known null density, and only depends on the functional space H. Moreover,
H0 can be generated by a proper subset of the eigenfunctions, which is
crucial for analyzing the likelihood ratios.
Let 〈·, ·〉0 denote the restriction of 〈·, ·〉 on the subspace H0. Specifically,
for any η, η˜ ∈ H0, 〈η, η˜〉0 = 〈η, η˜〉. Then H and H0 are both RKHS’s
endowed with these inner products.
Lemma 3.2. (H, 〈·, ·〉) and (H0, 〈·, ·〉0) are both RKHS’s with the corre-
sponding inner products.
Following Lemma 3.2, there exist reproducing kernel functions K˜(·, ·)
and K˜0(·, ·) defined on Y × Y satisfying, for any y ∈ Y, η ∈ H, η˜ ∈ H0:
K˜y(·) ≡ K˜(y, ·) ∈ H, K˜0y(·) ≡ K˜0(y, ·) ∈ H0,
〈K˜y, η〉 = η(y), 〈K˜0y, η˜〉0 = η˜(y). (3.5)
We further introduce positive definite self-adjoint operators Wλ : H → H
and W 0λ : H0 → H0 such that
〈Wλη, η˜〉 = λJ(η, η˜) for all η, η˜ ∈ H,
〈W 0λη, η˜〉0 = λJ0(η, η˜) for all η, η˜ ∈ H0, (3.6)
where J0(η, η˜) = θ
−1
01 J01(η, η˜) + θ
−1
10 J10(η, η˜) is the restriction of J over H0.
By (3.6) we get 〈η, η˜〉 = V (η, η˜) + 〈Wλη, η˜〉, 〈η, η˜〉0 = V (η, η˜) + 〈W 0λη, η˜〉0.
In the following, we give the explicit expression of K˜y(·) and Wλξp(·).
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Proposition 3.3. For any y ∈ Y and η ∈ H, we have
‖η‖2 =
∞∑
p=1
|V (η, ξp)|2(1 + λρp),
K˜y(·) =
∞∑
p=1
ξp(y)
1 + λρp
ξp(·), K˜0y(·) =
∞∑
p=1
ξ0p(y)
1 + λρ0p
ξ0p(·),
Wλξp(·) = λρp
1 + λρp
ξp(·), W 0λξ0p(·) =
λρ0p
1 + λρ0p
ξ0p(·).
where {ρ0p, ξ0p}∞p=1 and {ρp, ξp}∞p=1 are eigensystems defined in Lemma 3.1.
As shown in Proposition 3.3, the eigenvalues for K˜ are {(1+λρp)−1}∞p=1,
having a slower decay rate due to scaling by λ. K˜ can be viewed as a
scaled kernel comparing with the product kernel KH = K00 +K01 +K10 +
K11 introduced in Lemma 2.4. Note that trace(K˜) =
∑∞
p=1(1 + λρp)
−1 
λ−d/(2m) is the effective dimension that measures the complexity of H; see
Bartlett et al. (2005); Mendelson (2002).
Next, we will derive the null asymptotic distribution of the PLR statis-
tics, which relies on the Taylor expansion of the PLR functional. First, we in-
roduce the Freche´t derivatives of the log-likelihood functional. LetD,D2, D3
be the first-, second- and third-order Freche´t derivatives of `n,λ(η). Based
on the above notation, these derivatives can be summarized as follows. Let
y = (x, z). For any η,∆η1,∆η2,∆η3 ∈ H,
D`n,λ(η)∆η1 = − 1
n
n∑
i=1
∆η1(Yi) +
∫
Y
∆η1(y)e
η(y)dy + λJ(η,∆η1)
= 〈− 1
n
n∑
i=1
K˜Yi + EηK˜Y +Wλη,∆η1〉
≡ 〈Sn,λ(η),∆η1〉, (3.7)
D2`n,λ(η)∆η1∆η2 =
∫
Y
∆η1(y)∆η2(y)e
η(y)dy + λJ(∆η1,∆η2), (3.8)
D3`n,λ(η)∆η1∆η2∆η3 =
∫
Y
∆η1(y)∆η2(y)∆η3(y)e
η(y)dy. (3.9)
The second equality of (3.7) is due to the reproducing property (3.5) and
that ∫
Y
∆η(y)eη(y)dy = Eη∆η1(Y) = Eη〈K˜Y,∆η1〉 = 〈EηK˜Y,∆η1〉.
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We denote Sn,λ(η) as the score function of the log-likelihood functional `n,λ.
Similarly, we define S0n,λ as the score function of the log-likelihood functional
`0n,λ.
Then we have the following Taylor expansion of PLR functional. Let
g = η̂0n,λ − η̂n,λ, we have
PLRn,λ = `n,λ(η̂
0
n,λ)− `n,λ(η̂n,λ)
= D`n,λ(η̂n,λ)g +
∫ 1
0
∫ 1
0
sD2`n,λ(η̂n,λ + ss
′g)ggdsds′
=
∫ 1
0
∫ 1
0
s{D2`n,λ(η̂n,λ + ss′g)gg −D2`n,λ(η∗)gg}dsds′ + 1
2
D2`n,λ(η
∗)gg
≡ I1 + I2 (3.10)
where η∗ is the underlying truth. In the proof of Theorem 3.5, we will
show that I2 is a leading term compared with I1. From (3.8), we have that
I2 =
1
2‖g‖2 = 12‖η̂0n,λ − η̂n,λ‖2. As we will see, the asymptotic distribution
of ‖η̂n,λ − η̂0n,λ‖2 relies on Bahadur representations of η̂0n,λ and η̂n,λ.
Based on an empirical processes technique by Shang et al. (2013), we
further prove the following Bahadur representations for the difference of the
two MLEs which will be crucial for proving Theorem 3.5.
Lemma 3.4. Suppose h = λ
d
2m and nh2 →∞. Then we have
n1/2‖η̂n,λ − η̂0n,λ‖ = n1/2‖S0n,λ(η∗)− Sn,λ(η∗)‖+ oP (1).
where Sn,λ(η
∗) and S0n,λ(η
∗) are score function for `n,λ and `0n,λ, respectively.
This lemma shows that the main term I2 in the Taylor’s expansion of
the PLR functional is determined by the norm of the difference between the
score function of `n,λ and the score function of `
0
n,λ. Since the score functions
have the explicit expression through Proposition 3.3, we can characterize the
null asymptotic distribution of I2 by the eigensystem introduced in Lemma
3.1.
Before stating our main theorem, we introduce an assumption which is
commonly used in literature for deriving the rates of density estimates; see
Theorem 9.3 of Gu (2013).
Assumption 1. There exists a convex set B ⊂ H around η∗ and a constant
c > 0 such that, for any η ∈ B, cEη∗{η˜2(Y)} ≤ Eη{η˜2(Y)}. Furthermore,
with the probability approaching one, η̂n,λ ∈ B; and under H0, with the
probability approaching one, η̂0n,λ ∈ B.
15
This condition is satisfied when the members of B have uniform upper
and lower bounds on the domain Y, as well as that η̂n,λ and η̂0n,λ are stochas-
tically bounded. The following theorem provides the asymptotic distribution
for the PLR test statistic under Assumption 1.
Theorem 3.5. Suppose m ≥ 1 and Assumption 1 holds. Let h = λ d2m and
nh2m+d = O(1), nh2 →∞ as n→∞. Under H0, we have
2n · PLRn,λ − θλ√
2σλ
d−→ N(0, 1), n→∞, (3.11)
where θλ =
∑∞
p=1
1
1+λρ⊥p
, σ2λ =
∑∞
p=1
1
(1+λρ⊥p )2
.
We notice that h  n−c with 12m+d ≤ c ≤ 12 satisfies the rate condi-
tions in Theorem 3.5, so the asymptotic distribution (3.11) holds under a
wide-ranging choice of h. The quantities θλ and σλ solely depend on the
eigenvalues ρ⊥p ’s and λ. Based on (3.11), we propose the following decision
rule Φn,λ at the significance level α:
Φn,λ(α) = 1(|2n · PLRn,λ − θλ| ≥ z1−α/2
√
2σλ) (3.12)
where 1(·) is the indicator function, z1−α/2 is the 1−α/2 quantile of the stan-
dard normal distribution. Hence, we reject H0 at the significance level α if
Φn,λ = 1. Theorem 3.5 is closely related to the Wilks’ phenomenon demon-
strated in the classical nonparametric/semiparametric regression framework
(Fan et al., 2001; Shang et al., 2013; Cheng and Shang, 2015; Shang and
Cheng, 2015). Specifically, let rλ =
θλ
σ2λ
, then (3.11) implies that, as n→∞,
2nrλ · PLRn,λ − rλθλ√
2rλθλ
d−→ N(0, 1).
Therefore, 2nrλ · PLRn,λ is asymptotically distributed as a χ2 distribution
with degrees of freedom rλθλ. In practice, ρ
⊥
p ’s can be estimated by the
sample eigenvalues of the empirical kernel matrix, from which the quantities
rλ and θλ can be accurately approximated. Our numerical study in Sections
6 and 7 adopt such an approximation and the performance is satisfactory.
3.2 Power Analysis and Minimaxity
We first introduce some notation and terminology, before we introduce the
minimax principle pioneered in Ingster (1989) to characterize the level of
difficulty for testing the hypothesis (2.9). Denote the observed samples by
16
(Y1, . . . ,Yn). For a generic 0-1 valued testing rule Φ = Φ(Y1, . . . ,Yn) and
a separation rate dn > 0, define the total error Err(Φ, dn) of Φ under dn as
follows:
Err(Φ, dn) = EH0 {Φ}+ sup
‖ηXZ‖2≥dn
Eη {1− Φ} , (3.13)
where EH0 {·} denotes the expectation under H0. The first and second terms
on the right side of (3.13) represent type I and type II errors of Φ respectively.
Specifically, we define dn as the distinguisble rate for testing rule Φn,λ.
In this section, we investigate the power of PLR under local alterna-
tives. Theorem 3.6 shows that the power of PLR approaches one, pro-
vided that the norm of ηXZ is bounded away from zero by an order dn :=√
h2m/d + (nh1/2)−1. Our result owes much to the analytic expression of
independence (in terms of interactions) based on the proposed probabilistic
tensor product decomposition framework.
The following theorem shows that our PLR can achieve a high power
provided that η∗XZ , the interaction term in the probabilistic decomposition of
η∗, has a norm bounded below by dn. Let Pη∗ denote the probability measure
induced under η∗, ‖η‖sup the supremum norm over Y, and ‖η‖2 =
√
V (η).
Theorem 3.6. Suppose Assumption 1 holds, m > 3/2, η∗ ∈ H with ‖η∗XZ‖sup =
o(1), J(η∗XZ) < ∞, ‖η∗XZ‖2 & dn. For any ε ∈ (0, 1), there exists a pos-
itive Nε such that, for any n ≥ Nε, Pη∗(Φn,λ(α) = 1) ≥ 1 − ε. When
h  h∗ ≡ n−2/(4m+d), dn is upper bounded by d∗n ≡ n−2m/(4m+d).
Theorem 3.6 demonstrates that, when h  h∗, PLR can successfully de-
tect any local alternatives, provided that they separate from the null at least
by d∗n. In the next section, we shown that this upper bound is unimprovable
by establishing the minimax lower bound of distinguishable rate for general
two-sample test. It means that no test can successfully detect the local al-
ternatives if they separate from the null by a rate faster than d∗n, we claim
that our PLR test is minimax optimal.
Let λ∗ = n−4m/(4m+d). For any ε ∈ (0, 1) and α ∈ (0, ε), Theorem 3.5
shows that EH0{Φn,λ∗(α)} tends to α; Theorem 3.6 shows that Eη∗{1 −
Φn,λ∗(α)} ≤ ε − α, provided that ‖η∗XZ‖2 ≥ Cε−αd∗n for a large constant
Cε−α. This implies that, asymptotically,
Err(Φn,λ∗(α), Cε−αd∗n) ≤ ε. (3.14)
In other words, the total error of PLR is controlled by an arbitrary ε provided
that the null and local alternatives are separated by d∗n.
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4 Minimax lower bound of the distinguishable rate
For any ε ∈ (0, 1), define the minimax separation rate d†n(ε) as
d†n(ε) = inf{dn > 0 : inf
Φ
Err(Φ, dn) ≤ ε}, (4.1)
where the infimum in (4.1) is taken over all 0-1 valued testing rules based on
samples Yi’s. Here we consider the local alternative by assuming ‖η‖H <
1/2. And d†n(ε) characterizes the smallest separation between the null and
local alternatives such that there exists a testing approach with a total error
of at most ε. Next we establish a lower bound for d†n, i.e., if dn is smaller
than a certain lower bound, there exists no test that can distinguish the
alternative and null.
We first introduce a geometric interpretation of the hypothesis testing
(2.9). Geometrically, E = {η ∈ H : ‖η‖H < 1/2} is an ellipse with axis
lengths equal to eigenvalues defined in (2.7) as shown in Figure 2. For any
η ∈ E , the projection of η on E11 := H11 ∩ E is ηXZ . The magnitude of the
interaction ηXZ can be qualified by ‖ηXZ‖2. The distinguishable rate dn is
the radius of the sphere centered at ηXZ = 0 in E11.
ℰ
ℰ11
𝑑𝑛
𝜂
𝜂𝑋Z
Figure 2: Geometric interpretation of the distinguishable rate of the testing H∗0 .
Intuitively, the testing will be harder when the projection of η on H11
is closer to the original point ηXZ = 0. We then introduce the Bernstein
width in Pinkus (2012) to characterize the testing difficulty. For a compact
set C, the Bernstein k-width is defined as
bk,2(C) := argmax
r≥0
{Bk+12 (r) ⊂ C ∩ S for some subspace S ∈ Sk+1} (4.2)
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where Sk+1 denotes the set of all k + 1 dimensional subspace, Bk+12 (r) is a
(k+1)-dimensional L2-ball with radius r centered at ηXZ = 0 in H11. Based
on the Bernstein width, we give an upper bound of the testing radius, i.e.,
for any η projected in the ball with radius less than the certain bound, the
total error is larger than 1/2.
Lemma 4.1. For any η ∈ H, we have
Err(Φ, dn) ≥ 1/2
for all
dn  rB(δ∗) := sup{δ | δ ≤ 1
2
√
n
(kB(δ))
1/4}
where kB(δ) := argmaxk{b2k−1,2(H11) ≥ δ2} is the Bernstein lower critical
dimension and rB(δ
∗) is called the Bernstein lower critical radius.
In Lemma 4.1, we show that when dn is less than rB(δ
∗), there is no
test can distinguish the alternative from the null hypothesis. In order to
achieve a non-trivial power, we need dn to be larger than the Bernstein lower
critical radius rB(δ
∗). The critical radius rB(δ∗) depends on the shape of
the space H11 which is characterized by its eigenvalues defined in (2.7). The
lower bound of kB(δ) depends on the decay rate of the eigenvalues for H11.
According to the Liebig’s law, the radius of k-dimensional ball that can be
embedded into H11 is determined by kth largest eigenvalue. In Lemma 4.2,
we characterize the lower bound of kB(δ) by the largest k such that the kth
largest eigenvalue is larger than δ2.
Lemma 4.2. Let γk be the kth largest eigenvalue of H11. Then we have
kB(δ) > argmax
k
{√γk ≥ δ} (4.3)
Note that γk  k−2m/d, then argmaxk{√γk ≥ δ}  δ−d/m. Plug in
the lower bound of kB(δ) to Lemma 4.1, we achieve rB(δ
∗), which is the
minimax lower bound for the distinguishable rate in the following theorem.
Theorem 4.3. Suppose η ∈ H. For any ε ∈ (0, 1), the minimax distin-
guishable rate for the testing hypotheses (2.9) is d†n(ε) & n−2m/(4m+d).
Theorem 4.3 provides a general guidance to justify a local minimax test
for testing ηXZ = 0. The proof of Theorem 4.3 is presented in the Appendix.
Comparing d†n(ε) with d∗n derived in Theorem 3.6, we proved that the PLR
test is minimax.
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5 Connection to MaximumMean Discrepancy (MMD)
In this section, we revisit the MMD in Gretton et al. (2012) for the hypoth-
esis testing (1.1) from the view point of the likelihood principle based on
our proposed probabilistic decomposition of H.
We first briefly summarize the MMD. Given the kernel function K〈X〉
on H〈X〉, denote the embedding that maps a probability distribution fX|Z=z
into H〈X〉 by µz(·) =
∫
X K
〈X〉(x, ·)fX|Z=z(x)dx, then the squared MMD
between fX|Z=0 and fX|Z=1 is defined as the squared distance between em-
beddings of distributions to reproducing kernel Hilbert spaces (RKHS):
MMD2(H〈X〉; fX|Z=0, fX|Z=1) := ‖µ0 − µ1‖H〈X〉
=〈µ0, µ0〉H〈X〉 + 〈µ1, µ1〉H〈X〉 − 2〈µ0, µ1〉H〈X〉
=E
X,X˜
[K〈X〉(X, X˜)] + E
X′,X˜′ [K
〈X〉(X ′, X˜ ′)]− 2EX,X′ [K〈X〉(X,X ′)],
where X, X˜ ∼ fX|Z=0, and X ′, X˜ ′ ∼ fX|Z=1. An estimate of the squared
MMD is then provided by
MMD2b(H〈X〉; fX|Z=0, fX|Z=1) =
1
n20
∑
{i,j |Zi=Zj=0}
K〈X〉(Xi, Xj)
− 2
n0n1
∑
{i,j |Zi 6=Zj}
K〈X〉(Xi, Xj) +
1
n21
∑
{i,j |Zi=Zj=1}
K〈X〉(Xi, Xj)); (5.1)
We replace each instance of K〈X〉(Xi, Xj) in the sum of (5.1) by the central-
ized kernel K
〈X〉
1 (Xi, Xj) introduced in Lemma 2.3, and the MMD
2
b remains
the same since the mean term is canceled out under H0 that µ0 = µ1.
Therefore, we have
MMD2b(H〈X〉; fX|Z=0, fX|Z=1) =
1
n20
∑
{i,j |Zi=Zj=0}
K
〈X〉
1 (Xi, Xj)
− 2
n0n1
∑
{i,j |Zi 6=Zj}
K
〈X〉
1 (Xi, Xj) +
1
n21
∑
{i,j |Zi=Zj=1}
K
〈X〉
1 (Xi, Xj));
We next show that the MMD estimate is equivalent to the squared score
function based on the likelihood functional without penalty. Let `n be the
negative likelihood functional defined as `n(η) = − 1n
∑n
i=1 η(Yi), and LRn
be the likelihood ratio functional defined as
LRn(η) = `n(η)− `n(PH0η) = −
1
n
n∑
i=1
{η(Yi)− PH0η(Yi)}, η ∈ H, (5.2)
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where PH0 is the projection operator from H to H0. Using the reproducing
property, we rewrite (5.2) as
LRn(η) = − 1
n
n∑
i=1
{〈KHYi , η〉H − 〈KH0Yi , η〉H}, (5.3)
where KH = K00 + K01 + K10 + K11 is the kernel for H and KH0 =
K00 +K01 +K10 is the kernel for H0.
Now we calculate the Fre´chet derivative of the likelihood ratio functional
as the score function, i.e.,
DLRn(η)∆η = 〈 1
n
n∑
i=1
(KHYi −KH0Yi ),∆η〉H = 〈
1
n
n∑
i=1
K11Yi ,∆η〉H,
where K11 is the kernel for H11. We further define a score test statistics as
the squared ‖ · ‖H norm of the score function as follows
S2n = ‖
1
n
n∑
i=1
K11Yi‖2H =
1
n2
n∑
i=1
n∑
j=1
K11(Yi,Yj), (5.4)
where the second equality holds by the reproducing property. Recall that
by Lemma 2.2 the kernel on H〈Z〉1 is K〈Z〉1 (Zi, Zj) = 1{Zi = Zj} − ωZi −
ωZj +
∑2
l=1 ω
2
l , and by Lemma 2.3, the kernel on H〈X〉1 is K〈X〉1 (Xi, Xj) =
K(Xi, Xj)−EX [K(X,Xj)]−EX˜ [K(Xi, X˜)] +EX,X˜K(X, X˜). Then we have
K11(Yi,Yj) = K
〈Z〉
1 (Zi, Zj)K
〈X〉
1 (Xi, Xj) based on Lemma 2.4. Let ω0 =
n0/(n0 +n1) and ω1 = n1/(n0 +n1) where n0 is the number of observations
in group 0 and n1 is the number of observations in group 1. The score test
statistics in (5.4) can be rewritten as
4n0n1
(n0 + n1)2
S2n =
1
n20
∑
{i,j |Zi=Zj=0}
K
〈X〉
1 (Xi, Xj)
− 2
n0n1
∑
{i,j |Zi 6=Zj}
K
〈X〉
1 (Xi, Xj) +
1
n21
∑
{i,j |Zi=Zj=1}
K
〈X〉
1 (Xi, Xj)).
Thus, the scaled score test statistic is equivalent to the MMD test statis-
tic, i.e.,
4n0n1
(n0 + n1)2
S2n = MMD
2
b(H〈X〉; fX|Z=0, fX|Z=1) (5.5)
under the null hypothesis. When n0 = n1, i.e. the number of observations
are equal in two groups, we have S2n = MMD
2
b(H〈X〉; fX|Z=0, fX|Z=1).
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The minimax optimality of the score test statistics S2n based on the
likelihood ratio is yet unknown. In previous Section 3, we established the
minimax optimality of the PLR test. We further show the difference between
the MMD and our proposed PLR statistic. As shown in the proof of Theorem
3.5, the PLR test statistic has an asymptotic expression
PLRn,λ ∼ ‖S0n,λ(η)− Sn,λ(η)‖2 ∼
1
n
‖
n∑
i=1
K˜1Yi‖2, (5.6)
where Sn,λ and S
0
n,λ are the score functions defined in (3.7) based on the pe-
nalized likelihood ratio functional, and K˜1Yi = K˜Yi−K˜0Yi =
∑∞
p=1
ξ⊥p (Yi)ξ⊥p
1+λρ⊥p
.
Notice that K˜1 can be viewed as a scaled version of the product kernel K11
by replacing the eigenvalues {ρ⊥p } with {1 + λρ⊥p }. By choosing λ = λ∗,
trace(K˜1) =
∑∞
p=1
1
1+λ∗ρ⊥p
 n2/(4m+d) matches the lower bound of kB(d†n)
with d†n = n−2m/(4m+d) as the minimax lower bound for the distinguishable
rate in Lemma 4.2. In contrast, the MMD is based on kernel K11 with-
out regularization, thus the optimality of the power performance cannot be
guaranteed.
6 Simulation Study
In this section, we demonstrate the finite sample performance of the pro-
posed test alongside its competitors through a simulation study. We choose
the KS test and Anderson-Darling (AD) as two of the most popular CDF-
based test, the MMD test (Gretton et al., 2012) as a kernel-based test, the
ELT (Cao and Van Keilegom, 2006) as a density-based test, and dynamic
slicing test (DSLICE) (Jiang et al., 2015) as a discretization-based test.
6.1 Gaussian and Gaussian Mixtures
The samples Yi = (Xi, Zi), i = 1, . . . , n, were generated as follows. We first
generated Zi
iid∼ Bernoulli(0.5), with 0/1 representing the control/treatment
group. Then Xi’s were independently generated from the conditional dis-
tribution fX|Z(x) in the following Settings 1 and 2. In each setting, we
chose the averaged sample size n in each group as 125, 250, 375, 500, 625,
750, 875, 1000. We chose the roughness parameter by directly plugging in
λ = n−4m/(4m+1), which is theoretically guaranteed by Theorem 4.3, and es-
timate θs by using the trace of the corresponding kernel matrix which is also
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suggested by Gu (2013). Size and power were calculated as the proportions
of rejection based on 1000 independent trials.
In Setting 1, we consider the densities of X in two group are unimodal
Gaussian distribution, i.e.,
X | Z = z ∼ N (0, (1 + δ11z=1)2) ,
where δ1 = 0, 0.2, 0.3. In Setting 2, the densities of X in two group are
multimodal Gaussian distribution, i.e.,
X | Z = z ∼ 0.5N(2, 1) + 0.5N(−2, (1− δ21z=1)2)
where δ2 = 0, 0.3, 0.45. The coefficients δ1, δ2 determine the variance of the
conditional distributions. In particular, δ1 = 0 or δ2 = 0 corresponds to true
H0 which will be used to examine the size of the test statistics.
l
l
l
l
l l
l
l
0.00
0.05
0.10
0.15
0.20
125 250 375 500 625 750 875 1000
Sample Size
Si
ze
l K−S
MMD
ELT
AD
DSLICE
PLR
l l l
l
l l l l0.00
0.05
0.10
0.15
0.20
125 250 375 500 625 750 875 1000
Sample Size
Si
ze
l K−S
MMD
ELT
AD
DSLICE
PLR
(a) Setting 1 (b) Setting 2
Figure 3: Size vs. sample size in Section 6.1 for KS, MMD, ELT, AD, DSLICE
and PLR tests. Results were obtained under δ1 = 0 for Setting 1 and δ2 = 0 for
Setting 2.
Results are summarized in Figures 3 and 4. Figure 3 displays the size of
KS, MMD, ELT, AD, DSLICE and PLR tests. It can be seen that the sizes
of the three tests are close to the nominal level 0.05 in Setting 1, confirming
that all tests are asymptotically valid. In Setting 2, the size of the PLR test
is still asymptotic correct, while the sizes of KS, MMD, ELT, and DSLICE
are below 0.05 showing that the latter two tests are more conservative in
handling bimodal distributions.
Figures 4 display the powers of the four tests. In Setting 1, i.e., Figure
4(a)(b), we can see that the powers of the PLR, MMD, ELT, AD, and
DSLICE tests rapidly approach one when n or δ1 increases. The power of
the KS test increases slightly slower than the other five tests. In Setting 2,
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(c) Setting 2: δ2 = 0.3 (d) Setting 2: δ2 = 0.45
Figure 4: Power vs. sample size in Section 6.1 for PLR, KS, MMD, ELT, AD,
and DSLICE. Results were obtained under nonzero δ1 in Settings 1.
as shown in Figure 4(c)(d), the power of the PLR test rapidly approaches
one when n or δ2 increases, whereas the powers of KS, MMD, ELT, AD
are not as high as PLR. The highest power of KS, MMD, ELT, and AD is
lower than 0.5 when the averaged sample size in each group reaches 1000
and δ2 = 0.45. The results clearly demonstrate that KS, MMD and ELT
are only powerful for unimodal distribution, while PLR and DSLICE are
powerful for both unimodal and bimodal distributions.
6.2 Comparison on Non-Gaussian Densities and Their Mix-
tures
In this section, we generated data from non-Gaussian distributions. We
considered distribution including a unimodal Beta distribution (Setting 3):
X | Z = z ∼ Beta (2(1 + δ31z=1), 2(1 + δ31z=1))
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where δ3 = 0, 0.4, 0.6. Also, we consider a mixture of Beta distributions
(Setting 4):
X | Z = z ∼ 0.5Beta (2(1 + δ41z=1), 6(1 + δ41z=1))
+ 0.5Beta (6(1 + δ41z=1), 2(1 + δ41z=1))
where δ4 = 0, 0.3, 0.45. Similar as Section 6.1, we calculated the size and
power based 1000 independent trials.
Setting 3 corresponds to a Beta distribution, while Setting 4 corresponds
to a mixture of Beta distributions. With δ3 = 0 and δ4 = 0, we intended to
examine the size of the test under the H0. The power of the testing methods
were examined with positive δ3’s and δ4’s.
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Figure 5: Size vs. sample size in Section 6.2 for KS, MMD, ELT, AD, DSLICE
and PLR tests. Results were obtained under δ3 = 0 for Setting 3 and δ4 = 0 for
Setting 4.
As shown in Figure 5(a), the empirical sizes of Setting 3 were all around
0.05 for the six test procedures when the density is a unimodal Beta distri-
bution. Whereas Figure 5(b) shows that the empirical sizes of KS, MMD,
ELT, AD, and DSLICE tests were significantly lower than 0.05, while the
sizes of PLR test were still around 0.05. This demonstrates that our PLR
test are asymptotically correct for both unimodal and bimodal distributions.
Figure 6(a)(b) examines the power of the three tests under the Setting
3. In Setting 3, when δ3 = 0.6, the empirical powers of the MMD, AD and
PLR test approached 1 as n increased. In contrast, the power of KS and
ELT test were lower than 0.5 even when the averaged sample size in each
group reaches 1000. DSLICE has power slightly over 0.5 when δ3 = 0.6
when n = 1000. In Setting 4, as shown in Figure 6(c)(d) the power of KS,
MMD and ELT test were below 0.2 even when the averaged sample size in
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Figure 6: Power vs. sample size in Section 6.1 for PLR, KS, MMD, ELT, AD,
and DSLICE. Results were obtained under nonzero δ1 in Settings 1.
each group is 1000. The power of AD and DSLICE is slightly over 0.5 when
n = 1000 and δ4 = 0.45. In contrast, the power of PLR test approached 1
rapidly when δ4 was 0.30 or 0.45. We conclude that the PLR test is still the
most powerful among the four tests in all the considered settings even when
the data distribution is multimodal and non-Gaussian.
7 Real Data Analysis
In this section, two real-world applications are provided to compare our PLR
test with KS and MMD tests.
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7.1 Metagenomic Analysis of Type II Diabetes
The gut microbiota influences numerous biological functions throughout the
body. Recent studies have indicated that gut microbiota plays an important
role in many human diseases such as obesity and diabetes. The association
between disease and gut microbial composition has been reported in many
studies (Turnbaugh et al., 2009; Qin et al., 2012). Due to the rapid devel-
opment of metagenomics, it is possible to directly study the DNA through
environmental samples. Compared with traditional culture-based metheds,
metagenomics can study unculturable microorganisms. Recently, serveral
metagenomic binning algorithms such as MetaGen (Xing et al., 2017) were
proposed to estimate the abundance of microbial species with high accuracy.
As observed in Turnbaugh et al. (2009), the microbial distributions demon-
strate large cross-individual difference since there are many environment
factors, such as age and antibiotic usage, that could alter the distribution
of gut microbiota. A powerful test that can detect such distributional dif-
ferences would be very useful in metagenomic analysis.
The aim of this study is to detect whether the microbial species have dif-
ferent distributions between case and control groups. For a particular micro-
bial species, let Xi be the log-transformed abundance for the ith individual,
and let Zi = 1/0 represent the case/control group. We applied the proposed
PLR test to a metagenomic data set with 145 sequenced gut microbial DNA
samples from 71 T2D patients (case group) and 74 individuals unaffected by
T2D (control group) using Illumina Genome Analyzer and obtained 378.4
gigabase paired-end reads. We used MetaGen (Xing et al., 2017) to do the
metagenomic binning in which DNA fragments were clustered into species-
level bins, and estimated the abundance of 2450 identified species bins. We
applied the KS, MMD and PLR tests on 1005 species clusters with abun-
dance larger than 1% of the averaged abundance in more than 50% of the
total samples. The 1005 p-values were then calculated by KS, MMD and
PLR for each species. We adjustd the p-values by the Benjamini-Hochberg
method (Benjamini and Hochberg, 1995). Through controlling the false dis-
covery at 5%, we compared the identified species from the three methods in
Figure 7(A). The PLR test identified 101 species, the KS test identified 4
species, and the MMD test identified 13 species. The species identified by
PLR cover those by KS or MMD.
Moreover, we highlighted two species that were only identified by the
PLR test in Figure 7(B-C). The densities of these two species are both
bimodal in the case and control groups. Figure 7(B) plots the conditional
density of the log-transformed abundance of Roseburia intestinalis. The
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A.
Log-transformed Abundance of Roseburia intestinalis
Log-transformed Abundance of Faecalibacterium praunitzii
Figure 7: (A). A Venn diagram showing the numbers of spiecies identified by
PLR, KS and MMD. (B). Densities of log-transformed abundance for Roseburia
intestinalis in case/control status. (C). Densities of log-transformed abundance for
Faecalibacterium praunitzii in case/control status. Both (B) and (C) demonstrate
that the densities of the two species from case and control groups are different.
majority of the case group has significantly low abundance. In Figure 7(C),
the other species, Faecalibacterium prausnitzii has lower abundance for a
subgroup of patients in the case group. Both species are butyrate-producing
bacteria which are able to exert profound immunometabolic effects, and thus
are probiotic less abundant in T2D patients. Our finding is consistent with
Tilg and Moschen (2014) who also observed that the concentrations of the
two species are lower in T2D subjects .
7.2 Gene Expression of Chronic Lymphocytic Leukaemia
Chronic lymphocytic leukaemia (CLL), the most common leukaemia among
adults in Western countries, is a heterogeneous disease with variable clinical
presentation and evolution. Studies have shown that CLL patients with a
mutated Immunoglobulin Heavy Chain Variable (IGHV) gene have a much
more favorable outcome and a low probability of developing progressive dis-
ease, whereas those with the unmutated IGHV gene are much more likely
to develop progressive disease and have a shorter survival. The molecular
changes leading to the pathogenesis of the disease are still poorly under-
stood. To further investigate the role of the mutation status in IGHV gene,
28
we aimed to test whether the distributions of the gene expressions are the
same between the IGHV muatated and the IGHV unmutated patients.
In this study, we considered a data set of 225 CLL patients in which 131
were IGHV mutated and 85 were IGHV unmutated. The gene expressions
were measured by the Affymetrix technique in which proper quality control
and normalization methods were performed (Maura et al., 2015). We used
the Log2-transformed expression value extracted from the CEL files as the
measurement of the expression level. For the ith subject, let Xi denote the
expression level and Zi denote the IGHV mutation status. In particular,
Zi = 0 denotes the unmutated status and Zi = 1 denotes the mutated
status. We aimed to test H0 : fX|Z=0(x) = fX|Z=1(x), i.e. whether the
conditional densities of the gene expression level are the same between the
two IGHV mutation status. Rejection of H0 implies that the gene expression
level distribution varies significantly across the mutation status.
We applied the PLR, KS and MMD tests to the 18863 genes. Consider-
ing the overall lower p-values in this example, we performed the Bonferroni
correction on the p-values, i.e., we rejected H0 at a significance level of
0.05/18863 = 2.65 × 10−6. Such correction was used to reduce the family-
wise error rate. The three methods selected 1071 genes, 275 genes and 412
genes respectively. Results are summarized in a Venn diagram (Figure 8(A))
which clearly demonstrates that the genes selected by PLR cover those se-
lected by KS and MMD. There were 272 genes selected by all methods
and 412 genes selected by both PLR and MMD. For instance, TGFB2 was
missed by KS but discovered by PLR and MMD. In literature, it has been
verified by real-time quantitative PCR (Bomben et al., 2007) that TGFB2
is down-regulated in IGHV mutated CLL cases compared with IGHV un-
mutated cases; see Figure 8(B) for a comparison of the conditional densities
from both groups. So PLR and MMD made the correct selection. There
were 597 genes, including DTX1, uniquely selected by PLR. DTX1 is a
well-established direct target of NOTCH1 which plays a significant role in
a variety of developmental processes as well as in pathogenesis of certain
human cancers and genetic disorders Yamamoto et al. (2001); Fabbri et al.
(2017); see Figure 8(C) for a comparison of the conditional densities. The
proposed PLR test correctly selected such a gene.
8 Discussion
We proposed a probabilistic decomposition approach for probability den-
sities based on the penalized likelihood ratio (PLR). As demonstrated in
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Figure 8: (A). A Venn diagram showing the numbers of genes selected by PLR,
KS and MMD. (B). Densities of gene expression levels from TGFB2 in mu-
tated/unmutated status. (C). Densities of gene expression levels from DTX1 in
mutated/unmutated status. Both (B) and (C) demonstrate that the densities of the
two expression levels from mutated and unmutated groups are different.
simulation studies, our method performs well under various families of den-
sity functions of different modalities. Notably, our test possesses the Wilks’
phenomenon and testing minimaxity. Such results are not easy to derive for
distance-based methods. Furthermore, the Wilks’ phenomenon leads to an
easy-to-execute testing rule that does not involve resampling.
In many real applications, the underlying densities are complex, usu-
ally neither unimodal nor Gaussian. The simulation results demonstrate
the superior performance of the PLR test under many different situations.
We applied the proposed test to identify the microbial species with altered
distribution in case and control groups. The discovered species with bi-
modal distributions in both groups were only discovered by the PLR test
but omitted by the KS and MMD tests. In another application of comparing
the conditional densities of gene expressions under different IGHV mutation
status, the PLR test led to discoveries that are widely supported by existing
biological studies.
The proposed test can easily be extended to multidimensional cases and
k-sample testing problems. An additional natural extension is to test the
independence or conditional indenpendence between random variables. This
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can be carried out through a higher-order probabilistic decomposition of ten-
sor product RKHS. A challenge for such an extension is to characterize the
properties of the eigenvalues of the functional space spanned by interactions.
We will explore this direction in a future work.
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A Appendix: Proofs of the Main Results
This section contains the proofs of the main results Theorem 3.5, 3.6 and
4.3. Proofs of Lemma 2.5, 3.1, 3.2, 4.1, 4.2, and Proposition 3.3 as well
as some auxiliary results, are also included. Proofs of Lemmas A.2-A.7 are
included in supplementary.
• Section A.1 includes the notation table.
• Section A.2 includes the proof of Lemma 2.5.
• Section A.3 includes the proof of Lemma 3.1.
• Section A.4 includes the proof of Lemma 3.2.
• Section A.5 includes the proof of Proposition 3.3.
• Section A.6 includes some preliminary lemmas.
• Section A.7 includes the proof of Lemma 3.4.
• Section A.8 includes the proof of Theorem 3.5.
• Section A.9 includes the proof of Theorem 3.6.
• Section A.10 includes preliminaries for the minimax lower bound.
• Section A.11 includes the proof of Lemma 4.1.
• Section A.12 includes the proof of Lemma 4.2.
• Section A.13 includes the proof of Theorem 4.3.
A.1 Notation table
We list the notations in the paper in Table 1.
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X d-dimensional continuous covariate
Z discrete random variable for the group membership
Y (X,Z)
η(x, z) log-transformed joint density of X,Z
H tensor product RKHS
〈·, ·〉H, ‖ · ‖H the inner product and norm under H
K(·, ·) kernel function under the norm ‖ · ‖H
H〈X〉 = H〈X〉0 ⊕H〈X〉1 marginal RKHS of X
H〈Z〉 = H〈Z〉0 ⊕H〈Z〉1 marginal RKHS of Z
K
〈X〉
i kernel function for H〈X〉i , i = 0, 1
K
〈Z〉
i kernel function for H〈Z〉i , i = 0, 1
Hij RKHS for intercept, main effects, interaction effect
Kij kernel function for Hij
A averaging operator
{µi, φi}∞i=0 eigensystem for H〈X〉
{νi, ψi}∞i=0 eigensystem for H〈Z〉
`n,λ(η) negative penalized likelihood function
η̂0n,λ penalized likelihhod estimator of η under H0
η̂n,λ penalized likelihhod estimator of η in H
〈·, ·〉, ‖ · ‖ embedded inner product and norm in H
〈·, ·〉0, ‖ · ‖0 embedded inner product and norm in H0 under H0
V (·, ·) L2 inner product
J(·) penalty function
K˜(·, ·) kernel function equipped with ‖ · ‖ in H
K˜0(·, ·) kernel function equipped with ‖ · ‖0 in H0 under H0
PLRn,λ penalized likelihood ratio test statistic
‖ · ‖sup the supremum norm
Wλ self-adjoint operator satisfies 〈Wλη, η˜〉 = λJ(η, η˜)
{ρp, ξp}∞p=1 eigensystem that simultaneously diagonalizes V and
J in H
{ρ0p, ξ0p}∞p=1 eigensystem that simultaneously diagonalizes V and
J in H0
{ρ⊥p , ξ⊥p }∞p=1 eigensystem generates the orthogonal complement of
H0
D`n,λ, D
2`n,λ, D
3`n,λ first-, second-, third-order Freche´t derivatives of
`n,λ(η)
Φn,λ(α) decision rule at the significance level α
d†n(ε) minimax separation rate
LRn(η) likelihood ratio function
K˜1(·, ·) K˜(·, ·)− K˜0(·, ·)
Table 1: A table that lists all useful notation and their meanings.
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A.2 Proof of Lemma 2.5
Proof. Write the log-transformed joint density as η(x, z) = η0 + ηX(x) +
ηZ(z) + ηXZ(x, z) according to (2.8). If X and Z are independent, then
the joint density f(x, z) = fX(x)fZ(z), where fX , fZ are the marginal den-
sities of X and Z. Take log-transformations on both sides, i.e., η(x, z) =
log(f(x, z)) = log(fX(x)) + log(fZ(z)), and hence, ηXZ = 0. On the other
hand, if ηXZ = 0, then f(x, z) ∝ eηX(x)eηZ(z), and hence, X,Z are indepen-
dent.
A.3 Proof of Lemma 3.1
Proof. We aim to construct the eigensystems on the marginal domain H〈X〉
and H〈Z〉, based on which the eigensystem on H will be constructed. First,
we consider X = [0, 1]d. Recall the Sobolev norm VX(g1, g2) + JX(g1, g2)
on H〈X〉. Let N0 denote the set of non-negative integers. Following Shang
et al. (2013), we choose the eigenvalues and eigenfunctions of H〈X〉 as the
solution to the following systems of partial differential equations: for integer
k ∈ N0 and α1, . . . , αd ∈ N0 satisfying α1 + · · ·+ αd = m,
(−1)m ∂
m
∂α1 · · · ∂αd φk(x1, . . . , xd) = µkfX(x1, . . . , xd)φk(x1, . . . , xd) (A.1)
with boundary conditions: for any l = m, . . . , 2m − 1 and non-negative
integers β1, . . . , βd satisfying β1 + · · ·+ βd = l,
∂m
∂α1 · · · ∂αd φ(x1, . . . , xd) = 0 for (x1, . . . , xd) ∈ ∂[0, 1]
d,
where fX is the marginal density of X, ∂[0, 1]
d denotes the boundary of
[0, 1]d, µk’s are non-negative, non-decreasing and normalized so that VX(φk, φk) =
1 for any k ≥ 0. Simple integration by parts can show that the solutions to
(A.1) satisfy VX(φk, φk′) = δkk′ and JX(φk, φk′) = µkδkk′ . Meanwhile, the
null space has dimension M =
(
m+d−1
d
)
, so one has 0 = µ0 = µ1 = · · · =
µM−1 ≤ µM ≤ µM+1 ≤ · · · with µk  k2m/d. Furthermore, one can actually
choose φ0 ≡ 1. To see this, note that φ0, . . . , φM−1 are basis of the null space
of monomials on [0, 1]d with orders up to m−1. For 0 ≤ k ≤M−1, there ex-
ists t = (t1, . . . , td) ∈ Nd0 satisfying |t| ≡
∑d
l=1 tl < m such that one can write
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φk(x) ≡ φt(x) =
∑M
i=1 ai,kx
t1
1 . . . x
td
d . For t, t
′ ∈ Nd0 satisfying 0 ≤ |t|, |t′| <
m, define Mtt′ =
∫
[0,1]d x
t1+t′1
1 . . . x
td+t
′
d
d fX(x)dx. Let Ak = (a1,k, . . . , aM,k)
T
and M = [Mtt′ ]
m−1
|t|,|t′|=0. Since VX(φk, φk′) = δkk′ for k, k
′ = 1, . . . ,M , we
have ATkMAk′ = δkk′ . Purposely choose A1 = (1, 0, . . . , 0)
T and treat the
rest A2, . . . , AM as unknowns to be determined. This leaves us M
2−M un-
known coefficients and M
2+M
2 −1 equations. Since M2−M ≥ M
2+M
2 −1 for
any positive integer M , there always exist Ak’s for k = 2, . . . ,M that satisfy
ATkMAk′ = δkk′ . This shows that we can choose φ0 ≡ 1 while maintaining
the simultaneous diagonalization.
The space H〈Z〉 is an a-dimensional Euclidean space endowed with Eu-
clidean norm. Let {ψl}a−1l=0 denote the orthonormal eigenvectors. The cor-
responding eigenvalues are ν0 = · · · = νa−1 = 1. To see this, note that the
reproducing kernel is R(z, z′) = 1(z = z′), hence, 〈Rz, ψl〉Z = ψl(z). On
the other hand, R(z, z′) =
∑a−1
l=0 νlψl(z)ψl(z
′), hence, 〈Rz, ψl〉Z = ψl(z)νl,
leading to νl = 1. For convenience, we choose ψ0 as constant function, i.e.,
ψ0(z) ≡ 1/
√
a for z = 1, . . . , a.
Let ‖·‖H〈X〉⊗H〈Z〉 denote the tensor product norm induced by VX(g1, g2)+
JX(g1, g2) on H〈X〉 and the Euclidean norm on H〈Z〉. The marginal basis for
H〈X〉 and H〈Z〉 naturally provide a basis for the tensor space, i.e., {φkψl :
k ≥ 0, 0 ≤ l ≤ a− 1}, that satisfy
〈φkψl, φk′ψl′〉H〈X〉⊗H〈Z〉 = (1 + µkνl)δkk′δll′ . (A.2)
The right hand side µkνl of (A.2) is the eigenvalue corresponding to ba-
sis φkψl. Indeed, they form the eigenvalues of the Rayleigh quotient ‖ ·
‖2L2(X)⊗L2(Z)/‖ · ‖2H〈X〉⊗H〈Z〉 since φk and ψl are eigenvalues of the marginal
Rayleigh quotients; see (Lin, 2000, Section 2.3). We arrange the eigenval-
ues {µkνl} in an increasing order, and denote them as pi1 ≤ pi2 ≤ · · · , i.e.,
pira+s = µr for r ≥ 0 and 1 ≤ s ≤ a.
Consider the orthogonal decomposition H = H0⊕H1 in (3.3). By Wein-
berger (1974), we can use the Rayleigh quotient V/(V + J) to produce
ξ0p ∈ H0 and ξ⊥p ∈ H1 with corresponding eigenvalues ρ0p and ρ⊥p that satisfy:
V (ξjp, ξ
j
p′) = δpp′ , J(ξ
j
p, ξ
j
p′) = ρ
j
pδpp′ , for j = 0,⊥. Let {ξp}∞p=1 = {ξ0p , ξ⊥p }∞p=1
and {ρp}∞p=1 = {ρ0p, ρ⊥p }∞p=1, where ρp are arranged in an increasing order.
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It is easy to verify that ξp’s are Rayleigh quotient eigenvalues of V/(V + J)
over H as defined in (Weinberger, 1974, Section 2). We also have
V (ξp, ξp′) = δpp′ , J(ξp, ξp′) = ρpδpp′ .
By (A.5), the Rayleigh quotients corresponding to (‖·‖L2(X)⊗L2(Z), ‖·‖H〈X〉⊗H〈Z〉)
and (V, V +J) are equivalent. By the Mapping theorem (Weinberger, 1974,
Section 3.3), there exist constants c1, c2 > 0 s.t.
c1
1 + pip
≤ 1
1 + ρp
≤ c2
1 + pip
, p ≥ 1. (A.3)
Following (A.3) we have ρp  pip  p2m/d. By Fourier expansion, we have
η =
∑∞
p=1 V (η, ξp)ξp.
When restricted on H0, the Rayleigh quotients corresponding to (V, V +
J) and (‖ · ‖L2(X)⊗L2(Z), ‖ · ‖H〈X〉⊗H〈Z〉) are still equivalent. Similar to (A.3),
by Mapping theorem,
c1
1 + pi0p
≤ 1
1 + ρ0p
≤ c2
1 + pi0p
, p ≥ 1. (A.4)
where {pi0p}∞p=1 = {µk, νl : l = 0, . . . , a − 1, k ≥ 0} are eigenvalues (with
increasing order) corresponding to {φk, ψl : l = 0, . . . , a− 1, k ≥ 0}. Specif-
ically, pi0p = pip for p = 1, . . . , a, and pi
0
a+s = pisa+1 for s ≥ 1. Now remove
{pi0p}p≥1 from {pip}p≥1 and denote the rest as {pi⊥p }p≥1. From (A.3) and
(A.4), we have
c1
1 + pi⊥p
≤ 1
1 + ρ⊥p
≤ c2
1 + pi⊥p
, p ≥ 1.
Since ν1 = · · · = νa−1 = 1 which leads to pi⊥r(a−1)+s = µr+1 for r ≥ 0 and
s = 1, . . . , a− 1, we have ρ⊥p  pi⊥p  µbp/(a−1)c  p2m/d.
A.4 Proof of Lemma 3.2
Proof. Following Gu (2013), J(·) is the roughness penalty, hence it is stan-
dard in the sense of Lin (2000). Following Lin (2000), the norm based on∫
Y η(x, z)
2dxdz+J(η) is equivalent to ‖ · ‖H〈X〉⊗H〈Z〉 , where ‖ · ‖H〈X〉⊗H〈Z〉 is
the tensor product norm induced by the Sobolev norm VX(g1, g2)+JX(g1, g2)
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on H〈X〉 and the Euclidean norm on H〈Z〉. Since f(x, z) is bounded away
from zero and infinity, there exist constants 0 < c1 ≤ c2 <∞ such that, for
any η ∈ H,
c1
∫
Y
η(x, z)2dxdz ≤ V (η, η) ≤ c2
∫
Y
η(x, z)2dxdz. (A.5)
Therefore, ‖ · ‖ and ‖ · ‖H〈X〉⊗H〈Z〉 are equivalent norms. Since H endowed
with ‖ · ‖H〈X〉⊗H〈Z〉 is an RKHS, (H, 〈·, ·〉) is an RKHS. Since H0 is a closed
subset of H, and 〈·, ·〉0 is inherited from 〈·, ·〉, we have that (H0, 〈·, ·〉0) is
also an RKHS.
A.5 Proof of Proposition 3.3
Proof. The proof of ‖η‖2 = ∑∞p=1 |V (η, ξp)|2(1 + λρp) follows by (3.3) and
the Fourier expansion of η: η =
∑∞
p=1 V (η, ξp)ξp. For any p
′ ≥ 1,
〈η, ξp′〉 = 〈
∞∑
p=1
V (η, ξp)ξp, ξp′〉 = V (η, ξp′)(1 + λρp′). (A.6)
By (A.6), V (K˜y, ξp) =
〈K˜y,ξp〉
1+λρp
=
ξp(y)
1+λρp
. Hence K˜y(·) =
∑∞
p=1
ξp(y)
1+λρp
ξp(·)
follows. Meanwhile, (A.6) implies that V (Wλξp, ξp′) =
〈Wλξp,ξp′ 〉
1+λρp′
=
λρpδp,p′
1+λρp
.
Thus we have Wλξp(·) = λρp1+λρp ξp(·).
By Lemma 3.1, any η ∈ H0 satisfies η =
∑∞
p=1 V (η, ξ
0
p)ξ
0
p . Therefore,
V (K˜0y, ξ
0
p) = 〈K˜0y, ξ0p〉0/(1 + λρ0p). Hence, K˜0y(·) =
∑∞
p=1
ξ0p(y)
1+λρ0p
ξ0p(·), and
likewise, Wλξ
0
p(·) = λρ
0
p
1+λρ0p
ξ0p(·).
A.6 Some preliminary lemmas
We first prove several lemmas. Define
h−1 =
∞∑
p=1
1
(1 + λρp)2
, h−10 =
∞∑
p=1
1
(1 + λρ0p)
2
. (A.7)
From Lemma 3.1, we have ρp  p2m/d and ρ0p  p2m/d. The following lemma
provides an relation between h (or h0) and λ.
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Lemma A.1. h  λd/2m and h0  λd/2m.
The following Lemma presents a relationship between the two norms
‖ · ‖sup and ‖ · ‖.
Lemma A.2. There exists an absolute constant cm > 0 s.t. ‖η‖sup ≤
cmh
−1/2‖η‖.
Proofs of Lemmas A.1 and A.2 can be executed similar to Shang et al.
(2013).
The following two lemmas characterize the convergence rates of η̂n,λ and
η̂0n,λ under H0.
Lemma A.3. Assume λ→ 0 and H0. Then ‖η̂0n,λ−η∗‖0 = OP ((nh0)−1/2 +
λ1/2) and ‖η̂n,λ − η∗‖ = OP ((nh)−1/2 + λ1/2).
Lemma A.3 can be proved based on a quadratic approximation method
proposed by Gu (2013), i.e., apply (Gu, 2013, Section 9.2.2) to both (η̂n,λ,H)
and (η̂0n,λ,H0). The optimal rates for both estimators achieve at h 
n−1/(2m+d), h0  n−1/(2m+d). Notice that ‖ · ‖ and ‖ · ‖0 are equivalent
under the null hypothesis for any η ∈ H0. Thus, in what follows, we will
not distinguish the two norms for notation convenience. We also do not dis-
tinguish h and h0 since they have the same order for achieving optimality.
A.7 Proof of Lemma 3.4
Let g = η̂n,λ − η∗. By Taylor’s expansion we have
Sn,λ(η̂n,λ) = Sn,λ(η
∗) +DSn,λ(η∗)g +
∫ 1
0
∫ 1
0
sD2Sn,λ(η
∗ + ss′g)ggdsds′.
By (A.16) and (6), one can check that 〈DSn,λ(η∗)g1, g2〉 = 〈g1, g2〉, and thus,
DSn,λ = id is an identity operator. By the fact Sn,λ(η̂n,λ) = 0, we have
‖η̂n,λ − η∗ − Sn,λ(η∗)‖ = ‖
∫ 1
0
∫ 1
0
sD2Sn,λ(η
∗ + ss′g)ggdsds′‖. (A.8)
By (A.17) we have D2Sn,λ(η
∗ + ss′g)gg =
∫
Y g(y)
2K˜ye
η∗(y)+ss′g(y)dy. By
Proposition A.1 and Lemma A.3, we have
sup
y∈Y
|g(y)|2 ≤ cmh−1‖g‖2 = cmh−1OP ((nh)−1 + h2m),
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where h−1 is defined in (A.7). By (S.1), we have ‖Eη∗{K˜Y}‖ ≤ c1/2m h−1/2.
Thus, we have
‖D2Sn,λ(η∗ + ss′g)gg‖ = O(h−3/2((nh)−1 + h2m)). (A.9)
Plugging (A.9) into (A.8), we finish the proof.
A.8 Proof of Theorem 3.5
The proof of Theorem 3.5 is sketched as follows. By Lemma 3.4, n1/2‖η̂0n,λ−
η̂n,λ − S0n,λ(η∗) + Sn,λ(η∗)‖ = oP (1). So we have the following
n1/2‖η̂n,λ − η̂0n,λ‖ = n1/2‖S0n,λ(η∗)− Sn,λ(η∗)‖+ oP (1).
Thus we only focus on n1/2‖S0n,λ(η∗) − Sn,λ(η∗)‖. Moreover, the following
expressions of S0n,λ(η
∗) and Sn,λ(η∗) are reserved for future use:
Sn,λ(η
∗) = − 1
n
n∑
i=1
K˜Yi + Eη∗K˜Y +Wλη
∗, (A.10)
S0n,λ(η
∗) = − 1
n
n∑
i=1
K˜0Yi + Eη∗K˜
0
Y +W
0
λη
∗. (A.11)
Proof of Theorem 3.5. Let us first analyze I1. Let g˜ = η̂n,λ + ss
′g − η∗, for
any 0 ≤ s, s′ ≤ 1. By Lemma A.3, we have ‖g˜‖ = OP ((nh)−1/2 + hm/d) =
oP (1). Notice that
D2`n,λ(η̂n,λ+ss
′g)gg = D2`n,λ(g˜+η∗)gg =
∫
Y
g2(y)eg˜(y)+η
∗(y)dy+λJ(g, g),
(A.12)
and
D2`n,λ(η
∗)gg =
∫
Y
g2(y)eη
∗(y)dy + λJ(g, g). (A.13)
Combining (A.12) and (A.13), we have
|D2`n,λ(η̂n,λ + ss′g)gg −D2`n,λ(η∗)gg| ≤
∫
Y
g2(y)eη
∗(y)|eg˜(y) − 1|dy.
By Taylor expansion of eg˜(y)+η
∗(y) at η∗(y) for any y ∈ Y, it trivially holds
that eη
∗(y)|eg˜(y) − 1| = eη∗(y)O(|g˜(y)|). Since supy∈Y |g˜(y)| ≤ cmh−1/2‖g˜‖
(Lemma A.2), and h−1/2((nh)−1 + λ)1/2 = o(1), we have
|I1| = OP (h−1/2(‖η̂n,λ − η∗‖+ ‖g‖) · ‖g‖2) = oP (‖g‖2). (A.14)
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Let us then analyze I2. From (3.8), we have D
2`n,λ(η
∗)gg = ‖g‖2 =
‖η̂n,λ − η̂0n,λ‖2, which dominates I1, since h−1/2(‖η̂n,λ − η∗‖+ ‖g‖) = oP (1).
Next let us analyze ‖η̂n,λ − η̂0n,λ‖2. By Lemma 3.4, we have
n1/2‖η̂0n,λ−η̂n,λ−S0n,λ(η∗)+Sn,λ(η∗)‖ = OP (n1/2h−3/2((nh)−1+h2m/d)) = oP (1).
Thus we only need to focus on n1/2‖S0n,λ(η∗)−Sn,λ(η∗)‖. Recall Sn,λ(η̂n,λ) =
0 and Sn,λ(η
∗), S0n,λ(η
∗) have expressions (A.10), (A.11). For any y ∈ Y,
define K˜1y = K˜y − K˜0y and W 1λ = Wλ − W 0λ , then S0n,λ(η∗) − Sn,λ(η∗) =
− 1n
∑n
i=1 K˜
1
Yi
+ EK˜1Y +W 1λη∗.
By Proposition 3.3, K˜1y can be expressed as a series of ξ
⊥
p (y). Since
ξ⊥p ∈ H1 and φ0 ≡ 1 ∈ H0, we have
Eη∗{ξ⊥p (y)} = Eη∗{ξ⊥p (y)φ0(X)} = V (ξ⊥p , φ0) = 0.
And so Eη∗{K˜1Y} = 0. Therefore, S0n,λ(η∗) − Sn,λ(η∗) = − 1n
∑n
i=1 K˜
1
Yi
+
W 1λη
∗. Then
n‖S0n,λ(η∗)− Sn,λ(η∗)‖2 =n−1‖
n∑
i=1
K˜1Yi‖2 − 2
n∑
i=1
〈K˜1Yi ,W 1λη∗〉+ n‖W 1λη∗‖2
≡W1 − 2W2 +W3.
Since η∗ ∈ H0, it follows by Lemma 3.1 that η∗ is expanded by a series
of ξ0p . By Proposition 3.3, Wλξ
0
p ∝ ξ0p which implies Wλη∗ = W 0λη∗. And
hence, W 1λη
∗ = Wλη∗ −W 0λη∗ = 0 which yields that W2 = W3 = 0. Write
W1 = n
−1‖∑ni=1 K˜1Yi‖2 = n−1∑ni=1 ‖K˜1Yi‖2 + n−1W (n), where W (n) =∑
i 6=j K˜
1(Yi,Yj).
Next let us consider the term
∑n
i=1 K˜
1(Yi,Yi). Let E denote Eη∗ unless
otherwise indicated. Let θ(n) = E{K˜1(Yi,Yi)}. By Lemma A.2 we have
E{|∑ni=1{K˜1(Yi,Yi)− θ(n)}|2} ≤ nE{K˜1(Yi,Yi)2} = O(nh−2), so
n∑
i=1
[K˜(Yi,Yi)− θ(n)] = Op(n1/2h−1). (A.15)
Next, we derive the asymptotic distribution of W (n). Define Wij =
2K˜1(Yi,Yj), then W (n) =
∑
1≤i<j≤nWij . Let σ(n)
2 = Var(W (n)) and
GI =
∑
i<j
E{W 4ij},
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GII =
∑
i<j<k
(E{W 2ijW 2ik}+ E{W 2jiW 2jk}+ E{W 2kiW 2kj}), and
GIV =
∑
i<j<k<l
(E{WijWikWljWlk}+E{WijWilWkjWkl}+E{WikWilWjkWjl}).
By E{K˜1Y} = 0 and direct examinations we have
σ2(n) = Var(W (n)) =
∑
1≤i<j≤n
E{(K˜1(Yi,Yj)− E[K˜1(Yi,Yj)])2}
=
∑
1≤i<j≤n
E{K˜1(Yi,Yj)2}  n2h−1.
Since E{W 4ij} = 16E{K˜1(Yi,Yj)4} = O(h−4), we have GI = O(n2h−4).
Obviously, E{W 2ijW 2ik} ≤ E{W 4ij} = O(h−4), implying GII = O(n3h−4).
For pairwise different i, j, k, l, we have
E{WijWikWljWlk} = 16E{K˜1(Yi,Yj)K˜1(Yi,Yk)K˜1(Yl,Yj)K˜1(Yl,Yk)}
=
∞∑
p=1
1
(1 + λρ⊥p )4
= O(h−1),
which leads to GIV = O(n
4h−1).
It follows by h = o(1) and (nh2)−1 = o(1) that GI , GII and GIV are of
lower order than σ(n)4. By Proposition 3.2 of de Jong (1987) we get that
W (n)
σ(n)
d→ N(0, 1). (A.16)
From (A.15) and (A.16), we get 1n
∑n
i=1 K˜
1(Yi,Yi)
2 = θ(n) + oP (1),
which implies n‖S0n,λ(η∗)−Sn,λ(η∗)‖2 = OP (h−1 + nλ+ h−1/2) = OP (h−1),
and hence n1/2‖S0n,λ(η∗)− Sn,λ(η∗)‖ = OP (h−1/2). Thus,
2n · PLRn,λ = n‖η̂n,λ − η∗‖2 + oP (h−1/2)
=
(
n1/2‖S0n,λ(η∗)− Sn,λ(η∗)‖+ oP (1)
)2
+ oP (h
−1/2)
=n‖S0n,λ(η∗)− Sn,λ(η∗)‖2 + 2n1/2‖S0n,λ(η∗)− Sn,λ(η∗)‖ · oP (1) + oP (h−1/2)
=n−1‖
n∑
i=1
K˜1Yi‖2 + oP (h−1/2). (A.17)
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By (A.16), (A.17) and Slutsky’s theorem,
2n·PLRn,λ−θ(n)
σ(n)/n
d→ N(0, 1). Since
θλ =
∑∞
p=1
1
1+λρ⊥p
, σ2λ =
∑∞
p=1
1
(1+λρ⊥p )2
, we have θ(n) = θλ and
σ(n)
n =√(
n
2
)
E(W 2ij)/n =
√
2σλ.
A.9 Proof of Theorem 3.6
Before proving Theorem 3.6, we provide some preliminary lemmas. For
η∗ ∈ H, consider decomposition η∗ = η∗0 + η∗XZ where η∗0 is the projection of
η∗ on H0. The following lemma says that, for general η∗ ∈ H, the restricted
MLE η̂0n,λ converges to η
∗
0 with rate of convergence provided.
Lemma A.4. Suppose that Assumption 1 is satisfied. We have ‖η̂0n,λ −
η∗0‖0 = OP ((nh)−1/2 + λ1/2).
Parallel to Lemma 3.4, when η∗ ∈ H, we have the following result char-
acterizing the higher order expansion of η̂0n,λ.
Lemma A.5. Suppose that nh2 →∞. We have
‖η̂0n,λ − η∗0 − S0n,λ(η∗0)‖0 = OP (h−3/2((nh)−1 + h2m/d)).
Proof of Theorem 3.6. Let g = η̂0n,λ − η̂n,λ. Recall the Taylor expansion
(3.10):
PLRn,λ =`n,λ(η̂
0
n,λ)− `n,λ(η̂n,λ)
=
∫ 1
0
∫ 1
0
s{D2f(η̂n,λ + ss′g)gg −D2f(η∗)gg}dsds′ + 1
2
D2f(η∗)gg
=OP ((‖η̂n,λ − η∗‖sup + ‖g‖sup) · ‖g‖2) + 1
2
‖g‖2,
where the OP term in the last equation follows from (A.14). By Lemmas A.2
and A.3, ‖η̂n,λ − η∗‖sup = oP (1). By assumption ‖η∗XZ‖sup ≤ (log n)−1 =
o(1) and Lemma A.4, we have ‖g‖sup = ‖η̂0n,λ − η∗0 + η∗ − η̂n,λ − η∗XZ‖sup =
oP (1). Hence, the OP term in (A.18) is dominated by
1
2‖g‖2, for which we
only focus on the latter. Combining the results of Lemmas 3.4 and A.5, we
have
‖η̂n,λ − η∗ − Sn,λ(η∗)‖ = OP (h−2((nh)−1 + h2m/d)),
‖η̂0n,λ − η∗0 − S0n,λ(η∗0)‖0 = OP (h−2((nh)−1 + h2m/d)).
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Recalling η∗ − η∗0 = η∗XZ , we have ‖g‖ = ‖η∗XZ + Sn,λ(η∗) − S0n,λ(η∗0)‖ +
OP (h
−2((nh)−1 + h2m/d)). In what follows, we focus on ‖η∗XZ + Sn,λ(η∗)−
S0n,λ(η
∗)‖. By definition of Sn,λ(η∗), S0n,λ(η∗0) (see (3.7)) and direct calcula-
tions, it can be shown that
‖η∗XZ + Sn,λ(η∗)− S0n,λ(η∗0)‖2
=‖ 1
n
n∑
i=1
K˜1Yi‖2 + ‖η∗XZ‖2 + ‖EK˜Y − EK˜0Y‖2 + ‖W 1λη∗XZ‖2
− 2
n
n∑
i=1
η∗XZ(Yi) + 2Eη∗XZ(Y) + 2〈W 1λη∗XZ , η∗XZ〉 −
2
n
n∑
i=1
EK˜1(Yi,Y)
− 2
n
(W 1λη
∗
XZ)(Yi) + 2E(W 1λη∗XZ)(Y),
where E denotes Eη∗ . Since E{K˜Y − K˜0Y} = EK˜1Y = 0, we have
‖η∗XZ + Sn,λ(η∗)− S0n,λ(η∗0)‖2
≥‖ 1
n
n∑
i=1
K˜1Yi‖2 + ‖η∗XZ‖2 + [−
2
n
n∑
i=1
η∗XZ(Yi) + 2Eη∗η∗XZ(Y)] + 2〈W 1λη∗XZ , η∗XZ〉
+ [−
n∑
i=1
2
n
(W 1λη
∗
XZ)(Yi) + 2Eη∗(W 1λη∗XZ)(Y)] ≡ V1 + V2 + V3 + V4 + V5.
Since Var(V3) ≤ 4nE(η∗XZ(Y))2 ≤ 4n‖η∗XZ‖2,
V3 = OP (n
−1/2)‖η∗XZ‖. (A.18)
By assumption J(η∗XZ , η
∗
XZ) ≤ C, we have
V4 = λJ(η
∗
XZ , η
∗
XZ) ≤ Cλ. (A.19)
Since Var(V5) ≤ E|(Wλη∗XZ)|2 = V (Wλη∗XZ ,Wλη∗XZ). By Proposition 3.3,
we have
V (Wλη
∗
XZ ,Wλη
∗
XZ) =
∞∑
p=1
|V (η∗XZ , ξp)|2
(
λρp
1 + λρp
)2
= o(λ),
where the last equality follows by
∑∞
p=1 |V (η∗XZ , ξp)|2ρp <∞ and the dom-
inated convergence theorem. Thus we have
V5 = op(n
−1/2λ1/2) (A.20)
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Combining (A.18), (A.19) and (A.20) we have
2n · PLRn,λ − θ(n)
σ(n)
≥2n · V1 − θ(n)
σ(n)
+
2n · (V2 + V3 + V4 + V5)
σ(n)
≥OP (1) + 2nσ−1(n)(‖η∗XZ‖2 +OP (n−1/2‖η∗XZ‖) +O(λ) + oP (n−1/2λ1/2)).
For Cε > 0 sufficiently large, let η
∗
XZ satisfy ‖η∗XZ‖2 ≥ Cεn−1/2‖η∗XZ‖,
‖η∗XZ‖2 ≥ Cελ, nh1/2‖η∗XZ‖2 ≥ Cε, n‖η∗XZ‖2/σ(n) ≥ Cε, which implies that
with probability greater than 1−ε, |2n·PLRn,λ−θ(n)σ(n) | ≥ cα (i.e., Φn,λ(α) = 1),
where cα is the 1 − α percentile of standard normal distribution. It can
be seen that the above conditions on η∗XZ are satisfied if ‖η∗XZ‖2 ≥ Cε(λ+
(nh1/2)−1). The result follows immediately by the fact ‖η∗XZ‖2 ≤ ‖η∗XZ‖.
Proof is completed.
A.10 Preliminaries for the minimax lower bound
Lemma A.1. Let P0 be the probability measure under the null, and P1 be
the probability with density in {η | ‖ηXZ‖H < dn}. We have
inf
φn
Err(φn, dn) ≥ 1− δ(
√
δ + 4− δ),
where δ2 = EP0(dP1/dP0 − 1)2.
Proof. The test is bounded below by 1 − ‖P0 − P1‖TV , where ‖ · ‖TV is
the total variation distance between P0 and P1. By the theorem in Ingster
(1987), we have
1
2
‖P0 − P1‖TV ≤ δ(1− 1
2
|P0 − P1‖TV )1/2,
which directly implies the result.
A.11 Proof of Lemma 4.1
Proof. As show in Lemma A.1, we have
inf
φn
Err(φn, dn) ≥ 1− δ(
√
δ + 4− δ). (A.21)
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Next we show that if d2n ≤
√
kB(dn)
4n , we have that the last term in (A.21)
is larger than 1/2. For simplicity, denote k = kB(dn). For any b =
(b1, . . . , bk) ∈ {−1, 1}k, let θb = dn√k
∑k
i=1 biei ∈ RN , where ei is the stan-
dard basis vector with ith coordinate as one. We assume b is uniformly
distributed over {−1, 1}k so that θb is uniformly distributed over Q := {θb :
b ∈ {−1, 1}k}. Since EP0eη
θb
XZ − 1 = 0, we have eηθbXZ − 1 ∈ H11. Define
exp(ηθbXZ)− 1 =
dn√
k
k∑
l=1
blψlφ1, (A.22)
where {ψlφ1}kl=1 are basis function for H11. We denote P(n)1 and P(n)0 as the
empirical meaures under the alternative and null respectively. The ratio of
densities of P(n)1 and P
(n)
0 is
dP(n)1
dP(n)0
= Eθb
n∏
i=1
exp(ηθbXZ(Yi)).
Then, we denote the empirical version of δ as δn which can be written as
δ2n = EP(n)0
(dP(n)1 /dP
(n)
0 − 1)2
= EP(n)0
[Eθb
n∏
i=1
exp(ηθbXZ(Yi))]
2 − 1
= EP(n)0
[Eθb
n∏
i=1
exp(ηθbXZ(Yi))][Eθb′
n∏
i=1
exp(η
θb′
XZ(Yi))]− 1
= Eθb,θb′
n∏
i=1
EP0 exp(η
θb
XZ(Yi)) exp(η
θb′
XZ(Yi))− 1
= Eθb,θb′ [EP0 exp(η
θb
XZ(Y)) exp(η
θb′
XZ(Y))]
n − 1.
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Plugging (A.22) in, we have
δn + 1 = EθbEθ′b [EP0(1 +
dn√
k
k∑
l=1
blψlφ1)(1 +
dn√
k
k∑
l=1
b′lψlφ1)]
n
=
1
2k
∑
b,b′
(1 +
d2n
k
bT b′)n
≤ 1
2k
∑
b
exp{nd
2
nb
T 1k
k
}
=
1
2k
k∑
i=0
(
k
i
)
exp{n(k − 2i)d
2
n
k
}
=
1
2k
(
exp{nd
2
n
k
}+ exp{−nd
2
n
k
})k
(i)
≤ (1 + n
2d4n
k2
)k
(ii)
≤ exp{n
2d4n
k
},
where (i) is due to the fact that 12(exp(x) + exp(−x)) ≤ 1 + x2 for |x| ≤ 1/2
and (ii) is due to the fact 1 + x ≤ ex. Thus for any d4n ≤ k16n2 , we have
inf
φn
Err(φn, dn) ≥ 1− δn(
√
δn + 4− δn) ≥ 1− e1/16(
√
e1/16 + 4) ≥ 1/2.
For dn . k1/4/
√
n, we have
| exp{ηθbXZ} − 1| =
dn√
k
|
k∑
l=1
blψlφ1| . k
3/4
√
n
.
Thus, there exsits c1, c2 > 0 such that
c1|ηθbXZ(y)| < | exp{ηθbXZ} − 1| < c2|ηθbXZ(y)|, (A.23)
which indicates that ‖ exp{ηθbXZ} − 1‖2  ‖ηθbXZ‖2. By the definition of
rB(δ
∗), we have Err(φn, dn) > 1/2 for all dn ≤ rB(δ∗) .
A.12 Proof of Lemma 4.2
Proof. We show that bk,2(E11) is bounded below by √γk+1. It is sufficient
to show that E11 contains a l2 ball centered at ηXZ = 0 with radius √γk+1.
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For any v ∈ E11 with ‖v‖2 ≤ √γk+1, we have
b2,k
(i)
≤
k+1∑
i=1
v2i
γi
(ii)
≤ 1
µk+1
k+1∑
i=1
v2i
where the inequality (i) holds by set the (k+1)-dimensional subspace spaned
by the eigenvectors corresponding to the first (k + 1) largest eigenvalues;
the inequality (ii) holds by the decreasing order of the eigenvalues, i.e.,
γ1 ≥ γ2 ≥ . . . γk+1.
Recall that the definition of the Bernstein lower critical dimension is
kB(δ) = argmaxk{b2k−1,2(E11) ≥ δ2}, we have
kB(δ) ≥ argmax
k
{√γk ≥ δ}.
A.13 Proof of Theorem 4.3
Proof. By Lemme 4.1, we have
dn ≤ sup{δ : kB(δ) ≥ 16n2δ4}.
Then we plug in the lower bound of kB in Lemma 4.2 and we have
dn ≤ sup{δ : argmax
k
{√γk ≥ δ} ≥ 16n2δ4} (A.24)
The eigenvalues have polynomial decay rate i.e., γk  k−2m/d, and conse-
quently, argmaxk{√γk ≥ δ}  δ−d/m. Plugging this into (A.24), it is easy
to see that the supremum on the right hand side has an order n−
2m
4m+d . Proof
is thus completed.
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Supplement to Minimax Nonparametric Testing for Density
Comparison
In this document, additional proofs are included.
• Section S.1 includes the proof of Lemma A.1.
• Section S.2 includes the proof of Lemma A.2.
• Section S.3 includes the proof of Lemma A.3.
• Section S.4 includes the proof of Lemma A.4.
• Section S.5 includes the proof of Lemma A.5.
S.1 Proof of Lemma A.1
Since ρp  p2m/d, we have
h−1 =
∞∑
p=0
1
(1 + λρp)2

∫ ∞
1
1
(1 + λp2m/d)2
=
∫ ∞
λd/2m
1
(1 + x2m/d)2
dx = O(λ−d/2m)
Thus we have h  λd/2m. Similarly, h0  λd/2m.
S.2 Proof of Lemma A.2
For any y ∈ Y and η ∈ H, we have |η(y)| = |〈K˜y, η〉| ≤ ‖K˜y‖ · ‖η‖. So it
is sufficient to find the upper bound for ‖K˜y‖. By Proposition A.1 and the
boundedness of ξp’s, we have
‖K˜y‖2 = K˜(y,y) =
∞∑
p=1
|ξp(y)|2
1 + λρp
≤ cmh−1 (S.1)
where cm > 0 is a constant free of y and η.
S.3 Proof of Lemma A.3
The proof is rooted in Gu (2013). Consider the quadratic approximation of
the integral
∫
Y e
η(y)dy:∫
Y
eη(y)dy ≈
∫
Y
eη
∗(y)dy+
∫
Y
(η− η∗)eη∗(y)dy+ 1
2
V (η− η∗, η− η∗). (S.2)
1
Dropping the terms that do not involve η, and plugging (S.2) into (4), `n,λ(η)
has a quadratic approximation qn,λ(η):
qn,λ(η) = − 1
n
n∑
i=1
η(Yi) +
∫
Y
ηeη
∗
dy+
1
2
V (η− η∗, η− η∗) + 1
2
J(η, η). (S.3)
Consider the Fourier expansions of η and η∗:
η(x, z) =
∞∑
k=1
a∑
l=1
βklφk(x)ψl(z), η
∗(x, z) =
∞∑
k=1
a∑
l=1
β∗klφk(x)ψl(z).
Then, we have
qn,λ(η) =
∞∑
k=1
a∑
l=1
{
−βkl( 1
n
n∑
i=1
φk(xi)ψl(zi)− E{φk(X)ψl(Z)}
+
1
2
(βkl − β∗kl)2 +
λ
2
µkνlβ
2
kl
}
. (S.4)
Write γkl = n
−1∑n
i=1 φk(Xi)ψl(Zi) − E{φk(X)ψl(Z)}. Minimizing (S.4)
with respect to βkl’s, we get the optimizer:
β˜kl = (γkl + β
∗
kl)/(1 + λµkνl), k ≥ 1, l = 1, . . . , a.
Then η˜ =
∑∞
k=1
∑a
l=1 β˜klφkψl becomes a linear approximation of η̂n,λ. By
direct calculations we get that
V (η˜ − η∗) =
∞∑
k=1
a∑
l=1
(βkl − β∗kl)2, λJ(η˜ − η∗) =
∞∑
i=1
a∑
j=1
λµkνl(βkl − β∗kl)2.
Since Eγkl = 0 and Eγ2kl = 1/n, we have
E{V (η˜ − η∗)} =
∞∑
i=1
a∑
j=1
1
(1 + λµkνl)2
+ λ
∞∑
i=1
a∑
j=1
λµkνl
(1 + λµkνl)2
µkνlβ
∗
klβ
∗
kl
E{λJ(η˜ − η∗)} =
∞∑
i=1
a∑
j=1
1
(1 + λµkνl)2
+ λ
∞∑
i=1
a∑
j=1
(λµkνl)
2
(1 + λµkνl)2
µkνlβ
∗
klβ
∗
kl
(S.5)
By similar derivations in Lemma A.2, it can be verified that
∞∑
i=1
a∑
j=1
1
(1 + λµkνl)2
= O(λ−1/2m),
2
∞∑
i=1
a∑
j=1
λµkνl
(1 + λµkνl)2
= O(λ−1/2m),
∞∑
i=1
a∑
j=1
1
(1 + λµkνl)
= O(λ−1/2m)
Plugging into (S.5), we obtain that
‖η˜ − η∗‖2 = (V + λJ)(η˜ − η∗) = Op(n−1λ−1/2m + λ). (S.6)
We now turn to the approximation error η̂− η˜. We calculate the Fre´chet
derivative of the quadratic approximation in (S.3) as
Dqn,λ(η)∆η = − 1
n
n∑
i=1
∆η(Yi) +
∫
Y
∆ηeη
∗
dy+λV (η− η∗,∆η) +λJ(η,∆η).
(S.7)
Since Dqn,λ(η˜) = 0, setting ∆η = η̂n,λ − η˜, (S.7) is equal to
− 1
n
n∑
i=1
(η̂n,λ−η˜)(Yi)+
∫
Y
(η̂n,λ−η˜)(y)eη∗(y)dy+V (η˜−η∗, η̂n,λ−η˜)+λJ(η˜, η̂n,λ−η˜)
(S.8)
Since D`n,λ(η̂n,λ) = 0, setting ∆η = η̂n,λ − η˜ yields
D`n,λ(η)∆η = − 1
n
n∑
i=1
(η̂n,λ − η˜)(Yi) +
∫
Y
(η̂n,λ − η˜)(y)eη̂n,λ(y)dy + λJ(η̂n,λ, η̂n,λ − η˜).
Combining (S.8) and (S.9), we have∫
(η̂n,λ − η˜)(y)eη̂n,λ(y)dy −
∫
Y
(η̂n,λ − η˜)(y)eη˜(y)dy + λJ(η̂n,λ − η˜)
= V (η˜− η∗, η̂n,λ− η˜) +
∫
Y
(η̂n,λ− η˜)(y)eη∗(y)dy−
∫
Y
(η̂n,λ− η˜)(y)eη˜(y)dy.
By Taylor expansion,∫
(η̂n,λ−η˜)(y)eη˜(y)dy−
∫
Y
(η̂n,λ−η˜)(y)eη∗(y)dy = V (η̂n,λ−η˜, η˜−η∗)(1+op(1)),
where the oP term holds as λ→ 0 and nλ1/2m →∞. Define
D(α) =
∫
Y
(η̂n,λ − η˜)(y)eη̂n,λ(y)+α(η̂n,λ−η˜)(y)dy.
3
It can be shown that D˙(α) = Vη˜+α(η̂n,λ−η˜(η̂n,λ − η˜). By the mean value
theorem, ∫
Y
(η̂n,λ − η˜)(y)eη̂n,λ(y)dy −
∫
Y
(η̂n,λ − η˜)(y)eη˜(y)dy
=D(1)−D(0) = D˙(α) = Vη˜+α(η̂n,λ−η˜(η̂n,λ − η˜),
for some α ∈ [0, 1]. Then by Assumption 1, we have
c1V (η̂n,λ−η˜)+λJ(η̂n,λ−η˜) ≤ op(V (η˜−η∗, η̂−η˜)) = op({V (η̂n,λ−η˜)V (η˜−η∗)}1/2)
Combine with the estimation error (S.6), we have
‖η̂n,λ − η∗‖2 = V (η̂n,λ − η∗) + λJ(η̂n,λ − η∗) = Op(n−1λ1/2m + λ).
S.4 Proof of Lemma A.4
Suppose the η∗0 is the projection of η∗ on H0. Define an index set I0 =
{(k, l)|k = 1 or l = 1} corresponding to the basis, {φkψl|k = 1 or l = 1}, of
H0. When restricted to H0, the Fourier expansion of η∗ is
η∗0(x, z) =
∑
(k,l)∈I0
β0klφk(x)ψl(z).
Substituting the above η∗0 as well as its Fourier expansion into the proof of
Lemma A.4, all results remain valid, provided the following truth:
E{ 1
n
n∑
i=1
φk(Xi)ψl(Zi)− Eη∗(φkψl)}2 = 1
n
E{ 1
n
n∑
i=1
φk(Xi)ψl(Zi)φk′(Xi)ψl′(Zi)− Eη∗(φkψlφk′ψl′)}2 ≤ c
n
,
where c is a positive constant. The existence of such c is guaranteed by the
uniform boundedness of φk(x)’s as proved by Shang et al. (2013). Let η
∗
0 be
the projection of η∗ on the subspace H0 and g = η̂0n,λ − η∗0. Substituting η∗0
and η̂0n,λ into the proof of Lemma A.4, the results would follow.
S.5 Proof of Lemma A.5
Let η∗0 be the projection of η∗ on the subspace H0 and g = η̂0n,λ − η∗0.
Substituting η∗0 and η̂0n,λ into the proof of Lemma 3.4, one can show the
desired results.
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