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We consider an impurity immersed in a Bose-Einstein condensate with tunable boson-impurity
interactions. Such a Bose polaron has recently been predicted to exhibit an intriguing energy
spectrum at finite temperature, where the ground-state quasiparticle evenly splits into two branches
as the temperature is increased from zero [Guenther et al., Phys. Rev. Lett. 120, 050405 (2018)].
To investigate this theoretical prediction, we employ a recently developed variational approach that
systematically includes multi-body correlations between the impurity and the finite-temperature
medium, thus allowing us to go beyond previous finite-temperature methods. Crucially, we find
that the number of quasiparticle branches is simply set by the number of hole excitations of the
thermal cloud, such that including up to one hole yields one splitting, two holes yields two splittings,
and so on. Moreover, this effect is independent of the impurity mass. We thus expect that the exact
ground-state quasiparticle will evolve into a single broad peak for temperatures T > 0, with a
broadening that scales as T 3/4 at low temperatures and sufficiently weak boson-boson interactions.
In the zero-temperature limit, we show that our calculated ground-state polaron energy is in excellent
agreement with recent quantum Monte Carlo results and with experiments.
I. INTRODUCTION
The scenario of an impurity coupled to a quantum
medium is ubiquitous in physics, having relevance to sys-
tems ranging from field-effect transistors [1] to protons in
neutron stars [2]. Most recently, it has been realized in
trapped cold atomic gases, which provide a particularly
clean and flexible system in which to probe the behavior
of quantum impurities [3]. Here, the impurity-medium
interactions can be varied from weak to strong coupling
via Feshbach resonances [4], allowing one to investigate
the manner in which the impurity becomes “dressed” by
excitations of the medium. Cold-atom experiments have
already greatly improved our understanding of the impu-
rity in a degenerate Fermi gas — otherwise known as the
Fermi polaron [5–14]. However, attention is now focusing
more on the Bose polaron, corresponding to the case of
a mobile impurity in a Bose-Einstein condensate (BEC).
In the limit of weak boson-impurity interactions, the
Bose polaron maps onto the Fro¨hlich model [15, 16] and
thus realizes the original concept of a polaron, where an
electron couples to phonons in an ionic lattice [17–19].
However, the regime of strong boson-impurity coupling is
far less understood and has only recently been accessed
in cold-atom experiments, where long-lived quasiparti-
cles were recently observed [20–22]. Moreover, unlike the
Fermi polaron, the medium for the Bose polaron exhibits
a phase transition from a BEC to a thermal Bose gas
at finite temperature, which can dramatically change the
character of the impurity quasiparticle [23–25].
The Bose polaron problem at strong coupling has
been tackled with a variety of theoretical techniques,
including quantum Monte Carlo (QMC) [26, 27], field-
theoretical diagrammatic approaches [28], renormaliza-
tion group theory [29], and variational wave functions in-
volving highly correlated [30–32] and coherent-state [33–
35] ansatzes. However, the majority of the theoreti-
cal work so far has been restricted to zero temperature,
where the impurity-medium system is in a pure state and
is thus easier to treat.
For the finite-temperature Bose polaron, most of the
theoretical investigations have been perturbative in na-
ture, being only valid in the limit of weak boson-impurity
interactions [23, 24, 36, 37] or at high temperatures well
above the BEC critical temperature [38]. While a non-
perturbative functional determinant approach has been
used for Rydberg atoms in a Bose gas [39, 40], the Ryd-
berg polaron differs significantly from the canonical Bose
polaron where the impurity is point-like. Recently, Guen-
ther et al. [25] developed a finite-temperature diagram-
matic scheme that they used to compute the polaron
energy spectrum at all coupling strengths and temper-
atures. In the strong-coupling regime, this “extended”
ladder approximation predicts that the ground-state po-
laron (the attractive polaron) splits into two quasiparti-
cles as the temperature is increased from zero [25]. This
surprising prediction has important consequences for the
nature of the Bose polaron at finite temperature, but an
open question is whether or not the observed quasiparti-
cle splitting persists at higher orders in the approxima-
tion, beyond the ladder diagrams.
In this paper, we investigate this problem using a
finite-temperature variational method, which allows us
to successively include medium excitations in the de-
scription of the Bose polaron. Such an approach was
recently formulated for the Fermi polaron at finite
temperature [41], where it was shown to successfully
model recent cold-atom experiments on impurity dynam-
ics [11]. Unlike other many-body methods, it exactly
captures few-body correlations such as three-body Efi-
mov physics [31, 32], which is an important feature of any
three-dimensional Bose system with short-range interac-
tions. In particular, by carefully identifying the Efimov
length scale, we show that our approach accurately pre-
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2dicts the zero-temperature ground-state energy measured
in experiment [20] and calculated using quantum Monte
Carlo [42]. Our observation thus provides further evi-
dence that the ground-state energy of the Bose polaron
in the strongly interacting regime is a universal function
of the Efimov length scale, as argued in Ref. [32].
At finite temperature, we investigate the full spectral
function of the Bose polaron within our variational ap-
proach [41]. Including all two-body correlations involv-
ing the impurity and a bosonic excitation, we recover
the results of Ref. [25]; namely, we observe the splitting
of the attractive polaron into two branches at temper-
ature 0 < T < Tc, where Tc is the critical temperature
for Bose-Einstein condensation. However, our variational
approach naturally allows us to go beyond the usual lad-
der approximation, and including all possible three-body
correlations consisting of the impurity and two bosonic
excitations, we find that the attractive polaron splits into
three branches.
We argue that the attractive polaron splitting arises
due to the two-fluid nature of the finite-temperature Bose
gas, where the impurity can scatter particles between the
two fluids. Using a diagrammatic analysis, we show that
in general the number of splittings will equal the num-
ber of hole excitations included in the variational po-
laron ansatz. As a consequence, we show that the pole
condition of the attractive polaron at finite temperature
involves an infinite continued fraction, and we use this
to conclude that the exact attractive polaron will de-
velop into a single broad peak. Importantly, we find
that the peak width scales as T 3/4 at low temperature
for sufficiently weak boson-boson interactions. We also
investigate how the impurity spectral function is modi-
fied in the presence of boson-boson interactions, and in
particular we argue that the width of the polaron peak
will scale linearly with T at low T and for strong boson-
impurity interactions. This is consistent with recent ex-
periments [22].
The paper is organized as follows. In Section II we
describe our model for an impurity in a Bose gas, and
in Section III we outline the finite-temperature varia-
tional approach that we employ in this work. We dis-
cuss the universal nature of the polaron ground state in
Section IV, where we also compare with recent quan-
tum Monte Carlo results and with experimental measure-
ments. In Section V, we present our calculated spectral
response for the finite temperature polaron in the limit
of an ideal Bose gas, and in Section VI we explain the
origin of the splitting of the attractive polaron quasipar-
ticle branch. We investigate the effect of interactions in
the medium in Section VII. Finally, we conclude in Sec-
tion VIII.
II. MODEL
We consider an impurity immersed in a uniform Bose
gas at finite temperature. We assume that the medium is
weakly interacting with na3B  1, such that we can treat
it within Bogoliubov theory (see, e.g., Ref. [43]). Here,
n is the medium density and aB is the boson-boson s-
wave scattering length. Measuring energy from that of
the medium in the absence of the impurity, we thus have
the medium-only Hamiltonian
Hˆ0 =
∑
k
Ekβˆ
†
kβˆk, (1)
where the operator βˆ†k creates a Bogoliubov excitation
with momentum k and dispersion
Ek =
√
Bk (
B
k + 2gBn0). (2)
Here, Bk = |k|2/2mB ≡ k2/2mB is the free boson disper-
sion with mB the boson mass, while n0 is the condensate
density, and we define gB ≡ 4piaB/mB . The Bogoliubov
creation operator βˆ†k is related to the bare boson creation
operator bˆ†k by the transformation [43],
bˆk = ukβˆk − vkβˆ†−k. (3)
The coefficients are
uk =
√
1
2
(
Bk + gBn0
Ek
+ 1
)
, (4a)
vk =
√
1
2
(
Bk + gBn0
Ek
− 1
)
. (4b)
Throughout this work, we take the boson-boson scat-
tering length aB to be positive (even when it is taken
to be infinitesimal), since attractive boson-boson inter-
actions result in an unstable Bose gas that is prone to
collapse [44]. We also work in units where the reduced
Planck constant ~, the Boltzmann constant kB , and the
volume are all set to 1.
To model the Bose polaron, we consider the total
Hamiltonian
Hˆ = Hˆ0 +
∑
k
(
kcˆ
†
kcˆk + (k,d + ν)dˆ
†
kdˆk
)
+ g
√
n0
∑
k
(
dˆ†kcˆk + cˆ
†
kdˆk
)
+ g
∑
p,k
(
dˆ†kcˆk−pbˆp + bˆ
†
pcˆ
†
k−pdˆk
)
. (5)
Here, cˆ†k is the impurity creation operator, and we take
the impurity dispersion to be k = k
2/2m with m the im-
purity mass. We model the interactions between the im-
purity and a boson using a two-channel model [45]: This
introduces a closed-channel molecule creation operator
dˆ†k, with associated dispersion k,d = k
2/[2(m + mB)].
The interaction terms in the Hamiltonian then convert
a boson and an impurity into a closed-channel molecule
3and vice versa, where we note that we write the interac-
tion part of the Hamiltonian in its natural basis of bare
bosonic operators, as opposed to Bogoliubov operators.
The bare parameters of the model (5) — the cou-
pling strength g, the bare detuning between open and
closed channels ν, and the ultraviolet momentum cut-off
Λ above which we set the coupling to zero — can be re-
lated to the low-energy physical parameters relevant to
experiment [46]. To this end, we calculate the two-body
scattering amplitude f(k′,k) from relative momentum k
to k′ with |k| = |k′| = k, and compare with the standard
s-wave low-energy expression
f(k′,k) = − 11
a +R
∗k2 + ik
. (6)
In this manner, we identify the boson-impurity s-wave
scattering length a and range parameter R∗ [46, 47]
a =
mr
2pi
[
Λ∑
k
1
k + Bk
− ν
g2
]−1
, (7)
and
R∗ =
pi
m2rg
2
, (8)
in terms of the bare parameters of the model. Here, mr =
mmB/(m + mB) is the reduced mass. When a > 0, the
model describes the existence of a (vacuum) Feshbach
molecule (dimer), with binding energy
EB =
(
√
1 + 4R∗/a− 1)2
8mrR∗2
. (9)
We can recover the single-channel (broad resonance)
model by taking the limit R∗ → 0. Indeed, the recent
experiments [20–22] on the Bose polaron have all been in
the broad-resonance regime, where R∗  |a|. However,
we choose to work with a two-channel model since we
require an additional short-distance parameter to set the
scale of Efimov physics [48], as we discuss in Sec. IV.
A. Bose gas at finite temperature
At zero temperature, the Bose gas is in the ground
state and there are no Bogoliubov excitations. At finite
temperature T , we will assume that the medium is in
thermal equilibrium and hence that the Bogoliubov ex-
citations are distributed according to the Bose-Einstein
distribution function, fk. Below the critical tempera-
ture [43]
Tc =
2pi
ζ(3/2)2/3
n2/3
mB
, (10)
where ζ is the Riemann zeta function, we have
fk =
1
eEk/T − 1 , T < Tc. (11)
To calculate the condensate density we use Popov theory,
which extends Bogoliubov theory to finite temperatures
(see, e.g., Ref. [49]). We thus find n0 for a given temper-
ature by solving the implicit equation
n = n0 +
8n0
3
√
pi
√
n0a3B +
∑
k
Bk + gBn0
Ek
fk, (12)
which reduces to n0 = n
(
1− (T/Tc)3/2
)
in the limiting
case of an ideal Bose gas. Popov theory is known to fail
close to the critical temperature [49], since it assumes
that
|T − Tc|
Tc
 n1/3aB . (13)
For small n1/3aB this excludes a narrow region around
the critical temperature.
Above the critical temperature, we have n0 = 0 and
Popov theory reduces to that of an ideal Bose gas. In this
regime, we have Ek = 
B
k , uk = 1, vk = 0, and bˆk = βˆk.
The Bose-Einstein distribution reduces to
fk =
1
e(
B
k −µ)/T − 1 , T > Tc, (14)
where the chemical potential µ is found by solving
n =
∫ ∞
0
d
m
3/2
B
21/2pi2
1/2
e(−µ)/T − 1 (15)
for a given n and T .
III. VARIATIONAL APPROACH
The framework for our investigation of the Bose po-
laron at finite temperature is the variational approach
for impurity dynamics first developed in Ref. [41] in the
context of Fermi polarons. A variational method based
on including only one excitation of the medium was first
used to obtain the zero-temperature ground-state prop-
erties of the Fermi polaron [50] as well as the repulsive
branch [51, 52], and it has been demonstrated that such
an approach is equivalent to a diagrammatic formula-
tion [53]. We also note that related zero-temperature
variational approaches have been used to obtain the en-
ergy spectrum of the Bose polaron and compare against
experiment [20] and to investigate the impact of Efimov
physics on the Bose polaron [31, 32]. While such varia-
tional methods have primarily been used in the context
of polarons in ultracold gases, they can be generalized to
other systems.
For completeness, in the following we outline the vari-
ational approach of Ref. [41]. The key idea that dis-
tinguishes this method from the zero-temperature varia-
tional approach developed in Ref. [54] is to work with an
impurity operator in the Heisenberg picture rather than
4with wave functions in the Schro¨dinger picture. This al-
lows one to separate the thermal average over medium
states from the dynamics of the impurity. We therefore
consider the impurity annihilation operator within the
Heisenberg picture
cˆ0(t) = e
iHˆtcˆ0e
−iHˆt. (16)
For simplicity, we specialize to the case of an initially non-
interacting impurity at rest, and we take Hˆ to be time-
independent. Both of these conditions can be relaxed —
see Ref. [41].
Since the dynamics is generally not exactly solvable, we
introduce an approximate impurity annihilation operator
cˆ0(t). Unlike the exact operator, this does not satisfy
the Heisenberg equation of motion. Instead, we define
an error operator
ˆ(t) = i∂tcˆ0(t)− [cˆ0(t), Hˆ], (17)
that would vanish if cˆ0(t) were the exact operator. To
arrive at a scalar quantity, we then take the expectation
value of the Hermitian operator ˆ(t)ˆ†(t),
∆(t) = Tr[ρˆ0ˆ(t)ˆ
†(t)], (18)
Here the trace is over all realizations of the medium in the
absence of the impurity, and we work in Fock space such
that the impurity operator can act directly on a medium
state. Thus, ∆(t) can be viewed as quantifying the error
accumulated in the approximate impurity operator for a
particular realization of the medium. While the method
can in principle be used for any mixed state, we will
consider only a thermal state at temperature T , for which
the medium density matrix is ρˆ0 = e
−Hˆ0/T /Tr(e−Hˆ0/T ).
Note that since the trace is over medium-only states, we
have Tr[e−Hˆ0/T · · · ] = Tr[e−Hˆ/T · · · ]. In the following we
use the notation 〈· · · 〉 ≡ Tr[ρˆ0 · · · ] to indicate a thermal
average.
Following Ref. [41], our ansatz for the impurity anni-
hilation operator is a linear combination of operators of
the general form
cˆ0(t) =
∑
j
ηj(t)Oˆj , (19)
where ηj(t) are time-dependent variational parameters
and Oˆj are time-independent operators that form the ba-
sis for our ansatz. These operators are unique products
of impurity and medium operators, and importantly they
all contain precisely one impurity: 〈OˆjNˆimpOˆ†j〉 = 1 with
Nˆimp ≡
∑
k[cˆ
†
kcˆk + dˆ
†
kdˆk]. Furthermore, we choose the
operators to be orthogonal under the thermal average,
i.e., 〈OˆjOˆ†l 〉 = 0 if j 6= l.
To derive the equations of motion for the coefficients
ηj(t), we impose the minimization condition
∂∆
∂(dη∗j /dt)
= 0
on the error quantity ∆(t) in Eq. (18). This results in
i
dηj
dt
〈OˆjOˆ†j〉 =
∑
i
ηi(t)〈[Oˆi, Hˆ]Oˆ†j〉. (20)
The time evolution governed by this equation conserves
probability [41]; that is, 〈cˆ0(t)cˆ†0(t)〉 is constant.
Specializing to the stationary variational impurity op-
erators, these have coefficients of the form ηj(t) =
ηje
−iEt. This gives the time-independent version of
Eq. (20),
Eηj〈OˆjOˆ†j〉 =
∑
i
ηi〈[Oˆi, Hˆ]Oˆ†j〉, (21)
which is a system of linear equations for the coefficients ηj
(or, equivalently, η∗j ). From the resulting eigenenergies
El and associated eigenvectors η
(l)
j , we then construct
approximate stationary impurity operators
φˆl =
∑
j
η
(l)
j Oˆj , (22)
where we normalize the eigenvector η
(l)
j such that the
stationary operators are orthonormal under the thermal
average:
〈φˆlφˆ†m〉 = δlm. (23)
Since the operators Oˆj form a complete basis for cˆ0, so
do the stationary operators. We can therefore construct
the impurity operator as
cˆ0(t) =
∑
l
κlφˆle
−iElt, (24)
with κl an expansion coefficient. From the orthogonality
of the stationary operators, we immediately see that κl =
〈cˆ0(0)φˆ†l 〉 = 〈cˆ0φˆ†l 〉, where in the last step we took the
impurity to be initially non-interacting. Therefore, we
finally obtain
cˆ0(t) =
∑
l
〈cˆ0φˆ†l 〉φˆle−iElt. (25)
This expression can be used to construct the experimen-
tal observables of interest.
In general, we determine the types of basis operators
that we consider in our variational ansatz by taking the
initial operator cˆ0 and commuting it a number of times
with the Hamiltonian. These operators correspond to
the lowest-order terms that would be generated if one
were to consider the short-time behavior of the impurity
operator in the Heisenberg picture, Eq. (16). However,
we emphasize that since our approach is variational, it
can be extended beyond the perturbative regime.
A. Impurity spectral response
An experimental protocol of particular interest is that
of inverse (or injection) radiofrequency spectroscopy,
where an initially non-interacting impurity is suddenly
introduced into the medium. Within linear response, the
5probability of this process is proportional to the impurity
spectral function [55],
A(ω) = Re
∫ ∞
0
dt
pi
eiωt〈cˆ0(t)cˆ†0〉, (26)
where, for simplicity, we again consider an impurity at
rest and we measure the impurity energy from that of the
non-interacting initial state. Within our approximation,
we insert Eq. (25) in Eq. (26) to find
A(ω) =
∑
l
∣∣∣〈cˆ0φˆ†l 〉∣∣∣2 δ(ω − El). (27)
Because integrals are discrete within our numerical cal-
culations, in practice we calculate a finite number of dis-
crete energy eigenvalues. To recover continua, to enhance
visibility of narrow features, and to capture the effects of
a finite linewidth in experiments, we convolve the spec-
tral function with a Gaussian of width σ to obtain the
broadened spectral function
I(E) =
∑
l
∣∣∣〈cˆ0φˆ†l 〉∣∣∣2 1√2piσ e−(E−El)2/2σ2 . (28)
This broadened spectral function is what we show in most
of this paper. We choose the width σ to be comparable
to the Fourier broadening in experiment so that our re-
sults provide a direct comparison to the experimentally
measured energy spectra [20, 21].
IV. UNIVERSALITY OF THE POLARON
GROUND STATE
We start by considering the Bose polaron at T = 0. In
this case, we employ an approximate impurity creation
operator of the form
cˆ†0 =α0cˆ
†
0 +
∑
k
αkcˆ
†
−kβˆ
†
k +
1
2
∑
k1k2
αk1k2 cˆ
†
−k1−k2 βˆ
†
k1
βˆ†k2
+ γ0dˆ
†
0 +
∑
k
γkdˆ
†
−kβˆ
†
k, (29)
where we suppress the explicit time dependence, noting
that throughout this paper we will be concerned with the
stationary operators introduced in Eq. (22). This impu-
rity operator explicitly contains up to three-body correla-
tions (the impurity plus two Bogoliubov excitations), and
the general form of the operator can be obtained by com-
muting the bare impurity operator four times with the
Hamiltonian, while keeping only excitations of the con-
densate. The first line of Eq. (29) consists of terms with
the impurity and 0, 1, or 2 Bogoliubov operators, while
in the second line we have the closed-channel molecule by
itself or with a single Bogoliubov operator. Note that we
have the symmetry αk1k2 = αk2k1 since the Bogoliubov
excitations correspond to identical bosons. It is straight-
forward to see how to extend the number of terms in the
variational ansatz; however the computational complex-
ity of the variational approach increases rapidly with the
number of operators.
At zero temperature, the variational approach outlined
in Sec. III above reduces to the variational wave func-
tion approach developed in Ref. [54] in the context of
the Fermi polaron, and applied to the Bose polaron in
Ref. [20]. In Ref. [20], the impurity spectral function was
evaluated variationally and was seen to match very well
with the experimentally measured spectral response. To
clearly see the connection between the two approaches
note that, at T = 0, we can convert the impurity opera-
tor to a variational wave function
|Ψ(t)〉 = cˆ†0(t) |Φ〉 , (30)
where |Φ〉 is the Bose gas ground state, and cˆ†0(t) is given
by Eq. (29). Apart from the time-dependence, this is
precisely the variational ansatz considered in Ref. [20],
and the stationary solutions precisely correspond to the
approximate energy-eigenstates considered in Ref. [20].
Indeed, we find that the set of linear equations (21) for
the stationary coefficients,
Eα0 = g
√
n0γ0 − g
∑
k
vkγk (31a)
Eγ0 = νγ0 + g
√
n0α0 + g
∑
k
ukαk (31b)
Eαk = (k + Ek)αk + gukγ0 + g
√
n0γk (31c)
Eγk = (k,d + ν + Ek)γk − gvkα0 + g√n0αk
+ g
∑
k′
uk′αkk′ (31d)
Eαk1k2 = (Ek1 + Ek2 + k1+k2)αk1k2
+ g(uk2γk1 + uk1γk2), (31e)
exactly matches that considered in Ref. [20] (see also
Ref. [31] where such a wave function was first used to ob-
tain the polaron ground state). Hence, the variational ap-
proaches based on wave functions [54] and operators [41]
are equivalent at zero temperature.
As noted above, the variational ansatz (29) explicitly
includes three-body correlations involving the impurity
plus two bosons. This has two distinct advantages [31]:
First, this is the minimal complexity that allows one to
correctly recover the weak-coupling perturbation theory
results to second [56] and third [57] order in the impurity-
boson scattering length. In other words, it is the minimal
description that allows one to accurately go beyond mean
field theory. Second, including three-body correlations
allows one to capture the connection between polaron
physics and non-trivial few-body physics such as Efimov
trimers [58], illustrated in Fig. 1. Indeed, we immedi-
ately see that in the limit of zero density, the linear set of
equations (31) separates into a 1-body sector [Eq. (31a)],
a two-body sector [Eqs. (31b-c)] and a three-body sec-
tor [Eqs. (31d-e)], where the latter precisely includes all
three-body bound states [31]. We emphasize that this
6FIG. 1. Schematic depiction of the Efimov trimer spectrum.
The Efimov trimers are shown as dashed lines and the dimer
state as a solid line. The spectrum is invariant under a scaling
transformation that takes 1/a→ 1/(λ0a) and E → E/λ20.
property holds even for the exact impurity operator with
an infinite number of terms, and thus the low-density
limit should always recover the few-body spectrum.
The peculiar few-body phenomenon of Efimov physics
is a particularly intriguing aspect of the Bose po-
laron [31]. We therefore now briefly discuss the salient
points of Efimov physics — we refer the reader to Ref. [59]
for a recent review. Efimov’s original prediction was that
three identical bosons with near resonant two-body in-
teractions can form trimer bound states with a spectrum
that features a discrete scaling symmetry [58], as shown
in Fig. 1. That is, in the limit of a very large boson-
boson scattering length aB compared with the typical
range of the potential, each trimer in the spectrum is
exactly reproduced under the rescaling of the scattering
length aB → λl0aB and energy E → Eλ−2l0 , with l an
integer and scaling parameter λ0 ' 22.7. Remarkably,
these trimers can exist even in the absence of a two-body
bound state. Such Efimov trimers were first experimen-
tally observed in an ultracold Bose gas of Cs atoms [60].
Since the first prediction of Efimov trimers, the con-
cept has been extended to the scenario of a single par-
ticle (in the present context, we call this an impurity)
that strongly interacts with two identical bosons [61].
Here, one essentially finds the same physics, where the
impurity-boson scattering length a is now the parameter
governing the Efimov spectrum in Fig. 1. Most recently,
it was shown that this impurity problem supports the for-
mation of even larger clusters such as tetramers [32, 62],
and even pentamers and hexamers [63].
In the impurity scenario, the Efimov scaling param-
eter λ0 depends strongly on the mass ratio. For in-
stance, in the case of equal masses m = mB and as-
suming |a|  aB , we have λ0 ' 1986.1 [61]. Further-
more, λ0 increases rapidly with m/mB until it diverges
as m/mB → ∞ [61]. This large separation of scales be-
tween successive trimers is reflected in the ratio of the
typical length scale of the short-range interaction (which
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FIG. 2. Ground-state polaron energy for the equal-mass case
calculated within our variational approach (lines) and in a
recent QMC study [42] (symbols). We show the results of
dressing the impurity by up to 1, 2, or 3 excitations of the Bose
gas (dotted, dashed, and solid lines, respectively), and we
take n1/3R∗ = 0.015 such that we have three-body parameter
n1/3|a−| ' 70, which is the same as in the QMC (see text).
in our case is . R∗), and the length scale associated with
the ground-state trimer. For instance, for equal masses,
the critical scattering length at which the ground-state
trimer unbinds into the continuum is a− = −4934R∗ [32].
This was shown in Ref. [32] to imply that the few-body
physics is nearly model independent: No matter how one
introduces an ultraviolet cutoff, the few-body spectrum
depends only on a−, and the details of the short-range
physics only cause minute corrections. In particular, the
ratio between the ground-state trimer and tetramer en-
ergies at unitarity was found to be essentially universal
for three different models [64].
This universality also extends to the many-body case
of the Bose polaron, since the polaron ground-state en-
ergy for the equal-mass case was recently shown to be
a universal function of the dimensionless three-body pa-
rameter n1/3|a−| in the unitary limit 1/a = 0 [32]. How-
ever, a remaining question is whether the Bose polaron
remains universally dependent on the Efimov scale when
the scattering length is varied away from unitarity.
To address this question, we have calculated the po-
laron ground-state energy as a function of 1/n1/3a and
compared it with the results from a recent QMC study,
as displayed in Fig. 2. Here, unlike in Eq. (29), we have
included up to three excitations of the medium, i.e., four -
body correlations. We do not write this ansatz or its
associated linear equations here, but refer the reader to
Ref. [32] where these were first presented. In the QMC
calculations [42], the boson-boson repulsion was modelled
as a hard-sphere potential, corresponding to n1/3aB '
3.5× 10−3, which we convert into an Efimov three-body
parameter using the relationship a− ' −2 × 104aB for
the hard-core boson model with m = mB [32].
Referring to Fig. 2, we see that the polaron energy
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FIG. 3. Ground-state polaron energy for the equal-mass case
calculated within our variational approach (lines) using 3 Bo-
goliubov excitations, compared with the experimentally mea-
sured ground-state energy (symbols) [20] (see also Ref. [42]).
We take n = 4 × 1014cm−3, R∗ = 60a0, and aB = 9a0 as
in the experiment, which corresponds to n1/3R∗ ' 0.02 and
n1/3aB ' 3.5× 10−3 (solid line). We also include the results
where we take the ideal gas limit aB → 0 (dotted line).
from the variational approach converges to the QMC re-
sult as we increase the number of boson excitations in the
ansatz. Note that we take aB → 0 in our variational cal-
culations, since this is essentially indistinguishable from
using the tiny n1/3aB in the QMC calculations (see, also,
Fig. 3). Crucially, we find that including three excitations
yields an excellent agreement across the whole range of
scattering lengths, while including two excitations (three-
body correlations) is already accurate for 1/n1/3a . −1.
This is even more remarkable given that the ground-state
energy diverges when R∗ → 0 [32]. Thus, this explicitly
demonstrates the accuracy and universality of our ap-
proach, as well as showing that Efimov physics is crucial
for correctly predicting the ground-state energy close to
resonance.
To further expose the universal role of Efimov physics
in the Bose polaron, we also compare our calculated
ground-state energy with that recently extracted [42]
from experimental measurements [20], as shown in Fig. 3.
Once again, we find very good agreement across the
whole region around unitarity when we employ a vari-
ational ansatz with three Bogoliubov excitations. Here
we use the range parameter n1/3R∗ ' 0.02 taken from
experiment [20], which yields a slightly larger three-body
parameter n1/3|a−| than in Fig. 2. Had we used the same
parameters as in the QMC calculations, then the fit with
the experiment would have been noticeably worse, e.g.,
the calculated energy at unitarity would be shifted down-
wards by 7%. On the other hand, we see that the effect
of the boson-boson interactions is essentially negligible
when n1/3aB  1. Therefore, the key length scale in the
Aarhus experiment [20] is the Efimov scale rather than
the low-energy boson-boson scattering length.
V. FINITE-TEMPERATURE BOSE POLARON
To elucidate the finite-temperature behavior of the
Bose polaron, we first take the limit of an ideal Bose
gas, where aB → 0+. This simplifies the analysis since it
allows us to exactly model the bosonic medium at finite
temperature and it reduces the number of length scales
in the problem. We investigate the effect of boson-boson
interactions on the polaron energy spectrum in Sec. VII.
In the following, we consider two ansatzes for the ap-
proximate impurity operator that include up to two- and
three-body correlations, respectively. The “two-body”
ansatz is equivalent to the extended ladder approxima-
tion from Ref. [25], while the more sophisticated “three-
body” ansatz includes scattering processes that go be-
yond previous work and allows us to capture Efimov
physics at arbitrary temperature.
A. Polaron with two-body correlations
To generate the terms in the two-body ansatz, we first
take the limit aB → 0 and then commute the bare impu-
rity operator twice with the Hamiltonian (5). This yields
the variational operator
cˆ†0 =α0cˆ
†
0 + γ0dˆ
†
0 +
∑
q
γqdˆ†qbˆq +
∑
q
αqcˆ†qbˆq
+
∑
k
αkcˆ
†
−kbˆ
†
k +
∑
k,q
αqkcˆ
†
q−kbˆ
†
kbˆq, (32)
which contains all two-body correlations for the polaron,
i.e., all scattering processes involving the impurity and up
to one boson. Like in Eq. (29), the use of α or γ denote
terms with a bare impurity or a closed-channel dimer, re-
spectively. However, in contrast to the zero-temperature
case, Eq. (32) also includes terms with 1 hole excitation
at finite momentum (denoted by coefficients with a super-
script), corresponding to a boson being removed from the
thermal cloud. Such a boson can either be scattered into
the condensate or into another finite-momentum state.
The system of linear equations (21) for the two-body
ansatz is
Eα0 = g
√
n0γ0 + g
∑
q
fqγ
q (33a)
Eγ0 = νγ0 + g
√
n0α0 + g
∑
k
(1 + fk)αk (33b)
Eγq = (q,d + ν − Bq )γq + gα0 + g
√
n0α
q
+ g
∑
k
(1 + fk)α
q
k (33c)
Eαq = (q − Bq )αq + g
√
n0γ
q (33d)
Eαk = (k + 
B
k )αk + gγ0 (33e)
Eαqk = (q−k + 
B
k − Bq )αqk + gγq. (33f)
We obtain the polaron energy spectrum by expressing
this set of equations as a symmetric matrix and then
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FIG. 4. Impurity spectral functions obtained from the two-body ansatz (32) for different temperatures (a) T = 0, (b) T = 0.5Tc
and (c) T = Tc. We use a broadening of σ = 0.4n
2/3/mB , which is comparable to the Fourier broadening in the Aarhus
experiment [20], and we take n1/3R∗ = 0.02 and m = mB . The solid red lines are the mean-field energy (36), while the dashed
orange lines are the dimer energy −EB.
solving for the eigenvectors and eigenvalues — see Ap-
pendix A for further details. We then calculate the
broadened spectral function in Eq. (28), which corre-
sponds to
I(E) =
∑
l
∣∣α(l)0 ∣∣2 1√
2piσ
e−(E−El)
2/2σ2 , (34)
where l indexes the different stationary operators, with
corresponding energy eigenvalues El.
Before turning to our results for the spectrum, it is first
instructive to see how our approach is related to standard
finite-temperature Green’s function approaches [65]. Re-
arranging Eq. (33), we can eliminate the coefficients to
obtain an implicit equation for the impurity energy
E = n0
[
mr
2pia
+
∑
k
(
1 + fk
−E + k + Bk
− 1
k + Bk
)]−1
+
∑
q
fq
[
mr
2pia
− n0
E − q + Bq
+
∑
k
(
1 + fk
−E + q−k + Bk − Bq
− 1
k + Bk
)]−1
.
(35)
Here, we have taken the limit R∗ → 0 for simplicity since
the two-body ansatz does not contain Efimov physics
and thus we do not require an additional short-distance
length scale. Equation (35) is equivalent to the pole con-
dition of the impurity Green’s function, E = Σ(E), where
Σ(E) is the impurity self-energy within the extended lad-
der approximation introduced in Ref. [25]. The first term
in the self energy is the energy shift due to interactions
with the condensate only, while the second term involves
scattering of the impurity with the thermal cloud and it
thus disappears at zero temperature. In Ref. [25], the
additional condensate term n0/(E − q + Bq ) had to be
introduced by hand as an extension to the ladder dia-
grams, whereas we see here that it naturally appears in
the variational approach and it is linked to the αq term
of the two-body ansatz in Eq. (32).
Figure 4 displays the impurity spectral function calcu-
lated within the variational approach for different inter-
action strengths 1/n1/3a and temperatures T ≤ Tc. Here
we consider the equal-mass case and we take n1/3R∗ =
0.02, since this is approximately the range parameter in
the Aarhus experiment [20]. However, since the two-body
ansatz does not contain any Efimov physics, the length
scale R∗ only has a small effect on the spectrum when
n1/3R∗  1, so it can essentially be regarded as zero for
the plotted energy range in Fig. 4.
At zero temperature, we obtain attractive and repul-
sive polaron branches at negative and positive energies,
respectively, which is consistent with previous theoretical
works involving the ladder approximation [28, 30]. For
weak interactions n1/3|a|  1, the energy shifts of these
branches are given by the mean-field result
EMF =
2pina
mr
. (36)
In general, the zero-temperature energy spectrum only
depends on the reduced mass mr within the two-body
ansatz, since it only contains impurity-boson scattering
at zero center-of-mass momentum. Thus the spectrum in
Fig. 4(a) has the same form for any impurity-boson mass
ratio.
The attractive polaron in Fig. 4(a) corresponds to the
ground state, and it smoothly evolves into the two-body
dimer state as 1/n1/3a → ∞, rather than undergoing a
sharp transition like in the case of the Fermi polaron [66].
Note that the attractive Bose polaron is actually ex-
9pected to evolve into higher body bound states, but these
are not present in the two-body ansatz. The repulsive
polaron branch, by contrast, corresponds to a collection
of excited eigenstates and thus manifests as a broadened
peak. The exact spectrum should also feature a contin-
uum of states between the polaron branches, but this is
not captured by the two-body ansatz for energies E < 0.
Progressing to finite temperatures, several interesting
features emerge that go beyond simple thermal deco-
herence. In Fig. 4(b), where we plot the spectrum for
T = 0.5Tc, we see that the attractive polaron splits
into two branches, like what was observed in Ref. [25].
This splitting persists up until the critical temperature
T = Tc, at which point the upper attractive branch dis-
appears and only the lower branch remains, as shown in
Fig. 4(c). We also observe the emergence of a broad zero-
energy peak for all 1/n1/3a at finite temperature, which
becomes most prominent for T . Tc.
To better illustrate the temperature dependence of
these features, we plot the spectrum versus temperature
at unitarity (1/a = 0) in Fig. 5. The equal-mass spectral
function plotted in Fig. 5(a) is consistent with that pre-
dicted in Ref. [25]. In addition to the equal-mass case,
we consider the spectra for an infinitely heavy impurity
(m → ∞) and a light impurity with m/mB = 40/87,
which corresponds to the impurity-boson mass ratio in
the JILA experiment [21]. For all mass ratios, we see that
the ground-state polaron evenly splits into two branches
as soon as the temperature is raised from zero. The size
of this splitting is proportional to the ground-state po-
laron energy, as we show formally in Sec. VI. Moreover,
the spectral weight of the upper attractive branch always
decreases to zero as the temperature approaches the crit-
ical temperature.
However, the impurity-boson mass ratio does affect the
relative broadening of the attractive branches at finite
temperature. In particular, we see that the lower attrac-
tive branch broadens substantially for the infinitely heavy
impurity in Fig. 5(b), while it remains relatively narrow
for the light impurity case, even above the critical tem-
perature, as shown in Fig. 5(c). This is derived from the
fact that the zero-temperature attractive polaron energy
is Eatt ∼ n2/3/mr at unitarity, whereas the critical tem-
perature Tc in Eq. (10) only depends on mB . Therefore,
we have Tc/Eatt ∼ mr/mB = m/(m+mB). This implies
that the relative temperature at Tc is smaller for lighter
impurities and thus the thermal broadening at a given
T/Tc in Fig. 5(c) should be decreased by a factor of 1.6
compared to Fig. 5(a). Similarly, the polaron broaden-
ing for the fixed impurity at a given T/Tc in Fig. 5(b) is
increased by a factor of two compared to the equal-mass
case.
The other spectral feature that emerges at finite tem-
perature is a peak around zero energy, which increases in
amplitude as the temperature increases up to the criti-
cal temperature. Unlike the attractive polaron branches,
which consist of a single dominant eigenstate with a
large overlap with the non-interacting impurity, this zero-
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FIG. 5. Impurity spectra obtained from the two-body ansatz
(32) at unitarity 1/a = 0 and plotted with respect to temper-
ature. (a) The equal-mass case, m = mB , with broadening
σ = 0.4n2/3/mB . (b) The fixed impurity, m → ∞, with
smaller broadening σ = 0.2n2/3/mB due to the smaller po-
laron energy scale. (c) The light impurity with broadening
σ = 0.4n2/3/mB and m/mB = 40/87, corresponding to the
mass ratio in the JILA experiment [21]. In all plots, we take
n1/3R∗ = 0.02. The orange dashed lines are the predicted
energies (42) from a low-temperature analysis.
energy feature consists of many eigenstates with a small
overlap with the non-interacting impurity. Specifically,
for T < Tc, the majority of the weight of each state
within the zero-energy peak is contained in the αk-term
of Eq. (32) with momentum |k| close to zero. Physically,
this means that the zero-energy peak primarily involves
scattering processes where bosons are scattered out of the
condensate and into low-momentum states of the thermal
cloud. The enhancement of such scattering processes is
connected to the singular nature of the Bose distribution
fk at low momentum when T < Tc, as we illustrate in
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Sec. VII.
In the high-temperature limit T → ∞, our two-body
ansatz becomes equivalent to the second-order term in
the virial expansion for the Bose polaron [38]. One can
see this by expanding Eq. (35) to lowest order in the fu-
gacity eµ/T . With increasing temperature, we approach
the classical scenario of a non-interacting impurity, which
corresponds to a sharp peak in the spectrum at E = 0.
B. Polaron with three-body correlations
We now go beyond previous work at finite temperature
and consider the three-body ansatz. This is obtained by
commuting the bare impurity four times with the Hamil-
tonian, yielding
cˆ†0 = α0cˆ
†
0 + γ0dˆ
†
0 +
∑
q
γqdˆ†qbˆq +
∑
q
αqcˆ†qbˆq +
∑
k
αkcˆ
†
−kbˆ
†
k +
∑
q,k
αqkcˆ
†
q−kbˆ
†
kbˆq
+
∑
k
γkdˆ
†
−kbˆ
†
k +
∑
q,k
γqk dˆ
†
q−kbˆ
†
kbˆq +
1
2
∑
q1,q2
γq1,q2 dˆ†q1+q2 bˆq1 bˆq2 +
1
2
∑
q1,q2,k
γq1,q2k dˆ
†
q1+q2−kbˆ
†
kbˆq1 bˆq2
+
1
2
∑
k1,k2
αk1,k2 cˆ
†
−k1−k2 bˆ
†
k1
bˆ†k2 +
1
2
∑
q,k1,k2
αqk1,k2 cˆ
†
q−k1−k2 bˆ
†
k1
bˆ†k2 bˆq +
1
2
∑
q1,q2
αq1,q2 cˆ†q1+q2 bˆq1 bˆq2
+
1
2
∑
q1,q2,k
αq1,q2k cˆ
†
q1+q2−kbˆ
†
kbˆq1 bˆq2 +
1
4
∑
q1,q2,k1,k2
αq1,q2k1,k2 cˆ
†
q1+q2−k1−k2 bˆ
†
k1
bˆ†k2 bˆq1 bˆq2 . (37)
Here we have again taken the ideal-gas limit aB → 0
before generating the approximate variational operator.
Equation (37) contains all possible two- and three-body
correlations at arbitrary temperature. The first line
corresponds to the two-body ansatz (32), while the re-
maining lines involve terms with at least two particle
or hole excitations of the medium, which are denoted
by subscripts or superscripts, respectively, on the coeffi-
cients. This ansatz represents the minimal set of terms
that can describe Efimov physics across the full range of
temperatures. At zero temperature, it reduces to the
ansatz in Eq. (29) with aB = 0, while in the high-
temperature limit, it becomes equivalent to the third-
order term in the virial expansion considered in Ref. [38].
Note that, since the particle and hole excitations corre-
spond to identical bosons, we require the coefficients to
be symmetric with respect to their permutations, e.g.,
αq1,q2k1,k2 = α
q1,q2
k2,k1
= αq2,q1k1,k2 , and similarly for other terms
with multiple particle or hole excitations.
The resulting set of linear equations for the three-body
ansatz is presented in Eq. (B2) of Appendix B. Since the
equations involve functions of multiple momentum vec-
tors, the corresponding matrix in our numerical calcula-
tion quickly grows with the number of grid points. There-
fore, we reduce the scale of our computation by expand-
ing the equations in spherical harmonics and then keep-
ing only the lowest order s-wave term, which amounts to
removing all the angular dependence of the momenta (see
Appendix C). This approximation should be reasonable
at low temperatures T < Tc, since the hole momenta are
close to zero in this regime and the spectrum of Efimov
trimers in Fig. 1 only weakly depends on higher partial
waves [32, 67]. We have also tested the accuracy of the
s-wave approximation for the equal-mass case using the
simpler interacting-gas ansatz from Sec. VII. As shown in
Appendix C, we find that the approximation is accurate
for weak boson-impurity interactions 1/n1/3a . −2 and
produces only quantitative changes to the attractive po-
laron for stronger interactions while preserving the qual-
itative features of the spectral function.
To investigate the splitting of the attractive polaron
at low temperatures, we calculate the spectral function
at unitarity within an energy interval around the attrac-
tive branch, as shown in Fig. 6. Crucially, we see that
the ground-state polaron peak splits into three branches
as the temperature is increased from zero. Moreover,
Fig. 6(b) shows that the ratio of spectral weights be-
tween the three peaks appears to be 1:4:1 close to zero
tempeature. This is in contrast to the spectrum of the
two-body ansatz in Fig. 5, where the attractive polaron
splits into a doublet with a 1:1 ratio at low tempera-
tures. However, we see in both cases that a significant
portion of the spectral weight of the attractive polaron
shifts downwards with increasing temperature.
We can furthermore demonstrate that the behavior in
Fig. 6 is not exclusive to the equal-mass case. In Fig. 7,
we plot the low-temperature spectral function for an in-
finitely heavy impurity at unitarity, and we once again
observe a splitting of the attractive polaron into three
branches. The fixed-impurity case is particularly instruc-
tive since there is no angular dependence of momenta in
impurity-boson scattering due to the lack of recoil, and
thus our s-wave approximation for the three-body ansatz
becomes exact. In addition, there are no Efimov trimer
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FIG. 6. (a) Impurity spectral function at unitarity produced
by the three-body ansatz (37) with m = mB , n
1/3R∗ = 0.02,
and σ = 0.4n2/3/mB . Only the energy range around the
attractive polaron is plotted. The orange dashed lines are the
predicted energies (46) from a low-temperature analysis. (b)
Slices through the spectrum (a) at several low temperatures,
with a narrower broadening of σ = 0.05n2/3/mB .
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FIG. 7. Impurity spectral function at unitarity produced by
the three-body ansatz (37) with m/mB →∞, n1/3R∗ = 0.02,
and σ = 0.05n2/3/mB . The orange dashed lines are the pre-
dicted energies (46) from a low-temperature analysis.
bound states when the impurity mass is infinite [61]. We
thus conclude that the observed triple splitting is inde-
pendent of mass ratio and Efimov physics.
VI. ORIGIN OF POLARON SPLITTING
Our results for the finite-temperature spectral function
show that the behavior of the attractive branch is de-
↵0
↵q
 0
 q
↵qk
↵k
 k
 qk
↵k1k2
↵qk1k2
↵q1q2k1k2
↵q1q2k
↵q1q2
 q1q2k
 q1q2
FIG. 8. Connections between the various coefficients in the
three-body ansatz (37). The various terms are illustrated
by the presence of the impurity (blue circle), particles (dark
gray circles), holes (light gray circles), and the closed-channel
dimer (dark gray and blue circles). The blue shaded area
contains those terms responsible for the splitting into three
branches, while the orange area are those terms responsible
for Efimov physics at zero temperature.
pendent on the choice of variational ansatz, thus raising
serious doubts about whether the splitting of the attrac-
tive branch is physical. Therefore, in this section, we aim
to gain further insight into this splitting by determining
how it arises in the low-temperature limit, T  Tc and
T  |Eatt|, where Eatt is the attractive polaron energy
at zero temperature.
To this end, we consider the structure of the variational
equations and how the different terms in the variational
ansatz are coupled to one another by the Hamiltonian,
as shown in Fig. 8. While the number of coefficients
grows rapidly as we include higher order correlations, we
can identify two important classes: the zero-temperature
terms that contain Efimov physics, and the minimal set
of finite-temperature terms that produce splitting of the
attractive branch. In particular, we find that the struc-
ture of the splitting is captured by 1-particle terms with
different numbers of hole excitations (blue shaded area of
Fig. 8). Additional details can be found in Appendix D.
To illustrate this point, we now present an alternative
diagrammatic argument (Fig. 9), where we again consider
the impurity operator at rest for simplicity. The retarded
impurity Green’s function (or propagator) G(E) satisfies
the Dyson equation illustrated in Fig. 9(a):
G−1(E) = G−10 (E)− Σ(E) = E − Σ(E). (38)
Here, the bare impurity Green’s function G0(E) = 1/E,
while the self energy Σ(E) contains the effect of the
impurity-boson interactions. The quasiparticle branches
then correspond to solutions of Re[G−1(E)] = 0 since the
impurity spectral function is related to G via
A(E) = −Im [G(E + i0)]/pi, (39)
where the quantity +i0 slightly shifts the poles of the
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FIG. 9. Diagrammatic approach to quasiparticle branch split-
ting. (a) Dyson equation for the impurity Green’s function
(double line) in terms of the bare impurity Green’s function
(single line) and the self energy (shaded box). (b) Dyson
equation at T = 0. (c) Dyson equation at 0 < T  Tc, where
we only include the most important diagrams for the splitting
with one hole excitation. (d) Lowest order diagrams where we
dress the bare impurity propagator inside the T = 0 impu-
rity propagator (double dashed line) of panel (c). Diagrams
where hole propagators cross each other, as depicted in (e),
also appear at the same order.
Green’s function in the complex plane. This representa-
tion is equivalent to the spectral function in Eq. (26).
At zero temperature, we can write the Dyson equation
as
G−1(E) = E − n0χ(E), (40)
as illustrated in panel (b) of Fig. 9. Here, the self energy
Σ(E) = n0χ(E) is the sum of diagrams where the impu-
rity excites at least one boson out of the condensate. Note
that since we are considering the limit aB → 0, there is
no quantum depletion of the condensate, and thus the
self energy has to begin and end with condensate lines.
At finite temperature, the impurity can also interact
with thermally excited bosons, which gives rise to a new
class of diagrams. These either begin, end, or both begin
and end with thermal (hole) excitations. However, as il-
lustrated in Fig. 9(c), the diagrams that begin and end
with thermally excited bosons involve the T = 0 prop-
agator from Fig. 9(b). Importantly, close to the pole of
the T = 0 Green’s function, these diagrams are divergent
and hence these form the most important corrections to
the self energy at low temperature. In Fig. 9(c) we con-
sider the correction to the self energy at lowest order in
the density of thermally excited bosons, nex, where we
note that at low temperature we can neglect the hole
momentum. Combining the diagrams in Fig. 9(b) and
(c) we therefore have
G−1(E) ' E − n0χ(E)− nex
χ−1(E)− n0E
. (41)
When χ(E) corresponds to the T matrix, the condition
G−1(E) = 0 is equivalent to Eq. (35) in the limit where
fq → 0 such that we can set the hole momentum to zero
in the kinetic terms and we are left with nex =
∑
q fq.
An equation similar to Eq. (41) was also analyzed dia-
grammatically in Ref. [25].
We are now in a position to solve for the quasiparticle
energy at low T , assuming a single hole excitation (like
in the two-body ansatz). Expanding Eq. (41) around the
T = 0 pole, we find the two solutions
E ' Eatt
[
1± Zatt(nex/n0)1/2
]
. (42)
In the case of an ideal Bose gas at sufficiently low tem-
peratures, we have nex/n0 = (T/Tc)
3/2, while it scales as
T 2 when aB is appreciable and the quantum depletion
exceeds the thermal depletion [49]. In Eq. (42)
Zatt =
[
1− ∂Re[Σ]
∂E
∣∣∣∣
E=Eatt;T=0
]−1
(43)
is the zero-temperature quasiparticle residue [65], i.e., it
is the squared overlap of the polaron ground state with
the non-interacting ground state. The two solutions in
Eq. (42) are illustrated in Fig. 5, and it is seen that they
fit very well with the numerical results within the two-
body ansatz. Our expression for the Green’s function in
Eq. (41) also allows us to see that the two branches have
equal residues at low temperature, far below Tc.
One might assume that it is sufficient to consider dia-
grams involving up to one hole excitation when determin-
ing the low-temperature behavior of the Bose polaron.
However, close to the T = 0 pole of the Green’s func-
tion, it is important to note that terms involving sev-
eral hole excitations can add up to yield contributions
to the polaron energy at the same order in nex as that
found in Eq. (42). The key observation is that while
nex → 0 as T → 0, the denominator in Eq. (41) also
vanishes at the pole, and taking the limit is therefore
non-trivial. To see how this works, consider now the di-
agrams where we dress the bare propagator inside the
T = 0 diagrams (double-dashed propagator) in the last
term of Fig. 9(c) with thermal excitations. This amounts
to replacing 1E −→ 1E− nex
χ−1(E)−n0/E
in the last term of the
denominator of Eq. (41), where the first non-trivial such
diagram is shown in Fig. 9(d). However, along with each
such diagram, we have additionally a “crossed” diagram
such as that shown in Fig. 9(e). Therefore, in total we
replace
1
E
−→ 1
E − 2nexχ−1(E)−n0/E
. (44)
This finally yields the expression
G−1(E) ' E − n0χ(E)− nex
χ−1(E)− n0
E−2 nex
χ−1(E)−n0/E
,
(45)
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which now includes up to two simultaneous thermally
excited bosons. This is equivalent to a variational ansatz
with up to two hole excitations, as depicted in Fig. 8.
An analysis of Eq. (45) yields three solutions for the
attractive polaron energy at low temperature. Two of
these are symmetric around the atractive polaron,
E ' Eatt
[
1±
√
3Zatt(nex/n0)
1/2
]
, (46)
while the third solution remains E ' Eatt at order
(nex/n0)
1/2. These solutions are illustrated in Figs. 6(a)
and 7, and again we find a good agreement with our nu-
merical results. Note that simply expanding Eq. (45)
yields the residue instead of its square root in Eq. (46).
However, numerically we find a near perfect agreement
with Eq. (46) at sufficiently low temperatures, and we
attribute this difference to processes beyond those taken
into account in Eq. (45) (see Appendix D). These addi-
tional processes do not change the scaling with nex nor
the structure of the splitting. In both cases, the residues
of the three branches are found to have the relationship
1:4:1, which is seen to well match the result in Fig. 6(b).
The procedure described above can be extended to ar-
bitrary order by including additional holes in the ansatz
operator, effectively leading to the possibility of replacing
the bare impurity propagator in the last denominator by
that dressed by thermal excitations. Carrying out such
a procedure, one arrives at a pole condition in the form
of a continued fraction of ever increasing order:
E = n0χ(E) +
nex
χ−1(E)− n0
E−2 nex
χ−1(E)− n0
E−3 nex
χ−1(E)− n0
E−4···
.
Note that, due to the presence of crossed diagrams such
as in Fig. 9(e), this does not simply correspond to a self-
consistent expansion of the impurity propagator.
From the above considerations, we conclude that the
splitting of the attractive polaron branch depends on the
number of hole excitations included in the variational
ansatz. Importantly, the structure of the equations al-
lows us to make some general observations on the nature
of the attractive polaron branch at finite temperature.
First of all, by continuing the process described above,
we can immediately see that the number of attractive
branches is simply one larger than the number of holes
in the ansatz. Second, quite remarkably we see that the
structure of the equations is such that the quasiparticle
branches only depend on Eatt and Zatt, and not on the
details of the interactions and mass ratio. Finally, the
correction to the energy scales as |Eatt|
√
nex/n0 for all
branches, and we therefore expect that the exact polaron
forms a single broad peak at finite temperature, with a
peak width given by
Γ ∝ |Eatt|
√
nex/n0. (47)
Thus, Γ scales as T 3/4 in the ideal gas limit. Indeed, we
expect such a scaling to hold even for finite aB , provided
we are in the regime where gBn  T  |Eatt|, Tc. On
the other hand, in the opposite regime T  gBn, Eq. (47)
implies that Γ scales linearly with T since nex ∝ T 2 at
low temperatures, according to Popov theory [49].
We can understand the splitting as arising from the
two-fluid nature of the Bose gas at low temperatures.
Here, a necessary ingredient is that particles from one
fluid can be converted into the other, as we can see from
Fig. 9. Moreover, we require one of the fluids to have
an occupation of modes at low but finite momentum.
For instance, if we replaced the hole lines in Fig. 9 by
condensate lines of a second BEC (formed from particles
of the same mass and intraspecies interaction strength),
then the correction to the T = 0 self energy would not be
one particle irreducible. Thus, the pole condition for the
impurity Green’s function would not involve an infinite
continued fraction.
VII. EFFECT OF BOSON INTERACTIONS
Throughout this paper, we have taken the ideal-gas
limit when constructing and applying the variational
ansatzes. We now explicitly investigate the effect of weak
interactions in the Bose medium. These are not expected
to strongly affect the ground-state energy as long as an-
other short-distance scale, such as R∗, cuts off the three-
body spectrum [32], but they can impact the low-energy
physics as well as the variational ansatz we consider.
We can construct an ansatz operator for the interacting
Bose gas in the same manner as above. However, since
the bare boson creation operator involves both creation
and annihilation Bogoliubov operators, it has a slightly
different form. By commuting the bare impurity with the
Hamiltonian twice, we thus produce an ansatz containing
all combinations of two Bogoliubov operators,
cˆ†0 = α0cˆ
†
0 + γ0dˆ
†
0 +
∑
q
γqdˆ†qβˆq +
∑
k
γkdˆ
†
−kβˆ
†
k
+
∑
q
αqcˆ†qβˆq +
∑
k
αkcˆ
†
−kβˆ
†
k +
∑
q,k
αqkcˆ
†
q−kβˆ
†
kβˆq
+
1
2
∑
q1,q2
αq1,q2 cˆ†q1+q2 βˆq1 βˆq2
+
1
2
∑
k1,k2
αk1,k2 cˆ
†
−k1−k2 βˆ
†
k1
βˆ†k2 . (48)
In the limit of zero temperature, this interacting-gas
ansatz corresponds to Eq. (29), which is the minimal
ansatz that correctly reproduces weak-coupling pertur-
bation theory [56, 57] beyond mean-field for the inter-
acting Bose gas. On the other hand, above the critical
temperature, this ansatz simply reduces to the two-body
ansatz. As such, this allows us to investigate correlations
of the Bose polaron that are of intermediate complex-
ity between the two-body and three-body ansatzes. The
system of equations resulting from the minimization pro-
cedure may be found in Appendix B.
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FIG. 10. Impurity spectral function produced by the ansatz
(48) plotted with respect to temperature at 1/n1/3a = 0.
Here we take n1/3aB = 0.003, n
1/3R∗ = 0.02, m = mB and
σ = 0.4n2/3/mB , which correspond to the parameters of the
Aarhus experiment [20].
The zero-temperature spectrum of the finite-aB ansatz
features both attractive and repulsive polaron branches
and thus qualitatively resembles the spectrum obtained
from the two-body ansatz in Fig. 4(a). The main dif-
ference is the existence of a many-body continuum of
states between the polaron branches, which requires at
least three-body correlations in order to be captured [20].
This continuum manifests as a broad feature with small
spectral weight even in the strong-coupling regime, as
shown in Fig. 10. Note that such a continuum is also
present in the spectrum for the three-body ansatz, but
at energies higher than that plotted in Fig. 6.
Increasing the temperature from zero, we find that the
attractive polaron remains as a single peak rather than
splitting into several branches, unlike what we found pre-
viously. This is because the interacting-gas ansatz (48)
only includes up to two-body correlations between the
impurity and the thermal cloud, while containing up to
three-body correlations between the impurity and the
condensate. Thus, the impurity effectively interacts dif-
ferently with the two fluids such that the high-order pole
structure from Sec. VI no longer applies. However, we
instead find that the continuum changes its structure at
low temperature and splits into two peaks, as shown in
Fig. 10. Thus, the polaron splitting is transferred to the
excited states in the spectrum, where the dressed impu-
rity has shed a Bogoliubov excitation and now only con-
tains up to two-body correlations. Such behavior is once
again observed for a range of different boson-impurity
interactions (Fig. 11) and mass ratios.
In addition to confirming that the character of the
splitting depends on the approximation used, our results
show that the arguments of Sec. VI can apply to a contin-
uum of states, not just a single well-defined quasiparticle.
Indeed, we find that the splitting in Fig. 10 can be ap-
proximately fit with the low-temperature expression (42)
using reasonable values for the energy and residue of the
continuum. Thus, we expect our conclusions regarding
the attractive polaron to hold even when it consists of
multiple eigenstates at zero temperature. Such a sce-
nario is likely to occur in the ideal gas limit, since the
ground-state residue is predicted to vanish [32, 57] as we
include more and more excitations of the condensate. At
the same time, the gap between the ground and excited
states will tend to zero, such that the spectrum of the
interacting-gas ansatz converges to that of the previous
ansatzes.
As the temperature approaches Tc, we see in Fig. 10
that the continuum of states vanishes since only two-
body correlations are included in the thermal gas above
Tc. This behavior could be an artifact of the approx-
imations in the interacting-gas ansatz and thus further
investigations are required to determine how the spec-
trum changes around Tc. However, it appears unlikely
that the attractive polaron has an energy minimum ex-
actly at Tc, as predicted in Ref. [25], since we see that the
position of this minimum depends on the approximation
we consider.
Figure 11 shows how the finite-temperature spectrum
changes as we increase n1/3aB . Generically we find that
the attractive branch is shifted upwards, similarly to
what was observed for the ground state at zero temper-
ature [31, 32]. We also find that the splitting at neg-
ative energies disappears at weak boson-impurity inter-
actions for sufficiently large n1/3aB . Such behavior is
consistent with weak-coupling perturbation theory in the
regime aB  a, where no splitting is observed [23]. Fi-
nally, we see that the spectral weight around zero en-
ergy becomes suppressed with increasing n1/3aB . As we
discussed in Sec. V, this zero-energy peak is primarily
composed of low-momentum bosons that were scattered
out of the condensate by the impurity. Such scattering
processes are Bose enhanced by the presence of thermal
bosons and this shows up in the singular nature of the
thermal distribution fk at low momentum. However, the
Bose enhancement also depends on the low-energy den-
sity of states of the Bogoliubov excitations, and this is
reduced with increasing n1/3aB , since the Bogoliubov dis-
persion changes from quadratic to linear at low momen-
tum. Thus, the phase space for the scattering processes
is also reduced at low momentum, and this decreases the
spectral weight around zero energy.
VIII. CONCLUSION
In this paper, we have investigated the Bose polaron
using a recently developed finite-temperature variational
approach to impurity dynamics [41]. At zero temper-
ature, we have compared our results for the polaron
ground-state energy with recent quantum Monte Carlo
calculations [42] and with the re-analysed data [42] from
the Aarhus experiment [20]. Crucially, in both cases, the
agreement was excellent without the need for any ad-
justable parameters once we had carefully matched the
length scale associated with Efimov physics. Our results
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FIG. 11. Impurity spectra produced by the ansatz (48) at T = 0.5Tc with boson-boson scattering length of (a) n
1/3aB = 0,
(b) n1/3aB = 0.01, and (c) n
1/3aB = 0.05. The solid red lines are the mean-field energy (36), while the dashed orange lines are
the dimer energy −EB. Here we take n1/3R∗ = 0.02, m = mB and σ = 0.4n2/3/mB .
therefore further support the finding that the ground-
state energy of the Bose polaron in the strongly inter-
acting regime is a universal function of the length scale
associated with Efimov physics [32]. The validity of our
variational approach can be further tested by performing
a detailed comparison with recent experimental results
for the spin dynamics of localized Bose polarons [68].
Our findings complement recent theory predictions for
localized impurities in a Bose gas, where it was found that
the impurity induces a strong boson-boson repulsion even
in the absence of any direct repulsive interaction [69, 70].
Therefore, a picture is emerging where the ground state
of the Bose polaron with short range interactions appears
well described by calculations including only a few exci-
tations of the medium. This is qualitatively very different
from impurities with long-range interactions such as Ry-
dberg polarons [40], which form “super-polaronic” states
dressed by arbitrarily many excitations.
At finite temperature, we focused on the splitting
of the attractive polaron quasiparticle that has been
predicted to occur [25] below the critical temperature
for Bose-Einstein condensation. We demonstrated that,
generically, the number of attractive branches at finite
temperature is simply set by the number of hole exci-
tations of the thermal cloud, and we illustrated this us-
ing variational ansatzes with one or two hole excitations.
Furthermore, we explained the origin of the splitting as
being due to the two-fluid nature of the medium — the
superfluid and the thermal component — and the fact
that the two fluids can exchange particles. Consequently,
the impurity self energy has the form of an infinite con-
tinued fraction in the vicinity of the ground state. We
emphasize that this is a highly non-perturbative result
which applies even in the weak coupling limit, as long as
|a| & aB . Interestingly, the structure of the continued
fraction implies that the energies of the split branches
solely depend on the impurity-boson interaction strength
and mass ratio through the energy and residue of the
T = 0 polaron.
Our results suggest that the attractive polaron quasi-
particle in the exact spectrum will consist of a single
thermally broadened peak. Furthermore, using a dia-
grammatic analysis, we have argued that the width of
this peak scales as
√
nex/n0 at small T . Hence, the width
is expected to scale as T 3/4 in the limit where aB can be
neglected, while it should scale linearly in T when the
quantum depletion exceeds the thermal depletion.
As illustrated in this work, the variational approach
introduced in Ref. [41] represents a clear and straight-
forward manner in which one can systematically go be-
yond ladder type approximations to the polaron problem.
These ideas can potentially be applied to other systems
featuring quasiparticles dressed by (gapless) thermal ex-
citations of a medium. In particular, our diagrammatic
arguments relied solely on the fact that the impurity in-
teracts with two fluids that can exchange particles, and
therefore we expect them to hold for an impurity inter-
acting with any medium that features a broken symmetry
phase.
As an intriguing outlook, in the case of an electron
in a quark-gluon plasma [71] a one-loop calculation [72]
has demonstrated that the bare electron splits into two
branches at finite temperature. Therefore, one is natu-
rally led to speculate that a higher-order variational cal-
culation might yield multiple splittings, and that an ex-
act calculation would yield a broadened peak rather than
split quasiparticle branches.
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Appendix A: Numerical methods
The systems of equations (33), (B2) and (B5) are all linear integral equations. We convert the sums to integrals in
spherical coordinates, making use of spherical symmetry to integrate out unneeded variables. We use Gauss-Legendre
quadrature for the integrals. For the momentum integrals, the Gauss-Legendre abscissas were transformed as 2αx+1 −α
to go from a finite to a long-tailed domain, where α is a scaling factor which can be chosen to promote convergence [73].
The number of abscissas for hole momentum, particle momentum, and angle, as well as the ultraviolet cutoff Λ,
were chosen to ensure convergence of the broadened spectral function. For a given set of physical parameters, this
was done by increasing these integration parameters until the broadened spectral function did not visibly change in
the energy region of interest.
We performed an additional step of preprocessing on the linear integral equations before we evaluated their eigen-
values and eigenvectors. This preprocessing step simultaneously ensured proper normalisation of the eigenvectors,
and symmetrized the matrix which made evaluating the eigensystem faster. Our normalisation condition is 〈cˆ0cˆ†0〉,
which is not simply the amplitude squared of the coefficients α and γ. Explicitly, the normalization condition for the
two-body ansatz (32) is
|α0|2 + |γ0|2 +
∑
q
fq |γq|2 +
∑
k
(1 + fk) |αk|2 +
∑
q
fq |αq|2 +
∑
q,k
fq(1 + fk) |αqk|2 = 1. (A1)
The normalization conditions for the other ansatzes are in Appendix B.
Consider then the variational coefficients α and γ as forming a vector v. We can define a diagonal matrix D
consisting of the terms from the normalisation condition such that v†Dv is precisely the left hand side of Eq. (A1).
Let the as-presented linear equations be Ev = Kv. This can be transformed to ED1/2v = (D1/2KD−1/2)D1/2v.
We solved the now-symmetric matrix (D1/2KD−1/2) for the normalised eigenvectors D1/2v which have the same
eigenvalues E as the original system, as described in Ref. [74].
Appendix B: Variational equations
1. Three-body ansatz
In the three-body ansatz, we use the following impurity creation operator
cˆ†0 = α0cˆ
†
0 + γ0dˆ
†
0 +
∑
q
γqdˆ†qbˆq +
∑
q
αqcˆ†qbˆq +
∑
k
αkcˆ
†
−kbˆ
†
k +
∑
q,k
αqkcˆ
†
q−kbˆ
†
kbˆq +
∑
k
γkdˆ
†
−kbˆ
†
k
+
∑
q,k
γqk dˆ
†
q−kbˆ
†
kbˆq +
1
2
∑
q1,q2
γq1,q2 dˆ†q1+q2 bˆq1 bˆq2 +
1
2
∑
q1,q2,k
γq1,q2k dˆ
†
q1+q2−kbˆ
†
kbˆq1 bˆq2 +
1
2
∑
k1,k2
αk1,k2 cˆ
†
−k1−k2 bˆ
†
k1
bˆ†k2
+
1
2
∑
q,k1,k2
αqk1,k2 cˆ
†
q−k1−k2 bˆ
†
k1
bˆ†k2 bˆq +
1
2
∑
q1,q2
αq1,q2 cˆ†q1+q2 bˆq1 bˆq2 +
1
2
∑
q1,q2,k
αq1,q2k cˆ
†
q1+q2−kbˆ
†
kbˆq1 bˆq2
+
1
4
∑
q1,q2,k1,k2
αq1,q2k1,k2 cˆ
†
q1+q2−k1−k2 bˆ
†
k1
bˆ†k2 bˆq1 bˆq2 .
(B1)
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Here we take the sums such that, in any given term, the medium creation and annihilation operator momenta are
different and non-zero. The corresponding system of linear equations is
Eα0 = g
√
n0γ0 + g
∑
q
fqγ
q (B2a)
Eγ0 = g
√
n0α0 + νγ0 + g
∑
k
(1 + fk)αk (B2b)
Eγq = gα0 + (q,d + ν − Bq )γq + g
√
n0α
q + g
∑
k
(1 + fk)α
q
k (B2c)
Eαq = g
√
n0γ
q + (q − Bq )αq +
g
2
∑
p
fp(γ
q,p + γp,q) (B2d)
Eαk = gγ0 + (k + 
B
k )αk + g
√
n0γk + g
∑
q
fqγ
q
k (B2e)
Eαqk = gγ
q + (q−k + Bk − Bq )αqk + g
√
n0γ
q
k +
g
2
∑
p
fp(γ
q,p
k + γ
p,q
k ) (B2f)
Eγk = g
√
n0αk + (k,d + ν + 
B
k )γk +
g
2
∑
p
(1 + fp)(αk,p + αp,k) (B2g)
Eγqk = gαk + g
√
n0α
q
k + (q−k,d + ν + 
B
k − Bq )γqk +
g
2
∑
p
(1 + fp)(α
q
k,p + α
q
p,k) (B2h)
Eγq1,q2 = g(αq1 + αq2) + (q1+q2,d + ν − Bq1 − Bq2)γq1,q2 + g
√
n0α
q1,q2 + g
∑
p
(1 + fp)α
q1,q2
p (B2i)
Eγq1,q2k = g(α
q1
k + α
q2
k ) + (q1+q2−k,d + ν + 
B
k − Bq1 − Bq2)γq1,q2k + g
√
n0α
q1,q2
k +
g
2
∑
p
(1 + fp)(α
q1,q2
k,p + α
q1,q2
p,k )
(B2j)
Eαk1,k2 = g(γk1 + γk2) + (k1+k2 + 
B
k1 + 
B
k2)αk1,k2 (B2k)
Eαqk1,k2 = g(γ
q
k1
+ γqk2) + (q−k1−k2 + 
B
k1 + 
B
k2 − Bq )αqk1,k2 (B2l)
Eαq1,q2 = g
√
n0γ
q1,q2 + (q1+q2 − Bq1 − Bq2)αq1,q2 (B2m)
Eαq1,q2k = gγ
q1,q2 + g
√
n0γ
q1,q2
k + (q1+q2−k + 
B
k − Bq1 − Bq2)αq1,q2k (B2n)
Eαq1,q2k1,k2 = g(γ
q1,q2
k1
+ γq1,q2k2 ) + (q1+q2−k1−k2 + 
B
k1 + 
B
k2 − Bq1 − Bq2)αq1,q2k1,k2 . (B2o)
The impurity operator in Eq. (37) is normalized according to
1 = 〈cˆ†0cˆ0〉 = |α0|2 + |γ0|2 +
∑
q
fq |γq|2 +
∑
q
fq |αq|2 +
∑
k
(1 + fk) |αk|2 +
∑
q,k
fq(1 + fk) |αqk|2 +
∑
k
(1 + fk) |γk|2
+
∑
q,k
fq(1 + fk) |γqk |2 +
1
2
∑
q1,q2
fq1fq2 |γq1,q2 |2 +
1
2
∑
q1,q2,k
fq1fq2(1 + fk) |γq1,q2k |2
+
1
2
∑
k1,k2
(1 + fk1)(1 + fk2) |αk1,k2 |2 +
1
2
∑
q,k1,k2
fq(1 + fk1)(1 + fk2)
∣∣∣αqk1,k2∣∣∣2 + 12 ∑
q1,q2
fq1fq2 |αq1,q2 |2
+
1
2
∑
q1,q2,k
fq1fq2(1 + fk) |αq1,q2k |2 +
1
4
∑
q1,q2,k1,k2
fq1fq2(1 + fk1)(1 + fk2)
∣∣∣αq1,q2k1,k2 ∣∣∣2 . (B3)
2. Interacting Bose gas
The ansatz used for the interacting Bose gas is,
cˆ†0 = α0cˆ
†
0 + γ0dˆ
†
0 +
∑
q
γqdˆ†qβˆq +
∑
k
γkdˆ
†
−kβˆ
†
k +
∑
q
αqcˆ†qβˆq +
∑
k
αkcˆ
†
−kβˆ
†
k +
∑
q,k
αqkcˆ
†
q−kβˆ
†
kβˆq
+
1
2
∑
q1,q2
αq1,q2 cˆ†q1+q2 βˆq1 βˆq2 +
1
2
∑
k1,k2
αk1,k2 cˆ
†
−k1−k2 βˆ
†
k1
βˆ†k2 .
(B4)
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The resultant system of equations to solve is
Eα0 = g
√
n0γ0 + g
∑
q
uqfqγ
q − g
∑
k
vk(1 + fk)γk (B5a)
Eγ0 = g
√
n0α0 + νγ0 − g
∑
q
vqfqα
q + g
∑
k
uk(1 + fk)αk (B5b)
Eγq = guqα0 + (q,d + ν − Eq)γq + g√n0αq + g
∑
k
uk(1+fk)α
q
k −
g
2
∑
p
vpfp(α
q,p + αp,q) (B5c)
Eγk = −gvkα0 + (k,d + ν + Ek)γk + g√n0αk − g
∑
q
vqfqα
q
k +
g
2
∑
p
up(1+ fp)(αk,p + αp,k) (B5d)
Eαq = −gvqγ0 + g√n0γq + (q − Eq)αq (B5e)
Eαk = gukγ0 + g
√
n0γk + (k + Ek)αk (B5f)
Eαqk = gukγ
q − gvqγk + (q−k + Ek − Eq)αqk (B5g)
Eαq1,q2 = −g(vq2γq1 + vq1γq2) + (q1+q2 − Eq1 − Eq2)αq1,q2 (B5h)
Eαk1,k2 = g(uk2γk1 + uk1γk2) + (k1+k2 + Ek1 + Ek2)αk1,k2 . (B5i)
The normalization condition is
1 = |α0|2 + |γ0|2 +
∑
q
fq |γq|2 +
∑
k
(1 + fk) |γk|2 +
∑
q
fq |αq|2 +
∑
k
(1 + fk) |αk|2
+
∑
q,k
fq(1 + fk) |αqk|2 +
1
2
∑
q,q2
fq1fq2 |αq1,q2 |2 +
1
2
∑
k1,k2
(1 + fk1)(1 + fk2) |αk1,k2 |2 . (B6)
Appendix C: Use of s-wave scattering
In this appendix, we discuss how we in practice treat the angles that occur between the multiple momentum vectors
in the three-body ansatz, Eq. (37). When three or more momentum vectors are present, then an issue arises with the
quadrature of the angular components. To utilize spherical symmetry and thus reduce the number of integrals, one
of the vectors is chosen as a reference (i.e., to be aligned with the z-axis) and the other vectors have their direction
measured relative to it. However, there are instances where this z-axis vector is removed and the axes must be
realigned to another vector. The issue is that for an arbitrary discrete quadrature the transformed coordinates will
almost invariably not be the points included in the original quadrature.
To avoid handling explicit angles in the three-body ansatz, we use spherical harmonics, which are discretely indexed
and thus avoid the issues which arise from attempting to discretize a continuous sphere. Functions over spherical
angles can be decomposed into spherical harmonics, which are a complete set of orthonormal functions on the sphere,
as
f(θ, φ) =
∞∑
l=0
l∑
m=−l
fl,mYl,m(θ, φ), (C1)
where Yl,m is a spherical harmonic indexed by l and m. In a partial wave expansion, one would sum from l = 0 to
some lmax. For this work, we take lmax = 0, which means that we only include the isotropic l = 0 s-wave term. The
spherical harmonic Y0,0(θ, φ) = 1/
√
4pi is a constant for all angles.
For our numerical investigations, we expanded the three-body ansatz (37) into spherical harmonics and applied the
s-wave approximation. This has the net effect of bringing the variational coefficients outside the angular integrals,
such that the integration over angle is kept with the operators. To illustrate it with a single term,∑
k6=q
αqkcˆ
†
q−kbˆ
†
kbˆq →
∫
q2dq
2pi2
k2dk
2pi2
dx
2
αqkcˆ
†
q−kbˆ
†
kbˆq
→
∫
q2dq
2pi2
k2dk
2pi2
αqk
∫
dx
2
cˆ†q−kbˆ
†
kbˆq,
(C2)
where in the first line the sum was converted into an integral and spherical symmetry used to simplify the integral (with
x = cos θ = k ·q/kq), and in the second line the s-wave approximation was made to assume that αqk was independent
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of angle. The same is done for all other coefficients with angular dependence. In the variational equations (B2) only
the impurity kinetic energy depends on multiple momentum vectors. As such, these are the only terms where the
integration over angle has an effect.
To consider the angular dependence of the kinetic energy, let us consider four vectors, expressed in spherical
coordinates as a = (a, 0, 0), b = (b, θb, 0), c = (c, θc, φc) and d = (d, θd, φd). We want to consider the magnitude
squared of the sums of these vectors, as they appear in the kinetic energy. By taking dot products, we obtain
|a+ b|2 = a2 + b2 + 2ab cos θb, (C3)
|a+ b+ c|2 = a2 + b2 + c2 + 2a(b cos θb + c cos θc) + 2bc(cosφc sin θb sin θc + cos θb cos θc), (C4)
|a+ b+ c+ d|2 = a2 + b2 + c2 + d2 + 2a(b cos θb + c cos θc + d cos θd) + 2bc(cosφc sin θb sin θc + cos θb cos θc)
+ 2bd(cosφd sin θb sin θd + cos θb cos θd) + 2cd(cos(φc − φd) sin θc sin θd + cos θc cos θd).
(C5)
Integrating out the angular dependence yields ∫
d cos θb
2
|a+ b|2 = a2 + b2, (C6)∫
d cos θb
2
d cos θc
2
dφc
2pi
|a+ b+ c|2 = a2 + b2 + c2, (C7)∫
d cos θb
2
d cos θc
2
dφc
2pi
d cos θd
2
dφd
2pi
|a+ b+ c+ d|2 = a2 + b2 + c2 + d2. (C8)
These expressions are used in the kinetic energies averaged over angular variables in the three-body equations. Ex-
plicitly, in Eq. (B2) we approximate
q+p ' (q2 + p2)/2m, (C9a)
q+p+k ' (q2 + p2 + q2)/2m, (C9b)
q+p+k+l ' (k2 + p2 + q2 + l2)/2m. (C9c)
1. Demonstration of convergence of the s-wave approximation
Here we characterize the accuracy of the s-wave approximation by using the interacting gas ansatz (48), which
contained three-body character but was simple enough to allow for angles to be treated numerically exactly. The
accuracy was tested using equal impurity and boson masses. The s-wave approximation is less accurate for a lighter
impurity, because a lighter impurity amplifies the impurity kinetic energy which contains the angular dependence,
while it is more accurate for a heavier impurity. The s-wave approximation is exact for an infinitely massive impurity,
where the associated kinetic energy vanishes.
We show the accuracy of the s-wave approximation in Figure 12. We show values of 1/n1/3a between −3 and 0,
at temperatures T = 0 and T = 0.5Tc. For 1/n
1/3a . −2 the s-wave approximation gives spectra which are almost
indistinguishable from spectra without this approximation. For stronger interactions, both the energy and amplitude
of the attractive polaron and the continuum are somewhat shifted. However, importantly the s-wave approximation
only changes the quantitative features of the spectrum, while the qualitative features, such as the number of branches,
remain unaffected. As such, we expect the s-wave approximation to be sufficiently accurate for determining qualitative
features of the attractive polaron for 1/a . 0. We do not investigate the repulsive polaron in the three-body ansatz
because of the difficulty in creating a sufficiently fine integration grid. However, we note that at zero temperature the
repulsive polaron is almost fully converged already with one excitation of the medium [20].
Appendix D: Features of the spectral function
We can gain insight into the behavior of the finite-temperature spectral function by analyzing the effect of omitting
different terms from the ansatz. Figure 13(a) shows the spectral function evaluated within the two-body ansatz where
some terms including hole excitations of the thermal cloud are omitted, and compares it to the full two-body ansatz.
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FIG. 12. Spectral functions produced using the interacting gas ansatz (48), comparing the s-wave approximation (red, solid)
with the result of the full angular calculation (blue, dashed) for a variety of different values of 1/a and T . We take aB = 0,
σ = 0.4n2/3/mB , R
∗ = 0.02n−1/3, and m = mB .
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FIG. 13. (a) Omitting from the two-body ansatz a term involving scattering of the impurity off thermal bosons makes the
splitting disappear, indicating that the splitting arises from scattering off thermal bosons. (b) Omitting all terms involving
scattering off thermal bosons does not make the zero-energy peak disappear, indicating that the zero-energy peak is created
by some other temperature effect. We take 1/a = 0, R∗ = 0.02n−1/3, T = 0.5Tc, m = mB and σ = 0.2n2/3/mB .
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FIG. 14. The attractive polaron in the three-body ansatz, where terms involving either two-particle or two-hole excitations
have been omitted. We take 1/a = 0, R∗ = 0.02n−1/3, T = 0.01Tc, m = mB and σ = 0.05n2/3/mB .
If we omit either αq or αqk then we see that the doublet splitting of the attractive polaron disappears. This illustrates
how the finite temperature attractive polaron is sensitive to the inclusion of hole excitations of the thermal cloud in
the ansatz.
Conversely, the peak around zero energy is insensitive to the inclusion or exclusion of hole excitations of the thermal
cloud, as shown in Figure 13(b). This zero-energy peak is still sensitive to temperature, and in a BEC changing the
temperature changes the thermal cloud. Since scattering bosons out of the thermal cloud does not effect the zero-
energy peak, this implies that the zero-energy peak might be due to bosons being scattered into the thermal cloud.
This is supported by inspection of the wavefunction coefficients of the states in this zero-energy peak, as the majority
of the weight of each state is in the αk term with momentum |k| close to zero. This Bose enhancement arises due to
the singular nature of the Bose distribution fk at low momentum when T < Tc.
We can extend this analysis to the attractive polaron of the three-body ansatz. We consider what happens to the
attractive polaron when we omit either two-particle or two-hole excitations from the ansatz in Figure 14. We see that
when we omit the two-hole excitations, we get doublet rather than triplet splitting, in agreement with our general
analysis of Sec. VI. When we drop two-particle terms but keep two-hole terms, we retain the triplet splitting. This
further supports our finding that the number of splittings of the attractive polaron is dependent on the number of
hole excitations.
We have also found that the presence of the continuum is determined by the presence of two-particle terms in the
ansatz. Omitting two-particle terms causes the continuum to disappear and the attractive polaron to shift upwards
in energy accordingly. Omitting two-hole terms but keeping two-particle terms does not remove the continuum or
significantly change the attractive polaron energy.
We also investigated how the presence or absence of two-particle and two-hole terms affects the temperature
dependence of the splitting compared to the predictions in Eq. (42) and (46). Direct expansion of the Green’s
function as we calculated for one-particle terms gives
E ' Eatt
[
1± Zatt(nex/n0)1/2
]
(D1)
for one hole excitation and
E ' Eatt
[
1±
√
3Zatt(nex/n0)
1/2
]
(D2)
for two hole excitations (with the third solution being E ' Eatt). However, if two-particle terms are included, then
we have found that using the square root of the residue gives a better fit. For one hole excitation, this is
E ' Eatt
[
1±
√
Zatt(nex/n0)
1/2
]
, (D3)
while for two hole excitations this is
E ' Eatt
[
1±
√
3Zatt(nex/n0)
1/2
]
. (D4)
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FIG. 15. Spectra with respect to temperature for (a) the full three-body ansatz, (b) the three-body ansatz without two-particle
terms, and (c) the three-body ansatz without two-hole terms. The solid red lines are the predicted splitting with Zatt ((D2)
for (a) and (b); (D1) for (c)). The dashed orange lines are the predicted splitting with
√
Zatt ((D4) for (a) and (b); (D3) for
(c)). These spectra were obtained using 1/a = 0, R∗ = 0.02n−1/3, m = mB and σ = 0.025n2/3/mB .
We compare these predictions against the three-body ansatz in Figure 15. For the full three-body ansatz, Fig. 15(a),
we find that the square root of the residue (D4), rather than the whole residue, fits very well. However, when we drop
two-particle terms in Fig. 15(b), we get good agreement with the whole residue (D2) rather than the square root.
Furthermore, when we drop two-hole terms (but keep two-particle terms) in Fig. 15(c), we get excellent agreement
with the square root of the residue (D3). This is in contrast to the two-body ansatz, which has neither two-hole nor
two-particle terms, which fits well with the whole residue (D1) (see Fig. 5).
Therefore, we can infer that whether the splitting scales as the whole residue Zatt or the square root of the residue
depends on how many particle excitations are included in the impurity operator. A single particle excitation gives
Zatt, while two particle excitations gives
√
Zatt.
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