Abstract: This study formulates a novel optimisation problem for joint spectrum sensing and random access control (JS 2 RAC) in cognitive radio sensor networks (CRSNs). The JS 2 RAC is formulated as a network utility maximisation problem, which aims to maximise the sum of utilities over all links in the network but subject to the primary user protection constraint, the energy constraint, and the physical constraint. Due to the non-separable and non-convex nature of the JS 2 RAC problem, the authors propose a primal-decomposition-based iterative (PDI) algorithm which decomposes the JS 2 RAC problem into a spectrum sensing subproblem and a random access control subproblem, and solve the two subproblems iteratively. Then, the authors prove the convergence of the PDI algorithm and show its distributed implementation in practice. Simulations demonstrate the fast convergence and the near-optimal nature of the PDI algorithm and show its significant improvement in the network utility of CRSNs in comparison with the method of optimising spectrum sensing and random access separately.
Introduction
Wireless sensor networks (WSNs) have been an attractive research area since last decade due to their tremendous application potentials in battlefield surveillance, environmental monitoring, biomedical observation, industrial automation and other fields [1, 2] . Traditional WSNs usually operate on the license-exempt industrial, scientific and medical (ISM) 2.4 GHz band. With the growing proliferation of wireless technologies (e.g. IEEE 802.11 WLANs, Bluetooth/IEEE 802.15.1 WPANs, and IEEE 802.15.4 WPANs), the ISM 2.4 GHz band is getting overcrowded and the spectrum congestion problem is becoming more critical for WSNs than ever before. In this situation, it is very hard to maintain a given level of quality of service, such as throughput and data reliability. One promising solution is to exploit opportunistic spectrum access approaches via cognitive radios (CRs) [3] to circumvent the coexisting interference over the 2.4 GHz ISM band. As a smart combination of CR and WSN, cognitive radio sensor network (CRSN) is recently considered as one of the most attractive topics in the fields of both WSNs and CR networks [4] .
Different from traditional WSNs [5] [6] [7] [8] [9] [10] , CRSNs work on licensed bands and periodically sense the bands, determine the vacant channels, and access them to collect source information. To achieve this, CRSNs have to perform spectrum sensing besides the information collection, and to design access schemes which produce strictly limited interference to primary users (PUs). On the other hand, different from CR networks [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , CRSNs inherit the fundamental limitations of traditional WSNs whose lifetime and capabilities (e.g. computation, communication and storage) are strictly limited due to constrains in energy resources and low-cost hardwares. Therefore, the energy-aware opportunistic spectrum access algorithms that are amenable to distributed implementation are needed in CRSNs.
This paper studies the joint spectrum sensing and random access control (JS 2 RAC) optimisation for single-hop CRSNs. Specifically, the JS 2 RAC is formulated as a network utility maximisation (NUM) problem whose objective function is defined as the sum of utilities (in terms of link rate) over all links in the network and the constraints are given as follows: (i) the PU protection constraint is fulfilled by the spectrum sensing for the given maximum mis-detection probability; (ii) the energy constraint at each node is met for the given network lifetime requirement; (iii) all parameters lie in their feasible domains. Considering the non-separable and non-convex nature of the JS 2 RAC problem, we decompose the JS 2 RAC problem into two subproblems, i.e. a spectrum sensing optimisation problem and a random access control problem (both of which are solved by a dual-decomposition-based solution algorithm) and solve them iteratively until some convergence criterion is satisfied. The whole solving process constitutes the so-called primal-decomposition-based iterative (PDI) algorithm. We also show that the proposed PDI algorithm is amenable to distributed implementation. The contributions of this work can be summarised as follows: † We for the first time formulate the JS 2 RAC problem in CRSNs as an NUM problem while considering the requirements of network lifetime and maximum mis-detection probability. † We present a PDI algorithm to solve the non-separable and non-convex JS 2 RAC problem. Both the convergence and distributed implementation of the proposed PDI algorithm are guaranteed. † Simulation results demonstrate the fast convergence of this work and its visible performance gain over the separate optimisation of spectrum sensing and random access.
Related work
In this section, the related works of this paper are reviewed from the following three aspects.
Utility-based optimisation in WSNs
In [5] , Akyildiz et al. took into account energy consumption and proposed algorithms to solve the fair date collection problem under the NUM framework given the network lifetime requirement. Noting that throughput and lifetime is a pair of conflicting metrics of WSNs, in [6] Nama et al. for the first time formulated the
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Research Article utility-lifetime tradeoff problem in WSNs to study the joint optimisation of source rate, routing and transmit power. In [7] , Zhu et al. also studied the utility-lifetime tradeoff, formulating it as a constrained maximisation problem, and deriving both a partially distributed algorithm and a fully distributed algorithm to solve it. Zheng et al. generalised the utility-lifetime tradeoff problem in [7] to the case considering end-to-end delay constraints [8] and time scheduling in MAC layer [9] , respectively. In [10] , Chen et al. formulated a utility-based flow control optimisation problem for WSNs by considering lifetime constraints and link interference, and proposed a fully asynchronous distributed algorithm to the flow control optimisation problem.
All the works mentioned above have not considered the PU protection and the imperfect spectrum sensing, which are two of the most important characters in CRSNs. Different from these works, this paper formulates a utility-based optimisation problem with PU protection and energy (including imperfect spectrum sensing) constraints for CRSNs.
Joint optimisation of spectrum sensing and random access in CR networks
In [11] , Zheng et al. presented non-linear constrained optimisation problems on how to design frame duration, sensing time and p-persistent probability through layered and cross-layered approaches in a distributed opportunistic spectrum access scenario. In [12] , Hoang et al. designed a distributed opportunistic spectrum access system by modifying the IEEE 802.11 DCF function and introducing a frame-based operation to support sensing/protecting of primary network. They also provided an analytical derivation of the saturated throughput and obtained various delay performance indicators for the designed system. In [13] , Lee and Wu analysed the relationship between spectrum sensing time and access delay for an IEEE 802.11-like MAC. The optimal spectrum sensing time and channel access probability are derived to minimise the access delay. In [14] , Shafie and Sultan designed access schemes incorporating random spectrum sensing and random access for a secondary user (SU). The sensing and access probabilities are obtained such that the throughput of the SU is maximised under the condition that both the PU and SU queues are stable and that the PU queuing delay is kept lower than a specified value.
All the above works neglect the issue of energy consumption. Unlike [11] [12] [13] [14] , this paper characterises energy consumption and imposes an energy constraint for each sensor. In addition, the proposed PDI algorithm is also designed with the consideration of low overhead.
Energy-aware algorithms in CR networks
In [15] , Maleki et al. minimised the energy consumption with constraints on the detection performance by choosing the sleeping and censoring design parameters. In [16] , Najimi et al. generalised [15] by addressing the selection of best sensing nodes (with low complexity despite of the NP-complete nature of the problem) while minimising the energy consumption for spectrum sensing in CR networks. In [17] , Hoang et al. proposed an energy-aware spectrum-sensing policy that takes into account the dynamics of PUs and determines the spectrum sensing duration in order to optimise SUs' performance. In [18] , Chen et al. designed distributed spectrum sensing and access strategies for dynamic spectrum access under an energy constraint on the SU. In [19] , Pei et al. jointly designed sensing access strategies and sensing order for sequential sensing and access in CR networks to achieve a maximum energy efficiency (EE). In [20] , Wu and TSang jointly determined sensing and transmission durations for energy-efficient spectrum sensing and transmission in a CR system. In [21] , Wang et al. proposed a spectrum sensing and access mechanism for a CR system with one SU that accesses multiple channels, in order to minimise the average energy cost of the SU while still satisfying the constraints on sensing reliability, throughput, and delay of the SU. In [22] , Hasan et al.
proposed a knapsack-based energy-efficient node selection scheme for cooperative spectrum sensing in a CRSN. This scheme reduces the energy consumed for reporting spectrum sensing results to the fusion centre and thus is helpful in prolonging the lifetime of a CRSN. In [23] , Deng et al. studied energy-efficient spectrum sensing in CR networks using optimal periodic scheduling. In [24] , Zhang et al. proposed a generalised EE model for CR networks. Based on the model, they set up an EE optimisation problem and formulated the sensing-EE tradeoff. In [25] , Han et al. proposed an adaptive energy-efficient channel management scheme for the CRSN, which optimally selects the operation mode based on the POMDP framework. In [26] , Eletreby et al. formulated the problem of spectrum assignment for CRSNs under coverage, interference, minimum data rate and power budget constraints as a mixed-integer non-linear programming problem and achieved its optimal solution in polynomial time by relaxation techniques.
However, all these works assume that the studied CRSN is with a centre performing the centralised optimisation of spectrum sensing and access parameters, which conflicts with the distributed nature of CRSNs. In contrast, this paper proposes a fully distributed algorithm to the JS 2 RAC problem. To the best of our knowledge, this paper is the first one that designs algorithms amenable to distributed implementation to the JS 2 RAC problem for CRSNs.
Network model
Consider a single-hop CRSN with a set of sensor nodes M := {1, 2, . . . , M}, one sink, and one licensed channel of multiple PUs with W bandwidth. Let L := {l 1 , l 2 , . . . , l M } denote the set of wireless links, with l i (i [ M) taking sensor node i and the sink as the dedicated transmitter and the receiver, respectively. Moreover, we assume the CRSN operates on a frame-by-frame basis, with each frame of length T s and all sensor nodes synchronising with the sink. As shown in Fig. 1 , at the beginning of each frame, node i (i [ M) performs spectrum sensing for a duration t i to determine whether the channel is occupied by the PUs. To avoid the disturbance of any node to other nodes' spectrum sensing, we set a common upper bound t max (t max < T s ) for each sensing time t i . If the sensing result indicates a busy channel, node i will go back to sleep for the rest of the frame. Otherwise, node i will compete to access the channel once the sensing interval t max elapses, i.e. node i has to defer the channel competition for a period of time (t max − t i ). Seeking for a lightweight ad hoc networking, all nodes do not report their sensing outcomes to the sink and instead make independent channel access decisions without scheduling. We assume that the state of the PUs, i.e. absent or present, does not change within one time frame. For notational convenience, we drop the time index and consider an arbitrary frame.
Spectrum sensing
This paper adopts energy detection as the spectrum sensing technique for CRSN nodes. The local spectrum sensing problem at node i (i ∈ M) can be formulated as a binary hypothesis testing between the following two hypotheses
where H 0 and H 1 denote the PUs are absent and present on the licensed channel, respectively. N i = t i f s denotes the number of samples at node i, where f s (f s ≥ 2 W) represents the sampling frequency of node i. y i (n) represents the received signal at node i. u i (n) represents the circular symmetric complex Gaussian noise with mean 0 and variance s 2 u . The primary signal s(n) is a random process with mean 0 and variance s 2 s . Similar to [27] , we assume that the distances between any sensor nodes are small compared with the distances between the distance from any sensor node to the PUs. Therefore, it is assumed that each channel gain |h i (n)| is Rayleigh-distributed with the same variance s 2 h . For spectrum sensing, each node then uses the average of energy content in received samples as the test statistic for energy detector, which is given by
and then the local binary decision μ i for node i is made as follows
where ɛ i denotes the local detection threshold of node i. Spectrum sensing can be characterised by the probabilities of false alarm and detection, denoted as P
We assume s(n), u i (n), and h i (n) are independent of each other, and the average received SNR at each node is given as
The probabilities of false alarm and detection of node i using energy detection are approximated as
where
/2 dt denotes the complementary distribution of the standard Gaussian.
Random access control
Contention-based MAC protocols due to their simple practical implementation are universally used in WSNs. For this reason, this paper considers a p-persistent random access protocol at the MAC layer.
We assume that each node always has data to transmit and a transmission will always be successful in the absence of collisions. It is reasonable to assume that each sensor node is operated under saturation condition since it generates and delivers packets to the sink periodically and its bandwidth for communication is very limited. Different from classical collision channel model, the collision in CRSNs not only occurs among the concurrent transmissions of sensor nodes, but also happens between the transmissions of sensor nodes and the PUs due to mis-detection (i.e. the sensing result indicates idle while the PUs are present). Under such conditions, the probability for a successful transmission of link l i (i [ M) is given by
where Pr (H 0 ) is the probability of H 0 .
Let all the links share the same link capacity C. Then, the average capacity of link l i , C l i (t i , 1 i , p), is given by
where p = (p 1 , p 2 , . . . , p M ).
Energy consumption
As sensor nodes have much tighter energy constraints than the sink, we only focus on the energy dissipated in the sensor nodes in this paper. The same simple energy consumption model as in [2, 7, 8] is used for the communication module of all sensor nodes. Without loss of generality, we assume that all sensor nodes have identical power dissipation characteristics in sensing and transmitting. The energy consumption for each sensor node consists of two parts: the energy consumption involved in listening over the channel and the energy consumption of data transmission. The first contribution depends on the number of samples which further depends on the spectrum sensing time. Let e s denote the energy consumption per unit time in the sensing stage. Then, we have the sensing energy of node i which is given by e s t i . The second contribution depends on the dissipated energy of transmitter to run the radio electronics and the power amplifier. Let e t (l i ) denote the energy consumed per bit in transmitting on link l i . We model the wireless channel between sensor nodes and the sink using the free-space path loss model. Then, e t (l i ) is given by
where μ is the energy cost of transmit electronics of node i, η is a coefficient term corresponding to the energy cost of transmit amplifier, and d l i is the distance between node i and the sink. n (2 ≤ n ≤ 4) is the path loss factor. Then the average energy dissipated in the node i during one frame is given by
) denotes the probability of node i considering the licensed channel vacant, Pr (H 1 ) = 1 − Pr (H 0 ) denotes the probability of H 1 , and S i is the quantity of bits node i will transmit in one frame if it determines to access the channel.
Joint spectrum sensing and random access control problem
It is obvious from (6) and (9) that both the spectrum sensing parameters (i.e. t i and ɛ i of the physical layer) and the random access parameter (i.e. p i of the MAC layer) are tightly coupled, which highlights the necessity of a cross-layer optimisation method.
Objective function
This section studies the JS 2 RAC problem through the NUM framework. Each link has an utility function that is monotonically increasing and concave in its average data rate. The following family of utility functions, U α (x), parameterised by α ≥ 1, is proposed in [28] 
When α = 1, the utility function guarantees to achieve proportional fairness; when α = 2, then harmonic mean fairness; when α → ∞, then max-min fairness. On the basis of the chosen utility function, the objective function of the NUM can be formulated as
where C l i is the average throughput of link l i and w i (w i > 0) is the weight of link l i .
Constraints formulation
i. PU protection constraint: Apart from the frequent spectrum sensing of CRSN nodes, it is required that the interference to PUs should be controlled under a tolerable level. To this end, a specified upper bound ω (which is close to, but larger than zero) is imposed on the mis-detection probability of the network. Assuming the mis-detection events of different CRSN nodes are independent, we formulate the PU protection constraint as follows
Further, considering the fairness among CRSN nodes, we require each CRSN node to afford the same responsibility of protecting the PUs, i.e.
ii. Energy constraint: Since the CRSN nodes are mainly battery powered and irreplaceable once deployed, network lifetime is a key metric for CRSNs. Network lifetime refers to the maximum time limit that nodes in the network remain alive until one node drains up its energy. For a given network lifetime requirement T, the energy constraint requires that the energy required in spectrum sensing and communicating does not exceed the initial energy provision, i.e.
where E i denotes the initial energy of node i. iii. Physical constraint: There are some hardware or regulatory limitations that impose individual constraints on persistence probability and spectrum sensing parameters. For node i, the transmission persistence probability p i should be in the range [0, 1], i.e.
Obviously, ɛ i and t i should be non-negative and t i has to be upper bounded by t max , i.e.
Optimisation problem
Next, we will combine the objective function (11) and constraints (13)-(16) as follows
Obviously, due to the objective function (17a) and constraints (17b) and (17c), in general, the problem (17) is non-convex and non-separable with respect to {p i , t i , ɛ i }, and thus difficult to be distributively solved for global optimality.
5 Primal-decomposition-based approximation algorithm
Problem simplification
Proposition 1: Problem (17) can be simplified to the following problem, without loss of optimality,
, and t = (t 1 , t 2 , …, t M ).
an optimal solution to problem (17) . Then, we prove that the equality of constraint (17b) holds for
For any given t i and p, we can choose a detection threshold ɛ i according to (5) such that P
We may also choose a detection
, which implies (19) . According to the definition of P by eliminating ɛ i when condition (19) holds as follows
By plugging (20) into objective function (17a) and constraint (17c), we complete the proof of Proposition 1. □
Random access control subproblem
To address the non-separability issue, we first fix t and study the optimisation of access probability p i . In doing so, the problem (18) reduces to the following random access control subproblem
where (21) is difficult to be distributively solved for global optimality. However, for the log utility function (α = 1), problem (21) is readily shown to be a decomposable convex problem.
i. α = 1: In this case, problem (21) reduces to the following convex and separable problem (22) whereC i = ln (C Pr (H 0 )). Then, setting the partial derivative of the objective of problem (22) with respect to p i (i [ M) as zero yields
and further we have the optimal p i as follows
ii. α > 1: To address the non-convex and non-separable issue of problem (21), we introduce a set of dummy variables {x l i } M and perform a log change of variables and constraints:
Then we achieve an equivalent formulation to problem (21) max
It is trivial to prove the convexity of the feasible domain of problem (25) . According to Lemma 1 in [28] ,Ũ a (x) is a concave function of x if α ≥ 1. So far, we have circumvented the non-convex and non-separable issues of the initial problem (21) by studying an equivalent but convex and separable substitution (i.e. problem (25)) of problem (21) . Further, we can easily verify that the Slater's condition holds for problem (25) [29] . Hence, the dual decomposition method could be used to solve problem (25) , since the dual gap of problem (25) is zero.
Dual decomposition:
We introduce a Lagrangian multiplier vector j = {j i } M [ R M + to relax constraints (25a) of problem (25) . Then, the Lagrangian dual function associated with problem (25) is given by
Further, we reformulate (26) as follows
and
where the equation
So far, the dual function D(j) has been decomposed into the above two subproblems (27) and (28) which correspond to a rate control problem and a random access control problem, respectively.
The dual problem corresponding to problem (25) is given by
The master dual problem (29) coordinates two separate subproblems (27) and (28) by using the dual variable j.
To solve the dual problem (29), we first have to consider the subproblems (27) and (28) . For the given j, we can achieve the optimal solutions to subproblems (27) and (28), by solving the series of the following equations
Obviously, the solutions to (30) and (31) are given in the closed-formx * l i
Gradient-based projection method:
Since the optimal solutions to problem (27) and problem (28) are unique, D(j) is differentiable with respect to j. Hence, we adopt the gradient-based projection method to solve the dual problem (29) . Taking the partial derivative of D(j) with respect to j i , we know that
In the tth iteration, the dual variables {j i } M are adjusted in the opposite direction of the gradients as follows:
where β is the step size and [x] + = max{0, x}. This paper assumes that β is positive and sufficiently small, and the dual variable j converges to an optimal solution to problem (29) [29] .
Spectrum sensing subproblem
We then fix p and study the optimisation of spectrum sensing time t i . In doing so, the problem (18) reduces to the following spectrum sensing optimisation subproblem
It is trivial to verify that f i (t i ; p i ) is strictly monotonic increasing functions of t i . With Assumption 1, we know that there exits a uniquet i such that
From the definition of f i (t i ; p i ) in problem (18), we know that (36) is such a complicated and non-linear equation with respect to t i that it is basically impossible to derive the closed-form solution to (36). To address this issue, we exploit Matlab solver (e.g. the fsolve function) to find a numerical solution to (36).
Combining (35) and (36), we arrive at the following spectrum sensing optimisation subproblem
where A k (t)p k ) . In order to leverage the symmetry between A i and p i , we reformulate problem (37) as follows
, and solve problem (38) with the same method that is used to solve problem (21) in Section 5.2. For brevity, we just give out the main results without going into the solving details.
(i) α = 1: Similar to (24), we have the optimal A i as follows
(ii) α > 1: By introducing a set of dummy variables {y l i } M and a Lagrangian multiplier vector z = {z i } M [ R M + , we follow the routine of solving problem (25) to solve problem (38).
At each iteration t, {y l i , A i } and ζ i are updated iteratively as followsỹ
For both cases of α = 1 and α > 1, we finally get the optimal t i via the definition of A i
Distributed implementation
Combining the steps for solving the two subproblems of problem (18), we summarise the proposed PDI algorithm according to the value of α as follows: * i . (3) Repeat steps (1) and (2) until Algorithm 2 converges.
Remark 2:
It is obvious that all variables in Algorithm 2 are distributively updated with the help of fusion centre in which both {G 1 (t), G 2 (t)} and {G 3 (t), G 4 (t)} are centrally computed and broadcast.
To accelerate the reporting process in steps (1) and (2) of Algorithm 2, we suggest the combination of the recent CoMAC scheme [30] and the reporting process of local variables. Without loss of generality, we take {G 1 (t), G 2 (t)} as an example. To be specific, sensor i (i [ M) encodes the local information j i (t)/h i (t) (or ln (1 − A i (k)p i (t))/h i (t)) in transmit power and transmits simultaneously the modulated symbols sequence carrying transmit power information to the fusion centre, whereh i (t) denotes the channel gain between sensor i and the fusion centre at the tth iteration. Then, the fusion centre recovers the global information G 1 (t) (or ln(G 2 (t))) from the energy of the received signal. The proposed method needs only one reporting time slot for the fusion centre to collect all of the local reports.
Next, we analyse the convergence of the proposed PDI algorithm. Note that, the inner loop of Algorithm 2 is a gradient-based projection algorithm whose convergence can be guaranteed if the stepsize β is sufficiently small. Using a sufficiently small β, we can declare the convergence of Algorithm 2, as shown in the following theorem.
Theorem 1: Let F* denote the optimum of problem (18) . Under Assumption 1, given an initial feasible t(0) fulfilling constraint (18c), F(p(t), t(t)) converges to a steady valueF ≤ F * , and (p(t), t(t)) converges to a fixed point (p,t), which is the solution to the equation F(p, t) =F. Note that, bothF and (p,t) normally depend on t(0) unlessF = F * . For the sake of simplicity, we denoteF(t(0)) asF and (p(t(0)),t(t(0))) as (p,t), respectively.
Proof: From Algorithms 1 and 2, we can conclude that the objective function of problem (18), F(p, t), is non-decreasing at each iteration, i.e. ∀t,
It is also obvious that the feasible domain of problem (18) is closed and F(p, t) is continuous on the feasible domain, which implies that F(p, t) is bounded from above. This together with the monotonicity proves the convergence of F(p(t), t(t)). From (24) and (39), we also know that p(t) and t(t) are the unique solution of subproblems (21) and (37) at the tth iteration, respectively. Therefore, the convergence of (p(t), t(t)) is guaranteed as well. This completes the proof. □ From the proof of Theorem 1, we find that the converged point (p,t) is with the following property: at (p,t), F(p,t) ≥ F(p,t) for all p and F(p,t) ≥ F(p, t) for all t. In other words, att, F(p,t) is the largest across the dimension of p, and atp, F(p,t) is the largest across the dimension of t. Although we cannot rigorously prove the local optimality of the proposed PDI algorithm, we have found from the simulations in Section 6 that (p,t) is quite close to the optimum.
Simulation results
In this section, the proposed algorithm is simulated over a CRSN that is composed of 10 sensor nodes and one sink. The locations of sensor nodes and the sink are randomly generated over a 100 × 100 m square area, as shown in Fig. 2 . Initial energy of each node is randomly generated according to a discrete uniform distribution between 10 and 15 J. One PU is located at a position that is sufficiently far away from the simulated CRSN. All simulated parameters are summarised in Table 1 , representing values describing typical CR and WSN scenarios, following, e.g. [2, 15] . The simulation code is developed by Matlab.
Figs. 3 and 4 present the convergence of Algorithm 1 (α = 1) and Algorithm 2 (α = 2) starting at an arbitrarily chosen feasible solution {p(0), t(0)}, respectively. It is clearly shown that both Algorithms 1 and 2 converge fast (three steps), despite that we cannot prove their convergence speed in theory. We also compare the network utility under different gs ranging from −25 to −15 dB. Both Figs. 3 and  4 show that the network utility F(t, p) increases as g increases, which stems from the fact that large g implies high sensing accuracy and further high spectrum efficiency.
Without loss of generality, in the rest of this section we only focus on the case when α = 2. For other values of α, similar results can be found and thus omitted for concise presentation. control (denoted as 'Separate-optimisation') in terms of network utility. For fair comparison, both 'Joint-optimisation' and 'Separate-optimisation' share the same simulation parameters in Table 1 and start at the same initial point p(0) and t(0). It is clearly shown in Fig. 5 that the performance improvement of 'Joint-optimisation' is obvious, which demonstrates the necessity of cross-layer design. Comparing the effectiveness of the 'Joint-optimisation' solution with the optimal solution to (18) (denoted as 'Optimum'), computed using the fmincon function of Matlab, we finally conclude that our 'Joint-optimisation' is quite close to 'Optimum'. The gap between 'Joint-optimisation' and 'Optimum' is negligible when g ≤ − 15 dB which should be the case for most CR scenarios.
We then fix g = − 20 dB and study the effect of number of CRSN nodes M on the performance of 'Joint-optimisation' and 'Separate-optimisation'. To this end, we start from 10 CRSN nodes and randomly eliminate one node from Fig. 2 in each simulation until M = 2. Again, Fig. 6 demonstrates the performance improvement of 'Joint-optimisation' over 'Separate-optimisation' and also the high approximation ratio of 'Joint-optimisation' to 'Optimum'. Another important observation is that the addition of one contending sensor node decreases the network utility, which can be explained by the fact that strong contention (large M) degrades the spectrum efficiency.
Conclusion and future work
This paper has formulated the JS 2 RAC problem in CRSNs as an NUM problem whose objective is to maximise the sum of utilities over all links in the network but subject to the PU protection constraint, the energy constraint, and the physical constraint. This paper has proposed a PDI algorithm to solve the non-separable and non-convex JS 2 RAC problem. Both the convergence and distributed implementation of the proposed PDI algorithm are guaranteed. Simulation results have shown that a visible performance gain over the separate optimisation of spectrum sensing and random access is achieved because of this work. This paper can be straightforwardly extended to the case in which the PU signal SNRs at different sensor nodes are different (i.e. the channel gains |h i (n)| are Relay fading with different variances), by simply using s 2 i , g i and Δ i instead of s 2 h , g and Δ, respectively. Future work will focus on the extension of this work to the case of the joint optimisation of spectrum sensing, random access and routing of multi-hop CRSNs.
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