In this note we consider continuous-time systemsẋ(t) = A(t)x(t) + B(t)u(t) as well as discrete-time systems x(t + 1) = A(t)x(t) + B(t)u(t) whose coefficient matrices A and B are not exactly known. More precisely, all that is known about the systems is their nonzero pattern, i.e., the locations of the nonzero entries in the coefficient matrices. We characterize the patterns that guarantee controllability for all choices of nonzero time functions at the matrix positions defined by the pattern, which extends a result by Mayeda and Yamada for time-invariant systems. As it turns out, the conditions on the patterns for time-invariant and for time-varying discrete-time systems coincide, provided that the underlying time interval is sufficiently long. In contrast, the conditions for time-varying continuous-time systems are more restrictive than in the time-invariant case.
I. Introduction
In this note, we present novel results on controllability of the linear discrete-time control system
x(t + 1) = A(t)x(t) + B(t)u(t)
( 1) and of the continuous-time control systeṁ
x(t) = A(t)x(t) + B(t)u(t),
where the time t is integer valued and real valued, respectively, and the coefficient matrices A(t) and B(t) may be real or complex. If these matrices are both constant, the respective systems are time-invariant, and otherwise they are time-varying. When such systems arise in applications, the coefficient matrices usually depend on physical parameters and other factors. Then the values of the entries are not known precisely, so that system properties can not, in general, be determined with complete certainty either. In contrast, the nonzero pattern of the system, i.e., the locations of the nonzero entries in its coefficient matrices, is usually completely defined by the modeling process. That fact can be exploited to determine structural properties or strong structural properties, two approaches which have found wide applications. See [1] - [7] and the references given there.
Here we follow the strong structural approach initiated in [1] , which assumes that the nonzero pattern is all that is known about the system and seeks to characterize the patterns that guarantee certain system properties for all choices of nonzero values at the matrix positions defined by the pattern. In contrast, the structural approach would guarantee any property only for almost all choices [2] - [6] .
Mayeda and Yamada have been the first to characterize the patterns that guarantee controllability of time-invariant systems [1] . Equivalent characterizations have been given subsequently, see [8] and the references therein, and related problems have been investigated in [7] , [9] , [10] . All these works consider only time-invariant systems, despite the fact that it is often most natural to assume that the physical parameters entering the coefficient matrices vary over time.
In this note, we characterize the patterns that guarantee controllability for all choices of nonzero time functions at the matrix positions defined by the pattern, which extends the results in [1] to time-varying systems. To this end we introduce basic notation and terminology in Section II and review controllability results for time-invariant systems in Section III-A, which includes an algorithm to verify the conditions in the result of [1] . Patterns guaranteeing controllability for time-varying discrete-time and continuous-time systems are characterized in Section III-B and III-C, respectively. In the former case, the conditions coincide with those for time-invariant systems if the underlying time interval is sufficiently long, whereas in the latter case, they turn out to be more restrictive. The conditions in our characterizations can all be verified using the algorithm in Section III-A. Special cases of the results in the present paper have been announced in [11] - [13] .
II. Preliminaries
A. Basic Notation C, R and Z denote the sets of complex numbers, real numbers and integers, respectively. R + and Z + denote the subsets of non-negative elements of R and Z, respectively, and N = Z + \ {0}. 
We often drop the subscript "Z" when the type of interval to which we refer is obvious.
The set of n × m-matrices over the field F is denoted F n×m , where F ∈ {R, C} throughout this note. X i,j denotes the entry at position (i, j) of X ∈ F n×m . For any x ∈ F n and X ∈ F n×m , x * and X * denote the transpose of x and X, respectively, if F = R, and the conjugate transpose, if F = C.
B. Systems, Solutions, Transition Matrices
The coefficient matrices in (1) and (2), A(t) and B(t), are defined for all t ∈ Z and all t ∈ R, respectively. We consider systems over R and over C, so A(t) ∈ F n×n and B(t) ∈ F n×r for each time t, where n ∈ N and r ∈ Z + . The case r = 0, which stands for systems without inputs, is included here for the sake of notational simplicity.
Given
n is a solution of the system (1) (generated by the input signal u) if t 0 ∈ Z and (1) holds for all t
n is a solution of the system (2) (generated by u) if t 0 ∈ R, x is absolutely continuous, and (2) holds for almost every (a.e.) t ∈ [t 0 , ∞[, i.e., for all t ∈ [t 0 , ∞[ with the possible exception of a set of (Lebesgue) measure zero. In the case of the system (2) we will always assume that the matrices A and B are locally integrable and that input signals u : R → F n are measurable and locally essentially bounded. This hypothesis implies both existence and uniqueness of solutions [14] and is satisfied, e.g. if A, B and u are piecewise continuous.
The general solution of the system (1) and the system (2) is the map ϕ defined by the requirement that for all x 0 ∈ F n , t 0 and u, ϕ(·, t 0 , x 0 , u) is the unique solution of (1) and (2), respectively, defined on [t 0 , ∞[ and satisfying ϕ(t 0 , t 0 , x 0 , u) = x 0 . Of course, we do not need to specify u on the whole time axis, i.e., we define ϕ(t, t 0 , x 0 , u| [t 0 ,t[ ) := ϕ(t, t 0 , x 0 , u), where t ≥ t 0 and u| [t 0 ,t[ denotes the restriction of u to the (discrete or continuous) interval [t 0 , t[. The map ϕ(t, t 0 , ·, 0), which is linear, is called the transition matrix at (t, t 0 ) of the system and is usually denoted by Φ(t, t 0 ). Then
for the systems (1) and (2), respectively. We additionally have Φ(t, t 0 ) = A(t − 1) · . . . · A(t 0 ) for the system (1), and if n = 1 or A is constant, then Φ(t, t 0 ) = exp
A(τ )dτ for the system (2). See [14] , [15] .
C. Nonzero Patterns and Graphs
We define the equivalence relation ∼ on F n×m by the requirement that X ∼ Y iff the positions of the zeros in X and Y coincide, i.e., X ∼ Y iff X i,j = 0 implies Y i,j = 0 and vice versa. The equivalence classes [X] ∼ ∈ F n×m /∼, which we call nonzero patterns, or just patterns, will be represented by matrices in which each asterisk stands for a nonzero, and each circle, for a zero. For example, if the coefficient matrices A and B in (2) are given by
then [A(t)] ∼ = A and [B(t)] ∼ = B for every t, where
In particular, A 1,1 = ⋆ and A 1,2 = •. For given A ∈ F n×n /∼ and B ∈ F n×r /∼ we will say that the system (1) is of pattern (A, B) if A(t) ∈ A and B(t) ∈ B
for all t ∈ Z. Analogously, the system (2) is of pattern (A, B) if (7) holds for a.e. t ∈ R. In the latter case, time functions at nonzero positions may very well change their sign. The coefficient matrices are required to satisfy (7) (a.e.) on the whole time axis for the sake of simplicity only. In any of our subsequent results, these matrices actually need to be defined only on [t 0 , t 1 ].
The operations of addition, matrix composition and transposition for patterns are defined by
whenever the operations on the right hand sides are defined. Here, X and Y are matrices, |X| denotes the matrix with entries |X i,j |, and (X, Y ) is the matrix consisting of the columns of X and Y . Patterns of systems are conveniently represented by graphs [2] - [4] . Specifically, if A ∈ F n×n /∼ and B ∈ F n×r /∼, then the graph G(A, B) of (A, B) has vertices 1, . . . , n + r, and there is a (directed) edge from the vertex v to the vertex w if 1 ≤ w ≤ n and (A, B) w,v = ⋆. In this case, v is a predecessor of w, and w is a successor of v. For any set V of vertices of G(A, B), Pre(V ) denotes the set of predecessors of V , i.e., v ∈ Pre(V ) if there exists an edge from v to some vertex in V . Analogously, Post(V ) denotes the set of successors of V . The notations Pre(V ) and Post(V ) do not contain any reference to the graph G(A, B), which will always be clear from context.
III. Results
In this section we present novel characterizations of controllability of time-varying systems in the strong structural sense. We rely on controllability notions from [16] throughout; for variants of controllability concepts, see e.g. [15] , [17] , [18] .
III.1 Definition. Let Σ denote the discrete-time system (1) or the continuous-time system (2), assume t 0 , t 1 ∈ Z or t 0 , t 1 ∈ R, respectively, and let ϕ denote the general solution of Σ.
The pair (t 0 , x 0 ) can be controlled to the pair (t 1 , x 1 ) if x 0 , x 1 ∈ F n , t 0 ≤ t 1 , and there exists a control input u :
n , and Σ is controllable if for all x 0 , x 1 ∈ F n there exist τ 0 and τ 1 such that (τ 0 , x 0 ) can be controlled to (τ 1 , x 1 ).
We will frequently need the well-known controllability criteria in Proposition III.2 below, which follow immediately from the formulas (3) and (4). Here and throughout the remainder of this note, Φ denotes the transition matrix of the systems (1) and (2), in which it will always be clear from context to which of the two systems we refer.
implies p = 0.
A. Controllability of Time-Invariant Systems
Next, we review results for time-invariant systems. Here, the property of controllability of the system (1) (resp., the system (2)) on [t 0 , t 1 ] does not depend on the actual times t 0 and t 1 , provided that t 0 + n ≤ t 1 (resp., t 0 < t 1 ). Moreover, the characterizations of controllability in terms of the pair (A(0), B(0)) of matrices in the discrete-time and the continuous-time case coincide. It is therefore justified to call the pair (A(0), B(0)) controllable if the time-invariant system (1), or, equivalently, the time-invariant system (2), is so. One of the well-known results for time-invariant systems, the Hautus criterion, says that the pair (A, B) ∈ F n×n × F n×r is controllable iff the (complex) matrix
for every λ ∈ C, where id denotes the identity matrix.
The following result of Mayeda and Yamada characterizes patterns that guarantee the controllability of pairs of matrices. It has originally been established in [1] under the additional assumption of input accessibility, a minor restriction which has been removed in [11] . In what follows, we assume that A ∈ F n×n /∼ and B ∈ F n×r /∼, unless specified otherwise. there exists a vertex v ∈ {1, . . . , n + r} \ V such that V ∩ Post({v}) is a singleton. The requirement that (10) holds for λ = 0 and every pair (A, B) of pattern (A, B) is equivalent to the condition (G 0 ). Analogously, the requirement that (10) holds for every λ ∈ C \ {0} and every pair (A, B) of pattern (A, B) is equivalent to the condition (G 1 ). Thus, every pair (A, B) of pattern (A, B) is controllable iff both (G 0 ) and (G 1 ) hold.
if L = 1 then 5:
if T = ∅ then The conditions (G 0 ) and (G 1 ) can be verified using the algorithm in Fig. 1 , whose correctness is immediate from the proof of the above Proposition given in [11, Section III] . In the case of the condition (G 0 ) and r = 0, the algorithm coincides with the one from [19, Corollary 3.2] , and hence, can be implemented using standard data structures to run in O(n + z) time, where z denotes the number of nonzero entries in (A, B) . The latter result is easily seen to extend to the general case, i.e., both conditions can be verified in O(n + r + z) time. For equivalent conditions formulated in terms of the possibility of transforming, through row and column permutations, the patterns (A, B) and ([id] ∼ + A, B) into special forms, see [8] , [11] .
III.4 Example. Consider the patterns A and B given by
See also Fig. 2 . This example is a modification of the one in [20] . In order to verify that every pair (A, B) of pattern (A, B) is controllable, we first apply the algorithm in Fig. 1 with the parameter L = 0. Initially we have V = {1, . . . , 6}, and T is assigned the value {1, 2, 4, 5, 6} on line 3, which corresponds to the columns of (A, B) that contain exactly one nonzero entry. On line 11 we may choose v = 1, which results in the vertex 2 being removed from V on line 12, and vertices 1, 3, 4, 5 and 6 may subsequently be removed from V on line 12, in this order. Then V = ∅ on termination, and the condition (G 0 ) is satisfied. Next, we apply the algorithm with the parameter L = 1 to verify the condition (G 1 ). Then T = ∅ on line 5, and V \ Pre(V ) equals {3}, which corresponds to the vanishing third column of A. Subsequently, the vertices 3, 4, 5, 6 are removed from V on line 15, then vertex 1 is removed from V on line 12. Finally, vertex 2 is removed from V on line 15, so we arrive at V = ∅ again. Hence, by Theorem III .3, every pair (A, B) of pattern (A, B) is controllable, regardless of the actual numerical values at the nonzero locations in A and B.
B. Controllability of Discrete-Time Time-Varying Systems
We are now prepared to present and to prove our main result for discrete-time systems.
III.5 Theorem. Let t 0 , t 1 ∈ Z, t 0 < t 1 , and consider the following condition.
(G 2 ) For every non-empty subset V ⊆ {1, . . . , n(t 1 − t 0 )} of vertices of G(K) there exists some vertex v ∈ {1, . . . , (n + r)(t 1 − t 0 )} such that V contains exactly one successor of v in G(K), where the pattern K ∈ F n(t 1 −t 0 )×(n+r)(t 1 −t 0 ) /∼ is defined by
and the unspecified positions in K are occupied by patterns [0] ∼ of suitable sizes. Then the following holds.
(i) Every system (1) of pattern (A, B) is controllable on [t 0 , t 1 ] iff the condition (G 2 ) holds.
(ii) If additionally t 0 + n ≤ t 1 , then every system (1) of pattern (A, B) is controllable on [t 0 , t 1 ] iff every time-invariant system (1) of pattern (A, B) is so.
Proof. As for the latter claim, first observe that the condition is obviously necessary. In order to prove that it is also sufficient, assume that the system (1) is of nonzero pattern (A, B). If n = 1, application of Theorem III.3 yields B = •, and in particular, B(t 1 − 1) = 0. Then the system (1) is controllable on [t 0 , t 1 ] by Proposition III.2 since Φ(t 1 , t 1 ) = 1. If n > 1, we assume that the theorem holds for all systems with (n − 1)-dimensional state space. We let p ∈ F n satisfy (8) and show below that then p = 0 necessarily, so that the system (1) is controllable on [t 0 , t 1 ] by Proposition III.2.
Let V = {1, . . . , n} and observe that by Theorem III.3, the conditions (G 0 ) and (G 1 ) hold. In particular, there exists some vertex v ∈ {1, . . . , n + r} such that V ∩ Post({v}) is a singleton.
Assume first that v / ∈ V . Then among the columns of B there exists one with exactly one nonzero component. Hence, without loss of generality, A and B can be partitioned according to
where B 2,2 = ⋆ ∈ F/∼, B 1,2 = [0] ∼ ∈ F n−1 /∼, and Φ as well as the coefficient matrices A and B are partitioned analogously. Moreover, since B 1,2 = [0] ∼ , the conditions (G 0 ) and (G 1 ) still hold when n, A and B is replaced with n − 1, A 1,1 and (B 1,1 , A 1,2 ) , respectively. Consequently, by our induction hypothesis, the following system is controllable on [t 0 + 1, t 1 ]:
Let p take the form p = (q, α) ∈ F n−1 × F and consider the last column of p * Φ(t 1 , s + 1)B(s). That column equals q * B 1,2 (s) + α * B 2,2 (s) if s = t 1 − 1, and hence, the condition (8) implies α = 0 since B 1,2 = 0 and B 2,2 (t 1 − 1) = 0. It follows that s) ), where Ψ is the transition matrix of the system (12) . Consider the adjoint equation Φ(t, s) = Φ(t, s + 1)A(s) (14) of the system (1), which holds for all t, s ∈ Z for which s < t, to see that (13), (14) and the adjoint equation of the system (12) imply that z(s) = z(s + 1)A 1,1 (s) for all s ∈ [t 0 , t 1 [. From z(t 1 ) = 0 it follows that z = 0, hence
Moreover, application of (13) and (15) to the difference equation for Φ 1,2 (t 1 , ·) that is part of the adjoint equation (14) yields
and condition (8) for p = (q, 0), (13) and (15) additionally show that
As the system (12) is controllable on [t 0 + 1, t 1 ], it follows from Proposition III.2 and the identities (16) and (17) that q = 0, hence p = 0. It remains to consider the case that v cannot be chosen from the complement of V . Then the condition (G 1 ) implies V ⊆ Pre(V ), so one of the columns of A vanishes. Hence, without loss of generality, A and B can be partitioned according to
/∼, and A, B and Φ are partitioned analogously. Moreover, since A 1,2 = [0] ∼ , the conditions (G 0 ) and (G 1 ) still hold when n, A and B is replaced with n − 1, A 1,1 and B 1 , respectively. Thus, by our induction hypothesis, the system
is controllable on [t 0 , t 1 − 1]. Next, we observe that A 1,2 = [0] ∼ and A 2,2 = [0] ∼ imply Φ 1,2 = 0 and Φ 1,1 = Ψ, where Ψ is the transition matrix of the system (18) . Therefore, (8) 1) consists of the first n − 1 columns of A(t 1 − 1). Then p * A(t 1 − 1) = 0 by Proposition III.2 since the system (18) is controllable on [t 0 , t 1 − 1]. Moreover, for s = t 1 − 1 the identity (8) yields p * B(t 1 − 1) = 0, so we arrive at
By our assumption, the pair (A(t 1 − 1), B(t 1 − 1)) is controllable, so the coefficient matrix in (19) is surjective by the Hautus criterion. It follows that p = 0 in the case that v ∈ V either, which completes our proof of the second claim of the theorem.
To prove the first claim, first observe that the condition (G 2 ) is equivalent to the condition (G 0 ) with (A, B), n and r replaced by ([0] ∼ , K), n(t 1 − t 0 ) and r(t 1 − t 0 ), respectively. Hence, by Theorem III.3, the condition (G 2 ) holds iff every K ∈ K is surjective. Next, we construct K ∈ K by replacing the patterns [0] ∼ , [id] ∼ , A and B in the block row i of K, i ∈ {1, . . . , t 1 − t 0 }, by the matrices 0, id, A(t 0 + i − 1) and B(t 0 + i − 1), respectively. Using elementary Gaussian operations in the same manner as in the time-invariant case [21, Th. 6.2(iv), Ch. 2.6], it follows that K is surjective iff the columns of Φ(t 1 , s + 1)B(s) for s ∈ [t 0 , t 1 [ span F n . In view of Proposition III.2 and the observation that replacing the blocks id in K by nonsingular diagonal matrices corresponds to suitably scaling the columns of A(t), the proof is complete.
For time-varying systems (1) on any interval [t 0 , t 1 ], Theorem III.5 gives a complete characterization of nonzero patterns that guarantee controllability on [t 0 , t 1 ]. As we have observed in the proof above, the condition (G 2 ) is equivalent to the condition (G 0 ) with G(A, B) replaced by G([0] ∼ , K), which can be verified using the algorithm in Fig. 1 . By the second claim of the Theorem, it suffices to verify both (G 0 ) and (G 1 ) instead if t 0 + n ≤ t 1 , which is more efficient. The latter assumption can not be dropped as shown by the following example. In fact, the case t 1 − t 0 < n remains open for time-invariant systems (1).
III.6 Example. Let A and B be given by (11) and assume that the system (1) is of pattern (A, B) . By Example III.4, the system is controllable if it is time-invariant, and by Theorem III.5, the system is controllable in any case, on any interval [t 0 , t 1 ] satisfying t 0 + 6 ≤ t 1 . In the time-invariant case, let the 6×6-matrix M(t) consist of the columns of Φ(t, s+1)B(s) for s ∈ [t − 3, t[. Then the determinant det M(t) of M(t) equals ±A , then det M(t) = 0 for all t, so the system is not controllable on any interval of the form [t 0 , t 0 + 3]. This is consistent with the fact that the condition (G 2 ) is not satisfied if t 1 = t 0 + 3. See Fig. 3 .
C. Controllability of Continuous-Time Time-Varying Systems
We have just demonstrated that in the discrete-time case, controllability of all time-invariant systems of a given nonzero pattern implies the controllability of all time-varying systems of that pattern. It turns out that the continuous-time case is quite different in that respect.
III.7 Example. Consider the patterns A and B given by
The fact that every time-invariant system (2) of pattern (A, B) is controllable follows from Theorem III.3, or, alternatively, from the Hautus criterion. Now consider the time-varying system (2) of pattern (A, B) in which the nonzero entries in A are all equal to 1 identically and the coefficient B is given by B(t) = (t 2 + 1, 0, −2). That system is not controllable since the choice p = (2, −2t 1 , t 2 1 + 1) satisfies the condition (9) whenever t 0 < t 1 .
III.8 Example.
Consider the patterns A and B given in (6) . As before, if the system (2) is timeinvariant and of pattern (A, B), it is controllable. What is different here is that the same conclusion holds if we merely assume the nonzero entries in the coefficient matrices A and B to be polynomials rather than constants. This fact is straightforward to verify. Surprisingly, however, controllability is lost if we assume the coefficients to be merely analytic. Indeed, if A and B are given by (5), then the system (2) is of pattern (A, B) , yet it is not controllable as the choice p = (1, −e t 1 ) satisfies condition (9) .
As the examples demonstrate, we not only need to distinguish between time-invariant and timevarying systems, but we also have to be precise about any regularity conditions imposed on the time-varying coefficients of the system (2). In this respect, one rather restrictive class of time-varying systems, which is used in the formulation of Theorem III.9 below, is that of exponentially scaled systems, by which we mean systems (2) over F that can be transformed into a time-invariant system over F by means of a time-varying change of coordinates of the form (t, x) → exp(Λt)x, with Λ being diagonal. In other words, we require that there exist a diagonal matrix Λ ∈ F n×n and matrices A 0 ∈ F n×n and B 0 ∈ F n×r such that
hold for every t ∈ R. It follows from (20) that diagonal entries of A may be added or removed at will, without affecting any controllability properties of the system (2). It is this fact that distinguishes the discrete-time from the continuous-time case and leads to more restrictive controllability conditions in the time-varying continuous-time case. Our main result for the continuous-time case, presented below, characterizes the nonzero patterns that ensure controllability of all time-varying systems (2) , or, what turns out to be equivalent, of all exponentially scaled systems (2) . Obviously then, the result also characterizes the patterns that ensure controllability of the systems in any class in between the two extremes. Examples of such classes include the ones defined by the requirement that certain entries of the coefficient matrices A and B must be continuous, smooth, or of constant sign.
III.9 Theorem. Let t 0 , t 1 ∈ R, t 0 < t 1 , and consider the following condition. The condition (G 3 ) is obviously invariant with respect to the addition of any loops to the graph G(A, B) and is thus equivalent to the condition (G 1 ) with [id] ∼ + A at the place of A.
Proof of Theorem III.9. In the chain (i) ⇒ (ii) ⇒ (iii) ⇒ (G 3 ) ⇒ (i), the first implication is obvious, and the third follows from Theorem III.3 and the remark preceding this proof.
In order to prove that (iii) follows from (ii), we let A 0 ∈ [id] ∼ + A and B 0 ∈ B and define the diagonal matrix Λ ∈ F n×n by the requirement by (ii). Then, as controllability is invariant with respect to the change of coordinates given by (20) , the pair (A 0 , B 0 ) is controllable, which proves (iii). In order to show that (G 3 ) implies (i), assume that the system (2) is of pattern (A, B). If n = 1, application of (G 3 ) yields B = •, so B(s) = 0 for a.e. s ∈ [t 0 , t 1 ]. Then, since Φ(t 1 , s) = 0 for all s ∈ [t 0 , t 1 ], the system (2) is controllable on [t 0 , t 1 ] by Proposition III.2.
The proof in the case that n > 1 is analogous to that part of the proof of Theorem III.5 where it is assumed that v / ∈ V , with only three differences. Firstly, the continuous-time systemẋ(t) = A 1,1 (t)x(t) + B 1,1 (t)u 1 (t) + A 1,2 (t)u 2 (t), which is controllable on [t 0 , t 1 ], is used at the place of the system (12) . Secondly, from the fact that p = (q, α) ∈ F n−1 × F satisfies (9) we conclude that α = 0 by the following argument. The identity (9) yields (q * Φ 1,2 (t 1 , s) + α * Φ 2,2 (t 1 , s)) B 2,2 (s) = 0 for a.e. s ∈ [t 0 , t 1 ], so α = 0 as Φ(t 1 , t 1 ) = id, Φ is continuous, and B 2,2 = 0 a.e.. Finally, the continuous-time adjoint equation D 2 Φ(t, s) = −Φ(t, s)A(s), which holds for all t ∈ R and a.e. s ∈ R [14] , is used at the place of the discrete-time variant (14) . Here, D 2 denotes the partial derivative with respect to the second argument. Then z = 0 asż(s) = −z(s)A 1,1 (s) holds for a.e. s ∈ [t 0 , t 1 ], and we arrive at the identities q * Ψ(t 1 , s)A 1,2 (s) = 0 and q * Ψ(t 1 , s)B 1,1 (s) = 0 for a.e. s ∈ [t 0 , t 1 ], at the place of (16) and (17) , to conclude that p = 0.
