Interventional effects for mediation analysis were proposed as a solution to the lack of identifiability of natural (in)direct effects in the presence of a mediator-outcome confounder affected by exposure. We present a theoretical and computational study of the properties of the interventional (in)direct effect estimands based on the efficient influence fucntion (EIF) in the non-parametric statistical model. We use the EIF to develop two asymptotically optimal, nonparametric estimators that leverage data-adaptive regression for estimation of the nuisance parameters: a one-step estimator and a targeted minimum loss estimator. A free and open source R package implementing our proposed estimators is made available on GitHub. We further present results establishing the conditions under which these estimators are consistent, multiply robust, n 1/2 -consistent and efficient. We illustrate the finite-sample performance of the estimators and corroborate our theoretical results in a simulation study. We also demonstrate the use of the estimators in our motivating application to elucidate the mechanisms behind the unintended harmful effects that a housing intervention had on adolescent girls' risk behavior.
Introduction
Treatment or exposure often affects an outcome of interest directly, or indirectly by the mediation of some intermediate variables. Identifying and quantifying the mechanisms underlying causal effects is an increasingly popular endeavor in public health and the social sciences, as it can improve understanding of both why and how treatments can be effective. Such mechanistic knowledge may be arguably even more important in cases where treatments result in unanticipated ineffective or even harmful effects.
In recent decades, novel causal inference frameworks have allowed a number of important developments in mediation analysis, including the decomposition of the average effect of a binary action into direct and indirect effects (Robins and Greenland, 1992; Pearl, 2001) . Among other assumptions, the identification of these natural (in)direct effects relies on so-called cross-world counterfactual independencies, i.e., independencies on counterfactual variables indexed by distinct hypothetical interventions. An important consequence of this necessary assumption is that the natural (in)direct effect is not identifiable in a randomized trial, which implies that scientific claims obtained from these models are not falsifiable through experimentation (Popper, 1934; Dawid, 2000; Robins and Richardson, 2010) . Furthermore, the required cross-world independencies are not satisfied in the presence of mediator-outcome confounders which are affected by treatment (hereby called intermediate confounders, see Avin et al., 2005; Tchetgen and VanderWeele, 2014) .
In recent years, several methods have been proposed to solve the above problems. These methods may be divided in two classes. The first class attempts to identify and estimate bounds on the natural (in)direct effects without cross-world counterfactual independencies or in the presence of intermediate confounders (e.g., Robins and Richardson, 2010; Tchetgen and Phiri, 2014; Miles et al., 2015) , whereas the second class of methods is concerned with alternative definitions of the (in)direct effects. For instance, Vansteelandt and VanderWeele (2012) argue that the natural (in)direct effects among the treated are identified without cross-world counterfactual independencies. We base our approach on a proposal first outlined by Petersen et al. (2006) and van der Laan and Petersen (2008) , who argue that, in the absence of cross-world assumptions, the standard identification formula for the natural direct effect may be interpreted as a weighted average of controlled direct effects, with weights given by a counterfactual distribution on the mediators. In subsequent work, and Vansteelandt and Daniel (2017) realized that the direct effect parameter of Petersen et al. (2006) corresponds to a decomposition of a total causal effect defined in terms of a non-deterministic intervention on the mediator, and extended the methods to the setting of intermediate confounders. Specifically, the effect is defined by contrasts between counterfactuals in hypothetical worlds in which the treatment is set to some value deterministically, whereas the mediator is drawn from its counterfactual distribution conditional on baseline variables. Zheng and van der Laan (2017) study the identification and estimation of an interventional effect in which the mediator is drawn from its counterfactual distribution conditional on baseline variables and the counterfactual intermediate confounder. These effects, which have been collectively termed interventional effects (Nguyen et al., 2019) have also been studied by Lok (2016 Lok ( , 2019 , Rudolph et al. (2017) , and Didelez et al. (2006) , among others.
Our contribution to the literature is a study of the optimality properties of the estimand of the interventional (in)direct effects. We derive the efficient influence function and use it to develop n 1/2 -consistent non-parametric estimators for the interventional effects of , with the following properties: (i) can incorporate intermediate confounders, (ii) can incorporate flexible data-adaptive regression for nuisance parameters, (iii) can accommodate multivariate mediators, (iv) can achieve the non-parametric efficiency bound, and (v) are multiply robust to estimation of combinations of nuisance parameters. To the best of our knowledge, this is the first proposal of such a method. The estimators proposed by van der Laan and Petersen (2008) and Zheng and van der Laan (2012) may be used to estimate interventional effects, and satisfy properties (ii)-(v) but not (i). The weighting estimators of and the regression estimators of Vansteelandt and Daniel (2017) satisfy property (i) but not (ii)-(v). The estimators of Rudolph et al. (2017) satisfy properties (i), (ii), and (v), but not (iii) and (iv). Finally, the direct effects of are not directly applicable to our motivating example, as they measure causal pathways different from the paths of interest in our motivating application (see Remark 1).
In addition to the development of the above estimators, our studies of the parameter functional in a non-parametric model provide new insights regarding efficiency and multiple robustness achievable in estimation of interventional effects. In particular, we derive the non-parametric efficiency bound and discuss the robustness properties of estimators based on the efficient influence function.
2 Notation and definition of (in)direct effects Let A denote a categorical treatment variable, let Y denote a continuous or binary outcome, let M denote a multivariate mediator, let W denote a vector of observed pre-treatment covariates, and let Z denote a mediator-outcome confounder affected by treatment. Let O = (W, A, Z, M, Y ) represent the observed data, and let O 1 , . . . , O n denote a sample of n i.i.d. observations of O. We formalize the definition of our counterfactual variables using the following non-parametric structural equation model (NPSEM), but note that equivalent methods may be developed by taking the counterfactual variables as primitives. Assume the data-generating process satisfies
In our illustrative example, we have the following exclusion restrictions:
, but we present general methods for the model (1). Here,
is a vector of exogenous factors, and the functions f are assumed deterministic but unknown. We use P to denote the distribution of O, and P c to denote the distribution of (O, U ). We let P be an element of the nonparametric statistical model defined as all continuous densities on O with respect to some dominating measure ν. Let p denote the corresponding probability density function, and W, Z, M denote the range of the respective random variables. We let E and E c denote corresponding expectation operators, and define Pf = f (o)dP(o) for a given function f (o). We use P n to denote the empirical distribution of O 1 , . . . , O n . In our discussion, the following additional parameterizations will be useful. We use g(a | w) to denote the probability mass function of A = a conditional on W = w, and e(a | m, w) to denote the probability mass function of A = a conditional on (M, W ) = (m, w). We use m(a, z, m, w) to denote the outcome regression function E(Y | A = a, Z = z, M = m, W = w), and q(z | a, w) and r(z | a, m, w) to denote the corresponding conditional densities of Z. For a random variable X we let X a denote the counterfactual outcome observed in a hypothetical world in which P(A = a) = 1. For example, we have 
Interventional mediation effects
In this work, we define the total effect of A on Y in terms of a contrast between two user-given values a , a ∈ A. Figure 1 reveals four paths involved in this effect, namely
One approach to mediation analysis considers the natural direct effect (NDE) and the natural indirect effect (NIE), defined as respectively (Robins and Greenland, 1992; Pearl, 2001) . In terms of the NPSEM (1), these effects are defined as
Inspection of the above definitions reveals that the natural direct effect measures the effect through paths not involving the mediator (A → Y and A → Z → Y ), whereas the natural indirect effect measures the effect through paths involving the mediator (
This effect definition is appealing because the sum of the natural direct and indirect effects equals the average treatment effect E c (Y 1 − Y 0 ). Unfortunately, natural direct and indirect effects are not generally identified in the presence of a mediator-outcome confounder affected by treatment such as in the DAG in Figure ( 1) (Avin et al., 2005; Tchetgen and VanderWeele, 2014) . To solve this problem while retaining the path decomposition employed by the natural direct and indirect effects, we adopt an approach previously outlined (Petersen et al., 2006; van der Laan and Petersen, 2008; Zheng and van der Laan, 2012; Rudolph et al., 2017) , defining direct and indirect effects using stochastic interventions on the mediator. Let G a denote a random draw from the conditional distribution of M a conditional on W . Consider the effect of A on Y defined as the difference in expected outcome in hypothetical worlds in which (A, M ) = (a , G a ) v. (A, M ) = (a , G a ) with probability one, which may be decomposed into direct and indirect effects as follows
.
(2)
Like the natural direct effect, this direct effect measures the effects through paths not involving the mediator. Likewise, the indirect effect measures the effect through paths involving the mediator. Identification and optimal estimation of a similar effect decomposition is investigated by Zheng and van der Laan (2017). In the following remark, we briefly discuss the relation of our work with their approach. Remark 1. propose the effect decomposition
where Γ a is a random draw from the distribution of M a conditional on (Z a , W ). This indirect effect does not capture the path A → Z → M → Y . Thus, it does not provide an analogous effect decomposition to the natural direct and indirect effects. To see why, consider the DAG in Figure ( 2), in which we have an exclusion restriction deleting the paths A → M and A → Y . Such a restriction is reasonable when A is randomization status and Z is exposure uptake as in our illustrative application. In this graph, the effect mediated by M is only through the path
For simplicity, assume that all exogenous variables U are independent. We have
where (4) follows because (M a , Z a )⊥ ⊥A | W , and (5) follows because M ⊥ ⊥A | (Z, W ). Thus, Γ a has the same distribution as Γ a * , and the "indirect effect" in (3) is always zero, even when there is an effect through the path A → Z → M → Y . Likewise, the "direct effect" in (3) is equal to the total effect, and it measures the paths
In what follows, we focus on identification and estimation of θ c = E c (Y a ,G a ), from which the effect decomposition in (2) can be obtained. show that, under the
Assumption (i) states that, conditional on W , there is no unmeasured confounding of the relation between A and Y ; assumption (ii) states that conditional on W there is no unmeasured confounding of the relation between A and M ; and (iii) states that conditional on (A, W, Z) there is no unmeasured confounding of the relation between M and Y . In the next section we turn our attention to a discussion of efficiency theory for the estimation of the statistical parameter θ, which depends only on the observed data distribution P.
3 Optimal estimation of θ in the non-parametric model
The efficient influence function (EIF) is a key object in general semi-parametric estimation theory, as it characterizes the asymptotic behavior of all regular and efficient estimators (Bickel et al., 1997; van der Vaart, 2002) . The EIF is often useful in constructing locally efficient estimators. Some of the most common approaches for this are (i) using the EIF as an estimating equation (e.g., van der Laan and Robins, 2003), (ii) using the EIF in a one-step bias correction (e.g., Pfanzagl and Wefelmeyer, 1985) , and (iii) using the EIF to construct targeted minimum loss-based estimators (van der Laan and Rubin, 2006; Rose, 2011, 2018) . The EIF estimating equation often enjoys desirable properties such as multiple robustness, which allows for some components of the data distribution to be inconsistently estimated while preserving consistency of the estimator. In addition, the asymptotic analysis of estimators constructed using the EIF often yields secondorder bias terms, which require slow convergence rates (e.g., n −1/4 ) for the regression nuisance parameters involved, thereby enabling the use of flexible regression techniques in estimating these quantities.
Theorem 1 (Efficient influence function). For fixed a , a define
The efficient influence function for θ in the nonparametric model M is equal to
+ v(a , w).
Inspection of this theorem reveals that computation of the EIF requires estimation of multivariate or continuous densities on the mediator M and confounder Z, as well as integrals with respect to these densities. This poses an important challenge due to the curse of dimensionality and to the computational complexity involved in multivariate numerical integrals. Fortunately, if either one of M or Z is univariate, we can overcome this problem using an alternative parameterization of the densities. In the remainder of this work, we assume Z is univariate (e.g., binary as in our illustrative application), though similar parameterizations may be achieved if M is univariate.
The EIF given in Theorem 1 may be represented in terms of the expressions given in Lemma 1 below, which does not depend on conditional densities or integrals on the mediator.
Lemma 1 (Alternative representation of the EIF for univariate Z and multivariate M ). The functions h, u, and v admit the following alternative representations:
In the following, we denote η = (m, g, q, e, u, v) and D P (o) = D η (o). This choice of parameterization has important consequences for the purpose of estimation, as it helps to bypass estimation of the (possibly high-dimensional) conditional density of the mediators, instead allowing for the use of regression methods, which are far more commonly found in the statistics literature and software, to be used for estimation of the relevant quantities. In addition to the expression for the efficient influence function in Lemma 1, it is important to understand the behavior of the difference PD η 1 − θ, which is expected to yield a second order term in differences η 1 − η, so that consistent estimation of θ is possible under consistent estimation of certain configurations of the parameters in η. As we will see in Theorems 2 and 3, this second-order term is fundamental in the construction of asymptotically linear estimators. Theorem 4, found in the Supplementary Materials, shows this second-order term. The following lemma is a direct consequence.
be such that one of the following conditions hold:
(i) v 1 = v and either (q 1 , e 1 , r 1 ) = (q, e, r) or (m 1 , q 1 ) = (m, q) or (m 1 , u 1 ) = (m, u), or (ii) g 1 = g and either (q 1 , e 1 , r 1 ) = (q, e, r) or (m 1 , q 1 ) = (m, q) or (m 1 , u 1 ) = (m, u).
Then PD η 1 = θ with D η defined as in Theorem 1.
The above lemma implies that it is possible to construct consistent estimators for θ under consistent estimation of the nuisance parameters in η in the configurations described in the lemma. We note that the cases (m 1 , v 1 , u 1 ) = (m, v, u) and (m 1 , g 1 , u 1 ) = (m, g, u) may be uninteresting if the re-parametrization in Lemma 1 is used to estimate the efficient influence function, since, in that case, consistent estimation of u and v will generally require consistent estimation of (m, q, r, e) in addition to the outer conditional expectations in Equations (12) and (13). In the next section, we discuss the construction of n 1/2 -consistent non-parametric estimators using one-step and targeted minimum loss-based estimators.
Efficient estimation
In this section we will useη to denote an estimator of η = (m, g, q, e, r, u, v), where we note that all of these parameters are conditional expectations which may be estimated using data-adaptive regression techniques or ensembles thereof. For estimation of u and v, the estimators of (m, g, q, e) may be plugged in to the outcome variable defined in Equations (12) and (13). Then, any dataadaptive regression method may be used to estimate the outer expectation. For example, u(z, a , w) may be estimated by computing the auxiliary covariatem(A, Z, M, W )ĥ(A, Z, M, W ), regressing it on (Z, A, W ), and evaluating the predictor at (z, a , w).
The asymptotic behavior of the estimators of θ will be determined by the convergence rate of the estimators of η. For example, efficiency will be guaranteed if each of the components ofη is consistent at the rate n 1/4 . This is possible with many data-adaptive regression algorithms such as 1 regularization, tree-based methods, and neural networks, whenever the model implied by the regression algorithm is correctly specified. In particular, Benkeser and van der Laan (2016) show that a rate of n −1/4−1/[8(d+1)] , where d is the dimension of the predictor vector, is achievable under the mild assumption that the true regression function is right-hand continuous with lefthand limits and has variation norm bounded by a constant. Since it is generally not possible to know a priori which regression algorithm will be most appropriate for a given problem, we use an ensemble learning method known as the super learner (van der Laan et al., 2007) . The super learning procedure builds a single ensemble as a combination of prediction functions from a user-given library of candidate estimators, where the weights applied to each estimator together minimize the cross-validated risk of the resulting combination. Super learner has been shown to have important theoretical guarantees such as asymptotic equivalence to the oracle selector.
In order to avoid imposing Donsker conditions on the initial estimators, we will use cross-fitting (Klaassen, 1987; Zheng and van der Laan, 2011; Chernozhukov et al., 2016) in the estimation procedure. Let V 1 , . . . , V J denote a random partition of the index set {1, . . . , n} into J prediction sets of approximately the same size. That is, V j ⊂ {1, . . . , n}; J j=1 V j = {1, . . . , n}; and V j ∩ V j = ∅. In addition, for each j, the associated training sample is given by T j = {1, . . . , n} \ V j . We denote byη j the estimator of η, obtained by training the corresponding prediction algorithm using only data in the sample T j . Further, we let j(i) denote the index of the validation set which contains observation i.
One-step estimator
The estimator is defined as the solution to the cross-fitted efficient influence function estimating equation:θ
Empirical process theory may be used to derive the asymptotic distribution ofθ os . Asymptotic linearity and efficiency of the estimator is detailed in the following theorem:
Theorem 2 (Weak convergence of the one-step estimator). Let · denote the L 2 (P) norm defined as f 2 = f 2 dP. Assume (i) Positivity of exposure and confounder probabilities:
for some > 0.
(ii) n 1/2 -convergence of second order terms:
Then we have
The weak convergence established in Theorem 2 is useful to derive confidence intervals. Under the assumptions of the theorem, an estimatorσ 2 of σ 2 may be obtained as the empirical variance of Dη j(i) (O i ), and a Wald-type confidence interval may be constructed asθ os ± z 1−α/2 · (σ/ √ n). While the one-step estimator has optimal asymptotic performance, its finite sample behavior may be adversely affected by the inverse probability weighting involved in computation of Dη(O i ). In particular,θ os is not guaranteed to remain within bounds of the parameter space. This issue may be attenuated by performing weight stabilization. The estimated EIF Dη j(i) (O i ) can be weight-stabilized by dividing term (8) by the empirical mean of
and dividing term (10) by the empirical mean of 1{A i = a }/ĝ j(i) (A i | W i ). A more principled way to obtain estimators that remain in the parameter space is the targeted minimum loss-based (TML) estimation framework. The TML estimator is constructed by tilting an initial data-adaptive estimatorη towards a solutionη of the estimating equation P n Dη = θ(η), where θ(η) =θ tmle is the resulting substitution estimator obtained by plugging in the estimatesη in the parameter definition (6). Since it is a substitution estimator, a TML estimator respects the bounds of the parameter space by definition The fact that the nuisance estimators solve the relevant estimating equation is used to obtain a weak convergence result analogous to Theorem 2. Thus, while the TML estimator is expected to attain the same optimal asymptotic behavior of the one-step estimator, its finite-sample behavior may be better by virtue of its being a substitution estimator.
Targeted minimum loss-based estimator
For simplicity, we focus the presentation of the TML estimator on the case of a binary variable Z and an outcome Y ∈ [0, 1], such as in our motivating example. If the outcome is bounded with known bounds [a, b], then a simple transformation yields Y ∈ [0, 1]. For binary Z, the EIF further simplifies as
where we note that terms (15), (16), and (17) are score equations of the type H{X − E(X | L)} for appropriately defined random variables H, X, and L. A cross-fitted TML estimator (Zheng and van der Laan, 2011) may thus be computed in the following steps by iterating through solutions of these score equations in logistic tilting models:
Step 1. Initializeη =η.
Step 2. For each subject, compute the auxiliary covariates
Step 3. Fit the logistic tilting models
Here, logit m(a, z, m, w) and logitq(a, w) are offset variables (i.e., a variable with known parameter value equal to one). The parameter β may be estimated by running standard logistic regression models. For example, β Y may be estimated by running a logistic regression of
Letβ denote the estimate, and let m = mβ andq = qβ denote the updated estimates.
Step 4. Repeat Step 2.-Step 3. until convergence. We stop the iteration when the score equations are solved up to a factor of { √ n log(n)} −1 multiplied by their standard deviation.
Step 5. Letting ( m,q) denote the estimators in the last step of the above iteration, compute the pseudo-outcome Y as
Letṽ j(i) (a, w) denote a cross-fitted estimator constructed by regressing Y on (A, W ), using data-adaptive methods. Compute the auxiliary variable
Step 6. Fit the logistic tilting model
by running a logistic regression of Y i on H M (A i , W i ) with no intercept term and an offset term equal to logitṽ j(i) (A i , W i ). Letṽ = vβ denote the updated estimator. The TML estimator of θ is then definedθ tmle = 1 n n i=1ṽ j(i) (a , W i ).
The large sample distribution of the above TML estimator is given in the following theorem:
Theorem 3 (Weak convergence of the TML estimator). Assume Z is binary. Assume (i) and (ii) as in Theorem 2 withη replaced byη. Then n 1/2 (θ tmle − θ) N (0, σ 2 ), where σ 2 = Var{D η (O)} is the non-parametric efficiency bound.
The proof of this theorem is presented in the Supplementary Materials. Broadly, the proof proceeds as follows. First, inclusion of the covariates H Y , H Z , H M guarantees that the tilting model {m β , q β , v β : β} generates a score spanning the EIF. This is used to show that the estimator solves the EIF estimating equation. The proof then proceeds using similar arguments as the proof of Theorem 2 for the one-step estimator, using empirical process theory and leveraging cross-fitting to avoid entropy conditions on the initial estimators of η. Since Dη j depends on the full sample through the estimates of the parameters β of the logistic tilting models, the empirical process treatment is slightly different from that of Theorem 2. As with the one-step estimators, the Waldtype confidence interval constructed asθ tmle ± z 1−α/2 · (σ/ √ n) is expected to have asymptotically correct coverage under the conditions of the theorem.
Numerical studies
We now turn to evaluating the performance of the proposed one-step and TML estimators of the interventional (in)direct effects. For simplicity, we assume a binary intermediate confounder Z. We evaluate the estimators with synthetic data from the following joint distribution of O:
where expit(x) = {1+exp(x)} −1 . For each sample size n ∈ {200, 800, 1800, 3200, 5000, 7200, 9800}, we generated 10,000 datasets from the above data generating mechanism. For each dataset, we computed the two proposed estimators, under 6 different scenarios: all nuisance parameters (m, g, q, e, r, u, v) estimated consistently, and then five more scenarios in which we replace each of (m, g, q, e, r) by an inconsistent estimator. Consistent estimators were obtained using the highly adaptive lasso (Benkeser and van der Laan, 2016) , while inconsistent estimators were computed through an intercept-only logistic regression. Figure 3 shows the results of the simulation. We assess the results in terms of several metrics: the absolute bias of the estimators, the absolute bias scaled by n 1/2 , the standard deviation of the estimator relative to the efficiency bound scaled by n 1/2 , the mean squared error relative to the efficiency bound scaled by n 1/2 , the coverage of a 99% confidence interval, and the EIF standard error estimate divided by the Monte Carlo variance of the estimator. In terms of bias, the simulation results corroborate the results of Lemma 2. The only case in which the estimators are expected to be inconsistent is when q is inconsistent, in which case both u and v are also inconsistent, thus failing to satisfy the conditions of the Lemma. In all other cases ,the bias is very small or converges to zero. These simulations also corroborate the results of Theorem 2 in the sense that the scaled bias is expected to converge to zero when all nuisance estimators are estimated consistently. The fact that this also seems true for the case of an inconsistent r should be taken as a particularity of this simulation, not to be expected in general. Likewise, the relative standard deviation and scaled MSE converge to one when all nuisance estimators are consistent, as predicted by Theorem 2. Interestingly, coverage close to the nominal level was achieved in many simulation scenarios. This property is also only to be expected in general if all nuisance parameters are consistently estimated.
The coverage of the confidence intervals for the all-consistent case is slightly below the nominal level. This is possibly due to what seems to be an anti-conservative variance estimator (last row of Figure 3 ). This phenomenon has been previously observed for variance estimators using empirical influence functions; possible solutions are presented by Tran et al. (2018) .
Of note, the TML estimator seems to perform uniformly better than the one-step estimator. For example, in the case where all nuisance parameters are correctly estimated, in which both estimators have the same asymptotic behavior, the TML estimator exhibits a superior small-sample bias-variance trade-off. Even in cases when consistency is not expected, such as when q is inconsistently estimated, the TML estimator offers a much better MSE and asymptotic coverage of the confidence interval. A particularly interesting instance in which the one-step estimator performs poorly seems to be the case in which g or e are inconsistent, at sample sizes around n = 1800 (n.b., its performance is better at smaller and larger sample sizes). This is a somewhat puzzling result, possibly due to the irregularity of the estimators in the absence of all-consistent estimation of nuisance functions. This suboptimal behavior is attenuated for the TML estimator, in terms of bias, variance, and coverage of the confidence intervals.
6 Empirical Illustration
Overview and set-up
We now apply our proposed estimator to estimate indirect effects of the randomized receipt of a Section 8 housing voucher as a young child on subsequent risky behavior in adolescence, through mediators related to the school environment, and direct effect not operating through those mediators. Our illustrative data come from the Moving to Opportunity (MTO) study, a longitudinal, randomized trial in which families living in high-rise public housing in five U.S. cities were randomized to receive a Section 8 housing voucher or not (Kling et al., 2007) . Such a voucher could then be used to move out of public housing and into a rental on the private market. Participating families were followed up at two separate times over the subsequent 10-15 years.
We use baseline information for covariates, W , and treatment assignment, A. Covariates include individual and family sociodemographic information, motivation for participation, neighborhood perceptions, and relevant interactions. Moving with the voucher out of public housing represents the intermediate confounder, Z. The school environment variables that comprise M were assessed over the intervening 10-15 years between baseline and the final follow-up visit; these are presented in Table 1 . We consider the outcome of risky behavior measured at the final follow-up, Y , measured using the behavior problems index (BPI), which is calculated based on the proportion of risky behaviors endorsed (Zill, 1990) .
We restrict to girls in the Boston, Chicago, and New York City sites, as previous work has shown heterogeneities by sex (Osypuk et al., 2012; Rudolph et al., 2018b) and study site (Rudolph et al., 2018a) , and because the total effects for girls in this subset of sites were similar. We present results from this restricted analysis using one imputed dataset 1 to address missing data instead of completing a full stratified analysis using multiple imputed datasets, as our goal is to illustrate the proposed method. A more thorough mediation analysis is the subject of future work.
We use machine learning to flexibly and data-adaptively model the components of Equations (15)-(17). Specifically, using the super learner ensembling procedure, we build an ensemble prediction algorithm as the convex combination of algorithms in a user-supplied library in order to minimize the 5-fold cross-validated prediction error (van der Laan et al., 2007) . The chosen algorithm library includes 1 -penalized lasso regression (Tibshirani, 1996) , generalized linear models, and multivariate adaptive regression splines (Friedman et al., 1991) . 
Mediator Group
Mediators Included Binary, one
Attended > 4 schools Binary, fewer 'Binary, one' AND ever attended a school ranked above the 50th percentile, attended schools where more than 75% of students received free or reduced price lunch, ever attended a non-Title I school Continuous, fewer Average rank of schools attended, average percentage of students receiving free or reduced price lunch, number of schools attended, percentage of schools attended that were Title I Continuous, all 'Continuous, fewer' AND number of moves since baseline, student to teacher ratio, school attended at follow-up is in a different school district than baseline
Results
We apply the proposed one-step and TML estimators to estimate the (a) indirect effects of voucher receipt on risky behavior in adolescence, through various aspects of the school environment, and the (b) direct effects not operating through the school environment, shown in Figure 4 . Generally, results for the one-step and TML estimators are similar in this example. The indirect effect through attending more than four schools over the duration of follow-up is estimated as an increase in 0.113% (95%CI: -0.109%, 0.336%) by the TML estimator; the indirect effects estimated including the combination of four binary mediators listed in Table 1 are similar. The indirect effects estimated using the continuous versions of these four mediators are slightly stronger: (risk difference (RD): 0.205%, 95%CI: -0.038%-0.448%). Lastly, we estimated indirect effects using the combination of seven continuous mediators listed in Table 1 . These indirect effects are stronger still, but with much wider confidence intervals (RD: 0.459%, 95%CI: -0.247%, 1.165%).
Thus, the mechanisms we examine related to the school environment were universally found to unintentionally result in more risky behavior in adolescent girls whose families were randomized to receive a housing voucher. This harmful indirect effect is largely attributable to increased school instability (i.e., increased likelihood of attending more schools over the intervening 10-15 years). The corresponding direct effect point estimates are negative, meaning that the effect of voucher receipt not operating through aspects of the school environment/instability is estimated to result in less risky behavior in adolescence. For example, the direct effect of voucher receipt not operating through the continuous, smaller group of mediators decreases risky behavior by 3.246% (95% CI: -7.264, 0.420). 
Efficient influence function Theorem 1
Proof In this proof we will use Θ(P) to denote a parameter as a functional that maps the distribution P in the model to a real number. We will assume that the measure ν is discrete so that integrals can be written as sums. It can be checked algebraically that the resulting influence function will also correspond to the influence function of a general measure ν. The true parameter value is thus given by θ = Θ(P) = y,z,m,w y p(y | a , z, m, w)q(z | a , w)p(m | a , w)p(w).
The non-parametric MLE of θ is given by Θ(P n ) = y,z,m,w y P n f y,a ,z,m,w P n f a ,z,m,w P n f z,a ,w P n f a ,w P n f m,a ,w P n f a ,w P n f w ,
where we remind the reader of the notation Pf = f dP. Here f y,a,z,m,w = 1(Y = y, A = a, Z = z, M = m, W = w), and 1(·) denotes the indicator function. The other functions f are defined analogously.
We will use the fact that the efficient influence function in a non-parametric model corresponds with the influence curve of the NPMLE. This is true because the influence curve of any regular estimator is also a gradient, and a non-parametric model has only one gradient. The Delta method (see, e.g., Appendix 18 of van der Laan and Rose, 2011) shows that ifΘ(P n ) is a substitution estimator such that θ =Θ(P), andΘ(P n ) can be written asΘ (P n f : f ∈ F) for some class of functions F and some mapping Θ , the influence function ofΘ(P n ) is equal to
Applying this result to (18) with F = {f y,a ,z,m,w , f a ,z,m,w , f z,a ,w , f a ,w , f m,a ,w , f a ,w , f w : y, z, m, w} and rearranging terms gives the result of the theorem. The algebraic derivations involved here are lengthy and not particularly illuminating, and are therefore omitted from the proof.
Lemma 1
Proof This result follows by replacing
in expression (7) in the main paper.
Theorem 2
Proof Let P n,j denote the empirical distribution of the prediction set V j , and let G n,j denote the associated empirical process n/J(P n,j − P). Let G n denote the empirical process √ n(P n − P). Note thatθ
By assumption (i), the left hand side is o P (1). Lemma 6.1 of ? may now be used to argue that conditional convergence implies unconditional convergence, concluding the proof.
Theorem 3
Proof Let D Y,η (o) denote (15), D Z,η (o) denote (16), and D M,η (o) denote (17). By definition, the sum of the scores of the submodels {m β , q β , v α : (β, α)} at the last iteration of the TMLE procedure is equal to
where P(Dη j − θ).
As in the proof of Theorem 2, Theorem 4 together with the Cauchy-Schwartz inequality and assumptions (i) and (ii) of the theorem shows that R n,2 = o P (1).
Since Dη j depends on the full sample through the estimates of the parameters β of the logistic tilting models, the empirical process treatment of R n,1 needs to be slightly from that in the proof of Theorem 2. To make this dependence explicit, we introduce the notation Dη j ,β = Dη j and R n,1 (β). Let F j n = {Dη j ,β − D η : β ∈ B}. Because the functionη j is fixed given the training data, we can apply Theorem 2.14.2 of ? to obtain E sup f ∈F j n |G n,j f | T j F j n 1 0 1 + N [ ] ( F j n , F j n , L 2 (P))d ,
where N [ ] ( F j n , F j n , L 2 (P)) is the bracketing number and we take F j n = sup β∈B |Dη j ,β − D η | as an envelope for the class F j n . Theorem 2.7.2 of ? shows log N [ ] ( F j n , F j n , L 2 (P)) 1 F j n . Since F j n = o P (1), this shows sup f ∈F j n G n,j f = o P (1) for each j, conditional on T j . Thus sup β∈B R n,1 (β) = o P (1). Theorem 4 together with the Cauchy-Schwartz inequality and assumptions (i) and (ii) of the theorem shows that R n,2 = o P (1), concluding the proof of the theorem.
This shows

Additional results
Theorem 4 (Multiple robustness of the EIF). For notational simplicity, in this theorem we omit the dependence of all functions on w. Let p W denote the distribution of W . We have Proof For fixed a and a we have 
− v 1 (a ) g(a ) g 1 (a ) − 1 dP W dν(m, z)
− v(a )dP W dν(m, z).
First, note that 
− v(a ) g(a ) g 1 (a ) dP W dν(m, z).
Using ( 
Putting everything together yields 
