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SYNTHESIS FOR CONTROLLABILITY AND OBSERVABILITY OF LOGICAL
CONTROL NETWORKS
KUIZE ZHANG12 AND KARL HENRIK JOHANSSON 1
Abstract. Finite-state systems have applications in systems biology, formal verification and synthesis prob-
lems of infinite-state (hybrid) systems, etc. As deterministic finite-state systems, logical control networks
(LCNs) consist of a finite number of nodes which can be in a finite number of states and update their states.
In this paper, we investigate the synthesis problem for controllability and observability of LCNs by state feed-
back under the semitensor product framework. We show that state feedback can never enforce controllability
of an LCN, but sometimes can enforce its observability. We prove that for an LCN Σ and another LCN Σ′
obtained by feeding a state-feedback controller into Σ, (1) if Σ is controllable, then Σ′ can be either control-
lable or not; (2) if Σ is not controllable, then Σ′ is not controllable either; (3) if Σ is observable, then Σ′ can
be either observable or not; (4) if Σ is not observable, Σ′ can also be observable or not. We also prove that if
an unobservable LCN can be synthesized to be observable by state feedback, then it can also be synthesized
to be observable by closed-loop state feedback (i.e., state feedback without any input). Furthermore, we give
an upper bound for the number of closed-loop state-feedback controllers that are needed to verify whether an
unobservable LCN can be synthesized to be observable by state feedback.
1. Introduction
Finite-state systems have applications in many areas such as formal verification and synthesis problems of
infinite-state (hybrid) systems [Tab09, BYG17], systems biology [Aku18], etc.
As special deterministic finite-state systems such that all nodes can be only in one of two states, Boolean
control networks (BCNs) were proposed to describe genetic regulatory networks [Kau69, IGH01]. In a BCN,
nodes can be in one of two discrete states “1” and “0”, which represent the gene state “on” (high concentration
of the protein) and “off” (low concentration), respectively. Every node updates its state according to a Boolean
function of the network node states. Although a BCN is a simplified model of a genetic regulatory network, they
can be used to characterize many important phenomena of biological systems, e.g., cell cycles [FNCT06], cell
apoptosis [SLDV12]. Hence the study on BCNs has been paid wide attention [Kit02, AMK00, AB00, ZKF13].
A logical control network (LCN) is also a deterministic finite-state system that naturally extends a BCN in
the sense of that its nodes can be in one of a finite number (but not necessarily 2) of states [ZLC11]. From
the practical point of view, LCNs can be used to describe more systems than BCNs. However, under the
semitensor product (STP) framework, they have the same algebraic form [ZLC11], and hence can be dealt
with by using the same method. In this paper, we focus on LCNs.
In 2007, Akutsu et al. [AHCN07] proved that it is NP-hard to verify whether a BCN is controllable in the
number of nodes (hence there exists no polynomial-time algorithm for determining controllability of BCNs
unless P=NP), and pointed out that “One of the major goals of systems biology is to develop a control theory
for complex biological systems”. Since then, especially since a control-theoretic framework for BCNs based
on the STP of matrices (proposed by Cheng [Che01] in 2001) was established by Cheng et al. [CQ09] in
2009, the study on control problems in the area of BCNs has drawn vast attention, e.g., controllability [CQ09,
ZQC10], observability [CQ09, FV13, ZZ16, LYC15], reconstructibility [FV13, ZZS16], identifiability [CZ11,
ZLZ17], invertibility [ZZX15], Kalman decomposition [ZZ15], and related aspects [Li16, WS18, GZW+18,
LCW18, LW13]. Although some of these results are based on an algebraic method [LYC15], finite automata
[ZZ16, ZZS16], graph theory [FV13], and symbolic dynamics [ZZX15], most of them are mainly based on
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the STP framework. Besides, as a powerful tool, the STP has been applied to many fields, e.g., symmetry
of dynamical systems [CYX07], differential geometry and Lie algebras [CZ03], finite games [Che14, CQL17,
Zha17], engineering problems [SWS17, ZW18].
Among many control properties, controllability and observability are the most fundamental ones. The former
implies that an arbitrary given state of a system can be steered to an arbitrary given state by some input
sequence. The latter implies that the initial state can be determined by a sufficiently long input sequence and
the corresponding output sequence. The importance of controllability of BCNs can be found in [AHCN07]
and observability in [SLDV12], etc. Lack of these properties makes a system lose many good behaviors. So, it
is important to investigate how to enforce controllability and observability.
Since the verification problem for controllability or observability of (infinite-state) hybrid systems is rather
difficult and it is possible that both properties are undecidable, if one can construct an LCN as a finite
abstraction that (bi)simulates a given hybrid system in the sense of preserving controllability or observability,
then one can verify controllability or observability for the hybrid system by verifying the LCN. An attempt of
using a similar scheme to verify opacity of (infinite-state) transition systems can be found in [ZYZ]. Related
results on using finite abstractions to do verification or synthesis for infinite-state systems can be found in
[ZEM+14, CAB16], etc.
As for the synthesis problem, it is known that for linear control systems, controllability is not affected by state
feedback, but observability may be affected by state feedback. However, both properties may be affected by
state feedback for nonlinear control systems and hybrid systems. Again by using a simulation-based method,
if one can construct an LCN as a finite abstraction that (bi)simulates a given unobservable hybrid system
in the sense of preserving observability, then one can first try to find a state-feedback controller to make the
obtained unobservable LCN observable, and then refine the obtained controller into the original hybrid system
so as to make the original hybrid system observable. Here we do not mention controllability because in the
sequel we will prove that state feedback will not enforce controllability for LCNs. That is, if an LCN is not
controllable, then no state-feedback controller can make it controllable.
The main contributions of this paper are as follows: Let Σ be an LCN and Σ′ an LCN obtained by feeding a
state-feedback controller into Σ.
(1) We prove that state feedback will not enforce controllability of LCNs. In detail, if Σ is controllable,
then Σ′ can be either controllable or uncontrollable; if Σ is uncontrollable, then Σ′ can only be
uncontrollable.
(2) We prove that state feedback sometimes can enforce observability of LCNs. If Σ is observable, then Σ′
can be either observable or unobservable; if Σ is unobservable, then Σ′ can also be either observable
or unobservable.
(3) We prove that if an unobservable Σ can be synthesized to be observable by state feedback, then it can
also be synthesized to be observable by closed-loop state feedback. This result yields an algorithm
for verifying whether an unobservable LCN can be synthesized to be observable by state feedback,
since there are finitely many closed-loop state-feedback controllers (although there are infinitely many
state-feedback controllers).
(4) We also obtain an upper bound for the number of closed-loop state-feedback controllers that are needed
to put into an unobservable LCN Σ to check whether Σ can be synthesized to be observable by state
feedback.
The remainder of this paper is organized as follows. Section 2 introduces preliminaries of the paper, i.e.,
LCNs with their algebraic form under the STP framework, basic verification methods for controllability and
observability of LCNs. Section 3 presents the main results of the paper: state feedback cannot enforce
controllability of LCNs, but can enforce their observability, and how to enforce observability. Section 4 is a
short conclusion.
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2. Preliminaries
2.1. The semitensor product of matrices. The following notations are necessary in this paper.
• 2A: power set of set A
• Z+: set of positive integers
• N: set of natural numbers
• R≥0: set of nonnegative real numbers
• Rn: set of n-length real column vectors
• Rm×n: set of real m× n real matrices
• ∆k: set {0,
1
k−1 , ..., 1}
• δin: i-th column of the identity matrix In
• 1k:
∑k
i=1 δ
i
k
• ∆n: set {δ
1
n, . . . , δ
n
n} (∆ := ∆2)
• [m,n]: {m,m+ 1, ..., n}, where m,n ∈ N and m ≤ n
• δn[i1, . . . , is]: logical matrix [δ
i1
n , . . . , δ
is
n ], where i1, . . . , is ∈ [1, n]
• Ln×s: set of n× s logical matrices
• Coli(A): i-th column of matrix A
• Col(A): set of columns of matrix A
• AT : transpose of matrix A
• |A|: cardinality of set A
• im(A): image space of matrix A
• A1 ⊕A2 ⊕ · · · ⊕An:


A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · An


Definition 2.1 ([CQL11]). Let A ∈ Rm×n, B ∈ Rp×q, and α = lcm(n, p) be the least common multiple of n
and p. The STP of A and B is defined as
A⋉B =
(
A⊗ Iα
n
) (
B ⊗ Iα
p
)
,
where ⊗ denotes the Kronecker product.
From this definition, it is easy to see that the conventional product of matrices is a particular case of the STP,
since if n = p then A⋉B = AB. Since the STP keeps most properties of the conventional product [CQL11],
e.g., the associative law, the distributive law, etc., we usually omit the symbol “⋉” hereinafter.
2.2. Logical control networks and their algebraic form. In this paper, we investigate the following LCN
with n state nodes, m input nodes, and q output nodes:
x1(t+ 1) = f1(x1(t), . . . , xn(t), u1(t), . . . , um(t)),
x2(t+ 1) = f2(x1(t), . . . , xn(t), u1(t), . . . , um(t)),
...
xn(t+ 1) = fn(x1(t), . . . , xn(t), u1(t), . . . , um(t)),
y1(t) = h1(x1(t), . . . , xn(t)),
y2(t) = h2(x1(t), . . . , xn(t)),
...
yq(t) = hq(x1(t), . . . , xn(t)),
(1)
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where t ∈ N denote discrete time steps; xi(t) ∈ ∆ni , uj(t) ∈ ∆mj , and yk(t) ∈ ∆qk denote values of state
node xi, input node uj, and output node yk at time step t, respectively, i ∈ [1, n], j ∈ [1,m], k ∈ [1, q];∏n
i=1 ni =: N ;
∏m
j=1mi =: M ;
∏q
k=1 qi =: Q; fi : ∆MN → ∆ni and hk : ∆N → ∆qk are mappings, i ∈ [1, n],
k ∈ [1, q].
When n1 = · · · = nn = m1 = · · · = mm = q1 = · · · = qq = 2, Eqn. (1) reduces to a BCN.
Eqn. (1) can be represented in the compact form
x(t+ 1) = f(x(t), u(t)),
y(t) = h(x(t)),
(2)
where t ∈ N; x(t) ∈ ∆N , u(t) ∈ ∆M , and y(t) ∈ ∆Q stand for the state, input, and output of the LCN at time
step t; f : ∆NM → ∆N and h : ∆N → ∆Q are mappings.
Next we give the algebraic form of (2) under the STP framework, the detailed transformation can be found in
[CQL11]. For each n ∈ Z+ greater than 1, we identify δ
i
n ∼
n−i
n−1 , i ∈ [1, n]. Then Eqn. (2) can be represented
as
x˜(t+ 1) = Lx˜(t)u˜(t) = [L1, . . . , LN ]x˜(t)u˜(t),
y˜(t) = Hx˜(t),
(3)
where t ∈ N; x˜(t) ∈ ∆N , u˜(t) ∈ ∆M , y˜(t) ∈ ∆Q; L ∈ LN×NM and H ∈ LQ×N are called the structure
matrices, Li ∈ LN×M , i ∈ [1, N ].
2.3. Preliminaries for controllability. In this subsection we briefly introduce a controllability test criterion.
Consider the state transition graph (V ,End) of LCN (3), where V = ∆N is the vertex set, the edge set
End ⊂ V × V is defined as follows: for all states δiN and δ
j
N , where i, j ∈ [1, N ], (δ
i
N , δ
j
N ) ∈ End (i.e., there
exists an edge from δiN to δ
j
N ) if and only if there exists an input δ
l
M with l ∈ [1,M ] such that δ
j
N = Lδ
i
Nδ
l
M .
By Proposition A.2, the adjacent matrix of the state transition graph of LCN (3) is LW[M,N ]1M =: A =
(aij)i,j∈[1,N ] ∈ R
N×N , where aij > 0 if and only if (δ
j
N , δ
i
N ) ∈ End. The matrix A can be obtained by Eqn.
(3) as
Lx˜(t)u˜(t) = LW[M,N ]u˜(t)x˜(t) (4)
when u˜ runs all over ∆M .
Definition 2.2 ([ZQC10]). An LCN (3) is called controllable if for all states x0, xd ∈ ∆N , if x(0) = x0, then
x(l) = xd for some l ∈ Z+ and some input sequence u(0)u(1) . . . u(l− 1), where u(j) ∈ ∆M , j = 0, 1, . . . , l− 1.
An LCN is called uncontrollable if it is not controllable.
By an observation to the state transition graph, we see the following result.
Proposition 2.3. An LCN (3) is controllable if and only if the its state transition graph is strongly connected,
i.e., for all vertices v1 and v2, there exists a path from v1 to v2.
Example 2.4. Consider the following BCN
x(t + 1) = Lx(t)u(t), (5)
where L = δ4[1, 1, 1, 1, 1, 2, 1, 2, 3, 3, 1, 1, 3, 4, 1, 2], t ∈ N, x(t), u(t) ∈ ∆4.
The adjacent matrix of its state transition graph is
A =


4 2 2 1
0 2 0 1
0 0 2 1
0 0 0 1

 .
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00, 01 ⋄ 10, 110
0
0, 1
Figure 1. Observability graph of BCN (6).
One sees that in the state transition graph of (5), there exists no path from δ34 to δ
2
4 , hence (5) is not control-
lable.
2.4. Preliminaries for observability. In [ZZ16], four types of observability were characterized for BCNs.
In this paper, we are particularly interested in the linear type (first characterized in [FV13]), as if an LCN
satisfies this observability property, it is very easy to recover the initial state by using an input sequence and
the corresponding output sequence. Note that all results in [ZZ16] can be trivially extended to LCNs.
Definition 2.5. An LCN (2) is called observable if for all different initial states x(0), x′(0) ∈ ∆N , for each
input sequence u(0)u(1) . . . , the corresponding output sequences y(0)y(1) . . . and y′(0)y′(1) . . . are different.
An LCN is called unobservable if it is not observable.
We use a graph-theoretic method proposed in [ZZ16] to verify observability in what follows.
Definition 2.6. Consider an LCN (2). A triple Go = (V ,End,W) is called its observability graph if V
(elements of V are called vertices) equals {{x, x′} ∈ ∆N × ∆N |h(x) = h(x
′)}1, End (elements of End are
called edges) equals {({x1, x
′
1}, {x2, x
′
2}) ∈ V × V|there exists u ∈ ∆M such that f(x1, u) = x2 and f(x
′
1, u) =
x′2, or, f(x1,
u) = x′2 and f(x
′
1, u) = x2} ⊂ V × V, and the weight function W : End → 2
∆M assigns to each edge
({x1, x
′
1}, {x2, x
′
2}) ∈ End a set {u ∈ ∆M |f(x1, u) = x2 and f(x
′
1, u) = x
′
2, or, f(x1, u) = x
′
2 and f(x
′
1, u) =
x2} of inputs. A vertex {x, x
′} is called diagonal if x = x′, and called non-diagonal otherwise.
Proposition 2.7 ([ZZ16]). An LCN (2) is not observable if and only if its observability graph has a non-
diagonal vertex v and a cycle C such that there is a path from v to a vertex of C.
The diagonal subgraph of an observability graph is defined by all diagonal vertices of the observability graph
and all edges between them. Similarly, the non-diagonal subgraph is defined by all non-diagonal vertices and
all edges between them. Since in the diagonal subgraph, there must exist a cycle and each vertex will go to a
cycle, we will denote the subgraph briefly by a symbol ⋄ when drawing an observability graph. Hence if there
exists an edge from a non-diagonal vertex to a diagonal vertex, then the LCN is not observable.
Example 2.8 ([ZJ18]). Consider the following BCN
x1(t+ 1) = x2(t) ∧ u(t),
x2(t+ 1) = ¬x1(t) ∨ u(t),
y(t) = x1(t),
(6)
where t = 0, 1, . . . ; x1(t), x2(t), u(t), y(t) are Boolean variables (1 or 0); ∧,∨, and ¬ denote AND, OR, and
NOT, respectively. The LCN is not observable (see Fig. 1) by Proposition 2.7.
3. Main results
In this section, we show our main results, i.e., the synthesis problem for controllability and observability of
LCN (2) (or its algebraic form (3)) based on state feedback. Next we show the form of state-feedback LCNs.
1vertices are unordered state pairs, i.e., {x, x′} = {x′, x}.
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3.1. State-feedback logical control networks. Consider an LCN (2). Let a state-feedback controller be
u(t) = g(x(t), v(t)), (7)
where v(t) ∈ ∆P , P =
∏p
l=1 pl with each pl ∈ N greater than 1 (corresponding to l new input nodes); or
P = 1, which means that there is only one constant input; g : ∆NP → ∆M is a mapping. Equivalently, for an
LCN (3), we can set a state-feedback controller to be
u˜(t) = Gx˜(t)v˜(t) = [G1, . . . , GN ]x˜(t)v˜(t), (8)
where v˜(t) ∈ ∆P , G ∈ LM×NP is called the structure matrix, Gi ∈ LM×P , i ∈ [1, N ].
In particular, when P = 1, a state-feedback controller is called closed-loop. Here the state-feedback controller
in the case of P = 1 is called closed-loop, because after substituting such a state-feedback controller into an
LCN, we will obtain a state-feedback LCN the updating of whose states does not depend on any input (see
Proposition 3.1). When P = 1 and g is the identity mapping, a state-feedback controller will not change the
original LCN, and hence will not change controllability or observability of the LCN.
Substituting (7) into (2), we obtain a state-feedback LCN as
x(t+ 1) = f(x(t), g(x(t), v(t))),
y(t) = h(x(t)).
(9)
Putting (8) into (3), we obtain the algebraic form of the state-feedback LCN (9) as
x˜(t+ 1) = Lx˜(t)Gx˜(t)v˜(t),
y˜(t) = Hx˜(t).
(10)
Proposition 3.1. Eqn (10) is equivalent to
x˜(t+ 1) = [L1G1, ..., LNGN ]x˜(t)v˜(t),
y˜(t) = Hx˜(t).
(11)
Proof By Propositions A.4 and A.5, (10) can be rewritten as
x˜(t+ 1) = Lx˜(t)Gx˜(t)v˜(t)
= L(IN ⊗G)MNr x˜(t)v(t)
= L


G
. . .
G






δ1N
. . .
δNN

⊗ IP

 x˜(t)v˜(t)
= L


G
. . .
G




δ1N ⊗ IP
. . .
δNN ⊗ IP

 x˜(t)v˜(t)
= L


G(δ1N ⊗ IP )
. . .
G(δNN ⊗ IP )

 x˜(t)v˜(t)
= [L1, . . . , LN ]


G1
. . .
GN

 x˜(t)v˜(t)
= [L1G1, ..., LNGN ]x˜(t)v˜(t).

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Consider a newly obtained LCN (11), if P = 1 (i.e., a state-feedback controller (8) is closed-loop), then the
corresponding structure matrix [L1G1, . . . , LNGN ] is square. However, generally the structure matrix is not
necessarily square, hence the updating of states generally depends on the input v˜(t).
3.2. Synthesis for controllability. In this subsection we characterize whether state feedback can enforce
controllability of an LCN. Unfortunately, we will show that a state-feedback controller may make a controllable
LCN uncontrollable, but never makes an uncontrollable LCN controllable.
Proposition 3.2. Consider an LCN (3) and a state-feedback controller (8). The adjacent matrices of the
state transition graphs of (3) and the corresponding state-feedback LCN (11) are
A = [L11M , . . . , LN1M ] and
A′ = [L1G11P , . . . , LNGN1P ],
respectively.
Proof Consider (3). Denote Li = [l
i
1, . . . , l
i
M ], i ∈ [1, N ]. The adjacent matrix A of its state transition graph
is
A = LW[M,N ]1M
= [L1, . . . , LN ]W[M,N ]1M
=
[
l11, . . . , l
1
M , l
2
1, . . . , l
2
M , . . . , l
N
1 , . . . , l
N
M
]
W[M,N ]1M
=
[
l11, . . . , l
N
1 , l
1
2, . . . , l
N
2 . . . , l
1
M , . . . , l
N
M
]
1M
=
[
M∑
i=1
l1i , . . . ,
M∑
i=1
lNi
]
= [L11M , . . . , LN1M ]. (12)
Similarly we have the adjacent matrix A′ of the state transition graph of (11) is
A′ = [L1G11P , . . . , LNGN1P ]. (13)

Theorem 3.3. Consider an LCN (3) and a state-feedback controller (8). If (3) is not controllable, then the
corresponding state-feedback LCN (11) is not controllable either.
Proof Observe that in the adjacent matrices (12) and (13) of the state transition graphs of LCN (3) and the
corresponding state-feedback LCN (11), for each i ∈ [1, N ], LiGi is obtained by rearranging several of columns
of Li (repeated use of columns of Li is permitted), then Col(LiGi) ⊂ Col(Li). Hence for all i, j ∈ [1, N ], if the
j-th entry of LiGi1P is greater than 0, then the j-th entry of Li1M is also greater than 0. Hence although
the two state transition graphs share the same vertex set, the edge set of the state transition graph for (11)
is a subset of that of the state transition graph for (3).
Assume that an LCN (3) is not controllable. Then in its state transition graph, there exist states δkN and δ
l
N
such that there exists no path from δkN to δ
l
N by Proposition 2.3. Hence in the state transition graph of (11),
one also has that there exists no path from δkN to δ
l
N . That is, (11) is not controllable by Proposition 2.3. 
Example 3.4. We give an example to show that a state-feedback controller can make a controllable LCN
uncontrollable. Consider the following BCN
x(t + 1) = Lx(t)u(t), (14)
where L = δ4[2, 2, 1, 3, 4, 4, 2, 2], t ∈ N, x(t) ∈ ∆4, u(t) ∈ ∆.
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By Proposition 3.2, the adjacent matrix of its state transition graph is

0 1 0 0
2 0 0 2
0 1 0 0
0 0 2 0

 .
It is easy to see that the graph is strongly connected, then (14) is controllable.
Substituting the state-feedback controller
u(t) = Gx(t)v(t), (15)
where G = δ2[1, 2, 2, 2, 1, 2, 1, 2], v(t) ∈ ∆, into (14), by Proposition 3.1, we obtain the state-feedback BCN
x(t + 1) = L˜x(t)u(t), (16)
where L˜ = δ4[2, 2, 3, 3, 4, 4, 2, 2].
Then by Proposition 3.2, the adjacent matrix of the state transition graph of (16) is

0 0 0 0
2 0 0 2
0 2 0 0
0 0 2 0

 .
The graph is not strongly connected, then by Proposition 2.3, (16) is not controllable.
Remark 3.1. Let us compare LCNs with linear control systems. It is known that state feedback will not affect
controllability of linear control systems [Won85]. Consider a linear control system
x˙(t) = Ax(t) +Bu(t), (17)
where A ∈ Rn×n, B ∈ Rn×m, t ∈ R≥0, x(t) ∈ R
n, u(t) ∈ Rm. Consider state-feedback controller
u(t) = Fx(t) + v(t), (18)
where F ∈ Rm×n, t ∈ R≥0, v(t) ∈ R
m. It is well known that [Won85]
〈A| im(B)〉 = 〈A+BF | im(B)〉,
where 〈A| im(B)〉 = im(B) + A im(B) + · · · + An−1 im(B) is the controllable subspace of (17), and 〈A +
BF | im(B)〉 is the controllable subspace of the state-feedback linear control system x˙(t) = (A+BF )x(t)+Bv(t).
Hence Example 3.4 shows an essential difference between LCNs and linear control systems from the perspective
of controllability.
3.3. Synthesis for observability. Unlike controllability, we next give an example to show that state feedback
can enforce observability of an LCN.
Example 3.5. Consider BCN (14) with the output function
y(t) = δ2[1, 1, 1, 2]x(t). (19)
Its observability graph is shown in Fig. 2. This graph shows that the BCN is not observable by Proposition
2.7.
Putting state-feedback controller (15) into (14), and consider the state-feedback BCN (16) with output function
(19). Its observability graph is shown in Fig. 3. This graph shows that the BCN is observable also by
Proposition 2.7.
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12 13
23 ⋄
1
2
1, 2
Figure 2. Observability graph of BCN (14) with output function (19), where number ij in
a circle denotes state pair {δi4, δ
j
4}, weight i denotes input δ
i
2.
12 13
23 ⋄
1, 2
1, 2
Figure 3. Observability graph of BCN (16) with output function (19).
Remark 3.2. Different from controllability, it is known that observability of linear control systems can be
affected by state feedback. Consider system x˙1(t) = x2(t) + u(t), x˙2(t) = x2(t), y(t) = x1(t). This system
is observable, because its observability matrix I2 has rank 2. However, if we put state-feedback controller
u(t) = v(t) − x2(t) into the system, we obtain an unobservable system, where its observability matrix [ 1 00 0 ]
has rank 1. By these two systems, one sees that state feedback can make an observable linear control system
unobservable, and also can make an unobservable system observable.
Next we show that a state-feedback controller can make an observable LCN unobservable.
Example 3.6. Consider the LCN
x(t+ 1) = δ3[1, 3, 3, 2, 1, 1]x(t)u(t),
y(t) = δ2[1, 1, 2]x(t),
(20)
where t ∈ N, x(t) ∈ ∆3, u(t), y(t) ∈ ∆.
The observability graph of (20) consists of vertex {δ13 , δ
2
3} and the diagonal subgraph. Then by Proposition
2.7, the BCN is observable.
Putting state-feedback controller
u(t) = δ2[1, 2, 1]x(t)
into (20), by Proposition 3.1, we obtain a state-feedback LCN
x(t + 1) = δ3[1, 2, 1]x(t),
y(t) = δ2[1, 1, 2]x(t).
(21)
There is a self-loop on vertex {δ13 , δ
2
3} in the observability graph of (21), then by Proposition 2.7, (21) is not
observable.
Next we show that there exists an unobservable LCN such that no state-feedback controller can make it
observable.
Example 3.7. Consider the BCN
x(t + 1) = Lx(t)u(t), (22)
where L = δ4[1, 1, 1, 1, 1, 1, 2, 3], t ∈ N, x(t) ∈ ∆4, u(t) ∈ ∆.
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By Proposition 2.7, the BCN with output function (19) is not observable, since there exists a path {δ14 , δ
2
4}
δ1
2−→
{δ14 , δ
1
4}
δ1
2−→ {δ14 , δ
1
4} in its observability graph.
Putting an arbitrary state-feedback controller u(t) = Gx(t)v(t), where G ∈ L2×4P , v(t) ∈ ∆P , P is an arbitrary
positive integer, into (22), by Proposition 3.1, we obtain state-feedback LCN
x(t+ 1) =
[
δ14 ⊗ 1
T
P , δ
1
4 ⊗ 1
T
P , δ
1
4 ⊗ 1
T
P , L4G4
]
x(t)u(t), (23)
where L4G4 = δ4[i1, . . . , iP ], i1, . . . , iP ∈ [2, 3].
The observability graph of (23) with output function (19) contains a path {δ14 , δ
2
4}
δ1P−−→ {δ14 , δ
1
4}
δ1P−−→ {δ14 , δ
1
4},
then the LCN is not observable by Proposition 2.7.
Based on the above discussion, we know that state feedback sometimes can enforce observability of an LCN,
sometimes cannot. Next we study when state feedback can enforce observability.
The following main result shows that in order to test whether an unobservable LCN can be synthesized to be
observable by state feedback, it is enough to check whether the LCN can be synthesized to be observable by
closed-loop state feedback.
Theorem 3.8. Consider an unobservable LCN (3). If it can be synthesized to be observable by a state-feedback
controller (8), then it can also be synthesized to be observable by a state-feedback controller (8) with P = 1
(i.e., a closed-loop one).
Proof Assume an unobservable LCN (3) and a state-feedback controller (8) that synthesizes (3) to be
observable. Then by Proposition 2.7, in the observability graph G of the corresponding state-feedback LCN Σ
obtained by (3) and (8),
there exists no cycle in its non-diagonal subgraph,
and there exists no edge from any non-diagonal vertex to any diagonal vertex.
(24)
Now consider the structure matrix G = [G1, . . . , GN ] of (8), we choose a new closed-loop state-feedback
controller
u˜(t) = [Coli(G1), . . . ,Coli(GN )] x˜(t), (25)
where i ∈ [1, P ] is arbitrarily given, and consider the observability graph G′ of the state-feedback LCN Σ′
obtained by (3) and (25).
It can be seen that the vertex sets of G and G′ coincide, since Σ and Σ′ have the same output function. One
also sees that for every two vertices v and v′ in the vertex set, if there exists an edge from v to v′ in G′, then
there exists also an edge from v to v′ in G, i.e., the edge set of G′ is a subset of that of G. Hence G′ also
satisfies (24), and Σ′ is also observable by Proposition 2.7. 
Directly from Theorem 3.8, we obtain an equivalent condition (Theorem 3.9) for whether an unobservable
LCN can be synthesized to be observable by state feedback. Actually, one can use Theorem 3.9 to verify
whether an unobservable LCN can be synthesized to be observable by state feedback, since there are totally
finitely many closed-loop state-feedback controllers. As there are infinitely many state-feedback controllers,
generally one cannot directly check whether an unobservable LCN can be synthesized to be observable by
state feedback.
Theorem 3.9. Consider an unobservable LCN (3). It can be synthesized to be observable by state feedback if
and only if it can also be synthesized to be observable by closed-loop state feedback.
Remark 3.3. In order to verify whether an unobservable LCN (3) can be synthesized to be observable by state
feedback, we should put several closed-loop state-feedback controllers into the LCN, and then check whether
there exists an observable state-feedback LCN. Now we analyze how many closed-loop state-feedback controllers
should be put into the LCN in order to do the verification.
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Consider LCN (3), it is sufficient to put
∏N
i=1 |Col(Li)| closed-loop state-feedback controllers into the LCN to
do the above check. It it because, in order not to do repetitive check, for every different two of the chosen closed-
loop state-feedback controllers, where their structure matrices are G1 = [g
1
1 , . . . , g
1
N ] and G2 = [g
2
1, . . . , g
2
N ],
respectively, they must satisfy that [
L1g
1
1 , . . . , LNg
1
N
]
6=
[
L1g
2
1 , . . . , LNg
2
N
]
. (26)
On the other hand, in order not to lose any necessary check, it is sufficient to choose
∏N
i=1 |Col(Li)| closed-loop
state-feedback controllers every different two of which satisfy (26) to do the above check.
Next we give some special conditions for whether an unobservable LCN can be synthesized to be observable
by state feedback, which can be checked under much less computational cost than the equivalent condition in
Theorem 3.9. In addition, using these conditions we can furthermore reduce the number (shown in Remark
3.3) of closed-loop state-feedback controllers that are needed to put into an LCN to do the above check.
Theorem 3.10. Consider an unobservable LCN (3).
(1) If L satisfies that Lj = Lk = δ
l
N ⊗ 1
T
M for some different j, k ∈ [1, N ] and some l ∈ [1, N ], where
Hδ
j
N = Hδ
k
N , then the LCN cannot be synthesized to be observable by any state-feedback controller.
(2) If there exist different j, k ∈ [1, N ] such that Lj = δ
j
N ⊗ 1
T
M and Lk = δ
k
N ⊗ 1
T
M , or Lj = δ
k
N ⊗ 1
T
M
and Lk = δ
j
N ⊗ 1
T
M , where Hδ
j
N = Hδ
k
N , then the LCN cannot be synthesized to be observable by any
state-feedback controller.
Proof (1): By assumption, in the observability graph of the state-feedback LCN obtained by the consid-
ered LCN and an arbitrary state-feedback controller, there exists an edge {δjN , δ
k
N}
δ1M−−→ {δlN , δ
l
N}, then by
Proposition 2.7, no obtained state-feedback LCN is observable.
(2): Also by assumption, in the observability graph of the state-feedback LCN obtained by the LCN and an
arbitrary state-feedback controller, there exists an edge {δjN , δ
k
N}
δ1M−−→ {δjN , δ
k
N}, then also by Proposition 2.7,
no obtained state-feedback LCN is observable. 
By Theorem 3.10 and the previously obtained results, we show how to furthermore reduce the number (shown
in Remark 3.3) of closed-loop state-feedback controllers that are needed to put into an LCN to check whether
the LCN can be synthesized to be observable by state feedback. Consider an unobservable LCN (3) and a
closed-loop state-feedback controller
u˜(t) = Gx˜(t) = [g1, . . . , gN ]x˜(t), (27)
where gi ∈ LM×1, i ∈ [1, N ]. Putting (27) into the unobservable LCN (3), we obtain a state-feedback LCN
x˜(t+ 1) = [L1g1, . . . , LNgN ]x˜(t),
y˜(t) = Hx˜(t)
(28)
by Proposition 3.1.
Denote
Col(H) =
{
δk1Q , . . . , δ
kℓ
Q
}
, (29)
where δk1Q , . . . , δ
kℓ
Q are pairwise different. For each i ∈ [1, l], we denote
Ski :=
{
δ
j
N
∣∣∣ j ∈ [1, N ], HδjN = δkiQ } ,
ci := |Ski | ,
Ski =:
{
δi1N , . . . , δ
ici
N
}
.
(30)
Hence the collection of state sets Sk1 , . . . , Skl partitions ∆N .
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In order to make (28) observable, we must assume that for each i ∈ [1, ℓ], for all different j, k ∈ [1, N ]
satisfying δjN , δ
k
N ∈ Ski , Ljgj 6= Lkgk. Otherwise, in the observability graph of (28), there exists an edge
{δjN , δ
k
N} → {Ljgj, Lkgk}, where {δ
j
N , δ
k
N} is a non-diagonal vertex, and {Ljgj, Lkgk} is a diagonal vertex,
which shows that (28) is not observable by Proposition 2.7.
Hence in order to make (28) observable, we must furthermore assume that for each i ∈ [1, ℓ], the set {Ljgj |j ∈
[1, N ], δjN ∈ Ski} has cardinality ci = |Ski |.
The above analysis yields the following result that is stronger than (1) of Theorem 3.10.
Theorem 3.11. Given an unobservable LCN (3), if there exists i ∈ [1, ℓ] (see (29)), where Ski = {δ
i1
N , . . . , δ
ici
N }
(see (30)), satisfying for all j1, . . . , jci ∈ [1,M ], |{Colj1(Li1), . . . ,Coljci (Lici )}| < ci, then (3) cannot be
synthesized to be observable by any state-feedback controller.
Proof Consider an arbitrary given closed-loop state-feedback controller (27) and the corresponding state-
feedback LCN (28) obtained by a given unobservable LCN (3) and the given (27). By assumption, there exist
i ∈ [1, ℓ] and different α, β ∈ [1, N ] satisfying δαN , δ
β
N ∈ Ski and Lαgα = Lβgβ . Hence in the observability
graph of (28), there exists an edge {δαN , δ
β
N} → {Lαgα, Lβgβ}, where {δ
α
N , δ
β
N} is a non-diagonal vertex, and
{Lαgα, Lβgβ} is a diagonal vertex. By Proposition 2.7, (28) is not observable. 
Remark 3.4. We say that Theorem 3.11 is stronger than (1) of Theorem 3.10, because the condition in
Theorem 3.10 is stronger than that of Theorem 3.11, but they have the same conclusion (the corresponding
state-feedback LCNs are not observable).
Based on these analysis, the following result holds.
Theorem 3.12. Consider an unobservable LCN (3). In order to verify whether (3) can be synthesized to be
observable by state feedback, it is sufficient to put
ℓ∏
i=1
Numi (31)
closed-loop state-feedback controllers in the form of (27) into (3) to check whether there exists an observable
state-feedback LCN, where
Numi =
∣∣{(αi1 , . . . , αici )∣∣αik ∈ Col(Lik), k ∈ [1, ci], αi1 , . . . , αici are pairwise different}∣∣ , (32)
ℓ is shown in (29), ci and i1, . . . , ici are shown in (30). And in addition, for every different two of the above
(31) chosen closed-loop state-feedback controllers, where their structure matrices are G1 = [g
1
1 , . . . , g
1
N ] and
G2 = [g
2
1 , . . . , g
2
N ], respectively, they must satisfy that there exists j ∈ [1, ℓ] such that[
Lj1g
1
j1
, . . . , Ljcj g
1
jcj
]
6=
[
Lj1g
2
j1
, . . . , Ljcj g
2
jcj
]
. (33)
In addition, if (31) equals 0, then the unobservable LCN (3) cannot be synthesized to be observable by state
feedback.
Proof First, observe that if (31) equals 0, then the condition in Theorem 3.11 is satisfied, and then the
unobservable LCN (3) cannot be synthesized to be observable by state feedback.
Actually, if the condition in Theorem 3.11 is not satisfied, then for all i ∈ [1, ℓ], there exist j1, . . . , jci ∈ [1,M ]
such that ∣∣{Colj1(Li1), . . . ,Coljci (Lici )}∣∣ = ci,
which implies that∣∣{(αi1 , . . . , αici )∣∣αik ∈ Col(Lik), k ∈ [1, ci], αi1 , . . . , αici are pairwise different}∣∣ > 0, (34)
and hence (31) does not equal 0.
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Figure 4. Observability graph of the LCN (37), where ⋄ denotes the diagonal subgraph.
Second, if (31) is greater than 0, we should find several closed-loop state-feedback controllers, and put them
into (3) to check
whether there exists an observable state-feedback LCN. In order not to do repetitive check, for every different
two of the chosen closed-loop state-feedback controllers, where their structure matrices are G1 = [g
1
1 , . . . , g
1
N ]
and G2 = [g
2
1 , . . . , g
2
N ], respectively, they must satisfy that there exists i ∈ [1, ℓ] such that (33) holds. On the
other hand, in order not to lose any necessary check, it is sufficient to choose (31) closed-loop state-feedback
controllers every different two of which satisfy (33) to do the above check. 
Remark 3.5. It is evident to see that (31) is no greater than the number
∏N
i=1 |Col(Li)| shown in Remark
3.3, hence Theorem 3.12 enforces the result shown in Remark 3.3.
Note that the above number (31) is obtained by avoiding the existence of an edge from a non-diagonal vertex
to a diagonal vertex in the observability graph of an obtained state-feedback LCN. In addition to avoiding this,
we must also avoid the existence of cycles in the non-diagonal subgraphs of the observability graphs, so the
minimal number of closed-loop state-feedback controllers that are needed to do the above check is no greater
than (31).
3.4. Illustrative examples.
Example 3.13. Consider the following LCN
x(t+ 1) = δ8[1, 1, 2, 3, 2, 3, 1, 4, 3, 5, 7, 6, 6, 7, 8, 1, 2, 3,
7, 6, 1, 2, 3, 4, 3, 4, 7, 8, 5, 6, 7, 4]x(t)u(t),
y(t) = δ4[1, 1, 1, 1, 1, 2, 2, 2]x(t),
(35)
where t ∈ N, x(t) ∈ ∆8, u(t), y(t) ∈ ∆4. In the observability graph of (35), there exists a path{
δ28 , δ
5
8
} δ2
4−→
{
δ38 , δ
3
8
} δ1
4−→
{
δ38 , δ
3
8
}
,
hence (35) is not observable by Proposition 2.7.
Next we try to find a closed-loop state-feedback controller
u(t) = δ4[i1, . . . , i8]x(t) (36)
to make (35) observable (if exists), where i1, . . . , i8 ∈ [1, 4].
We might as well choose i1 = · · · = i8 = 1 first. Putting this controller into (35), we obtain the state-feedback
LCN
x(t+ 1) = δ8[1, 2, 3, 6, 2, 1, 3, 5]x(t),
y(t) = δ4[1, 1, 1, 1, 1, 2, 2, 2]x(t).
(37)
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The observability graph of (37) (shown in Fig. 4) implies that the LCN is not observable by Proposition 2.7.
Second, we try to alternate i1, . . . , i8 to make (35) observable. The basic idea guiding us to choose new i1, . . . , i8
is to remove all self-loops and all edges from a non-diagonal vertex to a diagonal vertex in Fig. 4. Since there
exists a self-loop on vertex {δ18, δ
2
8} originally, we keep i1 = 1 invariant, and change i2 from 1 to 2, then the
self-loop on {δ18 , δ
2
8} is changed to an edge {δ
1
8 , δ
2
8} → {δ
1
8 , δ
3
8}. Since there also exists a self-loop on vertex
{δ18 , δ
3
8} originally, we change i3 to 2, then the self-loop on {δ
1
8 , δ
3
8} is changed to an edge {δ
1
8 , δ
3
8} → {δ
1
8 , δ
5
8}.
Now consider vertex {δ18 , δ
5
8}. Since originally {δ
1
8 , δ
5
8} goes to the self-loop on {δ
1
8 , δ
2
8}, we change i5 from 1
to 3, then there exists no edge from vertex {δ18 , δ
5
8} to any vertex. After doing these alternations, there exists
no edge from vertex {δ28 , δ
5
8} to any vertex (originally {δ
2
8 , δ
5
8} goes to the diagonal subgraph), vertex {δ
2
8, δ
3
8}
goes to vertex {δ38 , δ
5
8} and there exists no edge from {δ
3
8 , δ
5
8} to any vertex (originally there is a self-loop on
vertex {δ28 , δ
3
8}).
Now we put the new closed-loop state-feedback controller
u(t) = δ4[1, 2, 2, 1, 3, 1, 1, 1]x(t) (38)
into (35), and obtain a new state-feedback LCN
x(t+ 1) = δ8[1, 3, 5, 6, 7, 1, 3, 5]x(t),
y(t) = δ4[1, 1, 1, 1, 1, 2, 2, 2]x(t).
(39)
Luckily, the observability graph of (39) (shown in Fig. 5) implies that (39) is observable by Proposition 2.7.
Hence LCN (35) can be synthesized to be observable by the closed-loop state-feedback controller (38).
Finally, let us compute the upper bounds for the numbers of closed-loop state-feedback controllers that are
needed to check in order to verify whether LCN (35) can be synthesized to be observable by state feedback
obtained in Remark 3.3 and Theorem 3.12.
For (35), we have
Col(H) =
{
δ14 , δ
2
4
}
,
where we denote i1 = 1 and i2 = 2. Then
Sk1 =
{
δ18 , δ
2
8 , δ
3
8 , δ
4
8 , δ
5
8
}
, c1 = |Sk1 | = 5,
Sk2 =
{
δ68 , δ
7
8 , δ
8
8
}
, c2 = |Sk2 | = 3,
Col(L1) =
{
δ18 , δ
2
8 , δ
3
8
}
, Col(L2) =
{
δ18 , δ
2
8 , δ
3
8 , δ
4
8
}
,
Col(L3) =
{
δ38 , δ
5
8 , δ
6
8 , δ
7
8
}
, Col(L4) =
{
δ18 , δ
6
8 , δ
7
8 , δ
8
8
}
,
Col(L5) =
{
δ28 , δ
3
8 , δ
6
8 , δ
7
8
}
, Col(L6) =
{
δ18 , δ
2
8 , δ
3
8 , δ
4
8
}
,
Col(L7) =
{
δ38 , δ
4
8 , δ
7
8 , δ
8
8
}
, Col(L8) =
{
δ48 , δ
5
8 , δ
6
8 , δ
7
8
}
.
As shown in Remark 3.3, the upper bound is
8∏
i=1
|Col(Li)| = 3 ∗ 4
7 = 49152.
As shown in Theorem 3.12, the corresponding upper bound (31) equals
Num1 ∗Num2 = 153 ∗ 46 = 7038,
where Numi’s are defined by (32).
In the above example, we are lucky that the second chosen closed-loop state-feedback controller (38) makes
LCN (35) observable. If we alternate i1, . . . , i8 in another way, the second chosen controller may not make (35)
observable. However, due to the existence of (38), we know that finally we will find a closed-loop state-feedback
controller (which may be different from (38)) that makes (35) observable.
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Figure 5. Observability graph of the LCN (39).
4. Conclusion
In this paper, we showed that state feedback cannot enforce controllability of a logical control network (LCN),
but sometimes can enforce observability of an LCN, by using the semitensor product. We also characterized
how to verify whether observability of an LCN can be enforced by state feedback. In addition, we gave an
upper bound for the number of closed-loop state-feedback controllers that are needed to verify whether an
unobservable LCN can be synthesized to be observable by state feedback.
In order to make the obtained results be applied to the simulation-based method for synthesizing hybrid
systems over their finite abstractions introduced in the Introduction, the further work is to generalize the
obtained results to nondeterministic finite-transition systems, since usually nondeterministic finite-transition
systems better simulate hybrid systems. Another future topic is to find fast algorithms to verify whether
observability of an unobservable LCN can be enforced by state feedback, and meanwhile find a state-feedback
controller making the unobservable LCN observable if the answer is YES.
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Appendices
A. Concepts and properties related to the STP of matrices
Definition A.1. The swap matrix, W[m,n], is an mn×mn matrix defined by
W[m,n] :=
[
In ⊗ δ
1
m, In ⊗ δ
2
m, . . . , In ⊗ δ
m
m
]
.
Proposition A.2 ([CQL11]). Let W[m,n] be a swap matrix, P ∈ R
m, and Q ∈ Rn. Then
WT[m,n] =W
−1
[m,n] =W[n,m], (40)
W[m,n]PQ = QP, (41)
PTQTW[m,n] = Q
TPT . (42)
Definition A.3. The matrix Mkr = δ
1
k⊕· · ·⊕ δ
k
k is called the power-reducing matrix. Particularly, we denote
M2r :=Mr.
By definition, the following proposition holds.
Proposition A.4 ([CQL11]). For power-reducing matrix Mkr , we have
P 2 =MkrP
for each P ∈ ∆k.
Proposition A.5 ([CQL11]). Let A ∈ Rm×n and z ∈ Rt. Then
A⋉ zT = zT ⋉ (It ⊗A),
z ⋉A = (It ⊗A)⋉ z.
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