is a blind signal separation method which has a good effect for the treatment of non-linear signal. For introducing kernel techniques, the choices of kernel function and its kernel parameter have a great influence on the analytic results. A kernel function and its parameters optimization method is proposed on the basis of the similarity of source fault signals and kernel independent component. The similarity parameter is proposed to verify the merits or defects of KICA by using different kernel function and parameters. The simulation studies are processed, and the simulation conclusion is verified by the actual diagnostic case. These provide guidance for the application of the KICA method in the mechanical fault diagnosis.
INTRODUCTION
Rotating machinery industrial sector is the most widely used class of machinery and equipment and plays an indispensable role in the field of electric power, natural resources, transportation, petrochemical, national defense and other fields. The bearing is crucial parts of the mechanical system, and its performance directly affects the health of the entire mechanical system [1, 2] . However, due to the presence of the Rolling processing complex, poor working conditions and other factors , led to rolling bearings have a high failure rate. So bearing fault diagnosis is an important research topic [3] .
Vibration analysis is the most commonly diagnostic method of the mechanical fault diagnosis, and the machinery vibration characteristics reflect the operating state of the machine. In the actual signal testing, the obtained vibration signals are a mixture of multiple source signals. And affected by the inside of the bearing structure of the complex, the transmission process and other reasons , the vibration signal exist within a more complex information mixing process [4] [5] [6] [7] . Therefore mixed signals often exhibit non-stationary and nonlinear properties, and which seriously affects the accuracy and reliability of fault diagnosis [8] .
In order to obtain the desired source signals, one powerful technique is the Independent component analysis (ICA), which is developed in recent years and successfully applied to voice recognition, image processing, fault diagnosis and other fields. ICA as a blind source signal analysis which is based on high-level statistical characteristics of signal. ICA defines a generative model for the observed multivariate data, which are typically in the form of a large database of samples. In this model, the data variables are assumed to be linear mixtures of some unknown latent variables, where the mixing matrix of coefficients is also unknown. The latent variables, which are called the independent components (ICs) of the observed data, are assumed to be non-Gaussian and mutually independent. ICA seeks to extract these independent components as well as the mixing matrix of coefficients. It can separates the independent source signals from a linear mixture signals of a plurality of source signal, but it also exists the limitations for dealing with nonlinear signal [9] [10] [11] .
This article uses the kernel independent component analysis (KICA) which is a new ICA method accompanied by the development of the kernel method and the product of the combination of independent component analysis and kernel methods. The idea of KICA is that the non-linear variable of the original space are linearization by mapping it to a feature space through the kernel function. Then the information which is obtained by measuring the signal vector independence is approached and optimized by use of the contrast function which is reproduced in reproducing kernel Hilbert space (RKHS). The optimal solution mixing matrix is achieved by the use of low-order approximation of the Gram matrix and the incomplete Cholesky decomposition method searching the minimum of contrast function in RKHS, resulting in the equivalence between linear blind source separation and nonlinear blind source separation in the feature space. The core part of this method is the introduction of the kernel spaces that the data implicitly. Mapped to a high-dimensional feature space which can be found the linear relationship and then linear analysis in it [12] [13] [14] . This is not only to achieve the efficient solution of nonlinear problems, while avoiding the complex non-linear mapping to strike. This method can effectively capture the nonlinear characteristics of the signal and show a unique advantage in the treatment of high order correlation data. Compared with ICA it has better flexibility and robustness.
Despite the introduction of nuclear methods makes KICA have a good effect in the treatment of many nonlinear problems of fault diagnosis, but it also brings a kernel function and kernel parameter selection problem. Kernel function and kernel parameter selection has a significant impact on the analysis results, and there is lack of an effective means guide the choice of parameter and kernel function [15] [16] [17] [18] . So the kernel function and kernel parameter is determined in the practical application only by the experience of the user. Thus obtained kernel function and kernel parameter is difficult to ensure optimal results .This restricts the KICA method application of mechanical fault diagnosis and leads the KICA method research lags behind other kernel methods. This paper defines the new similarity parameter according to the characteristics of independent analysis and the simulation signal analysis using the rolling bearing fault simulation signal which is constructed in document 5. Then the similarity parameter is proposed to verify the merits or defects of KICA by using different kernel function and parameters. By comparing the similarity of the original signal and the separated signals to obtain the best kernel function and parameter range in mechanical fault diagnosis. And the simulation conclusion verified through the actual fault diagnosis. These conclusions will help solve the kernel function and kernel parameter selection problem of KICA in mechanical fault diagnosis.
II. KERNEL FUNCTION AND KERNEL PARAMETER SIMULATION BASE ON KICA

A. The KICA Theory
The model is as follows [19] [20] : The KICA mathematical description is (1).
The X(t)=[x 1 (t),x 2 (t),…,x m (t)] is the observed signals of the m-dimensional;The A is the unknown hybrid matrix of m×n and the S(t)=[s 1 (t),s 2 (t),…,s m (t)] is the unknown source signals of the m-dimensional that the respective components of S(t) are mutually independent, and only have a component is Gaussian distribution.
KICA method is that in the case the mixing the matrix and the source signals are unknown, only determined according to the observed data vector solutions mixed matrix W, and use (2) to get an estimate of the source signal vector S(t).
The general steps of KICA [21] [22] :
(1) Input the observation data x 1 ,x 2 ,…,x m , and determine kernel function k(x, y). Realization of nonlinear transformation between input characteristics of space and space by using of kernel function as formula (3) as shown.
The k(x, xi) is kernel function and <Ф(x)·Ф(x i )> is vector inner product. 
(6) Iterative error calculated as shown in formula (6);
Define the iteration step μ;Iterative, update and separate the matrix W=W-μΔC; (7) If the algorithm of convergence, the output W and the kernel independent components y = W * x; otherwise return to step (3) iterating a new round.
B. The Kernel Functions
The core part of KICA is the intriduction of kernel function that the data implicitly mapped to a highdimensional feature space which can be found the linear relationship. And the choice of the kernel function and kernel parameter determines the analysis result in most of the time [23] [24] . At present, the commonly used kernel functions are :
(1) Gaussian kernel function
The d is width of kernel function.
The p is the order of the polynomial kernel function and a and b is constant.
(3) Hermitian kernel function
. And the σ is kernel parameter. Although has constructed many type of kernel function, the different kernel functions constructed decided difference for signal analysis. And the analysis result is different on the different parameters of the same kernel function. Kernel function and kernel parameter study of the impact in the fault diagnosis signal is conducive to resolving the kernel function and parameter selection problem and improve signal analysis result.
C. Signal Similarity Calculation base on KICA.
Despite the introduction of kernel methods makes KICA have a good effect in the treatment of many nonlinear problems, but the choice of kernel function and kernel parameter determines analysis results and there is less research for the KICA kernel function and their parameter. Therefore, this article use the similarity of the original signal and the separated signals to evaluate the results of KICA analysis and achieve the comparative study of kernel function and parameters of KICA. Similarity reflect the degree of approximation between the two vectors and the greater the similarity the better results. However, the degree of similarity of two vectors x={a 1 ,a 2 ,…,a n } and s={b 1 ,b 2 ,…,b n } is equal to their angle between and the expression is as follows.
, ' ( , ) , ' , '
The ,' xs represent the inner product of two mdimensional vectors. The x´ and s´ is the transpose of 1×n vectors x and s and the S(x, s) represents the cosine of the angle between two vectors. More similar between the two vectors the vector angle is smaller and the greater of S(x, s). But the KICA is a blind signal separation method and the decomposition effect of the existence of the two uncertainties. It must to make changes the calculation of Similarity base on the characteristics of KICA. First, kernel independent component between the source signal may exist with the angle of 180°, the similarity of the signal to take the absolute value of the cosine of the angle; Second, there is no correspondence between the source signal and kernel independent component, so we have to select the largest similarity between the desired source signal and kernel independent component as standard to evaluate result of the analysis. D. Similarity Experiment Document 5 has pointed out that the bearing fault signal is considered to a vibration signal x(t) under the unit impulse signal h(t). As shown in formula 11.
The d k is the impact strength factor fault pulse; The x r (t) is the vibration response signal under the failure impact; The n(t) is the vibration response signal caused by the other reason rather than failure impact, such as noise; The T is vibration cycle. Similarity experiments by using dummy signals s 1 . The working frequency is 30Hz; the sampling frequency is 12 KHz, and takes 512 of sampling points to study. Because of the real fault signal often contains Gauss noise, so adding Gauss noise signal s 2 ; In addition, rotor misalignment is always difficult to eliminate, the signal is easily mixed with the rotor misalignment fault signal. The frequency of the rotor misalignment fault lead to two times the frequency, therefore, we introduce the frequency of 60Hz sinusoidal signal s 3 . Use a random matrix A 3×3 to mix three signals and drawn observing the simulation signal x=[x 1 , x 2 , x 3 ]. The time domains as shown in Fig. 2 . The source signal and the mixed-signal
In order to reflect the effectiveness of simulation of signal of fault on roller bearing on the different kernel function parameter changes, using grid search method for simulation analysis of kernel parameters under different kernel functions and the step is 0.1. The Gaussian kernel parameter d is set to [0, 25] and the simulation analysis of the Gaussian kernel results as shown in Fig. 3 .
According to Fig. 3 , select d=0.1, d=15 and d=22 represent the Gaussian kernel parameter values [0, 10], [10, 20] and [20, 30] and KICA analysis results as shown in Fig. 4 . Gaussian kernel parameter d=22 As can be seen from Fig. 3 and 4 , the signal similarity close to 1 when Gaussian kernel parameter d takes [0,10]and [20, 30] . And this shows that it has a good analysis result in this range. On the other hand, the fluctuations of the Signal similarity shows KICA analysis results are not stable in [10, 20] .
Although polynomial kernel function has three kernel parameters a, b and p, only parameter p has a larger impact on the signal processing result, so the parameter a and b is set to 1 and the p range form Polynomial kernel parameter p=25.1 Figure 6 . KICA analysis results by different Polynomial kernel parameter
As can be seen from the formula 11 that the Hermitian kernel function is the Gaussian kernel and polynomial kernel function improved, so its effectiveness and stability is between Gaussian and polynomial. The hermitian function has two parameters σ and n, the n less impact on the results, though. So the parameter n is set to 3 and the σ range form [0, 15] . The simulation results as shown in Fig. 7 . The Figure shows that the Hermitian kernel function has good efficacy and stability for fault signal than Gaussian kernel function and Polynomial kernel function.
III. EXPERIMENTAL RESULTS
We use the actual fault signal of rolling bearing analysis in order to verify the simulation results. The data is collected in the test system which is composed by the machinery fault simulator experiment table of American SpectraQuest Company, the DEWE-16 channel highprecision test system of Austria Dewetron Company, the Americal PCB608A11 acceleration sensor and Laptop. Laboratory equipments show in Fig. 9 . Figure 9 .
Mechanical failure simulation test bed and test system Trouble diagnosis analysis is carried out on rolling by KICA and support vector machine (SVM). The working frequency is 30Hz and the sampling frequency is 12 KHz. The diagnostic process is shown in Fig. 10 . The roller bearing fault signal contain the normal signal x 1 , the inner ring failure signal x 2 , the outer ring failure signal x 3 and ball failure signal x 4 . A sample of each fault signal selected 4 channel vibratory signals which contain 1024 sample points. Centering and whitening the fault signals, let the fault signals become zero mean and unit variance vector. The four-channel fault signals analysis by the KICA of different kernel function and kernel parameters. And then extract the mean of the four kernel independent component as a feature vector. Document 2 has been proven that the mean, the variance, and the Standard deviation of the vibration signal are effective fault diagnosis characteristic value. For each type of fault signal extracting 100 groups of samples, and thus constitutes a group of samples of 100×4. Take the first 50 groups of feature samples as the training sample, the other 50 groups for as the testing sample and use the SVM for classification diagnostic analysis. The better KICA results of vibratory signal, the higher diagnosis ratio of rolling bearing. So the fault diagnosis rate can reflect the influence of different kernel function and parameters of bearing fault diagnosis.
According to the result of simulation analysis when the kernel function is Gauss kernel function, the kernel parameter p is divided into [0, 10], [10, 20] and [20, 30] , and take 4 points for analysis of each interval. Diagnostic results as shown in table I. According to the tableI, the average diagnostic accuracy rate of p in [0, 10] and [20, 30] is higher than p in [10, 20] and this is match with the simulation results. So the parameter p should selects form the intervals [0, 10] and [20, 30] when the kernel function is Gaussian kernel function.
According to the result of simulation analysis when the kernel function is Ploy kernel function, the kernel parameter d is divided into [0, 10], [10, 20] and [20, 30] According to the TableIII, the Hermitian kernel function has good efficacy and stability for fault signal. Therefore, the Hermitian kernel parameter σ is general range form [1, 15] in fault diagnosis.
As can be seen from this research, the selection of kernel function and kernel parameters have a significant impact on analysis of fault diagnosis signal. For the three common kernel functions, the Hermitian function has the best stability and effectiveness and more suitable for mechanical failure signal than the Gaussian and Polynomial.
IV. CONCLUSIONS
This paper aims to research of kernel function and kernel parameters influence on KICA feature extraction in mechanical fault diagnosis and provide guidance for the application of the KICA method in the mechanical fault diagnosis. Concluded through the KICA analysis the simulation fault signal of different kernel functions and kernel parameters and the simulation conclusions were verified by the actual diagnosis. This research confined to the three common KICA kernel functions and its main parameters on the impact of rolling bearing. And the other KICA kernel functions and kernel parameters can be analysis in the same way. This research is conducive to the development of KICA for fault diagnosis.
