Since a human object is an important element of the moving pictures being processed by mobile terminals, establishing a human object extraction method encourages dissemination of new applications. In accordance with the requirement of mobile applications, this paper proposes a low-cost human object extraction method, which consists of a face object and a hair object extraction based on their color information and a simple body extraction utilizing the position information of the face object. In the proposed method, skin color and hair color are estimated through color space segmentation, and a human object is effectively extracted by using a radial active contour model. Simulation results of the human object extraction with the use of XScale processor claims that QCIF 15 fps video sequences can be processed in real time.
Introduction
With the recent advance of multimedia communication technologies, using of moving picture on mobile terminals is expected to be widespread. The essential purpose of videophones, which are expected to be used increasingly in near future on 3rd generation mobile systems, is to display a human object. Therefore, several applications, which utilize a human object, such as "Chara-den" [1] have already been commercialized. The realization of a high-speed human object extraction method promotes implementation of a novel application using a human object on mobile terminals.
Up to now, a number of researches have been conducted on object extraction method [2] - [9] . However, since typical general-purpose object extraction methods [2] - [5] require large computational cost and huge memory resource, it is difficult to perform real-time object extraction on mobile terminals. On the other hand, research activities specialized to human object extraction can be classified into two categories: methods for detecting the approximate position based on skin color range [6] - [8] and methods for obtaining the detail contour of a human object [9] . The former methods tend to entail low computational cost, however, it is impossible to extract the object precisely and thus their application domain must be very restricted. Although the latter methods have a larger scope of applications, it is † † The author is with Graduate School of Applied Informatics, University of Hyogo, Kobe-shi, 650-0044 Japan.
a) E-mail: fujita@ist.osaka-u.ac.jp DOI: 10.1093/ietfec/e89-a. 4.941 still unsuitable for mobile use due to large computational cost. For example, [9] requires 270 seconds to process single frame, which consists of 128 × 128 pixels, on Hyper-SPARC@200 MHz. Motivated by this tendency, the present paper describes a scheme for attaining a detailed contour of a human object and proposes a high-speed extraction method of the human object being composed of a face object, a hair object, and a body object. Focusing on mobile videophone applications, the proposed method is specialized to the extraction of the upper human body. Face and hair are extracted according to their respective color characteristics, while a simple extraction of the body is conducted based on the results of face extraction.
The main features of proposed method are expression of the skin and hair color range as a set of small color blocks obtained by dividing HSV color space and a radial restricted active contour model.
Conventional Approaches to Human Object Extraction Methods

Skin Color Range Detection
Since human skin color is one of the most characteristic features of a human object, most existing human object extraction methods utilize a skin color range. Selection of color space and expression of skin color range may effect on accuracy of the extraction. In general, the HSV (Hue, Saturation, and Value) color space has the advantages of being robust to changes in illumination [7] , [8] .
For simplicity, examples of skin color range in the 2D color space with HS in the HSV color space are shown in [6] and [10] propose algorithms that derive "static" range of skin color statistically from real sample data, which include the skin colors of various people ( Fig. 1(a) ). Since static skin color range tends to be wide due to a variety of situations, background color is often to be erroneously recognized as skin color during human object extraction. On the other hand, [11] proposes dynamic color range of skin color by detecting higher limit and lower limit on hue-axis, saturation-axis, and value-axis in HSV color space from the pixel value of an input frame ( Fig. 1(b) ). [11] employs a simple condition of skin color range, and therefore it is easy to judge whether a pixel value is included in the skin color range or not. However, the actual skin color range is often complicated, so that there arises a problem in terms of the accuracy by this approximation.
As a countermeasure to this problem, this paper proposes a method of indicating the skin color range with a set of small blocks segmented from the color space ( Fig. 1(c) ). The proposed method enables both accurate approximation of skin color range and low cost judgment on a pixel value whether being included in the skin color range or not, since each block has a simple shape.
Contour-Extraction Method
To extract the detailed contour of a human object effectively, the contour data must have a simple data structure. The active contour model [4] is a well-known contour extraction model based on the energy minimization principle, which expresses the contour as a closed curve comprising multiple control points and line segments to connect them. Despite a general-purpose object extraction method, the active contour model can be specialized for a human object owing to its flexibility in energy setting. A method using the active contour model for extraction of human objects has already been proposed [9] , however, substantial reduction of computational cost is required for real-time processing on mobile systems. A trivial way to reduce computational cost of the active contour model is to decrease the number of control points. However, this causes the degradation of extraction accuracy, and thus this paper proposes a radial active contour model, which features low deterioration in extraction accuracy even with the limited number of control points.
Proposed Human Object Extraction Method
Outline
In own proposed method, high extraction accuracy is achieved with low computational cost by focusing on a human object consisting of a face object, a hair object, and an upper body object, and extracting the face and hair according to their respective characteristics. Figure 2 shows a series of processes of the proposed method for each frame. After the first frame is input, an initial face area is set and the skin and hair color range are estimated from pixel values of the input frame. Then, using the attained color information, the face and hair objects are extracted based on the radial active contour model. Therefore, a simple extraction of body object is conducted so as to obtain an approximate contour of the body object by using the size and the position of the face object.
During extraction process of the face and hair objects, a radial active contour model, which is an improved active contour model, is used. We set the high energy value for pixels, which have values included in the estimated skin and hair color range, and low energy value for other pixels. As a result, object extraction with taking account of the moving picture characteristics such as lighting can be achieved. Furthermore, by restricting the movement of control points in the radial direction, efficient reduction of computational cost has been achieved. Each process is described as follows.
Setup of Initial Face-Area
First, a provisional face area is determined, which is to be used in succeeding processes. A coordinate system is defined as the origin (0,0) at the upper left pixel, the X axis in the rightward, and the Y axis in the downward.
To determine an initial face area in each frame, parameters C(x C , y C ), f top , f width , and f height are used, which indicate the center of the face area, the Y coordinate at the top of the face area, the width of the face area, and height of the face area, respectively.
The parameters for the first frame are set as
where width and height denote the width and the height of the frame, respectively. As for successive frames, C(x C , y C ), f top , f width , and f height are calculated from the face area attained in the previous frame.
Estimation of Skin Color and Hair Color Range
Skin and hair colors vary according to individuals and the shooting environments of the frames. Therefore in our method, the skin color and hair color ranges are determined for each frame by using segmented color space. The skin color and hair color ranges are determined through the processes of 1) setup of color search areas, 2) derivation of candidate blocks for skin color and hair color, and 3) estimation of skin color and hair color ranges. First, the search areas are set for the detection of the skin color and hair color. The search areas are set to the areas, where the face object and the hair object are expected to exist in the frame by using the initial face area. The candidate blocks for skin color and hair color, each of which is a segmented color space, are then selected by referring to pixel values of the skin color and hair color search areas. Finally, to eliminate inappropriate color blocks caused by noise, etc., the final set of color blocks as skin color and hair color ranges are chosen from the candidate blocks based on the statistical history of the candidate blocks in the previous frames. The details are described as follows.
Setup of Search Areas
First, two search areas, which are expected to be subsets of the face and hair, are determined. As the areas are used only for the purpose of color estimation, the shape does not need to match exactly the face or hair shape. To reduce the number of operations, each area is assumed to be a rectangular area. Skin color search area: As depicted in Fig. 3 , the skin color search area is set as a rectangular area in the initial face area by Eqs. (4)- (6) , where S A s denotes skin color search area. In order to avoid the possibility for incursion of background image when determining skin color search area, a small rectangle is used in this process.
Hair color search area: In this process, the hair color search is set along with skin color search area. Although hair styles vary according to individuals, the hair area is present definitely around the face area. In most cases, the hair locates above the face area in frames shot with the target human standing upright toward the camera. Therefore, as a hair color search area, a rectangular area is set from the upper end of the initial face area f top to the top of the head h top , as is illustrated in Fig. 4 . Owing to a huge variety of hair styles, it is not easy to set h top from only initial face area, and thus h top is determined in the following manner.
First, "h top search area," being composed of w × h pixels, is defined to search the location of h top as illustrated in Fig. 4 . The widthw is set at 1/2 of the face area to avoid including any background color pixels in the search area as described in Eqs. (7)- (9), where S A h indicates hair color search area. 
In general, the distance between the top of the head and the upper end of the face can be considered as less than 2× f height . Therefore, in our method h is calculated by Eq. (10) so as to make the h top search area to include the top of the head.
Then, we will seek the location of the h top by scanning horizontal lines in the h top search area. As depicted in Fig. 4 , horizontal line a(y) includes mainly background pixels under the condition of y < h top , and includes mainly hair pixels the other cases. To exploit this characteristic, the use of brightness (V in HSV color space) is the most suitable for detection of the h top as follows.
1. In the h top search area, an average M(y) of the brightness V(x, y) on the horizontal line a(y) is calculated.
2. Then y max is determined, which takes the maximum value of P(y) (Eqs. (12), (13)). When Eq. (14) is satisfied, i.e. the maximum value of P(y) is greter than or equal to a threshold value P th , the top of the head h top is assumed to be equal to y max (h top = y max ). In the case, when P(y max ) < P th , it is judged that no hair object is present, and only the face object is to be extracted. In our scheme, P th is determind to 8 by referring to experimental resuls. Using the pixels in the skin color search area and the hair color search area, the skin color and the hair color ranges are estimated. At first, color space segmentation is attempted so as to divide HSV color space into small blocks. Specifically, the HSV color space is segmented as shown in Fig. 5 in order to express each of the skin color and the hair color ranges as a set of blocks. Generally, input frames are converted from original RGB or YCbCr color space expression. By this conversion a region of dark color (H < 32) and a region of achromatic color (S < 32) become too sensitive to cope with small amount of noises. Therefore, in order to enhance error tolerance for noises, in these regions we employ special segmentation by means of different shapes of blocks as shown in Fig. 5 .
Moreover, it is said that skin color is usually found in the range of Y = [0,255], Cb = [127,170] and Cr = [90,127] in the YCbCr color space, except for special conditions such as an object is exposed to colored light [9] . This color range corresponds to H = [−7,36], S = [11, 196] , and V = [0,255] in the HSV color space. Therefore, the blocks outside this range are not included in the candidates for skin color.
The candidate blocks for skin color and hair color ranges are obtained using the following procedure.
Initialization of tags
For each color block B i , we define a tag B s,i,t , which indicates whether B i is a candidate block for skin color or not, and a tag B h,i,t , indicating whether B i is a candidate block for hair color or not, in a frame t. First, all tags are initialized to "0." 
The skin color range is calculated in the same manner (Eq. (20)).
Extraction of Face/Hair Object Contour
Based on the detected color ranges of the face and the hair, the contour extraction is executed by means of a radial active contour model. A contour extraction with active contour model is carried out through repetition of movement of each control point among a large number of control points based on the energy minimization principle. Generally, the computational cost of the contour extraction by active contour model is proportional to the product of the number of control points and the number of repetitions, thus the reduction of the number of control points and the number of repetitions are the crucial issue to achieve in real-time processing.
However, since in the execution of the active contour model each control point moves pixel by pixel, the reduction in the number of repetitions may restrict the moving distance of control points in a frame, which may lose capability to cope with the major movements of objects. Moreover, if the number of control points is reduced, a "dense/sparse" problem arises: the distance between control points in sparse part is too wide to extract an object accurately in case of low number of control points (Fig. 6) .
Therefore, in our method, a radial active contour model is used to extract the detailed contour. The main features of this method are 1) forcible expansion of the control points on the object, and 2) restriction of radial direction for movement of each control point.
Regarding 1), when a human object moves fast in a frame, a current object protrudes far from the extracted object in previous frame. In conventional active contour models, considerable repetitions are needed to trace the object in this case, which is unsuitable for mobile applications. On the other hand in the proposed method, if skin color or hair color exists in outside neighbor of a control points, the corresponding control point is displaced to the outer side without the calculation of the energy value. Since this forcible expansion keeps the control points to the neighborhood of the human object's contour, even when the human object significantly moves from the previous frame, with low number of repetitions.
Regarding 2), as shown in Fig. 8 , movement of the control points is limited only in the radial direction from a center of all control points. Maintaining this restriction, low number of control points does not cause a "dense/sparse" problem. Moreover, the computational cost is reduced, since the search for the minimum energy value is carried out only on a straight direction. 
Simple Extraction of a Body Object
Since a body object is complex in shape and its color varies according to clothes, etc., it is difficult to extract an object with accurately with few operations. On the other hand, as a human object, the body object is assumed to draw less attention than the face object. Therefore, in this paper, a simple extraction method of a body object, which aims at extracting an approximate contour with a small number of operations, is used as follows; 1. Determination of body object search area Based on parameters C(x c , y c ), f top , f width , and f height , which denote center of the detected face object, top of the face object, width of the face object, height of the face object, respectively, first multiple rectangular areas are determined. The multiple rectangular areas are enclosed by outer rectangle and inner rectangle, where the body object boundary is assumed to exist (Fig. 9(a) ). Shape of the multiple rectangular areas can be determined by the parameters R1 top , R2 top , R1 width , and R2 width , which indicate top of the outer rectangle, top of the inner rectangle, width of the outer rectangle, and width of the inner rectangle, respectively, as shown in Eqs. (21), (22),
where a, b, c, and d are static coefficients and set to 0.6, 1.1, 3.2, and 2.2, respectively, attained by evaluation of a variety of pictures.
Edge detection
As shown in Fig. 9(b) , within the multiple rectangular areas, regions R hr and R hl are supposed to include transversal contour of a body object and regions R vr and R vl are expected to include longitudinal contour of the body object. Then, a set of pixels El is determined in such a way that each member El i takes the maximum value of P(y) for corresponding line in R hl (see Eq. (23)), and that of P(x) for each row of R vl (see Eq. (24)), where V(x, y) denotes the bright-ness value V in HSV color space. A set of pixels Er is also obtained from regions R hr and R vr .
Selection of composition pixels
Obtained El and Er are expected to include a lot of pixels on a body object contour (i.e. "contour pixels") and several other pixels due to noise, etc. (i.e. "error pixels"). To eliminate error pixels, several pixels (i.e. "composition pixels"), which are estimated as contour pixels, are selected according to the utilization of characteristic that contour pixels tend to converge on single spot in contrast with error pixels. Detailed process is described in the following. 
Parameters S R w , S R h are set to f width and f height /3, respectively, in accordance with the evaluation results of sample sequences. 3-2. In a similar way, Cl i+1 is to be iteratively calculated by setting a small region with Cl i attained in previous step, until reaching to a boundary of the frame. Consequently, a left side contour of the body object is defined by connecting all Cl i . (Fig. 9(d) ). 3-3. A composition pixel Cr 0 is defined by using the bottom right end of the face object. The right side contour of the body object can be determined by the same analogy with calculation of the left side contour of the body object.
Performance Evaluation
Parameters
The proposed method is implemented using C++, and a human object is extracted from the picture sequences of "Akiyo," "Carphone," "Claire," and "Miss America" in QCIF size (176 × 144 pixels) with varying each parameter. The parameters that attain the best extraction accuracy are evaluated.
The extraction accuracy is evaluated by using a false recognition index, F * r which is calculated by comparing the extraction result obtained by our implementation with an ideal human object obtained through manual procedure. The suffix * denotes the target object, i.e. indicate false recognition indices of the face object, the face and hair objects, and the face, hair, and body objects, respectively.
First, regarding the frame j, an evaluation target frame by means of the proposed method is defined as I p, j , and an ideal extraction frame is defined as I i, j. . The evaluation target frame is "binarized,"; i.e. setting value "1" to the extracted human object area and the value "0" to the outside area. The ideal extraction frame is also "binarized" in the same manner. Figure 10 exemplifies ideal human area frames. With these examples, F * r is defined by means of the following equations,
In the above equations, N total represents the total number of frames in the video sequences, S * j represents the number of pixels constituting the target object in the frame j, "width" and "height" indicate the width and the height of the frames. The higher the extraction accuracy is, the smaller F * r becomes. Using this F * r , several parameters are determined that are used to estimate the colors of the face and hair objects.
Size of blocks in color space
An experiment on block size during color estimation has been conducted. Table 1 
Extraction Accuracy
To show the effectiveness of color estimation by the proposed method, the extraction accuracy is evaluated among the proposed method, the method using a static skin color range, and the method using the simple skin color range described in Sect. 2.1. Table 2 shows F * r , which is obtained by human object extraction from the picture sequences in QCIF size (176×144 pixels). Extraction of a face and hair contour, and a body object are executed by proposed method. In the case of "Miss America" sequence, F f r of proposed method is inferior to the simple skin color method due to the false detection of a neck as has been previously described, however the proposed method is almost superior to other methods.
To show the effectiveness of radial active contour model, Table 3 summarizes F * r , which are obtained by active contour model with no radial restriction. This result shows the degradation of extraction accuracy with low number of the control point can be prevented by restriction of direc- Table 4 Cycles for active contour models. Table 5 Cycles for each processing. tion. Figure 12 shows examples of extraction results using the proposed method.
Computational Cost
Using an ARM emulator (AXD debugger for ARM Developer Suite v1. 2) [12], computational the number of cycles has been evaluated on an embedded processor adopting the proposed method. Table 4 shows the number of cycles for extraction of detailed contour per one frame by using active contour model with no radial restriction and the proposed method. These results show a reduction of computational cost can be achieved by limiting the direction of control point without degradation of extraction accuracy. Table 5 shows the evaluation results using an XScale processor (maximum operating frequency: 624 MHz). Table 6 shows the program size and required RAM size to perform the proposed method. As a result, the processor can execute QCIF size 15 fps processing at an operating frequency of 127 MHz, which permits real-time processing on mobile systems.
Conclusion
The present paper has proposed a high-speed extraction method for a human object consisting of face, hair and body objects. In the proposed method, the block based segmentation of color ranges enables accurate color estimation of skin color and hair color with low computational cost, and the radial active contour model attains the reduction of the number of control point without serious degradation of extraction accuracy. Simulation result shows proposed method can be executed QCIF 15 fps in real-time on mobile systems. 
