We introduce a class of scalar-on-function regression models with subject-specific functional predictor domains. The fundamental idea is to consider a bivariate functional parameter that depends both on the functional argument and on the width of the functional predictor domain.
Introduction
We study the relationship between a scalar response and a functional predictor, when the functional predictor falls on a fine grid with a different length for each subject. Such data are most commonly encountered when the domain variable is time, and each subject is followed for a different length of time. We refer to this type of data as variable-domain functional data. In particular, we were motivated by covariates collected in an inpatient hospital setting, where measurements are recorded daily (or at another fixed interval) for as long as the subject remains in the hospital. Examples of such measurements include measures of patient status, nutritional intake, and medication dosing. We are interested in understanding how the functional covariate affects an outcome collected at the end of hospitalization, or afterward.
The feature of subject-specific functional domains is not limited to the inpatient hospital setting. In sleep studies, subjects are connected to an electroencephalography (EEG) machine, which records electric activity for as long as the patient is asleep. Each subject sleeps for a different length of time, and one goal may be to relate these electrical signals of varying lengths to a subject-specific outcome or condition. In studies on aging, each subject lives for a different length of time, so the amount of available data varies by subject.
Traditional approaches to analyzing variable-domain functional data fall into two categories.
The first consists of collapsing the trajectory of values into a summary statistic that can be used in a regression model. Common statistics include the mean, median, or maximum value, or the sum of available data. Alternatively, the slope from a linear regression, or other ad hoc statistics may be used (Sakr et al., 2012; Dinglas et al., 2011) . These approaches ignore the functional nature of the data, and are inefficient as they throw away much of the available information.
Additionally, the choice of summary statistic is often arbitrary, and not driven by the data.
The second common approach to modeling variable-domain functional data is to register each function to a common domain, and then apply existing functional regression techniques . In certain contexts this is a perfectly reasonable approach. However, 1 it might be less appropriate for data in which the between-subject variability in the width of the domain is extreme, or when the original time domain is informative. For example, in the ICU data described above, the subject-specific lengths of stay range from a single day to over 100 days.
It does not seem natural to align functions to a common domain when they differ in width by orders of magnitude. Similar problems occur in sleep data, where registering shorter and longer sleep intervals to the same domain would fundamentally affect the observed sleep architecture.
In response to these problems we introduce a class of statistical models that incorporate the functional covariate and account explicitly for varying domains across subjects. We assume that the primary analysis goal is to retrospectively explore the association between a functional covariate with subject-specific domain and a scalar outcome. The novel aspect of our modeling approach is to allow the functional coefficient to vary, smoothly, according to the domain width.
We refer to this type of regression as variable-domain functional regression (VDFR). Our approach is fast, flexible, and easy to interpret.
The remainder of this paper is organized as follows. In the next section, we describe our data in more detail and provide the necessary scientific context. Section 3 introduces the VDFR model, and describes one approach to estimating the associated parameters. In Section 4, we present a number of re-parametrizations of the VDFR to create a useful expanded class of models. Section 5 presents the results of a detailed simulation study, and we apply our model to the ICU data in Section 6. We conclude with a discussion of what we have learned about regression on functions with variable domains.
Motivating Example

Data Description
The primary data for this analysis was taken from the Improving Care of Acute Lung Injury Patients (ICAP) study (Needham et al., 2006) . Acute lung injury (ALI), also known as acute respiratory distress syndrome (ARDS), is a severe lung condition characterized by inflammation of the lung tissue (primary causes: pneumonia or sepsis). Patients with ALI/ARDS require mechanical ventilation in the intensive care unit (ICU), and experience high rates of mortality (Ware and Matthay, 2000) . ICAP is a multi-site, prospective cohort study that enrolled 520 subjects with ALI/ARDS, 283 (54%) of which survived their hospitalization. Data for each patient are collected at baseline (enrollment into the study), daily while in the ICU, at hospital discharge or death, and among survivors, at seven follow-up points over five years.
Organ failure is measured by the Sequential Organ Failure Assessment (SOFA) score. The SOFA score is divided into six physiological components (respiratory, coagulation, liver, cardiovascular, central nervous system, and renal). Each component is assessed on a scale of 0-4 based on a set of physiological criteria, with larger values indicating poorer function. In cases where a physiological measurement is recorded repeatedly during the day, the worst 24-hour score is used.
The component scores are then summed for a total SOFA score ranging from 0-24. Although it can only take integer values, we treat it as a continuous measure. The SOFA score is meant to be an overall measure of organ function, and is commonly used to track the physiological status of patients while in the ICU.
Thus, the observed data consist of {Y i , Z i , X i (t ij ) : 0 ≤ t ij ≤ T i }, where i is the index for subject and j is the index for observation time, j = 0, 1, . . . , J i and {t ij } are (not necessarily consecutive) integers with t iJ i = T i for all i. In this notation, X i (t ij ) are the SOFA scores, recorded daily in the ICU, T i is the length of stay in the ICU, Z i are non-functional covariates, and Y i is an outcome, recorded at the end of hospitalization, or afterwards. We assume that {X i (t ij )} are sampled from an underlying stochastic process {X i (t) : t ∈ T i }, where T i is an interval on the real line.
Our analysis will focus on two binary outcomes: in-hospital mortality, and physical impairment at hospital discharge among ICU survivors. For the mortality outcome, one possible approach would be to model the time-to-event process for the two competing events, death and hospital discharge, and treat SOFA as a time-varying covariate in a proportional cause-specific hazards model (Cox, 1972; Holt, 1978) . This approach could be extended to treat the SOFA scores as a longitudinal outcome in a joint model for the longitudinal and survival processes. Indeed, joint models for longitudinal and survival data have been the focus of intense research over the past two decades (Tsiatis et al., 1995; Wang and Taylor, 2001; Ibrahim et al., 2001; Brown and Ibrahim, 2003; Tsiatis and Davidian, 2004; Yu et al., 2004; Hanson et al., 2011; Ibrahim et al., 2010; Rizopoulos, 2012 ). An advantage of this modeling strategy is that it would allow for dynamic prediction of mortality, i.e., the ability to estimate whether or not a person will survive their ICU stay while they are still in the hospital (Yu et al., 2008; Garre et al., 2008; Proust-Lima and Taylor, 2009; Rizopoulos, 2011) .
While this would certainly be a clinically important goal, it is not the focus of our analysis.
Instead, our scientific problem is different: given a group of patients who died in the ICU and a group who survived, each with a different length of stay, how can we compare their within-ICU health trajectories? To accomplish this objective, we treat the outcome as a binary indicator of mortality, and we condition on each subject's entire SOFA curve (including its domain length, T i ). Since we need to wait until the end of one's hospitalization in order for T i to be known, our methods will not be useful for dynamic prediction of mortality. Instead, our analysis is a retrospective analysis that aims to identify the precise features of one's SOFA curve that differ between survivors and non-survivors. This allows us to better understand how patterns of dynamic organ failure differ between these two groups, and provides a way to quantify these differences.
Our second outcome is physical function at hospital discharge, measured using the Activities of Daily Living (ADL) scale (Katz et al., 1963) . This questionnaire consists of six tasks, and for each one the subject indicates whether they can accomplish the activity independently, or that they require assistance. ADL information is available at both baseline and at hospital discharge, and at both time points the number of dependencies (i.e., total activities for which the subject requires assistance) are calculated. In order to isolate the effect of one's hospital experience on physical function, the baseline number of dependencies is subtracted from the number of dependencies at discharge, and this number is dichotomized at ≥ 3. Thus, the outcome of 4 http://biostats.bepress.com/jhubiostat/paper261 interest will be whether or not the subject required assistance with three or more tasks than they did at baseline, a condition we refer to as "physical impairment." The subjects who had 4 or more dependencies at baseline were removed from this analysis, as they were not eligible to experience the outcome. Of the 283 hospital survivors, 34 did not consent to followup, 1 was missing baseline ADL data, and 17 were ineligible for the outcome, resulting in a sample size of 231. Since this outcome is not available until hospital discharge, which typically occurs a few days or weeks after ICU discharge, the model may be treated as a predictive model.
Visualizing the Data
Exploratory plots of the data are presented in Figure 1 . Plots (a) and (b) contain two depictions of the first 35 days of SOFA data. Both plots are stratified by the two outcomes: in-hospital mortality, and impaired physical function. Subjects are aligned according to the day of their onset of ALI/ARDS, which also corresponds to the first recorded SOFA measurement; this time point is indicated as day 0. We highlight four individual subjects in the spaghetti plot ( Figure 1a ) to provide some context. The patient indicated by the purple line entered the ICU with a moderate SOFA score of 11, but his health steadily declined (as indicated by an increasing SOFA score) until his death on the 11th day. The blue subject, on the other hand, started with a more severe initial score of 14, but his health rapidly improved, and he was discharged alive from the ICU on the fifth day without impaired physical function. The black and red subjects are examples of subjects with gaps in their curves. This occurs when a subject is discharged from the ICU to a hospital ward and later readmitted to the ICU; SOFA is not collected in the ward. The black subject entered the ICU with a score of 17, but improved enough to be discharged from the ICU to a hospital ward on his 12th day. However, he was re-admitted to the ICU four days later, and rapidly deteriorated until dying on the 24th day from baseline. The red subject was discharged from the ICU on his 10th day, was re-admitted 5 days later, and eventually was discharged a final time from the ICU on his 35th day.
At least one gap similar to those observed in the black and red highlighted curves occurs in 33 of the 520 subjects (6%), causing 364 of the 8879 potential patient days (4%) to be missing (Table 1 ). The missingness is potentially informative, as patients are healthier when outside of the ICU than inside it, but models that account for the missing data mechanism are outside of the scope of this paper. Instead, since our method requires dense and equally spaced data, we impute these days using last observation carried forward (LOCF) based on advice from clinical experts. We conducted a number of sensitivity analyses, such as excluding the 33 subjects whose data contained gaps, and results remained relatively unchanged (supplemental material). This 6 leads us to believe that any bias introduced by the LOCF imputation has minimal effect on our results.
Density estimates for the ICU length of stay, T i , are displayed in Figure 1c , with summary statistics presented in Table 1 . We see that subject-to-subject variability in terms of length of stay is quite extreme. There are several subjects for whom only a single SOFA measurement is available (all of whom died on that day), while others remained in the ICU for over 100 days.
The median length of stay is 11 days, with survivors tending to remain in ICU longer than nonsurvivors. Accounting for this heterogeneity in the length of stay will be a key challenge that our method must address.
Some trends in the data are easy to see; for example, higher SOFA scores, shorter times in the ICU, and greater SOFA variability (both within and between subjects) are more common among the non-survivors than survivors. Indeed, a simple logistic regression of in-hospital mortality on each subject's mean SOFA score performs well in terms of discrimination, resulting in a cross- who had impaired physical function on hospital discharge to have elevated SOFA scores. We do not observe a strong pattern in these functions as T i increases.
Approach
Our goal is to explore the data in order to understand how patterns of SOFA scores differ among subjects with different levels of the two outcomes, in-hospital mortality and physical impairment. We are investigating regression procedures that take each subject's entire set of covari-
, and produce a single number that is most predictive of outcome; e.g., the log odds of mortality. In particular, this procedure must be flexible enough to account for a functional covariate of varying length. Note that by conditioning on the domain width T i , our model cannot be used to dynamically predict when the curve will terminate (e.g., when a subject will die). Instead, our focus is a retrospective analysis that explores differences in SOFA patterns and how they relate to each outcome.
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For potential solutions, we incorporate ideas from the field of functional regression, which we briefly describe here. Standard functional regression models focus on the association between a scalar outcome and a functional covariate of fixed width (i.e., functional domain). Suppose that {Y i } are a set of scalar outcomes, {X i (t)} are functional covariates all defined on the interval [0, T ], and {Z i } are non-functional covariates, where i ∈ {1, 2, . . . , N }. Then the generalized functional linear model (GFLM) to relate a functional covariate to a scalar outcome is
where Y i follows an exponential family distribution with mean µ i , and g(·) is a link function.The functional parameter β(t) represents the optimal way of weighting each X i (t) across the domain
, to obtain the total contribution of X i (t) towards g(µ i ). β(t) is typically constrained to be smooth across the domain t.
Model (1) has been studied extensively (Marx and Eilers, 1999; Cardot et al., 1999; James, 2002; Cardot and Sarda, 2005; Müller and Stadtmüller, 2005; Ramsay and Silverman, 2005; Reiss and Ogden, 2007; James et al., 2009 ). Incorporating non-Gaussian outcomes, producing confidence intervals, and incorporating multiple noisy and heterogeneous functional predictors has proven to be difficult. Using a penalized likelihood approach and the connection with mixed effects models, introduced penalized functional regression (pfr), a simple fitting approach that solved these outstanding problems. The method is implemented in the namesake function pfr() deployed in the R (R Development Core Team, 2011) package refund (Crainiceanu et al., 2012) .
All these fundamental contributions have only considered the case when subject-specific functions have the same fixed domain. We now propose a new model that relates variable-domain functions to a scalar outcome.
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3 Variable-Domain Functional Regression
Model Specification
We propose the following model to regress a scalar outcome on a function with subject-specific domain, which we refer to as variable-domain functional regression (VDFR):
The model contains two important modifications from (1). The first is that the bounds of integration, previously fixed to be from 0 to T , are now subject-specific. The second is to replace the univariate coefficient function β(t) with the bivariate coefficient function β(t, T i ). We now describe this bivariate coefficient function in more detail to provide intuition. For any fixed domain
is a univariate function of length T 0 , defined over the t-domain. This function serves as the optimal weight function for X i (t) to express its contribution towards g(µ i ), just as β(t) did in (1). However, one typically would not want to assume that the weight function for a subject who remained in the ICU for 5 days, for example, would be the same as that for a subject who stayed in the ICU for 20 days. The bivariate coefficient function allows these weights to change as the width of the domain changes. We require that these weights change smoothly in both the t and T i directions.
The VDFR model is similar in spirit to the varying-coefficient model (Hastie and Tibshirani, 1993) , also referred to as a continuous-by-continuous interaction model (Ruppert et al., 2003) .
The interaction describes the way in which one variable (i.e. the domain width, T i ) modifies the association between the outcome and our covariate of interest X i (t). Varying-coefficient models have previously been extended to the functional regression setting by Wu et al. (2010) , who allow for a coefficient function that changes with any fixed covariate Z i . The unique feature of our model is that the fixed covariate that we interact with X i (t) is the domain width, T i , and the integration only occurs over that domain width. Note that the term
which appears in front of the integral sign is unnecessary, as it could easily be absorbed by the nonparametric coefficient function β(t, T i ). Its inclusion causes the estimate of the coefficient function to have similar magnitude across different levels of T i .
Estimation
The domain of the coefficient function basis to approximate the coefficient function, but a tensor-product B-spline basis is defined over a rectangular surface and is thus not appropriate for variable-domain data. Instead, we use a thin plate regression spline basis (Wood, 2003) , which adapts well to the non-rectangular regression surface covered by the data. A potential disadvantage of such a basis choice is that each basis function is symmetric in all directions (isotropic). In our scenario the two coordinates (t and T i ) have fundamentally different interpretations, and we may want to control the shape and degree of smoothness in each direction separately. Nonetheless, when a large number of basis functions are used the estimated surface can adapt quite flexibly to the data, and we have found them to work remarkably well in practice. An alternative basis choice would be the finite element basis (Brenner and Scott, 2002; Braess, 2007) that has been used to estimate the trapezoidal coefficient function of the historical functional linear model (Malfait and Ramsay, 2003; Harezlak et al., 2007) . This basis was not chosen due to its increased computational complexity, though we do suggest it as an area for future research.
Basis coefficients are penalized with a second-order derivative penalty in order to ensure that estimates are visually smooth in both the t and T i directions. We take advantage of the wellknown connection between penalized likelihood and mixed models (Ruppert et al., 2003; Reiss and Ogden, 2009) , which allows us to estimate the parameters of (2) using standard mixed model software, such as the gam function of the mgcv package in R (Wood, 2006) . In addition to the software being readily available and well-tested, this allows us to take advantage of the inferential machinery for mixed models to obtain covariance estimates for all parameters. These estimates may then be used to obtain pointwise confidence intervals for β(t, T i ) using standard sandwich estimators; see for details. All model parameters are estimated using restricted maximum likelihood (REML) to simultaneously estimate both the coefficients and the smoothing parameters (Wood, 2011) .
Computational Issues
In scalar-on-function regression, it is often common practice to subtract the overall mean function from each raw covariate function, and use the resulting de-meaned functions as predictors in the regression model (Ramsay and Silverman, 2005; . In the standard scalar-on-function regression model (1), doing so does not effect the model other than in the interpretation of the intercept, but it can lead to increased numerical stability in the computation.
In the case of variable-domain data, the overall mean function is not clearly defined. However, we can estimate the conditional mean of X i (t) given T i , which we denote µ X|T i (t), by fitting the generalized additive model
The bivariate mean function falls on a triangular or trapezoidal surface (the same surface as the associated coefficient function β(t, T i ), and may be fit using a thin plate regression spline basis.
Unlike in the standard scalar-on-function regression model (1), de-meaning the predictor functions will lead to different estimates of the bivariate coefficient function in the VDFR model (2). This is because de-meaning introduces an "offset" into the model that is dependent on T i :
If one includes the additive term f (T i ) in the model, this term would capture the offset, and
de-meaning will not have an effect on the estimate of β(t, T i ). If one does not include this term, the decision of whether to de-mean can be based on the desired interpretation of the resulting coefficient function, i.e., whether one believes that it is an individual's deviation from the mean predictor function, rather than their predictor function itself, that is most associated with the outcome. Alternatively, the decision may be data-driven, for example by comparing cross-validated prediction errors.
We also note that isotropic smoothers such as the one we employ here were designed to model surfaces for which the arguments of the smoother are measured in the same units, such as points in space. If all of the predictor functions are of similar width, we may be faced with a situation where the coordinates in the t direction span a much wider range than the coordinates in the T i direction. For these situations, we follow the suggestion of Wood (2003) and scale the coordinates to the unit triangle (i.e., the "upper-left corner" of the unit square).
Example code for all steps of the estimation for this model (as well as the extensions proposed in the next section) is provided in the supplemental material.
Expanded Class of Variable-Domain Models
In this section we show how we can use simple change of variables and re-parameterization of some of the terms in (2) to expand the class of models for variable-domain functional regression.
The models in this section are theoretically equivalent to (2). However, in practice, each model will give different results due to choice of basis set, smoothness assumptions, and the scale of the numerical approximation of the integral term. We will compare these models more thoroughly in Section 5.
Lagged Time
Let u = t − T i denote the "negative lagged" time, i.e. the time remaining until the end of one's function, T i , expressed as a negative number. This is the scale that one would obtain if each function was aligned according to their final measurement rather than their first, and this time 13 was denoted as time u = 0. (2) becomes
where
, and the functions {X * i (u)} fall on the domain [−T i , 0]. The main advantage of this approach is that it assumes smoothness based on the lagged-time as opposed to the original time, which may be more appropriate in certain applications. For example, if X i (t) is a longitudinally-measured covariate and it is assumed that the most recent measurements will have a stronger effect than the earlier ones, then it makes more sense to impose smoothness based on the lagged time. The coefficient function still falls on a triangular or trapezoidal domain, defined by {u,
domain is the mirror image of that of β(t, T i ) in (2) (projected over the T i -axis), the functions X * i (u) are translations, rather than reflections, of the original functions X i (t). The model may be estimated using a thin plate regression spline basis, in much the same way as we proposed to fit (2).
Domain-Standardization
In Section 1, we noted that a common approach in the functional regression literature for handling variable-domain data is to transform each function to a common domain. With the change of The coefficient functionβ(s, T i ) still allows for a weight functionβ(s, ·) that changes with T i .
In fact, model (4) is a particular instance of a varying coefficient functional regression model (Wu et al., 2010) , one for which the functional coefficient varies with T i . The domain of the coefficient function is the rectangle {s, T i : 0 ≤ s ≤ 1, 0 ≤ T i ≤ max i T i }, which allows us to approximate the surface with an anisotropic basis suited for a rectangular surface, such as a tensor-product basis. Since B-splines are the most common basis found in the functional regression literature (Marx and Eilers, 1999; Cardot et al., 2003; Cardot and Sarda, 2005; Marx and Eilers, 2005) , we apply a tensor-product B-spline basis to the surface. For comparison, we also fit the model using thin plate regression splines over the same surface.
Parametric Interactions
Domain standardization provides another benefit by allowing us to easily parametrize how T i affects the weight functionβ(s, ·). For example, if we assumeβ(s,
Thus, restricting β(s, T i ) to be linear in T i reduces the problem to a standard scalar-on-function regression model with two functional predictors,X i (s) and A i (s). Similarly, if we assumẽ
, we obtain a quadratic interaction model. Technically, there is little difference between the linear and quadratic interaction models. Indeed, ifX i (s)T
which is a standard scalar-on-function regression model with three functional predictors. Alternatively, we can make the stricter assumption thatβ(s, T i ) does not change with T i , that is
The resulting model, which is not an interaction model at all, is equivalent to the standard functional regression model (1) using the domain-standardized predictor functions.
Any of the models presented in this section may be fit using existing functional regression software that accepts multiple functional predictors, such as pfr . To maintain consistency across all models, our implementation does not use existing functional regression software, but instead calls mgcv::gam directly, as was done for the non-parametric models discussed previously. As all models are fit using mixed model software, pointwise confidence intervals are available. We use a penalized B-spline basis to approximate the univariate coefficient functions in (1), (5), and (6) above.
5 Simulation Studies
Simulation Design
We now investigate the performance of these models via simulations, under a variety of true coefficient functions β(t, T i ). For simplicity, we consider the scenario where there are no non-functional covariates Z, and only a single functional predictor X(t). We consider every combination of the following simulation parameters, resulting in 3 × 2 × 2 × 4 × 2 = 96 total scenarios:
1. Three choices for the sample size, N : 100, 200, and 500 2. Two distributions for T i : uniform or right-skewed 3. Four different possibilities for the true coefficient function, β(t, T i ), defined below 4. Two different types of outcomes: continuous and binary. We fit gaussian models to the continuous outcomes, and logistic models to the binary outcomes 5. Two choices for measurement error in X(t): none vs. some.
For notational convenience, we will assume that our functions are observed at whole-numbered time points, {t j = 0, 1, . . . , J = 100}. For each value of N , we generate R = 1000 datasets of functional covariates according to the following model, which is adapted from Goldsmith et al.
:
are the true underlying functions, whereas {W i (·)} are the observed functions. We consider σ 2 X ∈ {0, 1}, corresponding to no measurement error and some measurement error. The domain width T i is generated for each function independently, either from a Uniform(0, 100) distribution, or from a NegBin(1, p = 0.04) distribution that is truncated at a maximum T i of 100. The latter distribution is right-skewed so as to produce more values of T i that are small, such as those we observe in the ICAP data. Each function X i (t j ) and W i (t j ) is then truncated to only allow for t j ≤ T i .
We generate both continuous and binary outcomes for each dataset of functional covariates, based on the model
, where b indexes the particular true coefficient function used. The continuous outcomes are simulated as Y i = η i + i , i ∼ N (0, 1), whereas the binary outcomes are simulated from a Bernoulli(p i ) distribution, p i = exp(η i )/ (1 + exp(η i )).
Four possible bivariate coefficient functions β b (t, T i ) are considered:
These coefficient functions all fall within the range [−5, 5] , similar to what we will observe in our application, and are plotted as heat maps in Figure 2 . The coefficient functions are meant to reflect one of two realistic scenarios. The first of these scenarios corresponds to a situation in which the relative position (t/T i ) within the function drives the association between X i (t) and g(µ i ). This scenario is reflected in β 1 (t, T i ) and β 2 (t, T i ). The remaining two coefficient functions reflect a scenario in which the lag, T i − t, drives the strength of the association.
We fit seven versions of the VDFR model to each simulated data set. The first one, which uses the untransformed predictor functions as described in Section 3, will be referred to as the "Untransformed" model. The second uses the lagged predictor functions as described in Section 4.1, and is referred to accordingly as the "Lagged" model. The remaining five models use the domain-standardized predictor functions. The first two allow for the interaction with T i to be non-parametric (Section 4.2), either with a thin plate regression spline basis or a tensor-product B-spline basis. We refer to them as "DS (TPRS)" and "DS (TPBS)", respectively. The final three models parametrize the interaction as described in Section 4.3. We refer to the models with no interaction, linear interaction, and quadratic interaction as "DS (No Int)", "DS (Lin)", and "DS (Quad)", respectively.
In addition to the seven functional models, we fit 14 "non-functional" models to the simulated data ( Table 2 ). The first five of these models were simple linear or logistic regressions of the outcome against a single summary statistic of each subject's predictor function. The remaining nine were more complicated parametric or semi-parametric models involving the within-subject meanX i and the domain width T i . Variables and parameterizations of each model are listed in Table 2 . All smooth functions are modeled using a thin-plate regression spline basis.
Evaluation criteria
Performance of models was evaluated in two ways. First, we measure the ability of each model to predict the outcome in each scenario. For the models fit to the continuous outcomes, this is measured through the cross-validated root mean squared error (rMSE), whereas for the binary outcome models, we calculated the cross-validated area under the receiver operating characteristic curve (AUC). All cross-validation is 10-fold. Good predictive accuracy is indicated by low rMSE or high AUC.
For the seven models that produce functional estimates, we also measure the ability of each model to estimate the true coefficient function. This ability is evaluated using the average mean squared error (AMSE) of the estimate over all possible values of t j and T i . More precisely,
b (t j , k) is the estimated coefficient function from the r th simulated dataset evaluated at t = t j , T i = k, and β b (t j , k) is the value of the true coefficient function at this location. Before this calculation is performed, all estimates (other than the one from the Untransformed model)
are converted back to the original (triangular) domain. For the Lagged model, this is a simple translation of the estimates. For the five models fit using the domain-standardized predictor functions over a rectangular grid, we stratify estimates for each T i into T i + 1 bins, and calculate the mean value in each bin.
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0.475 0.649 0.952 0.852 Table 2 : Median cross-validated AUC for all models applied to the simulated data, for the case when N=200, T i is skewed, measurement error is present, and the outcome is binary. Models include seven functional models, five simple logistic regressions on the indicated summary statistic, and nine more complicated parametric or semi-parametric functions of the within-subject mean (X i ) and the domain width (T i ).
Simulation results
The median cross-validated AUC statistics for the case when N = 200, T i is chosen from a skewed distribution, measurement error is present, and the outcome is binary are presented in Table 2 .
This scenario is presented because it is most similar to our application; results from other scenarios appear in the supplemental material. For the presented scenario and in nearly every other scenario, the model with the lowest median cross-validated mean squared error (continuous outcome) or highest median cross-validated AUC (binary outcome) was one of the seven functional models. In 20 many cases, the performance of the non-functional models was extremely poor, resulting in crossvalidated AUC statistics around 0.5 or even below, indicating that the given model does not help predict the outcome at all. The only cases where the best model was one of the non-functional models occurred with the smallest sample size, binary outcome, and skewed distribution for T i , under β 3 (t, T i ). In these cases there were a number of models that all predicted outcome very well, and the best-performing model happened to be one of the non-functional ones.
The results for the seven functional models under the above scenario are presented more fully in Figures 2 and 3 . The former presents the rAMSE and cross-validated AUC values across the 1000 iterations as box plots, whereas the latter depicts the estimated coefficient function for the estimate with median AMSE among the 1000 iterations, as a heat map. The four nonparametric models seem to perform well regardless of the true coefficient function. For β 1 (t, T i ) and β 2 (t, T i ), the domain-standardized models tend to perform better than the Untransformed and Lagged models. The DS (TPRS) and DS (TPBS) models tend to perform similarly for all coefficient functions other than β 3 (t, T i ), where there appears to be much more variability in the performance of the DS (TPBS) model. The reasons for this are not clear, and this effect does not occur when the outcome is gaussian (supplemental material). The Untransformed and Lagged models tend to perform similarly for all four coefficient functions, including β 3 (t, T i ) and β 4 (t, T i ), which were designed to be lag-based.
The parametric functional models are among the best-performing models in the cases when the interaction with T i is simple enough to be accounted for by the parametric assumption. For example, all three parametric models perform well under β 1 (t, T i ), which contains no interaction on the domain-standardized scale. However, the DS (No Int) model cannot account for the linear interaction that is present in β 3 (t, T i ). In fact, the constraints of this model result in an estimate that is quite homogenous in both the t and T i directions whenever there is an interaction in the true function. The three parametric models are outperformed by the domain-standardized nonparametric models for both β 2 (t, T i ) and β 4 (t, T i ), which contain more complicated interactions. The quadratic model especially produces estimates that are quite unstable in the region with high T i . Recalling that these estimates are from the scenario where T i is chosen from a right-skewed distribution, this observation reflects the instability of extrapolating higher-order polynomial functions to regions outside the bulk of the data.
Tables and plots of the rAMSE, rMSE, and AUC under other scenarios (different sample sizes, distribution of T i , amount of measurement error, and continuous outcomes) are available in the supplemental material. In general, we found the results discussed above to hold true under these scenarios as well. As expected, both estimation and prediction error tend to be lower as the sample size increases, when the distribution of T i is uniform, and when measurement error is not present. rAMSE values tended to be much lower when the outcome was continuous as opposed to binary. They were also much less variable, resulting in more clear differentiation between models.
Overall patterns of comparative model performance were similar to the binary case.
6 Application to ICAP Data
Model Specification
For both binary outcomes in the ICAP data, we fit each of the seven VDFR models discussed in the preceding sections. Each model includes SOFA as a functional covariate and controls for age, gender, Charlson comorbidity index (a commonly used index of baseline health, (Charlson et al., 1987) ), and the log of the ICU length of stay T i , as fixed (non-functional) effects.
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We investigated whether de-meaning the functional predictors and/or modeling log(T i ) as a smooth term rather than a linear term improved model performance. Based on cross-validated AUC statistics, we found the optimal performance for the mortality outcome occurred when the SOFA functions were not de-meaned and when log(T i ) was modeled smoothly. For physical function, highest cross-validated AUC scores occurred without de-meaning when log(T i ) was included as a linear term. It is these results that we present below. Additionally, since the domain width T i is highly right-skewed, we investigated whether the interaction in the functional models should occur with a transformation of this variable. In other words, instead of estimating the coefficient function β(t, T i ), we estimate β * (t, w(T i )), where w(·) is a monotonic transformation function. The two w(·) functions considered were the log function, and the empirical quantiles of T i . In addition to evening out the amount of data over the estimated surface on these scales, this approach assumes that the true interaction takes place on the transformed scale. Since the w functions are monotonic, the resulting models are theoretically equivalent, but in practice may be different due to the choice of basis and level of smoothness. However, we found that differences between the three methods were quite small in the ICAP dataset. Since the lengths of stay are approximately log-normally distributed, we present the results using the log-transformed T i .
In addition to the seven functional models, we fit 13 non-functional models to the data, similar to those fit to the simulated data. All models are adjusted for the same covariates (age, gender,
Charlson index, and log(T i )) as the functional models.
Model Performance
AUC statistics for each model are presented in Table 3 , both in-sample and under cross-validation, with 95% confidence intervals based on 1000 bootstrapped samples. The in-sample statistic measures the discriminative ability of each model on the existing dataset, whereas the crossvalidated statistic estimates discriminative ability for a new sample, and is more relevant for model selection as it is less prone to over-fitting. The cross-validated statistics are based on leave-one-out (i.e., N -fold) cross-validation, but the confidence intervals are based on 10-fold Table 3 : AUC statistics for each model, applied to the binary outcomes of in-hospital mortality and physical function in the ICAP dataset. Results are presented as L X R , where X is the estimate, and (L, R) are the lower and upper bounds, respectively, of a 95% confidence interval based on 1000 bootstrapped samples. Both insample and cross-validated AUC statistics are presented. Cross validation is N -fold for the estimates, and 10-fold for the bootstrapped confidence intervals. All models are adjusted for age, gender, Charlson comorbidity index, and the log length of stay. Log length of stay is included as a smooth term for mortality and as a linear term for physical impairment. cross-validation to reduce the computation time. This will likely produce slightly wider confidence intervals than if we had used N -fold cross-validation.
Mortality
Comparing the seven functional models for the mortality outcome, we see that the five models that used the domain-standardized functions all performed quite similarly by both metrics. The
Untransformed and Lagged models both performed slightly worse under cross-validation. Each of the functional models resulted in higher AUC statistics than the non-functional ones, both in-sample and cross-validated. While the absolute differences in AUC between the functional and non-functional models may not be very large, we note that a perfectly discriminating model would have an AUC of 1. Thus, the difference between each AUC and 1 offers a measure of the "imperfection" of each model. From this perspective, the best-performing functional model (Domain-standardized B-splines) offers an improvement over the best-performing summary statistic model (mean SOFA) of 40% in terms of cross-validated AUC.
For physical function, AUC statistics were quite a bit lower than those for the mortality outcome, reflecting the weaker association between SOFA patterns and impaired physical function.
Additionally, we do not see the same benefit in using a functional modeling approach. Although the functional models result in higher in-sample AUC statistics than the non-functional models, this does not hold under cross-validation. This result indicates that the functional nature of the SOFA curves is not a strong predictor of impaired physical function. The functional model with no interaction performs quite well under cross-validation in both of the two outcome scenarios, indicating that there is not much benefit in terms of discriminative ability to allowing β(t, T i ) to change with T i .
Estimated Coefficient Functions
The estimates for the coefficient functions for mortality and physical function are presented in For mortality, we see a consistent pattern among all models of a strong, positive spike in the association between death and high SOFA scores at the end of one's ICU stay, regardless of T i . In most cases, the pointwise associations in these regions is statistically significant, according to a 
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AUC=0.933 Wald test with α = 0.05. This pattern is expected: subjects with higher SOFA scores (i.e., more severe organ failure) right before the end of their ICU stay are likely to have their ICU stay end in death, rather than be discharged alive. Moreover, increasing SOFA scores have been associated with withdrawal of life support, leading to subsequent mortality (Turnbull and Ruhl, 2014) . The linear and quadratic models show a tendency for this spike to move later into one's ICU stay when T i is long. This pattern suggest that the last few days in the ICU are most important for predicting mortality, regardless of T i . The models that allow for a more flexible interaction with T i also estimate a positive association between early SOFA scores and mortality for subjects with long lengths of stay, resulting in "U-shaped" weight functions. Although there may be some effect on mortality related to the severity of the event that caused the onset of ALI/ARDS, we note that there are very few subjects that have these high lengths of stay (only seven subjects with T i > 75), and this effect may be spurious. This hypothesis is supported by the fact that the pointwise associations in these regions are not statistically significant.
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AUC=0.794 For physical function, one might be tempted to ignore the coefficient estimates from the functional models, which had lower cross-validated AUC statistics than some of the simpler, parametric models. However, these estimates may still be revealing, as they are able to estimate types of associations that are not possible to be estimated by traditional approaches, and still may identify important trends in the data. For this outcome, we find that the functional association decreases over one's ICU stay, quite linearly in each case. However, the magnitude of these associations is relatively small, and the pointwise 95% confidence intervals cover 0 in every region of all models, except for some very small locations in the Untransformed and DS (TPRS) models.
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This lack of a strong association reflects our observations from Figure 1 and Table 3 , each of which showed weak functional relationships between SOFA and physical impairment.
For both mortality and physical impairment, there are certain features in the estimates that were somewhat unexpected, and these features have fundamental implications on the interpretation of the coefficient functions. For mortality, we were initially surprised that there were regions of each estimate that lied below the zero line. This means that, for two subjects with the same SOFA scores during the regions where the coefficient function is positive, the model predicts that the one with lower scores (i.e., the healthier patient) in the region with negative coefficient function is more likely to die. Similarly, even though the estimates for physical impairment were not statistically significant (in a pointwise sense), we were surprised the the predominant trend was for the weight functions to decrease over one's ICU stay. According to these models, a subject whose condition gradually deteriorates throughout their hospitalization will be less likely to have impaired physical function upon hospital discharge than a subject who improves.
To further illustrate these points, consider the hypothetical SOFA curves plotted in Figure 6 .
Subjects A and B have the same SOFA scores during the latter portion of their hospitalization, but Subject A experiences a temporary spike in his SOFA scores during the middle of his hospitalization, whereas Subject B experiences a temporary drop during this same time period. Both subjects were assigned the same values for their non-functional covariates (age, gender, Charlson index, and length of stay). According to each of the functional models, the subject who experienced the lower scores is more likely to die than the subject with higher scores. High SOFA scores, in the early and middle portion of one's ICU stay, appear to be associated with higher likelihood of survival. Similarly, in the lower plots both subjects had the same SOFA scores for the first 7 days of their ICU stay, but then Subject C's condition improved over the final 6 days whereas Subject D's health declined. However, the functional models predict that the subject whose health improved is more likely to leave the ICU with impaired physical function than the one whose condition deteriorated. The lone exception is the Lagged model, whose estimate has a shorter period where it is negative compared to the other models.
At first glance these observations may appear counter-intuitive, but each may be explained in the context of the full model. Since subjects similar to Subject A contain peaks in their SOFA scores early in their ICU stay, it means that they survived a serious episode that caused a temporary peak (worsening of health); if they did not, then their SOFA function would end at this point. Thus, subjects whose SOFA scores peak early in their ICU stay might have greater baseline physiological reserve than those who did not experience this peak, as demonstrated by their ability to survive this severe organ failure. Moreover, for two subjects who have the same SOFA pattern towards the end of their ICU stay, the one whose scores peaked earlier during their hospitalization must have experienced improvement since then. Thus, although Subject A was quite sick in the middle of his ICU stay, the trend in the latter half of hospitalization indicates relative improving health. In contrast, Subject B may have improved early on, but since that point their condition declined. The negative estimated coefficient function early in one's ICU stay captures this effect, whereas the non-functional models do not.
The high predicted probabilities of physical impairment for Subject C relative to D may be explained by recognizing that the subjects eligible for this outcome not only survived their ICU stay, but were also deemed healthy enough to be discharged from the ICU. If a subject has experienced a rapid improvement in their physiological metrics, a physician may be more likely to allow the subject to leave the ICU, even if he is still has some physical limitations as measured by the ADL scale. Conversely, a subject who still has some evidence of poor organ function will likely only be discharged from the ICU if he has demonstrated tremendous improvement in his outward appearance, such as proving to be unrestricted in daily activities. Though it is possible that these effects are only spurious, as these models were outperformed by some of the non-functional ones, we feel these trends are noteworthy and should perhaps be investigated in future studies.
Discussion
In this paper, we investigated methods to capture the effect of a functional predictor, where the domain of this predictor may vary widely from subject-to-subject. Such a situation is most commonly encountered when the domain variable is time, and each subject (or unit) is measured for a different length of time, as in our application. This investigation motivated our development of the variable-domain functional regression model (VDFR), which estimates a weight function to capture the effect of a functional predictor, but allows this weight function to vary (smoothly) based on the total follow-up time for each subject.
The VDFR models were able to identify features of the association between a longitudinally collected covariate and an outcome that traditional multivariate regression methods are not equipped to handle. In the analysis of ICAP mortality, we saw specifically how the functional models incorporate information related to both the magnitude of one's SOFA score and their trajectory over time to provide better discriminative ability than naive (non-functional) approaches.
They also allow us to ask previously unanswerable questions, such as whether or not it is optimal to treat a longitudinal covariate with subject-specific domain as a function, and how the domain width affects the covariate-outcome relationship. Although we were not able to identify any evidence for a strong functional relationship between SOFA score and physical function at hospital discharge, without these methods we would not have known how to answer such a question.
It is important to recognize that the models that we fit are not causal models, and we do not employ them to try to identify a causal relationship between the covariate function and outcome.
For example, we identified a pattern in the data that increasing SOFA scores towards the end of one's hospitalization, which indicate a decline in one's overall health, are associated with a higher likelihood that a surviving subject has limitations in their activities of daily living. We do not believe that organ failure causes a subject to have improved physical function; such a claim would run contrary to logic. One must take care in the interpretation of the coefficient functions not only in the VDFR models, but in any functional regression model. The magnitude of the coefficient function at any particular point (t, T i ) = (t 0 , T 0 ) should only be interpreted conditional on the rest of the curve, the domain width T i , and the patient population under consideration.
Among the various VDFR models, we observed an advantage in domain-standardization as compared to the Untransformed and Lagged models, both in our simulations and when applied to the ICAP data. The key difference between the fit via the domain-standardized models and the Untransformed/Lagged models is the scale on which the smoothness is applied. The Untransformed/Lagged models apply the same degree of smoothness between adjacent time points regardless of the domain width, T i . The domain-standardized models, on the other hand, implicitly relax the amount of smoothness between adjacent days when T i is short, as compared to when T i is long, because these points are stretched further apart on the domain-standardized scale. It is quite likely that one would want to allow for a greater separation in the estimated weights on days 1 and 2 when a subject is only followed for 3 only days, for example, than when he is followed for 30 or 100. A potential solution would be to employ a smoothness criterion that allows the degree of smoothness to vary with T i , which we do not attempt in this paper.
It may seem unnatural to stretch a function with a domain of only a few days to be the same width as a function with a domain of 100 or more days, however we remind the reader that we avoid any problems by allowing the coefficient function to change with T i . We are unsure whether or not we would see the same advantage to domain-standardization if there was not such a large amount of variability in T i , or if the minimum T i was greater than just a single day, as is the case in the ICAP data. These questions should be explored in future work. Another advantage of domain-standardization is that it easily allowed us to implement three parametric interaction models (no interaction, linear interaction, and quadratic interaction). These models were usually outperformed by their nonparametric counterparts, but they did offer a number of potential benefits, including more robust estimates, tighter confidence intervals, and greater interpretability.
Our proposed methodology is not without limitations. First and foremost is its inability to dynamically predict mortality during one's ICU stay. The ability to predict whether a subject is likely to survive while they are in the ICU would be quite useful for patient prognostication and treatment. We intend to investigate whether this methodology can be extended to this scenario in future work, perhaps by incorporating ideas from joint models for longitudinal and survival data.
Additionally, our methods currently fail to account for missing observations, or sparse or unevenly sampled functional covariates. For the SOFA data, we avoid this scenario by imputing SOFA scores to fill the gaps in our functions. This approach ignores the informative missingness of this data, but we were encouraged by the fact that our sensitivity analyses, including a complete-caseonly analysis, produced similar results. This is likely in part due to the fact that only 4% of possible patient days are missing. In cases where the missing data mechanism is assumed uninformative, a preferred approach is to approximate each function using a functional principal components expansion, which would impute each function by borrowing strength from similar functions that do not contain gaps. This procedure has not yet been developed for variable-domain functions.
We hope to explore these issues in future work.
