Abstract-Percolation theory has become a useful tool for the analysis of large-scale wireless networks. We investigate the fundamental problem of characterizing the critical density A(d) for d-dimensional Poisson random geometric graphs in continuum percolation theory. By using a probabilistic analysis which incorporates the clustering effect in random geometric graphs, we develop a new class of analytical lower bounds for the critical density >(d). These analytical lower bounds are the tightest known to date, and reveal a deep underlying relationship between clustering effects and percolation phenomena.
I. INTRODUCTION
Recently, percolation theory has become a useful tool for the analysis of large scale wireless networks [1] - [3] . A percolation process resides in a random graph structure, where nodes or links are randomly designated as either "occupied" or "unoccupied." When the graph structure resides in continuous space, the resulting model is described by continuum percolation [4] . A major focus of continuum percolation theory is the ddimensional random geometric graph induced by a Poisson point process with constant density A. A fundamental result for continuum percolation concerns a phase transition effect whereby the macroscopic behavior of the system is very different for densities below and above some critical value A(d). For A < A(d) (subcritical), the connected component containing the origin (or any other node) contains a finite number of points almost surely. For A > A(d) (supercritical), the connected component containing the origin (or any other node) contains an infinite number of points with a positive probability [4] - [6] .
Naturally, the characterization of the critical density <(d) is a central problem in continuum percolation theory. Unfortunately, the exact value of <(d) is very difficult to find. For two-dimensional random geometric graphs, simulation studies show that A () -1.44 [7] , while the best analytical bounds obtained thus far are 0.696 < A(2) < 3.372 [4] , [8] . Recently, in [9] , the authors reduce the problem of characterizing <(2) to evaluating numerical integrals using a mapping between continuum percolation and dependent bond percolation on lattices. By Monte Carlo methods, they obtain numerical bounds 1.435 < A(2) < 1.437 with confidence 99.99%. ' This research is supported in part by Army Research Office (ARO) grant W91 lNF-06-1-0403.
Unfortunately, the bounds obtained in [9] are not in closedform and cannot be generalized to higher dimensional cases.
In this paper, we give a new mathematical characterization of the critical density ,d) for Poisson random geometric graphs in d-dimensional Euclidean space, where d > 2. We develop a new analytical technique based on probabilistic methods [10] and the clustering effect in random geometric graphs. This analysis yields a new class of lower bounds: (1) where V(d) is the volume of a d-dimensional unit sphere and C(d) is the t-th order cluster coefficient (t > 3) for ddimensional Poisson random geometric graphs, which we will define later. This class of analytical lower bounds are the tightest known to date. In particular, by evaluating C(2) in closed-form, the analytical lower bound for two-dimensional Poisson random geometric graphs is improved to A(2) > 0.7698.... For three-dimensional Poisson random geometric graphs, we obtain the analytical lower bound Ac > 0.4494.... By successively evaluating C(d) for t > 4, we can obtain tighter lower bounds on (d).
Our analytical approach provides a new perspective on the problem of characterizing the critical density, and reveals a deep underlying relationship between clustering effects and percolation phenomena.
II. RANDOM GEOMETRIC GRAPHS
We use random geometric graphs to model wireless networks. Assume a communication link exists between two nodes if the distance between them is sufficiently small, so that the received power is large enough for successful decoding. Mathematically, let be the Euclidean norm, and f be some probability density function (p.d.f.) on Rd.
Let X1, X2, ..., Xn be independent and identically distributed The cluster coefficient C(d) reflects the triangle effect in random geometric graphs. To further capture the cluster effect, we now define higher-order cluster coefficients as follows.
Definition 2: For t > 3, suppose v1,..., vt1l C G(X/i); 1) form a single chain, i.e., they satisfy the following properties: i) For eachj 1, 2, ..., t -2, (vj, vj+±) E. ii) Forall <j,k<t -1, (Vj,Vk) Efor j k > 1, where E denotes the set of links in G(XAd); 1). Then the t-th order cluster coefficient C(d) is defined to be the conditional probability that a node vt is adjacent to at least one of the nodes v2, ..., Vt-1, given that vt is adjacent to v, (averaging over all the possible positions Xv2, ...XVt 1 in Rd of the points v2, . . Vt-1 satisfying conditions (i) and (ii)).
According to the above definition, C0d) = C(d). For twodimensional random geometric graphs, it can be shown [11] that C (2) 1-3 = 0.5865... To calculate Cd) is difficult in general. However, C (d) can be computed as [11] 
Note that as n and A both become large but the ratio n/A = A is kept constant, each node has an approximately Poisson degree distribution [5] with an expected degree AV(d)rd. Due to the scaling property of random geometric graphs [4] , [5] , in the following, we focus on G(Y(d ; 1) and G(X (d); 1).
B. Cluster Coefficients
An important characteristic of random geometric graphs is the clustering effect. Here, if node i is close to node j, and node j is close to node k, then i is typically also close to k. This turns out to be the key to deriving new bounds for the critical density in continuum percolation.
Definition 1: Given distinct nodes i, j, k in G(X(d); I), the cluster coefficient C(d) is the conditional probability that nodes i and j are adjacent given that i and j are both adjacent to node k. 2Given a graph G = (V, E), where V and E denote the set of nodes and links respectively, and u, v E V, we say u and v are adjacent (or u is adjacent to v, and vice versa) if there exists a link between u and v, i.e., (u, v) E E. In this case, we also say that u and v are neighbors.
3More rigorously, we may use a torus instead of a box. Asymptotically, as n -oc random geometric graphs on the torus are the same as those in the box.
Among higher dimensional random geometric graphs, the three-dimensional case is of practical interest. Using the duplicate formula for the Gamma function, one can derive C (3) from (4) as [11] C93 _ 3
Although it is difficult to obtain closed-from expressions for C(), t > 4, we are able to compute them by numerical integration. For example, we obtain C(2) -0.6012 and C(2) 0.6179. We also note that 0 < C(d) < (A) are not yet known. For d = 2, simulation studies [7] show that A<2) -1.44, while the best analytical bounds obtained thus far are 0.696 < A<2) < 3.372 [4] , [8] . Recently, in [9] , the authors obtained numerical bounds 1.435 < A<2) < 1.437 with confidence 99.99%. Unfortunately, these bounds are not in closed form and are restricted to the two dimensional case. In the following, we present an analysis which combines a technique used in [10] (for random graphs) and the clustering effect in random geometric graphs to obtain a new mathematical characterization of the critical density A)d) for d > 2. This analysis yields a new class of improved lower bounds for ACd) Before giving the proof, we define the diameter of a node with respect to a subgraph. A useful fact for the following proof is that for a geometric graph, e.g. a sample graph of G(Xn; 1), if diam(u, GI) < c, then the Euclidean distance between u and any node v in GI = (V/, E') is no more than c, i.e., Xu Xv < c, for
Proof of Theorem 1: For given t > 3, let , = where 0 < e < 1. For brevity, let p denote the probability that there is an link between two nodes, i.e. p = Plink given by (2), so that (n -l)p = ,.
We consider an arbitrary node (with fixed label and random position) v e G(XAd); 1) and study the following "activesaturated" process. For i = 0, 1, 2,. . ., let Ai denote the set of "active" nodes, and Si denote the set of "saturated" nodes, starting with Ao {v}, So = 0. At (i+1)-th step, we select an arbitrary node u from Ai and update the active and saturated sets as Ai+, = (Ai\u) u (Ni n (Ai U Si)c) and Si+l = Si U ,
where Ni is the set of neighbors of u. In other words, at each step we move a node u from the active set to the saturated set, and at the same time move to the active set all the neighbors 4We say f (n) = O(g(n)) if there exists no > 0 and constant co such that f(n) < cog(n) Vn > nO. We say f((n) Q(g(n)) if g(n) O(f((n)).
Finally, we say f(n) =(g(ni)) if f(ni) =O(g(n)) and f(ni) =Q(g(n)) of u which do not currently belong to the active or saturated set. In this manner, we can go through all the nodes in v's component, represented by Fv, until Ai = 0. Let Y±i+ be the number of nodes added to Ai at step i + 1:
Yi.+ = INi n (Ai U Si)c. (6) Notethat |Si| =i fori < Fv.d
We say a sample graph G, of G(X, i; 1) is good, if for any node v e G, with lFvl > 3-2, In n and any sequence of "active-saturated" steps starting at v, there exists a bounded k' such that Vj > k' and Vu C Aj, diam(u, Sj U u) > t -2, (7) Ckl _ Ak/ U Sk'l < (Inn)1 . (8) Note that k' depends on n, the sample graph Gn, the node v e G, and the sequence of the "active-saturated" steps starting at v. Let E, be the collection of all good sample graphs with n nodes. We will show later that with probability 1, there exists a uniform bound ko < oc such that k' < ko for any n, any Gn C E, any v C Gn C En with lFvl > 3)2,EInn, and any sequence of the "active-saturated" steps starting at v. We assume that this holds for the moment. Now given G(XAd); 1) e E, consider an arbitrary node (with fixed label) v C G(X jd); 1). If 7rv > 3 i2,Inn, the "active-saturated" process can sustain at least 3 -1Iin n steps.
Since G(Xi(d); 1) e Tn, with probability 1, there exist constants ko, and k' < ko satisfying condition (7) and (8) . By the definition of Ck', (9) is equivalent to k+k'
Ckl . (10) Therefore, k+k'
Pr{Fv >k+k'} =Pr{ E Yi>k+k' -Ck}. (11) i=l+k'
We now bound the RHS probability. Consider the "activesaturated" process after k' steps. For all j > k', we 
Thus, for n sufficiently large, Pr{Zk>k+kl -ck}
Since k = 3-2e Inn-k', k' < ko and ck' < (Inn)13 as n -> oc, the REHS of (14) 
By (11) To complete the proof, we show two facts:
(i) Pr{G(XV'); 1)
--> 1 as n -*> oo.
(ii) With probability 1, there exists ko < oc such that k' < ko for any n, any G(X$n';1) c t7n and any v c G(X/j); 1) c Tn, and any sequence of "activesaturated" steps starting at v.
To show (i), note that in G(An<i; 1), if there is no component having size strictly larger than aln n, then it is (vacuously)q good; otherwise, we prove that for any node v c G(Xnd); 1) with ]Fv > 3)26 Inn and any sequence of "active-saturated" steps starting at v, there exists a bounded k' such that (7) holds a.a.s. Suppose for some v c G(X/nj; 1) with TFvr > 3-26 Inn and a sequence of "active-saturated" steps starting at v such that for any k < Fvl 1, there exists a step j,k < j < ]F -1, and we Aj, such that diam(w, Sj U w) < t -2. Since ]Fv > 3226 Inn, as n -> oo, Fv7 -> oc, the "active-saturated" process can go on forever. Thus, Sj asymptotically contains an infinite number of nodes. Since diam(w, Sj U w) < t -2, all the nodes of Sj lie in a ball centered at w with radius t -2 (by the argument immediately following Definition 5), which occurs with probability approaching 0 as n -> oc, by Lemma 1. Now suppose k' satisfying (7) exists but is unbounded as n > oo. Then let k' be the smallest k' satisfying (7). For step j k'-1, there exists at least one node w e Aj such that diam(w, Sj U w) < t -2. Then, arguing as before, we can show this happens with probability approaching 0 as n -*> oc.
Next we show that ck' < (Inn) I a.a.s. We know ck' Ak/ U Sl = .
Yi. Using an argument similar to that leading to (12) , we see that the RHS is stochastically upper bounded by a random variable with distribution Binom(k'(n-1), p). Assuming fact (ii), which is shown below, the RHS is further stochastically upper bounded by a random variable c/k with distribution Binom(kon, p). Applying the Chernoff bound Poisson random geometric graphs. These analytical lower bounds are the tightest known to date, and reveal a deep underlying relationship between the cluster coefficient and the critical density in continuum percolation.
