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Transaktionssysteme sind in der kommerziellen Datenverarbeitung weitverbrei-
tet und von enormer ökonomischer Bedeutung. Die Leistungsanforderungen vieler
Anwendungen steigen sehr stark und können nur von sogenannten Hochlei-
stungs-Transaktionssystemen erfüllt werden. Dies betrifft insbesondere die zu
bewältigenden Transaktionsraten für vorgeplante Anwendungsfunktionen. Dane-
ben sind auch zunehmend ungeplante Ad-Hoc-Anfragen auf derselben Datenbank
auszuführen, welche oft den Zugriff auf große Datenmengen verlangen und für die
die Gewährleistung kurzer Antwortzeiten ein Hauptproblem darstellt. Weitere
Anforderungen an Hochleistungs-Transaktionssysteme betreffen die Gewährlei-
stung einer hohen Verfügbarkeit, die Möglichkeit eines modularen Wachstums so-
wie die Unterstützung einer hohen Kosteneffektivität. Für die Erzielung einer ho-
hen Leistungsfähigkeit müssen u.a. die enormen technologischen Fortschritte bei
der CPU-Kapazität für die Transaktionsverarbeitung umgesetzt werden können.
Die Kosteneffektivität leidet darunter, daß Transaktionssysteme herkömmlicher-
weise auf zentralen Großrechnern (Mainframes) laufen. Zur Steigerung der Ko-
steneffektivität gilt es daher, zunehmend Mikroprozessoren für die Transaktions-
verarbeitung zu nutzen. 
Die erwähnten Anforderungen können mit herkömmlichen Systemarchitekturen
zur Transaktions- und Datenbankverarbeitung meist nicht erfüllt werden. Ein zu-
nehmendes Problem stellt das E/A-Verhalten für die Externspeicherzugriffe dar.
Denn die Leistungsmerkmale von Magnetplatten konnten in der Vergangenheit
im Gegensatz zur Prozessorkapazität kaum verbessert werden, so daß v.a. für
Hochleistungssysteme zunehmend die Gefahr von E/A-Engpässen besteht. Weiter-
hin können viele der genannten Anforderungen nur mit verteilten Transaktions-
systemen erfüllt werden, während Transaktionssysteme traditionellerweise zen-
tralisiert realisiert wurden. 
Im Mittelpunkt dieses Buchs steht der Einsatz  neuerer Systemarchitekturen zur
Realisierung von Hochleistungs-Transaktionssystemen. Dabei werden vor allem
Ansätze zur Optimierung des E/A-Verhaltens sowie verteilte Transaktionssysteme
behandelt, mit  denen die Beschränkungen herkömmlicher Systeme  behoben wer-
den können. Wie auch im Titel des Buches zum Ausdruck kommt, konzentriert
sich die Darstellung dabei vor allem auf die Datenbankaspekte bei der Transakti-
onsverarbeitung. 
VIII  Vorwort 
Zur Optimierung des E/A-Verhaltens  werden neben allgemeinen Implementie-
rungstechniken des Datenbanksystems (Pufferverwaltung, Logging) folgende An-
sätze behandelt: 
- Hauptspeicher-Datenbanksysteme
- Verwendung von Disk-Arrays (Plattenfeldern)
- Nutzung von seitenadressierbaren Halbleiterspeichern wie Platten-Caches,
Solid-State-Disks und erweiterte Hauptspeicher im Rahmen einer erweiter-
ten Speicherhierarchie. 
Besonders ausführlich wird letzterer Ansatz dargestellt. Eine detaillierte Lei-
stungsanalyse zeigt, daß selbst mit einem begrenzten Einsatz der Speichertypen
signifikante Leistungssteigerungen gegenüber konventionellen E/A-Architektu-
ren erreicht werden. 
Einen weiteren Schwerpunkt bildet die Untersuchung verteilter Transaktions-
systeme. Anhand einer allgemeinen Klassifikation werden die wichtigsten Sy-
stemarchitekturen zur verteilten Transaktionsverarbeitung vorgestellt  und hin-
sichtlich der zu erfüllenden Anforderungen bewertet. Zur Realisierung von Hoch-
leistungs-Transaktionssystemen besonders geeignet sind zwei Klassen lokal
verteilter Mehrrechner-Datenbanksysteme, nämlich der DB-Sharing (Shared-
Disk)- und der Shared-Nothing-Ansatz. Diese Mehrrechner-DBS können auch in-
nerhalb von Workstation-/Server-Architekturen zur Realisierung eines verteilten
Server-Systems eingesetzt werden. Workstation-/Server-Systeme erlauben eine
Steigerung der Kosteneffektivität, da dabei Mikroprozessoren relativ einfach zur
Transaktionsverarbeitung genutzt werden können (für die Workstations sowie auf
Server-Seite). 
Die effektive Nutzung eines Mehrrechner-DBS verlangt vor allem eine weitgehen-
de Reduzierung von Kommunikationsverzögerungen und -Overhead. Da dieses
Ziel mit lose gekoppelten Rechnerarchitekturen häufig nur begrenzt erreicht wer-
den kann, wird der Einsatz einer sogenannten nahen Rechnerkopplung unter-
sucht. Dabei sollen v.a. gemeinsame Halbleiterspeicher für eine effiziente Kommu-
nikation sowie zur Realisierung globaler Kontrollaufgaben genutzt werden. Vor al-
lem DB-Sharing-Systeme können von einer nahen Kopplung profitieren, da eine
einfache und effiziente Realisierung kritischer Funktionen (z.B. globale Sperrbe-
handlung) ermöglicht wird. Ein Leistungsvergleich belegt, daß damit vor allem für
reale Lasten hohe Leistungsgewinne gegenüber loser Kopplung erreicht werden. 
Um auch  für komplexe Datenbankanfragen kurze Bearbeitungszeiten zu ermög-
lichen, wird der Einsatz von Intra-Transaktionsparallelität  auf einem Multipro-
zessor bzw. Mehrrechner-DBS immer wichtiger. Hierzu diskutieren wir die Reali-
sierung verschiedener Parallelisierungsarten und betrachten den Einfluß der Da-
Vorwort IX 
tenverteilung und Systemarchitektur. Weitere Kapitel behandeln die Realisierung
einer automatischen Lastkontrolle in Transaktionssystemen sowie die Unterstüt-
zung einer schnellen Katastrophen-Recovery. 
Das Buch richtet sich an Informatiker in Studium, Lehre, Forschung und Entwick-
lung, die an neueren Entwicklungen im Bereich von Transaktions- und Daten-
banksystemen interessiert sind. Es entspricht einer überarbeiteten Version mei-
ner im Februar 1993 vom Fachbereich Informatik der Universität Kaiserslautern
angenommenen Habilitationsschrift. Neben der Präsentation neuer Forschungs-
ergebnisse erfolgen eine breite Einführung in die Thematik sowie überblicksartige
Behandlung verschiedener Realisierungsansätze, wobei auf eine möglichst allge-
meinverständliche Darstellung Wert gelegt wurde. Der Text wurde durchgehend
mit Marginalien versehen, welche den Aufbau der Kapitel zusätzlich verdeutli-
chen und eine schnelle Lokalisierung bestimmter Inhalte unterstützen sollen. 
Die vorgestellten Forschungsergebnisse entstanden zum Teil innerhalb des DFG-
Projektes "Architektur künftiger Transaktionssysteme", das seit 1990 unter mei-
ner Leitung am Fachbereich Informatik der Universität Kaiserslautern durchge-
führt wird. Teile des Stoffes gingen auch aus meinen Vorlesungen über Daten-
banksysteme an der Universität Kaiserslautern hervor. Die Untersuchungen zur
Lastkontrolle begannen während eines einjährigen Forschungsaufenthaltes am
IBM T.J. Watson Research Center in Yorktown Heights, N.Y., USA.   
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Dieses einleitende Kapitel diskutiert zunächst die Funktion von
Transaktionssystemen und führt das Transaktionskonzept ein.
Danach erfolgen eine Charakterisierung verschiedener Lasttypen,
deren Verarbeitung zu unterstützen ist, sowie die Zusammenstel-
lung der wichtigsten Forderungen an künftige Transaktionssy-
steme. Zum Abschluß wird der weitere Aufbau dieses Buches skiz-
ziert.
1.1 Transaktionssysteme
Transaktionssysteme [HM86, Me88] haben in der kommerziellen
Datenverarbeitung weite Verbreitung gefunden. Typische Einsatz-
bereiche sind Auskunfts- und Buchungssysteme, z.B. zur Platzre-
servierung in Flugzeugen, Zügen oder Hotels oder für Bankanwen-
dungen mit Funktionen zur Durchführung von Einzahlungen, Ab-
hebungen oder Überweisungen. Darüber hinaus können Transak-
tionssysteme in nahezu allen betrieblichen Informationssystemen
in Industrie, Handel und Verwaltung eingesetzt werden, also z.B.
für Aufgaben der Materialwirtschaft, Personalverwaltung oder
Kundenverwaltung. Generell gestatten Transaktionssysteme die
Ausführung von vorgeplanten Anwendungsfunktionen innerhalb
eines Computersystems, wobei typischerweise auf Datenbanken
zugegriffen wird, welche die anwendungsrelevanten Informationen
enthalten. Die Verarbeitung findet dabei vorwiegend im Dialog
statt, so daß man auch häufig von Online Transaction Proces-
sing (OLTP) spricht.
Die wirtschaftliche Bedeutung von Transaktionssystemen ist
enorm. Obwohl einzelne Schätzungen bezüglich des Gesamtumsat-








systementung von OLTP-Systemen für die gesamte Computerbranche unbe-
stritten. Zudem ist der OLTP-Markt einer der am schnellsten
wachsenden Teilmärkte der Computerindustrie. Bei Großrechnern
läuft derzeit der Großteil wichtiger operationaler Anwendungen
unter OLTP-Systemen. In Zukunft wird dies auch für andere Rech-
nerklassen gelten, da nur unter Einsatz der TP-Technologie ein si-
cherer Betrieb großer Systeme möglich wird [GR93].
Eine Voraussetzung für den großen Erfolg von Transaktionssyste-
men ist die Bereitstellung einer hohen Benutzerschnittstelle (Mas-
ken, Menütechnik, etc.), die auch dem EDV-Laien eine einfache Sy-
stembedienung ermöglicht. Gelegentlich wird der Endbenutzer
auch als "parametrischer Benutzer" bezeichnet, da er zum Starten
einer Transaktion häufig nur einen Kurznamen (Transaktions-
Code) zur Kennzeichnung der Anwendungsfunktion sowie die aktu-
ellen Parameter spezifizieren muß. Die Übertragung dieser Anga-
ben erfolgt in einer Eingabenachricht, welche im Transaktionssy-
stem zur Ausführung des Transaktionsprogrammes führt, welches
die jeweilige Anwendungsfunktion realisiert. Ein Transaktionspro-
gramm enthält dabei i.a. mehrere Datenbankoperationen, um auf
die Datenbank zuzugreifen. Nach der Programmausführung wird
das Ergebnis in einer Ausgabenachricht an den Benutzer zurückge-
liefert. In vielen Fällen läßt sich eine Funktion mit einer derartigen
Interaktion zwischen Benutzer und Transaktionssystem erledigen
(Einschritt-Transaktion). Mehrschritt-Transaktionen erfordern da-
gegen mehrere Dialogschritte. So könnten z.B. bei einer Platzreser-
vierung in einem ersten Schritt die freien Plätze angezeigt werden,
bevor im zweiten Schritt die eigentliche Buchung erfolgt. Wesent-
lich für die Benutzerfreundlichkeit ist dabei, daß die Existenz von
Transaktionsprogrammen sowie einer Datenbank für den Endbe-
nutzer vollkommen verborgen bleibt.
Abb. 1-1 zeigt den Grobaufbau eines zentralisierten Transaktions-
systems, welches auf einem einzelnen Verarbeitungsrechner ab-
läuft. Demnach besteht ein Transaktionssystem aus einem soge-
nannten DC-System (Data Communication System) sowie dem
Datenbanksystem (DBS). Das DC-System wiederum besteht ne-
ben dem Basiskommunikationssystem aus einem TP-Monitor
(Transaction Processing Monitor) sowie einer Menge anwendungs-
bezogener Transaktionsprogramme. Der TP-Monitor kontrolliert
die Ausführung der Transaktionsprogramme und realisiert die
Kommunikation von Programmen mit Terminals sowie mit dem




Hoc-Anfragenten der Terminals und des Verbindungsnetzwerks sowie Aspekte
der Prozeß-Zuordnung von DBS und Programmen für den Anwen-
dungsprogrammierer transparent gehalten werden. Das DBS ist
für alle Aufgaben der Datenverwaltung zuständig und bietet einen
hohen Grad an Datenunabhängigkeit [LS87, Da90], so daß insbe-
sondere physische Aspekte der Datenbankorganisation (z.B. Exi-
stenz von Indexstrukturen) für den Datenbankbenutzer verborgen
bleiben. Datenbankoperationen werden typischerweise in einer de-
skriptiven Anfragesprache oder DML (Data Manipulation Lan-
guage) formuliert; in der Praxis hat sich hierzu SQL [DD92, MS92]
durchgesetzt.
Wie erwähnt, greift der Endbenutzer in Transaktionssystemen
über vordefinierte Transaktionsprogramme auf die Datenbank zu.
Abb. 1-1 zeigt, daß daneben auch ein "direkter" Datenbankzugriff.
möglich ist, indem der Benutzer im Dialog selbst Anfragen (Que-
ries) in der DML des verwendeten DBS stellt. Da diese Anfragen
nicht vorgeplant sind, spricht man auch von Ad-Hoc-Anfragen
Diese Schnittstelle ist i.a. nur für einen eingeschränkten Anwen-
derkreis sinnvoll, da die Anfragen in einer formalen Sprache unter
Bezugnahme auf logische Datenbankobjekte (Relationen, Attri-
bute) formuliert werden müssen. Allerdings können die Queries
auch durch Tools erzeugt werden (4GL-Systeme, Anwendungsge-
neratoren), die dem Benutzer eine einfachere Spezifikation seines
Zugriffswunsches ermöglichen (durch entsprechende Menüs, Fen-




















Recoverytenbank zugegriffen werden kann, ohne daß zuvor ein Anwen-
dungsprogramm erstellt werden muß.
1.2 Das Transaktionskonzept
Bezüglich der Ausführung der Anwendungsfunktionen garantiert
das Transaktionssystem das sogenannte Transaktionskonzept
[Gr81, HR83, Hä88, We88, GR93]. Dies betrifft die automatische
Gewährleistung der folgenden vier kennzeichnenden Eigenschaf-
ten von Transaktionen:
1. Atomarität ("Alles oder nichts")
Änderungen einer Transaktion werden entweder vollkommen oder
gar nicht in die Datenbank eingebracht. Diese Eigenschaft ermöglicht
eine erhebliche Vereinfachung der Anwendungsprogrammierung, da
Fehlersituationen während der Programmausführung (z.B. Rechner-
ausfall) nicht im Programm abgefangen werden müssen. Das Trans-
aktionssystem sorgt dafür, daß die Transaktion in einem solchen Fall
vollständig zurückgesetzt wird, so daß keine unerwünschten "Spu-
ren" der Transaktion in der Datenbank verbleiben. Der Programmie-
rer kann somit bei der Realisierung von Anwendungsfunktionen von
einer fehlerfreien Umgebung ausgehen.
2. Konsistenz
Die Transaktion ist die Einheit der Datenbank-Konsistenz. Dies be-
deutet, daß bei Beginn und nach Ende einer Transaktion sämtliche
physischen und logischen Integritätsbedingungen [SW85, Re87] er-
füllt sind.
3. Isolation
Transaktionssysteme unterstützen typischerweise eine große Anzahl
von Benutzern, die gleichzeitig auf die Datenbank zugreifen können.
Trotz dieses Mehrbenutzerbetriebes wird garantiert, daß dadurch
keine unerwünschten Nebenwirkungen eintreten (z.B. gegenseitiges
Überschreiben derselben Datenbankobjekte). Vielmehr bietet das
Transaktionssystem jedem Benutzer bzw. Programm einen "logi-
schen Einbenutzerbetrieb", so daß parallele Datenbankzugriffe ande-
rer Benutzer unsichtbar bleiben. Auch hierdurch ergibt sich eine er-
hebliche Vereinfachung der Programmierung.
4. Dauerhaftigkeit
Die Dauerhaftigkeit von erfolgreich beendeten Transaktionen wird
garantiert. Dies bedeutet, daß Änderungen dieser Transaktionen alle
erwarteten Fehler (insbesondere Rechnerausfälle, Externspeicher-
fehler und Nachrichtenverlust) überleben.
Eigenschaften 1 und 4 werden vom Transaktionssystem durch ge-
eignete Logging- und Recovery-Maßnahmen [Re81, HR83, GR93]
eingehalten. Nach einem Rechnerausfall wird insbesondere der
jüngste transaktionskonsistente Datenbankzustand hergestellt.







typennen, die aufgrund des Rechnerausfalles nicht zu Ende gekommen
sind (Undo-Recovery). Für erfolgreiche Transaktionen wird eine
Redo-Recovery vorgenommen, um deren Änderungen in die Daten-
bank einzubringen (falls erforderlich).
Zur Gewährung der Isolation im Mehrbenutzerbetrieb (Eigen-
schaft 3) sind geeignete Verfahren zur Synchronisation (Concur-
rency Control) bereitzustellen. Das allgemein akzeptierte Korrekt-
heitskriterium, zumindest in kommerziellen Anwendungen, ist da-
bei die Serialisierbarkeit [BHG87]. Obwohl ein großes Spektrum
von Synchronisationsverfahren zur Wahrung der Serialisierbar-
keit vorgeschlagen wurde, verwenden existierende Datenbanksy-
steme nahezu ausschließlich Sperrverfahren [Gr78, Pe87, BHG87,
Cl92] zur Synchronisation. Werden Lese- und Schreibsperren bis
zum Transaktionsende gehalten (striktes Zweiphasen-Sperrproto-
koll [Gr78]), dann ist Serialisierbarkeit gewährleistet. Zudem wer-
den Änderungen einer Transaktion erst nach deren erfolgreichen
Beendigung (Commit) für andere Transaktionen sichtbar. Für eine
hohe Leistungsfähigkeit ist es wesentlich, eine Synchronisation
mit möglichst wenig Sperrkonflikten und Rücksetzungen zu errei-
chen. Dies verlangt die Unterstützung feiner Sperrgranulate (z.B.
einzelne DB-Sätze) innerhalb eines hierarchischen Verfahrens so-
wie ggf. Spezialprotokolle für spezielle Datenobjekte wie Verwal-
tungsdaten [Ra88a].
Die Konsistenzüberwachung (Eigenschaft 2) wird in derzeitigen
Datenbanksystemen meist noch nicht im wünschenswerten Um-
fang unterstützt. Insbesondere die Einhaltung anwendungsbezo-
gener (logischer) Integritätsbedingungen muß meist durch die
Transaktionsprogramme gewährleistet werden. Da in der neuen
Version des SQL-Standards (SQL-92) umfassende Sprachmittel
zur Definition von Integritätsbedingungen vorgesehen sind [DD92,
MS92], ist in Zukunft jedoch mit einer Verbesserung der Situation
zu rechnen.
1.3 Transaktionslasten
Die Ausführung von vorgeplanten Transaktionsprogrammen
(canned transactions) stellt den Großteil der Last in kommerziell
eingesetzten Transaktionssystemen und Datenbanksystemen. Ty-
pischerweise ist die Anzahl der Programme relativ klein (z.B. 10
bis 500), jedoch werden sie in großer Häufigkeit aufgerufen. Der








Abb. 1-2: Dgering und liegt meist in der Größenordnung von weniger als 1 Mil-
lion Instruktionen und unter 100 E/A-Vorgängen. Man spricht oft
auch von "kurzen" Transaktionen, da ihre Bearbeitung meist we-
nige Sekunden nicht überschreitet. Solche kurzen Antwortzeiten
sind für den Dialogbetrieb allerdings auch obligatorisch.
Als bekanntestes Beispiel eines Transaktionsprogrammes soll im
folgenden die sogenannte Kontenbuchung oder Debit-Credit-
Transaktion näher betrachtet werden. Dieser Transaktionstyp hat
eine herausragende Bedeutung, da er innerhalb der wichtigsten
Leistungs-Benchmarks für Transaktionssysteme eingesetzt wird.
Die ursprüngliche Benchmark-Definition aus [An85] wurde durch
ein Herstellerkonsortium, Transaction Processing Performance
Council (TPC) genannt, erheblich präzisiert und verbindlich festge-
schrieben. Zur Zeit sind zwei Benchmarks, TPC-A und TPC-B, auf
Basis der Kontenbuchung festgelegt [Gr91].
Abb. 1-2 zeigt das Datenbankschema der zugrundeliegenden Bank-
anwendung sowie das in SQL formulierte Transaktionsprogramm.
Die Datenbank besteht aus vier Satztypen: BRANCH, TELLER,
ACCOUNT und HISTORY. HISTORY bezeichnet dabei eine se-










Read message from Terminal
(acctno, branchno, tellerno, delta);
BEGIN WORK
UPDATE ACCOUNT
SET balance = balance + :delta
WHERE acct_no = :acctno;
SELECT balance INTO :abalance
FROM ACCOUNT
WHERE acct_no = :acctno;
UPDATE TELLER
SET balance = balance + :delta
WHERE teller_no = :tellerno;
UPDATE BRANCH
SET balance = balance + :delta
WHERE branch_no = :branchno;
INSERT INTO HISTORY
(Tid, Bid, Aid, delta, time) VALUES
(:tellerno, :branchno, :acctno, :delta, ...);
COMMIT WORK;
Write message to Terminal (abalance, ...) ;





TPC-BDie Satztypen TELLER und ACCOUNT stehen in einer N:1-Bezie-
hung zu BRANCH (Schalter bzw. Konten einer Filiale), ebenso wie
HISTORY (Abb. 1-2). Das Transaktionsprogramm realisiert die
Einzahlung bzw. Abhebung eines bestimmten Betrages vom Konto
eines Bankkunden. Die Programmausführung verlangt zunächst
die Übergabe der Eingabenachricht durch den TP-Monitor, wobei
die aktuellen Parameter wie Kontonummer (acctno) und Betrag
(delta) übergeben werden. Innerhalb der Datenbanktransaktion,
in Abb. 1-2 mit den Operationen BEGIN WORK und COMMIT
WORK geklammert, erfolgen dann eine lesende sowie vier än-
dernde Datenbankoperationen. Neben dem Kontostand werden die
Zählerstände des jeweiligen Schalters sowie der Bankfiliale ange-
paßt sowie ein entsprechender HISTORY-Satz eingefügt. Die Lese-
operation liefert den aktuellen Kontostand, der am Transaktions-
ende in der Ausgabenachricht zurückgeliefert wird.
Der Benchmark schreibt die Größe der Satztypen und die Termi-
nalanzahl in Abhängigkeit des Durchsatzzieles in TPS (Transak-
tionen pro Sekunde) vor. Dabei sind pro TPS 1 BRANCH-Satz, 10
TELLER-Sätze, 100.000 ACCOUNT-Sätze sowie 10 Terminals vor-
gesehen. Der HISTORY-Satztyp muß ausreichend dimensioniert
werden, um alle Kontenbewegungen von 90 Tagen (TPC-A) bzw. 30
Tagen (TPC-B) aufzunehmen. Weiterhin wird verlangt, daß 15%
der Transaktionen das Konto einer anderen Filiale betreffen, als
derjenigen, an der die Buchung vorgenommen wird*. Das primäre
Leistungsmaß ist der Durchsatz in TPS mit der Maßgabe, daß für
90% der Transaktionen eine Antwortzeit von unter 2 Sekunden er-
zielt wurde. Zur Bestimmung der Kosteneffektivität sind daneben
die Kosten pro TPS (in $/TPS) anzugeben, wobei sämtliche Hard-
ware-, Software- und Wartungskosten für 5 Jahre zu berücksichti-
gen sind. Im Gegensatz zu TPC-A wird im Benchmark TPC-B die
DC-Komponente nicht berücksichtigt, sondern lediglich der Daten-
bankteil der Transaktion. Dies erlaubt kürzere Antwortzeiten und
damit höhere Durchsatzwerte sowie geringere Gesamtkosten. Der
typische Betriebsmittelbedarf für die Kontenbuchung beträgt der-
zeit etwa 75.000 (TPC-B) bzw. 200.000 (TPC-A) Instruktionen so-
wie 2 bis 4 Plattenzugriffe. Für TPC-B wurden bereits Durchsatz-
werte von über 1000 TPS nachgewiesen (Oracle auf einem Mehr-
rechnersystem mit 64 Knoten). Die Anfang 1993 vorliegenden
* In verteilten Transaktionssystemen kann dies zu Kommunikationsvor-







genBenchmarkergebnisse für TPC-A und TPC-B werden in [Ra93b]
überblicksartig vorgestellt.
Die Debit-Credit-Last hat den Vorteil der Einfachheit sowie eines
mittlerweile hohen Bekanntheitsgrades. Sie half bereits vielfach
Herstellern Engpässe in ihren DBS bzw. TP-Monitoren festzustel-
len und geeignete Optimierungen vorzunehmen (1985 wurden teil-
weise noch 1 Million Instruktionen und 20 E/A-Vorgänge pro
Transaktion benötigt). Auf der anderen Seite ist die Debit-Credit-
Last auf einen Transaktionstyp beschränkt, wobei jede Transakti-
onsausführung Änderungen vornimmt. Dies ist sicher nicht reprä-
sentativ für reale Anwendungslasten, die typischerweise verschie-
dene Transaktionstypen unterschiedlicher Größe, Änderungshäu-
figkeit und Referenzierungsmerkmale aufweisen.
Das TPC hat daher einen weiteren Benchmark (TPC-C) entwickelt
[KR91], der 1992 verabschiedet wurde und in künftigen Bench-
marks eine große Rolle einnehmen dürfte. Als Anwendung dient
dabei die Bestellverwaltung im Großhandel, wobei die Last aus fünf
Transaktionstypen unterschiedlicher Komplexität zusammenge-
setzt ist. Die Abwicklung einer neuen Bestellung (New-Order) bil-
det den Haupttransaktionstyp, der mit durchschnittlich 48 SQL-
Anweisungen weit komplexer als die Kontenbuchung ist. Daneben
wird derzeit an weiteren Benchmark-Standardisierungen gearbei-
tet für komplexe Ad-Hoc-Anfragen (Decision-Support-Benchmark
TPC-D) sowie für sehr große Systeme (Enterprise-Benchmark
TPC-E).
Die Ausführung von Ad-Hoc-Anfragen stellt i.a. größere Anforde-
rungen an Datenbanksysteme als vordefinierte Transaktionspro-
gramme. Solche Anfragen erfordern häufig komplexe Berechnun-
gen sowie den Zugriff auf große Datenmengen, was zum Teil durch
die Verwendung deskriptiver Anfragesprachen begünstigt ist (die
Benutzer können i.a. nicht abschätzen, welche Bearbeitungskosten
durch ihre Anfragen verursacht werden). Die Ausführung von Ad-
Hoc-Anfragen kann auch zu starken Leistungsproblemen für
gleichzeitig laufende kurze Transaktionen führen, da verstärkte
Wartezeiten auf Sperren sowie andere Betriebsmittel (CPU,
Hauptspeicher) verursacht werden. Zur Reduzierung der Sperrpro-
blematik erfolgt für solche Anfragen in der Praxis häufig eine Syn-
chronisation mit reduzierter Konsistenzzusicherung, z.B. indem
Lesesperren nur für die Dauer des eigentlichen Zugriffs nicht je-
doch bis zum Transaktionsende gehalten werden. Eine noch weiter-







programmeMehrversionen-Sperrverfahrens möglich [HP87, BC92, MPL92].
Dabei werden für DB-Objekte, auf denen Lese- und Änderungs-
transaktionen gleichzeitig zugreifen, mehrere Versionen geführt,
so daß Lesetransaktionen ohne Sperrverzögerung stets auf eine
konsistente DB-Version zugreifen können (i.a. die bei Start der Le-
setransaktion gültige Version). Eine Synchronisation ist somit nur
noch zwischen Änderungstransaktionen erforderlich, wodurch sich
i.a. eine erhebliche Reduzierung an Sperrkonflikten ergibt. Die Da-
tenbanksysteme Rdb von DEC und Oracle unterstützen bereits ei-
nen solchen Mehrversionen-Ansatz.
Ähnliche Leistungsprobleme wie für Ad-Hoc-Anfragen werden
auch von Mehrschritt-Transaktionen eingeführt, wenn etwa Sper-
ren über Denkzeiten des Endbenutzers hinweg zu halten sind.
Solch lange Sperrzeiten können eine starke Blockade parallel lau-
fender Transaktionen verursachen und Durchsatz und Antwortzei-
ten drastisch verschlechtern. Zur Lösung dieser Leistungspro-
bleme erscheinen erweiterte Transaktionskonzepte wie Sagas
[GS87, GR93] am vielversprechendsten, da sie eine kontrollierte
Zerlegung einer Mehrschritt-Transaktion in mehrere kürzere
Transaktionen unter Wahrung der DB-Konsistenz ermöglichen.
Sagas können als spezielle Realisierung sogenannter "offen ge-
schachtelter Transaktionen" bzw. Multilevel-Transaktionen aufge-
faßt werden [We88, SW91]. Kennzeichnende Eigenschaft bei die-
sen Ansätzen ist, daß sich eine Transaktion aus mehreren Teil-
transaktionen zusammensetzt, wobei die Sperren zur Reduzierung
von Synchronisationskonflikten bereits am Ende der Teiltransak-
tionen freigegeben werden. Das Zurücksetzen einer Transaktion
erfordert, daß die Änderungen bereits beendeter Teiltransaktionen
durch kompensierende Teiltransaktionen ausgeglichen werden.
Batch-Transaktionen sowie die Ausführung von Dienstprogram-
men stellen weitere Lasttypen innerhalb von Transaktionssyste-
men dar. Diese Transaktionen sind ebenfalls durch einen hohen
Bestriebsmittelbedarf gekennzeichnet, jedoch können sie zu festge-
legten Zeiten seitens der Systemverwalter gestartet werden. Da in
vielen Anwendungen die Datenbank jederzeit für Online-Transak-
tionen verfügbar sein muß, ist eine Offline-Ausführung jedoch häu-
fig nicht mehr möglich. Für Batch-Transaktionen kann oft eine
Zerlegung in mehrere "Mini-Batches" vorgenommen werden, so
daß eine parallele Bearbeitung mit Online-Transaktionen eher
möglich wird [Gr85]. Durch Unterstützung transaktionsinterner
(persistenter) "Savepoints" kann ferner verhindert werden, daß
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Anforderungenz.B. nach einem Systemfehler die Änderungen von Batch-Transak-
tionen vollständig zurückgesetzt werden müssen. Kommerzielle
Datenbanksysteme unterstützen auch zunehmend die Online-Aus-
führung zeitaufwendiger Dienstprogramme, z.B. zur Erstellung ei-
ner Archivkopie der Datenbank oder zur Konstruktion eines neuen
Index [Pu86, MN92, SC91].
1.4 Anforderungen an künftige Transaktionssysteme
Traditionellerweiser erfolgt die Transaktionsverarbeitung zentrali-
siert auf einem Verarbeitungsrechner, typischerweise einem Groß-
rechner (Mainframe), mit dem alle Terminals über ein Kommuni-
kationsnetzwerk verbunden sind [Ef87]. Obwohl diese Organisati-
onsform immer noch weit verbreitet ist, zeichnet sich in vielen An-
wendungsbereichen die Notwendigkeit verteilter
Transaktionssysteme ab, bei denen mehrere Verarbeitungs-
rechner zur Transaktionsbearbeitung genutzt werden. Ein Teil der
Anforderungen an künftige Transaktionssysteme ergibt sich daher
bereits aus den Gründen für den Einsatz verteilter Transaktionssy-
steme. Dazu zählen im wesentlichen:
1. Hohe Leistungsanforderungen
Hochleistungsanwendungen, z.B. große Flugreservierungssysteme
oder Bankanwendungen, fordern Transaktionsraten, die von einem
einzelnen Verarbeitungsrechner nicht bewältigt werden können (z.B.
mehrere Tausend Transaktionen pro Sekunde vom Typ "Kontenbu-
chung"). In solchen Anwendungen wächst der Durchsatzbedarf dane-
ben oft stärker als der Leistungszuwachs bei Mono- und Multiprozes-
soren.
Ebenso können bei Verwendung eines Rechners die Antwortzeiten
komplexer Ad-Hoc-Anfragen für einen sinnvollen Dialogbetrieb meist
nicht ausreichend kurz gehalten werden. Hierzu ist die parallele Ver-
arbeitung solcher Anfragen auf mehreren Prozessoren erforderlich
[Pi90].
2. Hohe Verfügbarkeit
Dies ist eine zentrale Forderung aller Transaktionssysteme, da Mit-
arbeiter ihre Aufgaben vielfach nur bei Verfügbarkeit des Transakti-
onssystems wahrnehmen können. Umsatz und Gewinn eines Unter-
nehmens sind oft direkt von der Verfügbarkeit des Transaktionssy-
stemes abhängig. In vielen Bereichen wird eine "permanente"
Verfügbarkeit verlangt (z.B. Ausfallzeiten von weniger als 1 Stunde
pro Jahr) [GS91], was nur durch ausreichende Redundanz in allen
wichtigen Hardware- und Software-Komponenten erreichbar ist. Ins-
besondere kann nur durch Einsatz mehrerer Verarbeitungsrechner
eine verzögerungsfreie Fortführung der Transaktionsbearbeitung
nach einem Rechnerausfall ermöglicht werden.









transparenz3. Modulare Wachstumsfähigkeit des Systems
Die Leistungsfähigkeit des Systems sollte durch Hinzunahme weite-
rer Verarbeitungsrechner inkrementell erweiterbar sein. Idealerwei-
se steigt dabei der Durchsatz linear mit der Rechneranzahl bzw. die
parallele Verarbeitung komplexer Anfragen kann proportional mit
der Rechneranzahl beschleunigt werden.
4. Anpassung des Transaktionssystems an die Organisationsstruktur
Große Unternehmen und Institutionen sind häufig geographisch ver-
teilt organisiert. Um die Abhängigkeiten von einem zentralen Re-
chenzentrum zu reduzieren, soll eine Datenverwaltung und Transak-
tionsbearbeitung vor Ort unterstützt werden [Gr86].
5. Integrierter Zugriff auf heterogene Datenbanken
In vielen Anwendungsfällen sind benötigte Informationen über meh-
rere unabhängige Datenbanken verstreut, die typischerweise von un-
terschiedlichen DBS auf mehreren Rechnern verwaltet werden
[Th90, SW91]. Es liegt also bereits ein verteiltes Transaktionssystem
vor, für das jedoch eine Zugriffsschnittstelle bereitgestellt werden
muß, die es gestattet, innerhalb einer Transaktion in einheitlicher
Weise auf die heterogenen Datenbanken zuzugreifen.
6. Verbesserung der Kosteneffektivität
Der Trend zu immer leistungsfähigeren, preisgünstigen Mikropro-
zessoren (z.B. auf RISC-Basis) soll zu einer wesentlich kostengünsti-
geren Transaktionsverarbeitung als durch alleinige Verwendung von
Großrechnern genutzt werden. Dies kann z.B. durch verstärkten Ein-
satz von Workstations oder dedizierten Datenbank-Servern gesche-
hen, was zu verteilten Systemarchitekturen führt.
Bei der Realisierung eines verteilten Transaktionssystemes sollten
natürlich die Vorteile zentralisierter Transaktionssysteme für den
Endbenutzer und Anwendungsprogrammierer gewahrt bleiben.
Dies betrifft insbesondere die Zusicherungen des Transaktionskon-
zeptes, auch wenn sie im verteilten Fall schwieriger einzuhalten
sind.
Eine wichtige Forderung ist daneben die Gewährleistung der Ver-
teiltransparenz durch das Transaktionssystem, vor allem ge-
genüber dem Anwendungsprogrammierer. Dies bedeutet, daß die
Erstellung von Anwendungen wie im zentralen Fall möglich sein
sollte und somit sämtliche Aspekte der Verteilung zu verbergen
sind. Verteiltransparenz kann unterteilt werden in Ortstranspa-
renz, Fragmentierungstransparenz und Replikationstransparenz
[Da90, ÖV91]. Ortstransparenz bedeutet, daß die physische Loka-
tion eines Datenobjekts (bzw. Programmes) nicht bekannt sein
muß und daß der Objektname unabhängig vom Ausführungsort
von Programmen und Anfragen ist. Fragmentierungstransparenz
verlangt, daß DB-Anfragen unabhängig von den gewählten Einhei-









modellewerden können. Replikationstransparenz schließlich erfordert, daß
die replizierte Speicherung von Datenbankobjekten unsichtbar für
die Anwendungen bleibt und die Wartung der Replikation Aufgabe
des Transaktionssystems (DBS) ist. Die Forderung der Verteil-
transparenz ist wesentlich für die Einfachheit der Anwendungser-
stellung und -wartung, da so z.B. Änderungen in der Verteilung von
Daten ohne Rückwirkungen auf die Transaktionsprogramme blei-
ben.
Unterstützt werden sollte ferner eine möglichst einfache Systemad-
ministration, wenngleich im verteilten Fall generell mit einer Kom-
plexitätserhöhung gegenüber zentralisierten Systemen zu rechnen
ist. Im geographisch verteilten Fall ist dazu die Wahrung eines ho-
hen Maßes an Knotenautonomie wesentlich [GK88, SL90]. Diese
Forderung verlangt, daß eine möglichst geringe Abhängigkeit zu
anderen Rechnern einzuhalten ist, um z.B. Änderungen bezüglich
eines Rechners lokal vornehmen zu können sowie lokale Transak-
tionen bei der Ausführung zu bevorzugen. Daneben sollten für die
Rechnerzuordnung von Programmen und Daten ausreichend Frei-
heitsgrade bestehen sowie durch entsprechende Dienstprogramme
die Festlegung der Allokationen erleichtert werden. Die Lastvertei-
lung sollte durch das Transaktionssystem (bzw. Betriebssystem)
erfolgen, wobei idealerweise bei Änderungen im Systemzustand
(Überlastsituationen, Rechnerausfall, u.ä.) automatisch geeignete
Maßnahmen eingeleitet werden, um die Leistungs- und Verfügbar-
keitsanforderungen weiterhin erfüllen zu können.
Aus Leistungsgründen ist wesentlich, daß der Kommunikations-
aufwand zur Transaktionsbearbeitung gering gehalten wird, da da-
durch der Durchsatz beeinträchtigt wird. Zudem bewirken ent-
fernte Bearbeitungsschritte während einer Transaktion entspre-
chende Antwortzeitverschlechterungen. In zentralisierten und ver-
teilten Transaktionssystemen sind zur Erlangung hoher
Transaktionsraten und kurzer Antwortzeiten weiterhin die Mini-
mierung von Sperr- und E/A-Verzögerungen wichtig.
Betrachtet man transaktionsverarbeitende Systeme allgemein, so
läßt sich leicht eine große Anzahl weiterer Anforderungen postulie-
ren, wie sie z.B. im Bereich der Datenbanksysteme zur Unterstüt-
zung sogenannter Nicht-Standard-Anwendungen erhoben werden
[HR85, Kü86]. Auch in solchen Anwendungsbereichen sind jedoch,
aus ähnlichen Gründen wie oben diskutiert, verteilte Systemarchi-
tekturen gefordert. Neu kommt insbesondere die Notwendigkeit ei-
nes erweiterten Transaktionskonzeptes hinzu, das z.B. eine geeig-








-> Kap. 3nete Unterstützung für lange Entwurfsvorgänge bietet, für welche
die Eigenschaften der Atomarität und Isolation zu restriktiv sind
[BK91, El92]. Auch für herkömmliche Anwendungen sind erwei-
terte Transaktionsmodelle (wie Sagas oder ConTracts) äußerst
wünschenswert, um komplexere Verarbeitungsvorgänge und auch
Mehrschritt-Transaktionen besser unterstützen zu können [GS87,
WR90].
1.5 Aufbau des Buchs
Zur Realisierung verteilter Transaktionssysteme kommen vielfäl-
tige Systemarchitekturen in Betracht, welche die skizzierten An-
forderungen in unterschiedlichem Maße erfüllen können (s. Kap.
3). Der Großteil dieses Buchs konzentriert sich auf eine spezielle
Klasse zentralisierter und verteilter Transaktionssysteme, näm-
lich die sogenannten Hochleistungs-Transaktionssysteme.
Wie der Name andeutet, fallen darunter solche Systemarchitektu-
ren, bei denen vor allem die Erlangung hoher Transaktionsraten
sowie kurzer Antwortzeiten im Vordergrund steht. Allerdings sind
in Anwendungen solcher Hochleistungssysteme die Forderungen
nach hoher Verfügbarkeit, Erweiterbarkeit sowie Kosteneffektivi-
tät oft gleichrangig, so daß sie ebenfalls zu unterstützen sind.
In Kap. 2 geben wir zunächst einen genaueren Überblick über Auf-
bau und Funktionsweise zentralisierter Transaktionssysteme. In
Kap. 3 werden darauf aufbauend die wichtigsten Alternativen zur
Realisierung verteilter Transaktionssysteme anhand einer Klassi-
fikation vorgestellt sowie eine Bewertung bezüglich der Anforde-
rungen vorgenommen. Danach fassen wir in Kapitel 4 wichtige
Technologietrends zusammen und diskutieren die sich daraus er-
gebenden Auswirkungen bzw. Anforderungen bezüglich der Trans-
aktionsverarbeitung. Insbesondere die stark ungleiche Entwick-
lung im Leistungsverhalten von CPUs und Magnetplatten macht
deutlich, daß der Optimierung des E/A-Verhaltens für Hochlei-
stungssysteme eine dominierende Rolle zukommt. Hierzu diskutie-
ren wir in Kapitel 5 und 6 neuere Entwicklungsrichtungen, wie den
Einsatz von Hauptspeicher-Datenbanken, sogenannter Plattenfel-
der oder Disk-Arrays sowie von erweiterten Speicherhierarchien.
Bezüglich der erweiterten Speicherhierarchien (Kap. 6) betrachten
wir drei Typen seitenadressierbarer Halbleiterspeicher: erweiterte
Hauptspeicher, Solid-State-Disks sowie Platten-Caches. Verschie-
dene Einsatzformen dieser Speichertypen zur Optimierung der
14 1 EinführungTransaktionsverarbeitung werden beschrieben und anhand eines
detaillierten Simulationssystems quantitativ bewertet.
In Kap. 7 wird danach gezeigt, wie solche Erweiterungsspeicher in
lokal verteilten Transaktionssystemen weitergehend genutzt wer-
den können. Dabei stehen die Optimierung des Kommunikations-
verhaltens sowie die einfachere Realisierung globaler Kontrollauf-
gaben im Vordergrund. Kap. 8 diskutiert weitere Entwicklungs-
richtungen, die für Hochleistungs- und verteilte Transaktionssy-
steme generell an Bedeutung gewinnen werden: die Realisierung
einer umfassenden und automatischen Lastkontrolle, die Paralleli-
sierung komplexer DB-Anfragen sowie die Unterstützung einer
schnellen Katastrophen-Recovery. Am Ende fassen wir die wichtig-










Als Grundlage für die folgenden Kapitel werden hier der Aufbau und
die Funktionsweise zentralisierter Transaktionssysteme überblicks-
artig vorgestellt. Dazu führen wir zunächst drei allgemeine Modelle
eines Transaktionssystems ein, die in Kap. 3 auch als Ausgangsbasis
für die Übertragung auf verteilte Systeme dienen. In Kap. 2.2 disku-
tieren wir einige Implementierungsalternativen bei der Realisierung
von Transaktionssystemen.
2.1 Modellbildung
Zur Beschreibung von Transaktionssystemen werden in der Litera-
tur unterschiedliche Modellbildungen verwendet, die jeweils be-
stimmte Sichtweisen verkörpern. Wir stellen im folgenden zunächst
ein Schichtenmodell vor, das an ältere TP-Monitore wie CICS und
UTM angelehnt ist und die (statische) Aufrufhierachie bei Abarbei-
tung einer Transaktion verdeutlicht. Danach werden zwei alterna-
tive Modelle von Bernstein [Be90] und der X/Open-Organisation dis-
kutiert, die auf einer Client-/Server-Struktur basieren.
2.1.1 Schichtenmodell
Wie in der Einführung bereits ausgeführt, besteht ein Transaktions-
system vor allem aus einem TP-Monitor, den Transaktions- oder An-
wendungsprogrammen sowie einem Datenbanksystem. Die Zusam-
menarbeit dieser Komponenten kann anhand des aus [Me88, HM90]




kationssystemübernommenen Schichtenmodells eines zentralisierten Transakti-
onssystems präzisiert werden, das die Aufrufhierarchie bei Abar-
beitung einer Transaktion verdeutlicht (Abb. 2-1). Schicht 1 ist da-
bei für sämtliche Aufgaben der Ein-/Ausgabe mit den Terminals
verantwortlich, wobei die externe Kommunikation über das Kom-
munikationssystem des Betriebssystems abgewickelt wird. Aufga-
ben des TP-Monitors in dieser Schicht betreffen die Durchführung
eines Nachrichten-Loggings und die Verwaltung von aktiven Ver-
bindungen mit Terminals (Sessions) sowie von Warteschlangen zur
Pufferung von Ein- und Ausgabenachrichten. Eingabenachrichten
werden daneben in ein geräteunabhängiges Format transformiert,
das von den Programmen weiterverarbeitet werden kann; für Aus-
gabenachrichten ist umgekehrt die Überführung in ein gerätespe-
zifisches Format erforderlich. Anhand des Transaktions-Codes
wird erkannt, welches Transaktionsprogramm für eine Eingabe-
nachricht zur Ausführung zu bringen ist. Bei der Abarbeitung der
Eingangswarteschlangen können unterschiedliche Scheduling-
Strategien eingesetzt werden, z.B. unter Berücksichtigung von






































Schicht 4gruppen oder um die Anzahl paralleler Programmausführungen
(Parallelitätsgrad) zu kontrollieren.
In Schicht 2 erfolgt die Abarbeitung der Transaktionsprogramme,
welche sowohl DC- als auch DB-Operationen enthalten. DC-Auf-
rufe an den TP-Monitor dienen zur Übernahme von Nachrichten-
inhalten bzw. zur Übergabe einer Ausgabenachricht. DB-Operatio-
nen werden über den TP-Monitor in Schicht 3 an das DBS überge-
ben*. Die Involvierung des TP-Monitors zur Weiterleitung der DB-
Operationen ist vor allem für eine koordinierte Transaktionsver-
waltung zwischen DC- und DB-System erforderlich, um die Atoma-
rität einer Transaktion für beide Subsysteme zu gewährleisten (s.
Kap. 2.2.4). Außerdem bleibt die Realisierung der Kommunikation
mit dem DBS für die Transaktionsprogramme transparent. Aufga-
ben des TP-Monitors in Schicht 3 betreffen weiterhin die Verwal-
tung von Ausführungsträgern für Programme (Prozesse, Tasks)
sowie die Programm- und Speicherverwaltung (s. Kap. 2.2). Insbe-
sondere sind die Kontexte für aktive Programmausführungen zu
verwalten, damit nach Unterbrechungen (DB-Operation, Benutze-
rinteraktion bei Mehrschritt-Transaktionen) die Verarbeitung
fortgeführt werden kann.
Das DBS in Schicht 4 kann selbst wiederum in mehrere interne
Ebenen unterteilt werden, z.B. in ein Daten-, Zugriffs- und Spei-
chersystem [Hä87]. Das Speichersystem ist dabei für die Verwal-
tung von DB-Seiten zuständig, wobei insbesondere ein DBS-Puffer
oder Systempuffer im Hauptspeicher verwaltet wird, um Lokalität
im Referenzverhalten zur Einsparung physischer E/A-Vorgänge zu
nutzen. Das Zugriffssystem verwaltet die DB-Sätze innerhalb der
Seiten und unterstützt entsprechende Satzoperationen. Daneben
werden dort Zugriffspfade und Indexstrukturen geführt. Das Da-
tensystem schließlich ermöglicht die Abbildung von mengenorien-
tierten DB-Operationen einer deskriptiven Anfragesprache auf die
Satzschnittstelle des Datensystems, wozu entsprechende Ausfüh-
rungspläne zu erstellen (Query-Optimierung) und auszuführen
sind. Die Zugriffe auf Externspeicher erfolgen üblicherweise über
die Dateiverwaltung des Betriebssystems (Schicht 5).
* Die Transaktionsverwaltung kann auch ohne Anschluß eines DBS er-
folgen, indem direkt auf Dateien zugegriffen wird. Dieser Ansatz wird in
diesem Buch nicht betrachtet.





funktionen2.1.2 Modell von Bernstein
Abb. 2-2 zeigt ein alternatives Modell eines Transaktionssystems,
welches in [Be90] vorgestellt wurde. Die Funktionen des TP-Moni-
tors sind dabei auf die zwei Komponenten Nachrichtenverwaltung
und Auftragssteuerung verteilt. Aufgaben der Nachrichtenverwal-
tung beinhalten vor allem die Kommunikation mit dem Endbenut-
zer sowie die Nachrichtenabbildung zwischen gerätespezifischem
und geräteunabhängigem Format. Die Auftragssteuerung ist ver-
antwortlich für Nachrichten-Logging, Transaktionsverwaltung so-
wie Scheduling. Die Anwendungs-Server entsprechen im wesentli-
chen den Transaktionsprogrammen, welche die DB-Aufrufe enthal-
ten. Die erforderliche Kooperation zwischen TP-Monitor und DBS
wird in dem Modell, im Gegensatz zu Abb. 2-1, nicht mehr deutlich.
Einige TP-Monitore wie Tandems Pathway und DECs ACMS un-
terstützen eine Zweiteilung von Anwendungsprogrammen in DC-
und DB-spezifische Teilprogramme. Die DB-spezifischen Teilpro-
gramme enthalten sämtliche DB-Operationen, jedoch keine Anwei-
sungen zur Kommunikation mit dem Endbenutzer. Diese befinden
sich in den DC-spezifischen Teilprogrammen, welche auch Anwei-
sungen zum Starten bzw. Beenden einer Transaktion sowie Aufrufe
der DB-spezifischen Teilprogramme enthalten. In dem Modell nach
Abb. 2-2 entsprechen die DB-spezifischen Teilprogramme den An-


















Managerder Auftragssteuerung zuzurechnen sind. Diese Aufteilung führt
zu einer Client-/Server-Beziehung zwischen DC- und DB-spezifi-
schen Teilprogrammen, wobei innerhalb einer Transaktion meh-
rere Anwendungs-Server aufgerufen werden können. Zwischen
Anwendungs-Servern und Datenbanksystem besteht ebenfalls
eine Client-/Server-Beziehung, wobei hier DB-Operationen die
Aufrufeinheiten darstellen. Die Zerlegung in DC- und DB-spezifi-
sche Teilprogramme führt zu einer stärkeren Modularisierung der
Anwendungen, wobei die DB-spezifischen Teilprogramme in einfa-
cher Weise innerhalb verschiedener Anwendungsprogramme ver-
wendet werden können.
2.1.3 X/Open-Modell
Ein relativ abstraktes Modell eines Transaktionssystems wurde
von der Herstellerorganisation X/Open definiert, um die Interope-
rabilität zwischen Teilsystemen (TP-Monitore, DBS, etc.) unter-
schiedlicher Hersteller zu ermöglichen. Das Modell für den zentra-
len Fall ist in Abb. 2-3 gezeigt. Dabei wird die Verallgemeinerung
getroffen, daß im Rahmen einer Transaktion mehrere sogenannter
Resource-Manager aufgerufen werden können. Ein Datenbanksy-
stem ist dabei nur ein möglicher Typ eines Resource-Managers;
weitere Resource-Manager können z.B. Dateisysteme, Window-Sy-
steme, Mail-Server oder TP-Monitor-Komponenten wie die Nach-
richtenverwaltung sein. Ein Transaction-Manager (TM) führt die
Transaktionsverwaltung durch, insbesondere ein Commit-Proto-
koll mit allen Resource-Managern, die an einer Transaktionsaus-
führung beteiligt sind. Der TM ist dabei in einer realen Implemen-
tierung üblicherweise Teil des TP-Monitors oder des Betriebssy-









20 2 Aufbau und Funktionsweise von Transaktionssystemen
TX- und XA-
Schnittstellendell jedoch nicht explizit repräsentiert, sondern werden als Teil der
Ablaufumgebung angesehen.
Die Schnittstellen zwischen Anwendungen und TM (TX-Schnitt-
stelle) sowie zwischen TM und Resource-Managern (XA-Schnitt-
stelle) wurden standardisiert, um eine Interoperabilität zwischen
ansonsten unabhängigen Resource-Managern zu erreichen. Die
Transaktionsausführung sieht vor, daß eine Anwendung über die
TX-Schnittstelle dem TM Beginn, Ende und Abbruch einer Trans-
aktion mitteilt. Der TM vergibt bei Transaktionsbeginn eine ein-
deutige Transaktionsnummer, welche danach von der Anwendung
bei allen RM-Aufrufen mitgegeben wird. Am Transaktionsende
führt der TM dann über die XA-Schnittstelle ein Zweiphasen-Com-
mit-Protokoll mit den Resource-Managern durch. Das X/Open-Mo-
dell unterstellt dabei, daß jeder Resource-Manager eine lokale
Transaktionsverwaltung unterstützt, insbesondere Sperrverwal-
tung, Logging und Recovery.
Die Schnittstelle zwischen Anwendung und RM, welche vom jewei-
ligen RM abhängt (z.B. SQL für DBS), sowie die TX-Schnittstelle





Die vorgestellten Modelle bieten eine relativ abstrakte Sicht auf
die Funktionsweise eines Transaktionssystems, ohne eine be-
stimmte Realisierung vorzuschreiben. Existierende TP-Monitore
und Datenbanksysteme weisen hierbei jedoch erhebliche Unter-
schiede auf. Eine ausführliche Behandlung der wichtigsten Imple-
mentierungsansätze für das DC-System findet sich in [Me88,
HM86, GR93]. Die Implementierung von Datenbanksystemen wird
in mehreren Lehrbüchern beschrieben (z.B. [Ul88, EN89]); beson-
ders zu empfehlen sind [GR93] sowie die im Datenbank-Handbuch
[LS87] enthaltenen Arbeiten [Hä87, Re87]. In Kap. 5.1 dieses
Buchs gehen wir auf die Realisierung einiger DBS-Funktionen wie
Pufferverwaltung und Logging näher ein. Hier soll lediglich die Im-
plementierung einiger weiterer Funktionen diskutiert werden, ins-
besondere bezüglich des DC-Systems.
2.2.1 Prozeß- und Taskverwaltung
Die Ausführung von Transaktionsprogrammen erfolgt üblicher-
weise innerhalb von Prozessen des Betriebssystems. Ein einfacher
Ansatz wäre, wie beim Teilnehmerbetrieb jedem Benutzer (Termi-
nal) einen eigenen Prozeß zur Ausführung seiner Programme zu-
zuordnen. In diesem Fall vereinfacht sich die Aufgabe des TP-Mo-
nitors, da Scheduling-Aufgaben weitgehend vom Betriebssystem
übernommen werden können. Dieser Ansatz ist jedoch für größere
Transaktionssysteme mit Tausenden von Terminals ungeeignet,
da derzeitige Betriebssysteme keine effiziente Unterstützung für
eine derart hohe Prozeßanzahl bieten. Existierende TP-Monitore
verwenden daher eine begrenzte Anzahl von Prozessen bzw. nur ei-
nen Prozeß zur Ausführung der Programme. Vor allem bei der Be-
schränkung auf einen Prozeß ist es erforderlich, feinere Ablaufein-
heiten innerhalb eines Prozesses, sogenannte Tasks, zu unterstüt-
zen, um die Anzahl paralleler Transaktionsausführungen nicht zu
stark einzugrenzen. Auch bei mehreren Prozessen kann ein solches
"Multi-Tasking" [HM86] verwendet werden und somit zur Reduzie-
rung der Prozeßanzahl beitragen. Der Einsatz mehrerer Prozesse
ist vor allem zur Nutzung von Multiprozessoren vorteilhaft.
Die Verwaltung der prozeßinternen Tasks erfolgt typischerweise
durch den TP-Monitor und ist i.a. weit weniger aufwendig als die
Prozeßverwaltung des Betriebssystems. Insbesondere können Pro-
zeßwechselkosten eingespart werden, da nach Unterbrechung ei-












nung des DBSner Programmausführung (z.B. aufgrund eines DB-Aufrufs) die
Verarbeitung durch einen anderen Task desselben Prozesses fort-
gesetzt werden kann. Andererseits reduziert sich die Isolierung
zwischen den Programmausführungen, und der TP-Monitor muß
ein Scheduling von Tasks durchführen.
Diese Nachteile können durch eine bessere Betriebssystemunter-
stützung vermieden werden. Dies ist zum einen durch die Unter-
stützung schneller Prozeßwechsel möglich, wie in modernen Be-
triebssystemen (z.B. Tandems Guardian) der Fall, weil dann auch
eine größere Anzahl von Prozessen tolerierbar ist. Eine Alternative
liegt in der Realisierung eines Task-Mechanismus’ durch das Be-
triebssystem, z.B. in Form sogenannter "leichtgewichtiger" Pro-
zesse (light-weight processes) [Ge87]. In diesem Fall kann selbst bei
einer Fehlseitenbedingung beim Hauptspeicherzugriff (page fault)
ein Umschalten zwischen Tasks erfolgen, während dies bei der
Task-Verwaltung durch den TP-Monitor zur Unterbrechung des ge-
samten Prozesses führt. Bei der Entwicklung von TP-Monitoren im
Mainframe-Bereich stand der Mechanismus der leichtgewichtigen
Prozesse noch nicht zur Verfügung; dies leisten erst neuere Be-
triebssysteme wie Mach oder Chorus.
2.2.2 Betriebssystem-Einbettung von TP-Monitor und Daten-
banksystem
Der TP-Monitor selbst kann entweder in denselben Prozessen wie
die Transaktionsprogramme (Bsp.: CICS) oder in einem oder meh-
reren separaten Prozessen laufen (Bsp.: IMS DC, Pathway). Im er-
steren Fall können TP-Monitor-Aufrufe effizient über einen Unter-
programmaufruf abgewickelt werden. Es ergeben sich jedoch
Schutzprobleme, z.B. um den unberechtigten Zugriff auf Daten des
TP-Monitors (z.B. Verzeichnis der Zugriffsberechtigungen) zu ver-
hindern. Die Verwendung separater TP-Monitor-Prozesse vermei-
det dieses Problem, führt jedoch zu Inter-Prozeß-Kommunikation.
Ein Mittelweg ergibt sich, wenn der TP-Monitor ins Betriebssystem
integriert ist (Bsp.: Pathway, UTM), da die Kosten des TP-Monitor-
Aufrufs (über einen "Supervisor Call") dann meist geringer liegen
als bei einer Inter-Prozeß-Kommunikation.
Ähnliche Einbettungsmöglichkeiten wie für den TP-Monitor beste-
hen für das DBS. Die Ausführung von DBS und Anwendungspro-
grammen innerhalb derselben Prozesse ("inlinked" DBS) gestattet




ren Prozessendes Datenschutzes fragwürdig. Bei separater Ausführung des DBS
kann dieses zusammen mit dem TP-Monitor in einem oder mehre-
ren Systemprozessen ausgeführt werden oder innerhalb eigener
Prozesse. Die Zusammenlegung von TP-Monitor und DBS ("inte-
griertes DB/DC-System") gestattet eine effiziente Kooperation die-
ser Komponenten, insbesondere zur Transaktionsverwaltung
(Bsp.: IMS DC + DL1). Die Separierung der Funktionen ermöglicht
dagegen, Subsysteme verschiedener Hersteller einzusetzen. Ein
Überblick über die verschiedenen Kombinationsmöglichkeiten zur
Betriebssystem-Einbettung findet sich in [Me88].
Wie für die Transaktionsprozesse zur Ausführung der Anwen-
dungsprogramme kann die separate Ausführung des DBS sowie
des TP-Monitors durch einen Prozeß mit Multi-Tasking oder inner-
halb mehrerer Prozesse mit oder ohne Multi-Tasking erfolgen. Die
Verwendung mehrerer Prozesse ist vor allem für Multiprozessoren
empfehlenswert; zudem ist die DC- bzw. DB-Verarbeitung bei ei-
nem Page-Fault nicht vollständig blockiert wie bei Beschränkung
auf einen Prozeß. Auf der anderen Seite sind globale Datenstruk-
turen (z.B. Sperrtabelle und Systempuffer) in gemeinsamen Spei-
cherbereichen abzulegen, und der Zugriff auf sie muß synchroni-
siert werden. Dies ist für verschiedene Tasks eines Prozesses rela-
tiv einfach realisierbar; die Nutzung gemeinsamer Speicherberei-
che zwischen Prozessen sowie die Zugriffssynchronisation erfor-
dert eine entsprechende Betriebssystemunterstützung. Wie in
Abb. 2-4 angedeutet, kann die notwendige Lastbalancierung unter
mehreren DBS-Prozessen über eine gemeinsame Auftragswarte-
schlange für DB-Aufrufe (DML-Operationen) erreicht werden. Die
Anzahl der Ausführungseinheiten (Prozesse bzw. Tasks) zur DB-
Verarbeitung ist i.a. kleiner als die der Ausführungseinheiten für
Transaktionsprogramme, da die Programmausführungen syn-








Abb. 2-4: Betriebssystem-Einbettung mit mehreren DBS-Prozessen
prozesse









balancierungOhne Multi-Tasking führen E/A-Vorgänge während einer DB-Ope-
ration (sowie ggf. weitere Unterbrechungen wie Sperrkonflikte oder
Kommunikationsvorgänge) zu einem Prozeßwechsel; der Prozeß
bleibt bis zur E/A-Beendigung deaktiviert. Mit einem Multi-Tas-
king können dagegen Prozeßwechselkosten eingespart werden; ein
E/A-Vorgang führt lediglich zu einem Task-Wechsel (asynchrone
E/A aus Sicht des DBS-Prozesses). Somit wird eine geringere Pro-
zeßanzahl unterstützt, jedoch auf Kosten einer hohen Komplexität
der Implementierung.
2.2.3 Speicher- und Programmverwaltung
Da zu einem Transaktionsprogramm gleichzeitig mehrere Aktivie-
rungen möglich sind, sollte der Programm-Code möglichst nur ein-
mal im Hauptspeicher vorliegen. Dies erfordert, daß das Programm
ablaufinvariant (reentrant) realisiert wurde, so daß während der
Programmausführung keine Code-Modifikationen vorgenommen
werden und Programmvariablen für jede Ausführung in unabhän-
gigen Speicherbereichen verwaltet werden. Weiterhin sind zur Ab-
lage des Programm-Codes gemeinsame Speicherbereiche für die
Programmausführungen erforderlich.
Für den Zeitpunkt der Hauptspeicherallokation von Transaktions-
programmen können zwei Alternativen unterschieden werden. Die
Transaktionsprogramme können entweder bereits beim Start des
TP-Monitors in den virtuellen Speicher geladen werden, oder sie
werden erst bei Bedarf dynamisch nachgeladen. Das dynamische
Laden reduziert den Speicherbedarf, kann jedoch beträchtliche
Verzögerungen für die Transaktionsausführung verursachen. Da-
her ist zumindest für die wichtigsten Transaktionsprogramme das
frühzeitige Einlagern in den virtuellen Speicher empfehlenswert.
Paging-E/A-Vorgänge sind für Programme mit hoher Aufrufhäufig-
keit (z.B. Kontenbuchung) dann kaum zu erwarten.
Erfolgt die Ausführung der Transaktionsprogramme durch meh-
rere Prozesse, kann eine Begrenzung des prozeßspezifischen Spei-
cherbedarfs erreicht werden, indem eine Einschränkung der in ei-
nem Prozeß ausführbaren Programme vorgenommen wird. Im Ex-
tremfall kann dann ein Prozeß nur ein bestimmtes Programm aus-
führen (dies ist z.B. bei Tandems Pathway und DECs ACMS der
Fall). Ein Nachteil dabei ist, daß für die Bearbeitung eines Trans-
aktionsauftrages nur noch eine Teilmenge der Prozesse zur Verfü-
gung steht, was zu Wartesituationen führen kann, auch wenn noch





DBSblem zu reduzieren, ist potentiell eine größere Anzahl von Prozes-
sen zur Ausführung bereitzuhalten, wodurch der Speicherbedarf
sich jedoch wieder erhöht. Der TP-Monitor ACMS versucht zur
Linderung des Lastbalancierungsproblems, die Anzahl von Prozes-
sen (Anwendungs-Server) dynamisch den Anforderungsraten an-
zupassen.
2.2.4 Transaktionsverwaltung
Aufgabe der Transaktionsverwaltung ist die Einhaltung des
Transaktionskonzepts, was vor allem geeignete Logging-, Reco-
very- und Synchronisationsmaßnahmen erfordert (Kap. 1.2). Die
Realisierung dieser Funktionen erfolgt weitgehend im DBS, da
dort die Datenzugriffe vorgenommen werden. Logging-Aufgaben
des TP-Monitors betreffen vor allem die Protokollierung der Ein-
gabe- und Ausgabenachrichten (Nachrichten-Logging) und mögli-
cherweise von Änderungen auf Dateien, die nicht unter der Kon-
trolle des DBS stehen. Zur Gewährleistung der Atomarität ist zwi-
schen TP-Monitor und DBS ein lokal verteiltes Commit-Protokoll
vorzusehen, damit sowohl im DC-System als auch im DBS für eine
Transaktion dasselbe Ergebnis registriert wird (Commit für erfolg-
reiche Beendigung bzw. Abort/Rollback) [Me88].
Eine Verallgemeinerung dieses Ansatzes bietet das in Kap. 2.1.3
vorgestellte X/Open-Modell, in dem der Transaction-Manager die
Commit-Koordinierung durchführt und bei dem mehrere Re-










Die in Kap. 1.4 genannten Anforderungen führten zur Entwicklung
unterschiedlichster Realisierungsformen verteilter Transaktions-
systeme. Die Diskussion der wichtigsten Systemarchitekturen er-
folgt in diesem Kapitel anhand einer neuen Klassifikation verteil-
ter Transaktionssysteme. Diese Klassifikation ermöglicht die Ein-
ordnung und Abgrenzung verschiedener Ansätze und unterstützt
einen qualitativen Vergleich zwischen ihnen hinsichtlich der ge-
stellten Anforderungen.
Zunächst behandeln wir einige generelle Allokationsprobleme, die
bei der Realisierung verteilter Transaktionssysteme zu lösen sind.
Die Rechnerzuordnung von Systemfunktionen bildet dabei ein pri-
märes Klassifikationsmerkmal, das zur Unterscheidung von hori-
zontal und vertikal verteilten Transaktionssystemen führt. In bei-
den Fällen können weitere Verteilformen innerhalb des DC-Sy-
stems sowie des DBS unterschieden werden, welche in Kap. 3.2 und
3.3 vorgestellt werden. Im Anschluß betrachten wir Kombinations-
möglichkeiten zwischen horizontaler und vertikaler Verteilung und
nehmen eine qualitative Bewertung verschiedener Systemarchi-
tekturen vor. Zum Abschluß (Kap. 3.6) vergleichen wir unsere Klas-
sifikation mit anderen Klassifikationsansätzen.






tion3.1 Allokationsprobleme in verteilten
Transaktionssystemen
Bei der Realisierung verteilter Transaktionssysteme sind einige
grundsätzliche Allokationsprobleme zu lösen, insbesondere hin-
sichtlich der Rechnerzuordnung von Lasteinheiten, Transaktions-
programmen und Daten (Abb. 3-1). Aufgabe der Lastverteilung ist
zunächst die Zuordnung von Transaktionsaufträgen zu den Verar-
beitungsrechnern (Transaktions-Routing), so daß eine möglichst ef-
fektive Transaktionsverarbeitung möglich ist [Ra92b]. Die Teilauf-
gabe der Lastbalancierung ist dabei, Überlastung einzelner Rech-
ner zu vermeiden. Um dies zu erreichen, ist eine dynamische Last-
verteilung erforderlich, welche den aktuellen Systemzustand (z.B.
Rechnerauslastung) bei der Lastzuordnung berücksichtigt. Dane-
ben sollte die Lastverteilung eine Transaktionsbearbeitung mit
möglichst wenig Kommunikation unterstützen. Dazu ist Lokalität
derart anzustreben, daß eine Transaktion möglichst dort verarbei-
tet wird, wo die benötigten Funktionen bzw. Daten lokal erreichbar
sind. Wie noch ausgeführt wird, ist Lastverteilung nicht notwendi-
gerweise auf ganze Transaktionsaufträge begrenzt. Vielmehr wer-
den in unserer Klassifikation die einzelnen Systemarchitekturen
vor allem durch unterschiedliche Lastgranulate gekennzeichnet,
welche zur Verteilung herangezogen werden.
Die Freiheitsgrade der Lastverteilung sind wesentlich durch die






Abb. 3-1: Allokationsprobleme in verteilten Transaktionssystemen










cherneinflußt. Für diese beiden Allokationsformen kommen jeweils drei
Möglichkeiten in Betracht [Ra92b]:
- Partitionierung,
- partielle oder volle Replikation sowie
- Nutzung gemeinsamer Externspeicher ("Sharing").
Im Falle der Partitionierung liegt ein Programm/Datum an genau
einem Rechner vor, während bei der Replikation mehrere oder alle
Rechner eine Kopie des Programmes/Datums halten. Replikation
verursacht einen erhöhten Speicherplatzbedarf und Änderungs-
aufwand als Partitionierung. Allerdings ergibt sich eine erhöhte
Flexibilität der Lastverteilung, da mehrere Rechner zur Auswahl
stehen, um ein bestimmtes Programm bzw. einen DB-Zugriff zu be-
arbeiten. Dies ergibt zusätzliche Freiheitsgrade für die Lastbalan-
cierung sowie zur Unterstützung einer möglichst lokalen Verarbei-
tung. Bei der Partitionierung von Transaktionsprogrammen dage-
gen bestehen für das Transaktions-Routing keinerlei Wahlmög-
lichkeiten, da nur einer der Rechner ein bestimmtes Programm
ausführen kann. Bei einer Datenpartitionierung ist der Ausfüh-
rungsort von DB-Operationen auch bereits durch die Datenvertei-
lung weitgehend festgelegt. Eine dynamische Lastverteilung ist bei
Partitionierung somit kaum möglich, zumal die Allokation von
Transaktionsprogrammen und Daten relativ statisch ist und Ände-
rungen dabei in der Regel manuelle Eingriffe seitens der System-
verwalter erfordern.
Beim "Sharing" werden die Programme und die Datenbank auf Ex-
ternspeichern (Platten) gehalten, die von allen Rechnern direkt er-
reichbar sind. Diese Strategie vermeidet, eine Partitionierung von
Programmen und Daten vornehmen zu müssen, und bietet das-
selbe Optimierungspotential zur Lastbalancierung wie bei voller
Replikation. Eine Einschränkung dabei ist, daß die Rechner auf-
grund der Plattenanbindung i.d.R. nicht geographisch verteilt wer-
den können.* Außerdem unterstützt Replikation (im Gegensatz
zum Sharing) neben der Lastbalancierung auch eine erhöhte Ver-
fügbarkeit.
Orthogonal zu den diskutierten Allokationsformen kann die Rech-
nerzuordnung von Systemprogrammen, insbesondere des TP-Mo-
nitors und des DBS, gesehen werden. Dazu unterscheiden wir zwi-
* Allerdings erlauben neuere Kanalkopplungen auf Basis von Glasfaser-
verbindungen bereits eine Distanz von mehreren Kilometern zwischen
Verarbeitungsrechnern und Platten (s. Kap. 4.4).










tionenschen zwei generellen Alternativen, welche die Basis unseres Klas-
sifikationsschemas bilden. Bei horizontal verteilten Transaktions-
systemen liegt eine Replikation von Systemfunktionen vor, so daß
jeder Rechner die gleiche Funktionalität hinsichtlich der Transak-
tionsbearbeitung aufweist. Dagegen erfolgt bei den vertikal verteil-
tenTransaktionssystemen eine weitgehende Partitionierung der Sy-
stemfunktionen auf Front-End- und Back-End-Rechner (Server),
welche zu einer funktionalen Spezialisierung der Rechner führt*. In
beiden Fällen kann die Verteilung auf mehreren Ebenen des DC-
Systems oder des DBS erfolgen, ebenso lassen sich beide Verteilfor-
men kombinieren. So zählen Verteilte Datenbanksysteme zur
Klasse der horizontal verteilten Transaktionssysteme mit Vertei-
lung im DBS; Workstation/Server-Systeme und Datenbankmaschi-
nen sind Beispiele vertikal verteilter Transaktionssysteme. Ver-
teilte TP-Monitore können sowohl eine horizontale als eine verti-
kale Verteilung unterstützen. Eine genauere Betrachtung der ver-
schiedenen Ausprägungen horizontal und vertikal verteilter
Transaktionssysteme erfolgt in den folgenden beiden Kapiteln.
* Ein gewisser Grad an Replikation ist aber auch hierbei unvermeidlich,
da bestimmte Basisdienste des Betriebssystems und TP-Monitors an je-
dem Rechner vorliegen müssen (Kommunikationsmechanismen, Trans-
aktionsverwaltung, Name-Server, etc.).





der Daten3.2 Horizontal verteilte Transaktionssysteme
In horizontal verteilten Transaktionssystemen sind die beteiligten
Rechner funktional äquivalent hinsichtlich der Transaktionsverar-
beitung. Systemfunktionen werden repliziert, so daß in jedem
Rechner die Komponenten (Schichten) eines zentralisierten Trans-
aktionssystems vorliegen. Allerdings wird keine Homogenität der
Rechner gefordert; vielmehr können auf den einzelnen Rechnern
verschiedene TP-Monitore und DBS sowie heterogene Betriebssy-
steme und Rechner-Hardware verwendet werden.
Eine weitergehende Unterteilung horizontal verteilter Transakti-
onssysteme ist möglich, wenn unterschieden wird, auf welcher
Ebene des in Kap. 2.1 eingeführten Schichtenmodells die Koopera-
tion erfolgt, wo also die Verteilung sichtbar ist [Me87]. Hierzu un-
terscheiden wir zwischen Verteilung nur im DC-System, Vertei-
lung im DBS (Mehrrechner-DBS) sowie Verteilung im DC-System
und im DBS.
3.2.1 Verteilung nur im DC-System
In diesem Fall erfolgt die Kooperation zwischen den TP-Monitoren
der Rechner, während die DBS voneinander unabhängig sind. Dies
hat den Vorteil einer relativ geringen Systemkomplexität, da bei
den DBS nahezu keine Erweiterungen im Vergleich zum zentrali-
sierten Fall erforderlich sind. Zudem ist es möglich, heterogene
DBS auf verschiedenen Rechnern einzusetzen. Auch wird ein ho-
hes Maß an Knotenautonomie gewährleistet, da jeder Rechner eine
unabhängige Datenbank hält, die durch ein eigenes konzeptionel-
les Schema beschrieben wird.
Aufgrund der Unabhängigkeit der DBS liegt hierbei in der Regel
eine Partitionierung der Daten vor. Datenreplikation müßte an-
sonsten im DC-System gewartet werden; analog müßte bei einem
Sharing die notwendige globale Synchronisierung der Datenzu-
griffe im DC-System erfolgen. Die Einheit der Datenverteilung ist
sehr grob (ganze Datenbanken). Nachteile ergeben sich auch hin-
sichtlich Verfügbarkeitsanforderungen: fällt ein Rechner aus, sind
die dort verwalteten Daten nicht mehr erreichbar. Bei Mehrrech-
ner-DBS dagegen kann nach Durchführung bestimmter Recovery-
Aktionen einer der überlebenden Rechner die Daten des ausgefal-
lenen Rechners zeitweilig mitverwalten.









tionenDie Verteilung im DC-Systems kann auf jeder der drei Ebenen des
in Abb. 2-1 dargestellten Schichtenmodells realisiert werden, wobei
sich unterschiedliche Verteileinheiten ergeben:
(1) Transaktions-Routing (Transaction Routing)
Bei einer Verteilung in Schicht 1 (bzw. auf Ebene der Auftragssteuerung in
Abb. 2-2) werden ganze Transaktionsaufträge zwischen den Rechnern ver-
teilt. Wird nur diese Verteilform unterstützt, wenn also keine weitere Ver-
teilung auf tieferer Ebene (mit feinerem Verteilgranulat) erfolgt, muß eine
Transaktion vollkommen auf einem Rechner ausgeführt werden, und es kön-
nen somit nur die lokal erreichbaren Daten referenziert werden. Diese Ver-
teilform setzt daher auch eine Partitionierung der Transaktionsprogramme
voraus, wobei der TP-Monitor die Programmzuordnung kennt und somit ei-
nen Auftrag an den Rechner weiterleiten kann, wo das entsprechende Pro-
gramm vorliegt. Dennoch ist diese Verteilform allein nicht ausreichend, da
keine echt verteilte Transaktionsausführung erfolgt.
Transaction Routing wird u.a. durch die TP-Monitore CICS und IMS-DC
(MSC-Komponente: Multiple Systems Coupling) von IBM unterstützt [Wi89,
SUW82].
(2) Programmierte Verteilung
Die Verteilung auf Ebene der Transaktionsprogramme (Schicht 2) ermög-
licht den Zugriff auf eine entfernte Datenbank durch Aufruf eines Unter-
bzw. Teilprogrammes an dem entsprechenden Rechner. Bei einer Untertei-
lung in DC- und DB-spezifische Teilprogramme (Kap. 2.1) können zwei Va-
rianten unterschieden werden. Im einfachsten Fall erfolgt keine Verteilung
innerhalb der DB-spezifischen Teilprogramme (Anwendungs-Server), son-
dern nur durch Aufruf von Anwendungs-Servern verschiedener Rechner in-
nerhalb der DC-spezifischen Teilprogramme (dieser Ansatz wird u.a. von
Tandems Pathway unterstützt). Alternativ dazu können auch innerhalb der
Anwendungs-Server weitere Anwendungs-Server anderer Rechner aufgeru-
fen werden.
Bei diesen Ansätzen kann jedes (DB-spezifische) Teilprogramm nur lokale
Daten eines Rechners referenzieren, wenn keine weitere Verteilung auf
DBS-Ebene erfolgt. Verteiltransparenz kann für den Anwendungsprogram-
mierer i.a. nicht erreicht werden, da er die verfügbaren Teilprogramme an-
derer Rechner kennen muß, um sie korrekt aufzurufen. Gegebenenfalls sind
zur Realisierung einer verteilten Anwendung auch eigens Teilprogramme
für entfernte Datenbanken zu entwickeln, wobei dann die jeweilige Anfrage-
sprache und Schemainformationen benutzt werden müssen. Ortstranspa-
renz wird erzielt, wenn der TP-Monitor eine Name-Server-Funktion zur Lo-
kalisierung der Programme bietet. In einigen existierenden DC-Systemen
wie (UTM-D von Siemens [Go90] oder CICS von IBM [Wi89]) sind entfernte
Teilprogramme jedoch anders als lokale aufzurufen, so daß nicht einmal eine
volle Ortstransparenz erreicht wird.
Aufgabe der beteiligten TP-Monitore ist v.a. die Weiterleitung der entfernten
Aufrufe/Antworten sowie die Unterstützung eines verteilten Commit-Proto-
kolles (s.u.). Sybase bietet im Prinzip auch diese Verteilungsform, wenn-
gleich dort die DB-spezifischen Transaktionsprogramme als sogenannte
"stored procedures" durch das DBS verwaltet werden [Sy89].
(3) Verteilung von DML-Befehlen (DB-Operationen)
Hierbei werden DML-Befehle von dem TP-Monitor zwischen den Rechnern
ausgetauscht, mit der Einschränkung, daß jede DB-Operation nur Daten ei-
nes Rechners referenzieren darf (keine Kooperation zwischen den DBS). Das
feinere Verteilgranulat gestattet mehr Flexibilität für externe Datenzugriffe





TP-Monitorals bei der programmierten Verteilung, jedoch auf Kosten eines potentiell
höheren Kommunikationsaufwandes. Verteiltransparenz kann nicht erzielt
werden, da bei der Formulierung der DB-Operationen explizit auf das ent-
sprechende DB-Schema Bezug genommen werden muß. Der tatsächliche
Ort der Datenbanken kann durch Verwendung logischer Namen verborgen
werden, nicht jedoch die Unterscheidung mehrerer Datenbanken und ihrer
Schemata. Es läßt sich also Ortstransparenz jedoch keine Fragmentierungs-
transparenz erreichen.
Die Verteilung von DML-Befehlen wird u.a. von CICS (Function Request
Shipping) unterstützt [Wi89]. Das Weiterleiten von DB-Operationen kann
statt über den TP-Monitor auch durch die DBS der Verarbeitungsrechner
realisiert werden. Entscheidend ist dabei lediglich das Verteilgranulat "DB-
Operation" und die damit verbundene Restriktion, daß pro Operation nur
Daten eines DBS/Rechners referenziert werden können. Diese Funktionali-
tät wird auch vom Datenbanksystem DB2 von IBM unterstützt, wobei je-
doch z. Zt. Änderungen in einer Transaktion auf einen Knoten beschränkt
sind und nur andere IBM-DBS mit SQL-Unterstützung beteiligt sein kön-
nen. Bei UDS-D von SNI [Gra88] erfolgt das Weiterleiten von DB-Operatio-
nen ebenfalls im DBS. Änderungen einer Transaktion sind dabei nicht auf
einen Rechner beschränkt; das erforderliche Commit-Protokoll wird eben-
falls im DBS abgewickelt. Allerdings setzt UDS-D Homogenität in den DBS
voraus.
Es bleibt festzuhalten, daß in verteilten DC-Systemen aufgrund
der Unabhängigkeit der DBS die DB-Operation das feinste Verteil-
granulat darstellt. Operationen, welche Daten verschiedener Rech-
ner betreffen, müssen folglich explizit ausprogrammiert werden, so
z.B. zur Join-Berechnung zwischen Relationen mehrerer Rechner.
Verteiltransparenz wird nicht unterstützt (außer beim Transakti-
ons-Routing, bei dem die gesamte Transaktion an einem Rechner
auszuführen ist). Ferner bestehen praktisch keine Freiheitsgrade
für eine dynamische Lastverteilung, da der Ausführungsort für
Transaktionsprogramme sowie von DB-Operationen fest vorgege-
ben ist (Partitionierung von Transaktionsprogrammen und Daten-
banken).
Transaktionsverwaltung
Um die Alles-oder-Nichts-Eigenschaft einer verteilten Transaktion
zu garantieren, müssen die TP-Monitore ein gemeinsames Zwei-
phasen-Commit-Protokoll [BEKK84, CP84, MLO86] unterstützen.
Die DBS sind an dem verteilten Zweiphasen-Commit über die TP-
Monitore indirekt beteiligt. Eine mögliche Erweiterung gegenüber
zentralisierten DBS besteht also darin, daß ein lokales DBS eine
Commit-Initiierung "von außen" erlauben muß. Viele zentrali-
sierte DBS besitzen bereits diese Funktionalität, da i.d.R. ein lokal
verteiltes Commit mit dem TP-Monitor vorgenommen wird, um
das Datenbank-Commit mit dem DC-Commit (Sichern der Ausga-
benachricht) zu koordinieren. Im verteilten Fall wird damit jedoch








Betriebssystemeine Verringerung der lokalen Autonomie in Kauf genommen, da
der Commit-Koordinator auf einem anderen Rechner residieren
kann, dessen Ausfall den Zugriff auf lokale Daten möglicherweise
für unbestimmte Zeit blockiert.
Die Serialisierbarkeit der Transaktionsverarbeitung ist gewährlei-
stet, wenn jedes der beteiligten DBS ein Sperrverfahren zur Syn-
chronisation einsetzt und die Sperren bis zum Commit hält (strik-
tes Zweiphasen-Sperrprotokoll). Globale Deadlocks können jedoch
nur mit einem Timeout-Verfahren aufgelöst werden können, wenn
keine Erweiterung der DBS zur Mitteilung von Wartebeziehungen
eingeführt werden soll. Die Unterstützung des Timeout-Ansatzes
erfordert eine (einfache) Erweiterung der lokalen DBS, wenn zur
Auflösung lokaler Deadlocks ein andereres Verfahren verwendet
wurde (z.B. explizite Erkennung von Deadlocks). Das Hauptpro-
blem des Timeout-Ansatzes liegt in der Schwierigkeit, einen "geeig-
neten" Timeout-Wert zu finden [JTK89]. Ein zu kleiner Wert führt
zu vielen unnötigen Rücksetzungen von Transaktionen, ohne daß
ein Deadlock vorliegt; ein großer Timeout-Wert verzögert die Auf-
lösung globaler Deadlocks für lange Zeit, was zu signifikanten Lei-
stungseinbußen durch Sperrblockierungen führen kann.
Die Kooperation zwischen heterogenen TP-Monitoren sowie zwi-
schen TP-Monitoren und DBS verlangt natürlich die Einigung auf
ein gemeinsames Zweiphasen-Commit-Protokoll. Dazu wird in exi-
stierenden Systemen meist auf das SNA-Protokoll LU 6.2 von IBM
zurückgegriffen [Gr83, Du89]. Das von LU6.2 realisierte Commit-
Protokoll kann sich über mehrere Aufrufstufen erstrecken. Es wird
automatisch ausgeführt und entweder implizit (durch Beendigung
der Transaktion) oder explizit gestartet. Eine sehr ähnliche Funk-
tionalität wie LU6.2 wird von dem neuen OSI-Standard TP (Tran-
saction Processing) angeboten [Up91, SFSZ91].
Die Realisierung des Zweiphasen-Commit-Protokolls kann vom TP-
Monitor auch ins Betriebssystem verlagert werden. So unterstützt
das DEC-Betriebssystem VMS bereits ein verteiltes Commit-Proto-
koll, das sowohl von TP-Monitoren als von Datenbanksystemen ge-
nutzt wird. In Tandem-Systemen wird die Komponente TMF (Tran-
saction Monitoring Facility) sowohl vom TP-Monitor als auch vom
DBS zur Commit-Behandlung genutzt. Im X/Open-Modell zur ver-
teilten Transaktionsausführung (s.u.) wird zur Abwicklung des
Commit-Protokolls ein Transaction-Manager pro Rechner vorgese-
hen, wobei von der Zuordnung dieser Komponente zu TP-Monitor
oder Betriebssystem abstrahiert wird.






Neben der Transaktionsverwaltung ist der TP-Monitor vor allem
auch für die Kommunikation von Anwendungsprogrammen mit
dem Endbenutzer, dem DBS und anderen Anwendungsprogram-
men verantwortlich, wobei in zentralisierten Transaktionssyste-
men sämtliche Eigenschaften der eingesetzten Kommunikations-
mechanismen dem Programmierer verborgen bleiben. Diese Kom-
munikationsunabhängigkeit sollte natürlich auch in verteilten
DC-Systemen erhalten bleiben, bei denen unterschiedliche TP-Mo-
nitore, DBS und Kommunikationsprotokolle beteiligt sein können.
Hierzu stellen derzeitige TP-Monitore Transaktionsanwendungen
vor allem zwei unterschiedliche Ansätze zur Verfügung. Weitver-
breitet ist die Kommunikation über Konversationen im Rahmen ei-
nes sogenannten "Peer-to-Peer"-Protokolls. Dabei sind zwischen
den Kommunikationspartnern zunächst Verbindungen aufzu-
bauen, bevor eine Konversation (Dialog, Nachrichtenaustausch)
über Sende- und Empfangsoperationen erfolgt [Be90, Cl92, Cy91].
Dieser Ansatz, der von dem SNA-Protokoll LU6.2 sowie ISO-Proto-
kollen verfolgt wird, ist sehr flexibel, da nahezu beliebige Koopera-
tionsformen realisiert werden können (z.B. können mehrere Teil-
programme asynchron gestartet werden u.ä.). Die resultierende
Programmierschnittstelle ist jedoch sehr komplex und fehleranfäl-
lig. Ferner wird keine Ortstransparenz erreicht, da für lokale und
entfernte Teilprogramme unterschiedliche Mechanismen verwen-
det werden (lokaler Prozeduraufruf vs. Kommunikation über Kon-
versationen). TP-Monitore wie CICS oder UTM, die auf LU 6.2 auf-
bauen, verfolgen diesen Ansatz.
Die Alternative besteht in der Verwendung von Remote Procedure
Calls (RPC) zum Starten externer Teilprogramme [Cy91, Sc92,
GR93]. Hierbei besteht eine Client-/Server-Beziehung zwischen
den Kommunikationspartnern, wobei das rufende Programm (Cli-
ent) jeweils nur einen Aufruf absetzt und stets eine Antwort vom
gerufenen Programm (Server) entgegennimmt. Der Aufruf der Ser-
ver-Funktionen ist meist synchron, kann jedoch auch asynchron
erfolgen. Die Anwendungsprogrammierung wird gegenüber der
Kommunikation über Konversationen erheblich vereinfacht, da
eine einheitliche Schnittstelle zum Aufruf lokaler und entfernter
Programme verwendet werden kann. Der RPC-Mechanismus (TP-
Monitor) ist verantwortlich für Lokalisierung und Aufruf der Pro-
gramme, wobei ggf. eine Kommunikation und Anpassung von Pa-
rameterformaten erfolgt.







DTPAuch die Realisierung der Kommunikationsfunktionen kann statt
durch den TP-Monitor im Betriebssystem erfolgen, wie z.B. im
DCE-Standard (Distributed Computing Environment) der OSF
(Open Software Foundation) vorgesehen. OSF DCE definiert eine
Reihe von Betriebssystem-Basisdiensten zur Kooperation in hete-
rogenen Systemen, darunter die Realisierung einer verteilten Da-
teiverwaltung, Directory-Funktionen und von RPCs [Cy91, Se91].
Einige neuere TP-Monitore wie Encina nutzen bereits die DCE-
Dienste zur RPC-Abwicklung, allerdings erweitert mit einer Trans-
aktionssemantik ("transaktionsgeschützter RPC") [Sp91, GR93].
X/Open Distributed Transaction Processing (DTP)
Abb. 3-2 zeigt das Modell eines verteilten Transaktionssystems der
Herstellervereinigung X/Open [Br91, GR93]. Dabei liegen in jedem
der Rechner die Komponenten eines zentralisierten Transaktions-
systems (Kap. 2.1.3) vor sowie zusätzlich ein Communication-Ma-
nager (CM) zur Durchführung der Kommunikationsaufgaben. Das
API (Application Programming Interface), dessen Standardisie-
rung durch die X/Open durchgeführt wird, umfaßt daher neben den
Funktionen zur Transaktionsverwaltung (TX-Schnittstelle) und
Resource-Manager-Aufrufe zusätzlich noch die Kommunikations-
schnittstelle zum CM. Die Kommunikationsschnittstelle orientiert
sich dabei weitgehend an der SAA-Schnittstelle CPI-C von IBM
und unterstützt sowohl RPCs als auch eine Peer-to-Peer-Kommuni-
kation. Das verteilte Zweiphasen-Commit-Protokoll läuft zwischen
den Transaction-Managern der an einer Transaktionsausführung
beteiligten Rechner ab, wobei die Kommunikation wiederum über
die Communication-Manager abgewickelt wird. Als Commit-Proto-
koll ist dabei OSI TP vorgesehen; die X/Open-Schnittstelle XA+ legt

































rechner-DBSAls Schnittstelle zwischen Anwendungen und DBS-Resource-Ma-
nagern hat X/Open eine Teilmenge von SQL festgelegt, die von den
meisten SQL-Implementierungen unterstützt wird. Dies ist trotz
der ISO-Standardisierung von SQL erforderlich, da existierende
Implementierungen eine Vielzahl von Abweichungen zum Stan-
dard aufweisen. Die Verwendung der X/Open-Teilmenge von SQL
erleichtert die Interoperabilität zwischen verschiedenen SQL-Sy-
stemen, da hiermit die Anzahl von Gateways deutlich reduziert
werden kann [SB90, GR93]. Diese DB-Gateways bilden Operatio-
nen und Datenformate des DBS-Nutzers auf diejenigen des refe-
renzierten DBS ab; umgekehrt werden Ergebnisse sowie Fehler-
codes des DBS auf die Formate des aufrufenden Systems konver-
tiert.
Das X/Open-Modell geht von einer Client-/Server-Zerlegung ver-
teilter Transaktionen aus, ohne bestimmte Aufrufeinheiten vorzu-
geben. So kann das als Client fungierende Anwendungsprogramm
in Abb. 3-2 auf dem zweiten Rechner ein anderes Teilprogramm als
Server aufrufen, von dem aus dann auf lokale Resource-Manager
zugegriffen wird (entspricht der programmierten Verteilung). An-
dererseits können aber auch einzelne DB-Befehle die Aufrufeinhei-
ten darstellen; in diesem Fall könnte der aufgerufene Server ein
SQL-Gateway sein, von dem aus der Aufruf an ein lokales DBS
weitergeleitet wird.
Eine ausführliche Behandlung von X/Open DTP findet sich in
[GR93].
3.2.2 Verteilung im DBS
(horizontal verteilte Mehrrechner-DBS)
Wir bezeichnen verteilte Transaktionssysteme, bei denen die Ko-
operation der Verarbeitungsrechner innerhalb der DBS erfolgt, als
Mehrrechner-Datenbanksysteme. Die DC-Systeme der Rechner kön-
nen dabei unabhängig voneinander arbeiten und verschiedene TP-
Monitore benutzen. Eine grobe Unterteilung horizontal verteilter
Mehrrechner-DBS ist in Abb. 3-3 gezeigt. Als primäres Unterschei-
dungsmerkmale dient dabei die Rechnerzuordnung der Extern-
speicher (Platten), wobei zwischen Partitionierung ("Shared Not-
hing", SN) und Sharing ("Shared Disk" (SD), DB-Sharing) unterschie-
den wird. Im Falle von SN (Abb. 3-4b) ist jede Platte nur einem
Rechner zugeordnet; die Daten sind entweder ebenfalls partitio-
niert oder repliziert. Im Falle der Replikation obliegt deren War-




Verteilte DBStung den DBS, so daß Replikationstransparenz erreicht wird. Bei
SD (Abb. 3-4a) kann jeder Rechner und jedes DBS direkt auf alle
Platten und somit die gesamte Datenbank zugreifen. Zwei weitere
Klassifikationsmerkmale erlauben die Unterscheidung zwischen
integrierten und föderativen sowie zwischen homogenen und hete-
rogenen Mehrrechner-DBS.
Integrierte Mehrrechner-DBS sind dadurch gekennzeichnet, daß
sich alle Rechner eine gemeinsame Datenbank teilen, die durch ein
einziges konzeptionelles Schema beschrieben ist. Da dieses gemein-
same Schema von allen Rechnern unterstützt wird, kann den
Transaktionsprogrammen (TAP) volle Verteiltransparenz geboten
werden; sie können über das lokale DBS wie im zentralisierten Fall
auf die Datenbank zugreifen (Abb. 3-4). Auf der anderen Seite ist
die Autonomie der einzelnen Rechner/DBS stark eingeschränkt, da
Schemaänderungen, Vergabe von Zugriffsrechten etc. global koor-
diniert werden müssen. Daneben wird vorausgesetzt, daß jede DB-
Operation auf allen Rechnern gleichermaßen gestartet werden
kann und daß potentiell alle DBS bei der Abarbeitung einer DB-
Operation kooperieren. Diese Randbedingungen erfordern i.d.R.,
daß die DBS in allen Rechnern identisch (homogen) sind. Die Ge-
währleistung von Verteiltransparenz läßt die Replikation von
Transaktionsprogrammen zu und ermöglicht somit eine flexiblere
Lastverteilung (Transaktions-Routing) als in verteilten DC-Syste-
men.
Verteilte Datenbanksysteme [CP83, ÖV91, BG92] sind die bekannte-
sten Vertreter integrierter Mehrrechner-DBS; sie gehören zur Ka-
tegorie "Shared Nothing" (Abb. 3-4b). Gemäß der Schichtenbildung
von DBS (Kap. 2.1) kann die Kooperation auch innerhalb der DBS
Shared Disk Shared Nothing
integriert integriert föderativ
homogen homogen homogen heterogen
Mehrrechner-DBS
Abb. 3-3: Grobklassifikation horizontal verteilter Mehrrechner-
Datenbanksysteme
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DBS
DB-Sharingauf mehreren Ebenen mit unterschiedlichen Verteilgranulaten er-
folgen. So können mengenorientierte Teiloperationen, Satz- oder
Seitenanforderungen zwischen den Rechnern verschickt werden,
um auf externe Daten zuzugreifen. Im Gegensatz zu verteilten DC-
Systemen können bei der Datenzuordnung relativ feine Verteilein-
heiten gewählt werden, wie eine horizontale (zeilenweise) und ver-
tikale (spaltenweise) Fragmentierung einzelner Relationen. Die
beteiligten Rechner können sowohl ortsverteilt als auch lokal ver-
teilt angeordnet sein. Technische Probleme, die bei diesem Ansatz
zu lösen sind, beinhalten die Bestimmung der DB-Fragmentierung
und DB-Allokation, Erstellung verteilter/paralleler Ausführungs-
pläne, verteilte Commit-Behandlung, globale Deadlock-Behand-
lung sowie die Aktualisierung replizierter Datenbanken [BEKK84,
CP84, ÖV91]. Liegt eine Partitionierung der Daten vor, so ergeben
sich relativ geringe Freiheitsgrade zur dynamischen Lastvertei-
lung, da die Datenzuordnung relativ statisch ist und jeder Rechner
Zugriffe auf seine Partition weitgehend selbst bearbeiten muß
[Ra92b].
DB-Sharing-Systeme [Ra88a, Ra89a] ("Shared Disk", Abb. 3-4a) ver-
körpern eine weitere Klasse integrierter Mehrrechner-DBS. Auf-
grund der direkten Plattenanbindung aller Rechner ist hierbei
keine physische Datenaufteilung unter den Rechnern vorzuneh-
men. Insbesondere kann eine DB-Operation auch von jedem Rech-
ner gleichermaßen abgearbeitet werden (keine Erstellung verteil-
ter Ausführungspläne), wodurch eine hohe Flexibilität zur dynami-
schen Lastbalancierung entsteht. Kommunikation zwischen den
DBS wird v.a. zur globalen Synchronisation der DB-Zugriffe not-
wendig. Weitere technische Probleme betreffen die Behandlung
von Pufferinvalidierungen, Logging/Recovery sowie die Koordina-
tion von Lastverteilung und Synchronisation [Ra89a]. Existie-




a) Shared Disk (DB-Sharing) b) Shared Nothing
TAP
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Föderative DBSrende DB-Sharing-Systeme sind u.a. IMS Data Sharing [SUW82],
DEC’s Datenbanksysteme (RDB, VAX-DBMS) in der Vax-Cluster-
Umgebung [KLS86, RSW89] sowie Oracle V6.2 [Or90]. Aufgrund
der erforderlichen Plattenanbindung sind derzeitige DB-Sharing-
Systeme ausschließlich lokal verteilt, wobei die Verarbeitungsrech-
ner sowie die Plattenperipherie typischerweise in einem Raum un-
tergebracht sind. Eine Plattenanbindung über Glasfaserleitungen
erlaubt jedoch eine Aufhebung dieser Beschränkung, so daß eine
begrenzte geographische Verteilung ermöglicht wird (s. Kap. 4.4).
Erfolgt der Zugriff auf die Platten-Controller über eine allgemeine
Nachrichtenschnittstelle (wie z.B. bei den Vax-Clustern sowie in ei-
nigen Hypercube-Architekturen bereits der Fall), dann ist prinzipi-
ell auch eine geographisch verteilte Rechneranordnung realisier-
bar, sofern ein für akzeptable Plattenzugriffszeiten hinreichend
schnelles Kommunikationsnetz verfügbar ist.
Föderative Mehrrechner-DBS* (federated database systems) streben
nach größerer Knotenautonomie im Vergleich zu den integrierten
Systemen, wobei die beteiligten DBS entweder homogen oder hete-
rogen sein können. Aufgrund der geforderten Unabhängigkeit der
einzelnen Datenbanksysteme und Rechner kommt zur Realisie-
rung dieser Systeme nur eine Partitionierung der Externspeicher
in Betracht (Shared-Nothing). Kennzeichnende Eigenschaft der fö-
derativen DBS ist, daß (ähnlich wie bei den verteilten DC-Syste-
men) jeder Rechner eine eigene Datenbank verwaltet, die durch ein
lokales (privates) konzeptionelles Schema beschrieben ist. Aller-
dings soll es jetzt durch eine begrenzte Kooperation der DBS mög-
lich werden, über das DBS auf bestimmte Daten anderer Rechner
zuzugreifen, falls dies von dem "Besitzer" der Daten zugelassen
wird. Die Menge kooperierender DBS wird auch als Föderation be-
zeichnet; prinzipiell kann ein DBS an mehreren Föderationen be-
teiligt sein, falls diese anwendungsbezogen definiert werden. Im
Vergleich zu verteilten DC-Systemen soll eine höhere Integrations-
stufe erreicht werden, indem ein einheitliches Datenmodell bzw.
eine gemeinsame Anfragesprache “nach außen” angeboten werden.
Damit soll es auch möglich werden, innerhalb einer DB-Operation
auf Daten verschiedener Datenbanken zuzugreifen sowie Verteil-
transparenz zu erreichen.
Ein Realisierungsansatz hierzu sieht vor, daß jedes DBS Teile sei-
nes konzeptionellen Schemas exportiert und somit externe Zugriffe
* Gelegentlich findet man auch die Bezeichnung "föderierte Datenbanksy-
steme" [SW91].









DC-Systemauf die betreffenden DB-Bereiche zuläßt. Im Idealfall kann Verteil-
transparenz für die Benutzer (Programmierer) durch Definition in-
tegrierter externer Schemata (Sichten) erreicht werden, wobei das
DBS dann eine automatische Abbildung auf das lokale konzeptio-
nelle Schema sowie die importierten Schemafragmente anderer
Rechner vornimmt und für rechnerübergreifende Operationen
(z.B. Joins) eine geeignete Anfragezerlegung ausführt. Allerdings
ergeben sich bei der erforderlichen Schemaintegration [BLN86] be-
reits im Fall homogener DBS (mit gleichem DB-Modell und Anfra-
gesprache) vielfach semantische Abbildungsprobleme, welche
nicht automatisch aufgelöst werden können [SW91]. Aufgrund der
Änderungsproblematik auf Sichten wird auch oft nur lesender Zu-
griff auf externe Daten unterstützt. Weitere technische Probleme
betreffen v.a. die Unterstützung heterogener Datenmodelle und
Anfragesprachen sowie die Koordinierung unterschiedlicher Me-
thoden zur Transaktionsverwaltung in den beteiligten Rechnern.
Ingres/Star repräsentiert ein kommerziell verfügbares föderatives
Mehrrechner-DBS [BR92]. Unterschiedliche Realisierungsformen
föderativer DBS werden in [SL90, LMR90, Th90] gegenüberge-
stellt.
3.2.3 Verteilung im DC-System und im DBS
Die angesprochenen Verteilformen im DC-System und im DBS las-
sen sich zum Teil kombinieren, wodurch sich i.d.R. größere Frei-
heitsgrade bezüglich der Last-, Programm- und Datenverteilung
ergeben, jedoch auf Kosten einer erhöhten Komplexität. Auch las-
sen sich einige Nachteile verteilter DC-System beseitigen, wenn
zusätzlich ein Mehrrechner-DBS eingesetzt wird (z.B. können
durch Verwendung eines verteilten DBS Verteiltransparenz sowie
feine Verteileinheiten bei der Datenzuordnung unterstützt wer-
den). Bei Einsatz eines Mehrrechner-DBS erscheint ein zusätzli-
ches Transaktions-Routing zur Lastverteilung generell sinnvoll,
um damit einen Transaktionsauftrag einem Rechner zuzuweisen,
der nicht überlastet ist und bei dem eine effiziente Ausführung er-
wartet werden kann (und auf dem das zugehörige Transaktions-
programm ausführbar ist). Im Zusammenhang mit DB-Sharing er-
scheinen dagegen die Verteilformen auf Ebene der Teilprogramme
und DML-Befehle nicht sinnvoll, da jeder Rechner auf die gesamte
Datenbank zugreifen kann.
Tandem unterstützt mit dem TP-Monitor Pathway eine spezielle
Verteilung auf Teilprogrammebene und mit dem verteilten DBS








Server-SystemNonStop-SQL [Ta89] eine verteilte und parallele Anfragebearbei-
tung im DBS.
3.3 Vertikal verteilte Transaktionssysteme
Vertikal verteilte Transaktionssysteme sind durch eine Partitionie-
rung der Systemfunktionen auf Front-End- und Back-End-Rechner
gekennzeichnet, welche gemäß einer Client-/Server-Beziehung ko-
operieren. Wichtige Vertreter dieser Systemklasse sind Worksta-
tion/Server-Systeme, bei denen gewisse Funktionen zur Transakti-
onsverarbeitung auf Workstations vorgelagert werden, sowie DB-
Maschinen, bei denen eine Auslagerung der DB-Verarbeitung auf
Back-End-Rechner erfolgt. In beiden Fällen soll eine Entlastung
der allgemeinen Verarbeitungsrechner sowie eine Steigerung der
Kosteneffektivität durch verstärkten Einsatz preiswerter (jedoch
leistungsfähiger) Mikroprozessoren erfolgen. Mit Workstations
oder PCs können zudem komfortable Benutzerschnittstellen reali-
siert werden, was sowohl die Erstellung neuer Anwendungen als
auch die Ausführung von Anwendungen (Transaktionen, DB-An-
fragen) vereinfacht.
Analog zu den horizontal verteilten Transaktionssystemen ergeben
sich bei der Partitionierung der Funktionen mehrere Verteilmög-
lichkeiten im DC-System und DBS, welche unterschiedliche Ver-
teilgranulate mit sich bringen. Im einfachsten Fall liegt eine Ko-
operation der Front-End (FE)-Rechner mit nur einem Back-End
(BE)-Rechner oder Server vor; bei mehreren Server-Rechnern kön-
nen diese entweder unabhängig voneinander arbeiten oder koope-
rieren. In letzterem Fall würde das Server-System wiederum ein
horizontal verteiltes Transaktionssystem repräsentieren, was die
Orthogonalität der beiden Klassifikationsmerkmale verdeutlicht.
Die Server-Rechner müssen dabei jedoch nicht notwendigerweise
alle Ebenen des eingeführten Schichtenmodells (Kap. 2.1) unter-
stützen, werden jedoch i.a. die gleiche Funktionalität aufweisen. So
repräsentiert z.B. bei DB-Maschinen das Back-End-System in der
Regel ein integriertes Mehrrechner-DBS (derzeit meist vom Typ
"Shared Nothing").
3.3.1 Verteilung im DC-System
Bei der Partitionierung im DC-System werden gewisse Funktionen
des TP-Monitors bzw. die Transaktionsprogramme auf Front-End-
Rechner vorgelagert. Generell ist mit einer Verkomplizierung der








FunktionenSystemadministration zu rechnen, da nun eine Zuordnung von Sy-
stemfunktionen und Transaktionsprogrammen auf eine potentiell
sehr große Anzahl von Front-End-Stationen zu verwalten ist (repli-
zierte Speicherung von Maskendefinitionen, TP-Monitor-Funktio-
nen und Programmen, so daß Änderungen entsprechend propa-
giert werden müssen). Ähnlich wie bei den horizontal verteilten
DC-Systemen können drei Partitionierungsmöglichkeiten im DC-
System unterschieden werden [HM90]:
(1) Vorlagerung von Präsentationsfunktionen und Nachrichtenaufbereitung
Eine erhebliche Entlastung der Server ergibt sich oft bereits, wenn Benut-
zereingaben direkt "vor Ort" analysiert werden (durch intelligente Termi-
nals, PCs oder Workstations) und in ein neutrales, geräteunabhängiges
Nachrichtenformat überführt werden, das von den Transaktionsprogram-
men auf den Servern verarbeitet werden kann. Umgekehrt sollen Ausgabe-
nachrichten beim Benutzer in das gerätespezifische Format überführt wer-
den. Einfache Eingabefehler (z.B. Verletzung von in der Maskendefinition
spezifizierten Wertebereichsbeschränkungen) können sofort abgewiesen
werden, ohne daß eine Übertragung an den Server erfolgen muß.
Diese Verteilform ist einfach realisierbar und wird von vielen Herstellern
unterstützt. Sie gestattet die effektive Nutzung der Grafik-Fähigkeiten von
Workstations und PCs (z.B. Window-Systeme), so daß sehr komfortable Be-
nutzerschnittstellen zur Transaktionsverarbeitung möglich werden.
Während bei diesem Ansatz weitgehend Aufgaben der Schicht 1 (Abb. 2-1)
bzw. der Nachrichtenverwaltung (Abb. 2-2) vorgelagert werden, erfolgt die
Ausführung der Transaktionsprogramme weiterhin auf dem Server. Die
Einheit der Verteilung ist daher der gesamte Transaktionsauftrag, ähnlich
wie beim Transaktions-Routing. Erfolgt auf den Servern keine weitere (ho-
rizontale oder vertikale) Verteilung, so ist die Transaktionsausführung auf
Daten eines Rechners beschränkt.
(2) Aufruf von Teilprogrammen auf den Servern
Bei dieser Partitionierungsform werden Transaktionsprogramme zum Teil
auf den FE-Rechnern (z.B. PCs, Workstations) ausgeführt, so daß diese wei-
tergehend als unter (1) genutzt werden können. Allerdings können die FE-
Programme nicht unmittelbar mit den Server-DBS kommunizieren, son-
dern müssen Teilprogramme auf den Servern starten, um die dort erreich-
baren Daten zu referenzieren. Zur Durchführung der Kooperation ist je eine
TP-Monitor-Komponente auf den FE-Rechnern sowie den Server-Rechnern
erforderlich. Innerhalb eines Transaktionsprogrammes auf FE-Seite und
damit innerhalb einer Transaktion können Funktionen mehrerer unabhän-
giger und heterogener Server aufgerufen werden. In diesem Fall muß ein
verteiltes Commit-Protokoll zwischen dem TP-Monitor auf dem FE-Rechner
und den TP-Monitoren der involvierten Server-Rechner erfolgen. Da PCs
oder Workstations als FE-Rechner als "unzuverlässig" einzustufen sind,
sollte jedoch die kritische Rolle des Commit-Koordinators vom FE- auf einen
der Server-Rechner übertragen werden.*
Die Bewertung des Ansatzes entspricht im wesentlichen der der program-
mierten Verteilung bei horizontaler Verteilung. Von Nachteil ist die relativ
geringe Flexibilität für die Erstellung von Anwendungen auf FE-Seite, da
nur über Transaktionsprogramme der Server auf die Datenbanken zugegrif-
fen werden kann. Diese Zugriffsform wird u.a. von CICS OS/2 [Da92], Syba-
se [Sy90], UTM [Go90], Tuxedo (UNIX System Laboratories), Top-End
(NCR), Camelot [SPB88] und Encina (Transarc) [Sp91] unterstützt. Neuere







DB-MaschinenTP-Monitore verwenden überwiegend transaktionsgeschützte RPCs zur Ko-
operation.
(3) Ausführung von DML-Befehlen auf den Servern
Hierbei werden die Transaktionsprogramme vollständig auf den FE-Rech-
nern ausgeführt und DML-Befehle zur Ausführung an die Server verschickt.
Gegenüber (2) ergeben sich somit größere Freiheitsgrade für die DB-Zugriffe,
jedoch auch ein i.a. weit höherer Kommunikationsaufwand, da jede Operati-
on einzeln verschickt werden muß. Weiterhin muß die Schemainformation
der Server-Datenbanken auf den FE-Rechnern bekannt sein, und es ist eine
aufwendige Definition von Zugriffsrechten erforderlich (an Schemaobjekte
und DB-Operationen gebunden). Soll auf Daten mehrerer (unabhängiger)
Server zugegriffen werden, sieht der Programmierer mehrere Schemata. Zur
Wahrung des Transaktionskonzeptes (Atomarität) ist ein verteiltes Commit-
Protokoll durch die TP-Monitore sowie die DB-Server zu unterstützen.
Die einfachste Realisierungsform (Kooperation mit einem Server) wird von
vielen relationalen DBS unterstützt (Oracle, Ingres, Sybase, u.a.). Der ISO-
Standard RDA (Remote Database Access) [ Ar91, La91, Pa91] geht ebenfalls
von DML-Befehlen als Aufrufeinheiten aus. RDA strebt dabei vor allem eine
verbesserte Interoperabilität in heterogenen Systemen an, indem anstelle
von Gateways zur Konvertierung von Daten- und Nachrichtenformaten eine
einheitliche Schnittstelle zur Übertragung von DB-Operationen sowie für
Funktionen wie Verbindungskontrolle und Transaktionsverwaltung unter-
stützt wird. Das RDA-Kommunikationsprotokoll spezifiziert ferner die ge-
nauen Nachrichtenformate und die erlaubten Reihenfolgen aller Nachrich-
ten. RDA setzt die Verwendung eines einheitlichen APIs (SQL) voraus, wie
es z.B. durch X/Open bzw. SQL Access definiert wurde [Ar91]. Zunächst er-
laubt RDA lediglich den Zugriff auf einen DB-Server pro Transaktion. Bei
der geplanten Erweiterung zum Zugriff auf mehrere Server sollen zur
Durchführung der Transaktionsverwaltung andere ISO-Protokolle (TP)
verwendet werden. Bei RDA handelt es sich um ein Peer-to-Peer-Kommuni-
kationsprotokoll.
DB-Maschinen fallen auch in die Kategorie vertikal verteilter Transaktions-
systeme mit Aufruf von DML-Befehlen. Die Transaktionsprogramme laufen
dabei i.a. auf allgemeinen Verarbeitungsrechnern ("Hosts") oder auf Work-
stations ab. Innerhalb des Back-End-Systems sollen v.a. komplexere DB-
Operationen durch Parallelverarbeitung effizient abgearbeitet werden. Bei-
spiele bekannter DB-Maschinen sind Teradatas DBC/1024 [Ne86] sowie Pro-
totypen wie Gamma [De90] oder EDS [WT91].
3.3.2 Verteilung im DBS (vertikal verteilte Mehrrechner-DBS)
Eine weitere Verteilungsmöglichkeit besteht darin, die Anwendun-
gen vollkommen auf den FE-Rechnern auszuführen und die DB-
Verarbeitung zwischen FE- und BE-Rechnern zu partitionieren.
Diese Realisierungsform wird derzeit v.a. von sogenannten Nicht-
* Bei verteilten Zweiphasen-Commit-Protokollen kann der Ausfall des
Commit-Koordinators dazu führen, daß andere Rechner Sperren und
Log-Daten einer Transaktion erst dann freigeben können, wenn der
Commit-Koordinator wieder lauffähig ist [MLO86]. Bei Workstations
oder PCs muß jedoch von potentiell unbegrenzten Ausfallzeiten ausge-
gangen werden, da sie i.d.R. nicht von Systemverwaltern betreut werden
und z.B. jederzeit abgeschaltet werden können.
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DBS auf Work-
station- und
Server-SeiteStandard-DBS bzw. objektorientierten DBS verfolgt, wobei durch
eine möglichst weitgehende Auslagerung der DB-Verarbeitung auf
Workstations ein gutes Antwortzeitverhalten für die komplexen
Anwendungsvorgänge in diesen Bereichen (z.B. CAD) angestrebt
wird. Insbesondere sollen DB-Objekte nach Bereitstellung durch
die Server möglichst im Hauptspeicher der Workstation gepuffert
werden (in einem vom Workstation-DBS verwalteten Objektpuf-
fer), um durch Ausnutzung von Lokalität eine hohe Zugriffsge-
schwindigkeit zu erzielen. Zudem ergibt sich eine stärkere Unab-
hängigkeit als bei den vertikal verteilten DC-Systemen gegenüber
Server-Ausfällen, da die Verarbeitung i.a. mit dem Workstation-
DBS fortgeführt werden kann.
Für die Kooperation zwischen Workstation- und Server-DBS kom-
men wiederum verschiedene Ebenen mit unterschiedlichen Vertei-
leinheiten in Betracht [De86, DFMV90]. Ähnlich wie bei verteilten
DBS können als Aufrufeinheiten mengenorientierte DML-Befehle
(oder Teile davon, welche noch nicht lokal vorhandene Daten be-
treffen) sowie einzelne Objektanforderungen verwendet werden.
Wird der Server lediglich zur Dateiverwaltung verwendet, stellen
Seiten die Übertragungseinheiten dar. Beispiele vertikal verteilter
Mehrrechner-DBS sind u.a. GemStone [BOS91], Orion [KGBW90]
und Iris [WLH90].
Liegen auf Workstation und Server unabhängige Datenbanken
vor, auf die jedoch innerhalb einer DB-Operation zugegriffen wer-
den kann, so handelt es sich um ein horizontal verteiltes Mehrrech-
ner-DBS, da keine Partitionierung sondern eine Replizierung von
DBS-Funktionen vorliegt. Ebenso ist eine horizontale Verteilung
bei einer mehrstufig verteilten DB-Verarbeitung gegeben, z.B. zwi-
schen Workstation-DBS, abteilungsspezifischen DB-Servern und
einem zentralen DB-Server eines Unternehmens, wenn dabei je-
weils unabhängige Datenbanken vorliegen. Es bietet sich dabei ein
föderativer Ansatz an, bei dem z.B. auch der Zugriff auf Worksta-
tion-Datenbanken von Anwendungen auf den Abteilungsrechnern
aus möglich ist, falls dies vom Besitzer der Workstation-Daten-
bank zugelassen wird.
3.3.3 Vertikale Verteilung über mehr als zwei Ebenen
Eine vertikale Verteilung von Systemfunktionen ist nicht auf zwei
Ebenen beschränkt, sondern kann über mehrere Stufen erfolgen.
Z.B. ist die DC-Verarbeitung auf drei Ebenen aufgeteilt, wenn eine
lokale Nachrichtenaufbereitung auf PCs oder Workstations erfolgt,












Abb. 3-5: Koeine Verteilung der Transaktionsaufträge (Transaktions-Routing)
auf Kommunikationsrechnern durchgeführt wird und die Abarbei-
tung der Transaktionsprogramme auf allgemeinen Verarbeitungs-
rechnern erfolgt. Die DB-Verarbeitung könnte dann auf einer wei-
teren Server-Ebene vorgenommen werden, z.B. im Rahmen einer
DB-Maschine.
3.4 Kombination von horizontaler und vertikaler
Verteilung
Wie schon erwähnt, können horizontale und vertikale Verteilfor-
men miteinander kombiniert werden. Das sich dabei ergebende
Spektrum verteilter Transaktionssysteme ist in Abb. 3-5 verdeut-
licht. Dabei werden sowohl bei horizontaler als auch vertikaler Ver-
teilung die drei eingeführten Verteilebenen im DC-System unter-
schieden (Verteilung ganzer Transaktionsaufträge, von Teilpro-
grammen oder DML-Befehlen) sowie als vierte Möglichkeit die Ver-
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0 = keine Kooperation (1 DB-Server bzw. isolierte Server)
1 = Verteilung auf Transaktionsebene
2 = Aufruf entfernter Teilprogramme
3 = Verschicken von DB-Operationen




mbination horizontal und vertikal verteilter Transaktionssysteme (TAS)
Verteilungsebene
(nur) vertikal verteilte TAS




ler Verteilungwurde eine zusätzliche Verteilebene 0 vorgesehen, die den Fall ab-
deckt, wenn nur ein einziger Verarbeitungsrechner (Server) bzw.
mehrere unabhängige Server vorliegen. (Analog könnte man eine
vertikale Verteilebene 0 einführen, welche impliziert, daß die
Transaktionen vollständig auf dem FE-Rechner abgearbeitet wer-
den). Zentralisierte Transaktionssysteme sind daher durch die
Verteilkombination (0,1) gekennzeichnet, also vertikale Verteilung
von ganzen Transaktionsaufträgen (Ebene 1) und keine horizon-
tale Verteilung. Diese Verteilkombination liegt auch vor, wenn
eine Vorlagerung der Benutzeroberflächenrealisierung und Nach-
richtenaufbereitung auf Front-End-Seite durchgeführt wird. Die in
Kap. 3.2 diskutierten Formen horizontal verteilter Systeme ent-
sprechen den Kombinationen (1,1) bis (4,1), während die Kombina-
tionen (0, 1) bis (0,4) den (nur) vertikal verteilten Systemen ent-
sprechen. Die verbleibenden sechs Kombinationen repräsentieren
die Systemarchitekturen, bei denen sowohl eine vertikale als eine
horizontale Verteilung vorliegt. Dabei ist zu berücksichtigen, daß
das horizontale Verteilgranulat stets kleiner oder gleich der verti-
kalen Verteileinheit sein muß. Wenn also etwa von den FE-Rech-
nern DML-Befehle auf den Servern aufgerufen werden, so können
dort keine gröberen Granulate wie Teilprogramme oder ganze
Transaktionsaufträge mehr verteilt werden. DB-Maschinen wer-
den durch die Kombination (4, 3) repräsentiert, also vertikale
Übergabe von DB-Operationen und horizontale Aufteilung inner-
halb eines Mehrrechner-DBS. Die komplexeste Realisierung eines
verteilten Transaktionssystems liegt vor, wenn sowohl eine verti-
kale als eine horizontale Kooperation zwischen DBS durchgeführt
wird (Kombination (4,4)).
Existierende Systeme bieten oft mehrere Formen einer verteilten
Transaktionsverarbeitung an. Sybase unterstützt z.B. die Kombi-
nationen (0, 2), (0, 3) und (2, 2). Dies bedeutet, man kann von Work-
stations aus entweder Teilprogramme oder DML-Befehle auf den
Servern starten; zusätzlich können innerhalb eines Server-Teilpro-
grammes Teilprogramme anderer Server aufgerufen werden.

















DC-Systeme3.5 Bewertung verschiedener Verteilformen
In Abb. 3-6 sind für einige der angesprochenen Architekturformen
verteilter Transaktionssysteme die qualitativen Bewertungen zur
Erleichterung des Vergleichs zusammengefaßt. Für verteilte DC-
Systeme ergeben sich bei horizontaler und vertikaler Verteilung
weitgehend dieselben Bewertungen bezüglich den angeführten Kri-
terien, so daß auf eine entsprechende Unterscheidung verzichtet
wurde. Die Bewertungen für Mehrrechner-DBS beziehen sich auf
horizontal verteilte Systeme, da vertikal verteilte Mehrrechner-
DBS vor allem für Nicht-Standard-Anwendungen eingesetzt wer-
den, die in diesem Buch jedoch nicht im Mittelpunkt stehen.
Vorteile verteilter DC-Systeme sind die vergleichsweise einfache
Realisierbarkeit sowie die Unterstützung einer hohen Knotenauto-
nomie und heterogener Datenbanken, die geographisch verteilt vor-
liegen können. Föderative DBS liegen bei der Bewertung zwischen
den verteilten DC-Systemen und den integrierten Mehrrechner-
DBS. Auch sie streben die Unterstützung unabhängiger und mögli-
cherweise heterogener Datenbanken an, jedoch unter Bereitstel-
lung einer höheren Funktionalität als bei verteilten DC-Systemen
(vereinfachte Anwendungserstellung). Die dazu erforderliche Ko-












































































alitative Bewertung verteilter Transaktionssysteme











abhängighöhten DBS-Komplexität sowie einer reduzierten Knotenautono-
mie.
Die integrierten Mehrrechner-DBS vom Typ "Shared Nothing" und
"Shared Disk" unterstützen volle Verteiltransparenz und ermögli-
chen damit eine einfache Erstellung der Anwendungen. Zudem bie-
ten sie die größten Freiheitsgrade bezüglich der Last-, Programm-
und Datenzuordnung sowie der Nutzung von Parallelität inner-
halb einer Transaktion. Diese Ansätze sind daher auch hinsicht-
lich der Realisierung von Hochleistungs-Transaktionssystemen zu
bevorzugen, insbesondere bei lokaler Rechneranordnung, wo ein
schnelles Kommunikationsmedium genutzt werden kann. Weiter-
hin können dabei Rechnerausfälle durch geeignete Recovery-Maß-
nahmen der DBS am ehesten für den Benutzer transparent gehal-
ten werden. Ebenso wird Erweiterbarkeit am besten von integrier-
ten Mehrrechner-DBS unterstützt, da bei verteilten DC-Systemen
und föderativen DBS die Rechneranzahl im wesentlichen durch die
Anzahl der verschiedenen Datenbanken festgelegt ist (allerdings
könnte jede der Datenbanken wiederum von einem integrierten
Mehrrechner-DBS verwaltet werden)
Die Untersuchung zeigt, daß für jede Verteilform Vor- und Nach-
teile hinsichtlich der angeführten Bewertungskriterien bestehen,
so daß es keinen "idealen" Typ eines verteilten Transaktionssyste-
mes gibt. Die Eignung verschiedener Architekturansätze ist daher
von dem hauptsächlichen Einsatzbereich bestimmt. Viele Herstel-
ler von TP-Monitoren bzw. DBS bieten daher heute schon mehrere
Verteilformen an, und es wird es auch weiterhin eine Koexistenz
der verschiedenen Ansätze zur verteilten Transaktionsverarbei-
tung geben. Vertikal verteilte Systeme wie Workstation/Server-Ar-
chitekturen und DB-Maschinen werden dabei zunehmend an Be-
deutung gewinnen, da sie eine hohe Kosteneffektivität zulassen.
Die Vorlagerung von DC-Funktionen auf Workstations gestattet
zudem die Unterstützung komfortabler Benutzerschnittstellen.




fikationsansätze3.6 Vergleich mit anderen Klassifikationsansätzen
Das vorgestellte Klassifikationsschema basiert vor allem auf der
Unterscheidung zwischen horizontaler Replikation und vertikaler
Partitionierung von Systemfunktionen. In beiden Fällen wurden
verschiedene Verteilungsebenen innerhalb des DC-Systems und
des DBS herausgestellt, die eine Abgrenzung der in der Praxis ver-
breitesten Systemarchitekturen für verteilte Transaktionssysteme
ermöglichte. Es wird jedoch nicht der (unrealistische) Anspruch er-
hoben, alle existierenden oder vorgeschlagenen Architekturformen
zur verteilten Transaktions- oder Datenbankverarbeitung mit die-
sem Klassifikationsschema abzudecken. Allerdings kann die Klas-
sifikation leicht verfeinert werden, da bestimmte Unterscheidungs-
merkmale nur für einige Systemklassen von Interesse sind und da-
mit eine weitere Aufteilung möglich ist. So existiert z.B. für DB-Ma-
schinen bereits eine große Anzahl von Klassifikationsansätzen
[Hu89]; eine weitergehende Klassifizierung von föderativen DBS
findet sich in [SL90].
Die Klassifikation kann als Weiterentwicklung der Arbeiten
[HR86, Me87, HM90] aufgefaßt werden, die jeweils nur einen Teil-
bereich verteilter Transaktionssysteme abdecken. In [HR86] wurde
eine Klassifikation integrierter Mehrrechner-DBS vorgenommen,
wobei der Schwerpunkt auf der Gegenüberstellung von Shared-
Nothing- und Shared-Disk-Architekturen lag. In [Me87] erfolgte
die Abgrenzung verschiedener Formen horizontal verteilter DC-Sy-
steme, während in [HM90] vertikal verteilte DC-Systeme in Work-
station/Server-Umgebungen im Mittelpunkt standen. Die vorge-
stellte Klassifikation zeigt nicht nur, wie diese Teilklassen inner-
halb eines einheitlichen Ansatzes aufgenommen werden können,
sondern sie enthält noch einige weitere Architekturtypen wie föde-
rative oder vertikal verteilte Mehrrechner-DBS. In [Me87, HM90]
wurden als Mehrrechner-DBS lediglich verteilte DBS diskutiert.
Hier wurden desweiteren eine Systematisierung verschiedener
Kombinationsmöglichkeiten der Verteilung vorgenommen und auf
die Implikationen bestimmter Ansätze für die Allokation von
Transaktionsprogrammen, Daten und Lasteinheiten eingegangen.
In [Ef87] erfolgte eine Klassifikation verschiedener Ansätze zum
"Fernzugriff auf Datenbanken". Dabei wurde zwischen Terminal-
netzen, Netzen aus autonomen Rechnern sowie verteilten Daten-
banksystemen unterschieden. Terminalnetze entsprechen dabei im
wesentlichen zentralisierten Transaktionssystemen (bzw. vertikal
verteilten Systemen mit Transaktionsaufträgen als Aufrufeinhei-
3.6 Vergleich mit anderen Klassifikationsansätzen 51ten), wobei die Terminals mit einem Zentralrechner über ein Kom-
munikationsnetz verbunden sind. Die Netze aus autonomen Rech-
nern entsprechen in unserer Klassifikation vertikal verteilten DC-
Systemen, bei denen die Transaktionsprogramme auf Arbeitsplatz-
rechnern ausgeführt werden. In [Ef87] wurde dabei vor allem auf
RDA eingegangen.
In [LP91] wurde eine Klassifikation von Transaktionssystemen
vorgestellt, die jedoch die DC-Komponente völlig außer acht läßt
und nur Verteilformen bezüglich des DBS berücksichtigt. Dabei
wurden verschiedene Stufen der Heterogenität und Autonomie so-
wie mehrere Schemaarchitekturen unterschieden, so daß sich im
wesentlichen eine Klassifizierung verteilter bzw. föderativer DBS
ergab. Vertikal verteilte Transaktionssysteme, horizontal verteilte
DC-Systeme sowie DB-Sharing fanden dagegen keine Berücksich-
tigung. Die Klassifikation in [ÖV91] ist im wesentlichen auch auf
horizontal verteilte Shared-Nothing-Systeme beschränkt.





Zur Realisierung von Hochleistungs-Transaktionssystemen gilt es,
die rasanten Fortschritte in nahezu allen Hardware-Bereichen für
die Transaktionsverarbeitung möglichst weitgehend zu nutzen.
Leistungsverbesserungen sollen sowohl bezüglich der Transakti-
onsraten als auch bei den Antwortzeiten erreicht werden. Zur
Quantifizierung der Leistungssteigerungen eignen sich dabei zwei
allgemeine Metriken, Speedup und Scaleup, die in Kapitel 4.1 zu-
nächst definiert werden. Danach betrachten wir die wichtigsten
Entwicklungstrends bezüglich CPU, Halbleiterspeichern, Extern-
speichern (Magnetplatten, optische Platten) und Datenkommuni-
kation. Die sich für die Transaktionsverarbeitung ergebenden Kon-
sequenzen werden abschließend in Kap. 4.6 zusammengefaßt.
4.1 Speedup und Scaleup
Speedup ist ein allgemeines Maß zur Bestimmung, in welchem
Umfang die Leistungsfähigkeit von Computersystemen durch eine
bestimmte Optimierung verbessert wird [HP90]. Üblicherweise
wird Speedup mit Hinblick auf die Verkürzung von Antwortzeiten
bzw. Ausführungszeiten bestimmter Berechnungen verwendet.
Der Antwortzeit-Speedup ist dabei folgendermaßen definiert:
Hierbei kann die "Optimierung" sowohl einzelne Hardware- als








Scaleupwortzeit einer Transaktion nach Verdoppelung der CPU-Leistung
von 2 auf 1.5 Sekunden verbessert, so ergibt sich ein Speedup-Wert
von 1.33. Speedup wird insbesondere in Mehrrechner-Datenbank-
systemen verwendet, um die Effektivität der Parallelisierung von
Transaktionen bzw. Anfragen zu bestimmen [Gr91, DG92]. Dazu
wird die durch Einsatz von N Rechnern erzielte Antwortzeit mit der
Antwortzeit auf einem Rechner in Beziehung gesetzt, wobei idea-
lerweise ein Speedup-Wert von N erzielt wird.
Der ideale Speedup wird i.d.R. nicht erreicht, wenn sich durch die
zu untersuchende Optimierung nur ein Teil der Antwortzeit ver-
bessert. Diesen Zusammenhang verdeutlicht Amdahls Gesetz
(Formel 4.2), welches den Speedup berechnet, wenn nur ein be-
stimmter Antwortzeitanteil durch eine Optimierung verkürzt wird
[HP90]:
Besteht also zum Beispiel die Antwortzeit einer Transaktion zu 50
Prozent aus CPU-bezogenen Anteilen (Fopt = 0.5) und wird die
CPU-Geschwindigkeit verdoppelt, so gilt Sopt = 2; der Speedup-
Wert insgesamt beträgt jedoch nur 1.33. Selbst wenn die CPU-Ge-
schwindigkeit beliebig erhöht wird, ist der bestmögliche Speedup-
Wert auf 2 begrenzt, wenn nicht in den anderen Antwortzeitkompo-
nenten (z.B. E/A) zusätzliche Verbesserungen erreicht werden.
Analoge Speedup-Begrenzungen bestehen auch hinsichtlich der
Parallelisierung, wenn nur ein Teil der Antwortzeit durch Parallel-
arbeit verkürzt werden kann.
Zur Bewertung der Durchsatzverbesserung verwendet man in
Transaktionssystemen häufig den sogenannten Scaleup [Gr91],
der folgendermaßen definiert ist:
Wird im Rahmen der "Optimierung" die CPU-Kapazität (Rech-
neranzahl) gesteigert, wird als Skalierungsregel zusätzlich ver-
1
(1 - Fopt) +
Antwortzeit-Speedup = (4.2)Fopt
Sopt
Fopt = Anteil der optimierten Antwortzeitkomponente (0  ≤ Fopt Š≤ 1)









CPU-Leistunglangt, daß die Datenbankgröße linear mit der CPU-Kapazität er-
höht wird. Die Steigerung der CPU-Kapazität sollte dabei stets eine
entsprechende Erhöhung der Transaktionsrate zulassen, wobei in
[Ra90, BHR91] zwischen vertikalem und horizontalem Wachstum
unterschieden wurde. Vertikales Wachstum bezieht sich auf zen-
tralisierte Systeme, bei denen eine Steigerung der Rechenkapazität
durch schnellere CPUs oder Einsatz von Multiprozessoren eine li-
neare Durchsatzsteigerung ermöglichen sollte. Horizontales
Wachstum verlangt, daß im Mehrrechnerfall die Transaktionsrate
linear mit der Rechneranzahl wächst, so daß bei N Rechnern ein
Scaleup-Wert von N im Vergleich mit einem Rechner erzielt wird.
Gelegentlich wird im Zusammenhang mit der Parallelisierung von
Anfragen in Mehrrechner-DBS der Antwortzeit-Scaleup (batch
scaleup) als weiteres Leistungsmaß verwendet [Gr91, DG92]. Die-
ses Maß bestimmt die Antwortzeitveränderung bei Einsatz von N
Rechnern und N-facher Datenbankgröße verglichen mit dem 1-
Rechner-Fall. Dabei soll im Mehrrechnerfall trotz des höheren Da-
tenvolumens aufgrund der Parallelisierung einer Operation mög-
lichst die gleiche Antwortzeit wie bei einem Rechner erreicht wer-
den (Antwortzeit-Scaleup = 1).
4.2 CPU
Die Steigerung der CPU-Leistung erfolgt in unterschiedlicher Ge-
schwindigkeit für verschiedene Rechnerklassen. Dies verdeutlicht
die aus [HP90] übertragene Abb. 4-1, wobei die Klassenbildung vor
allem über den Preis getroffen wurde. Am leistungsfähigsten und
teuersten sind Supercomputer; sie kosten oft mehr als 10 Millionen
US-Dollar. Ihr Haupteinsatz liegt bei rechenintensiven, numeri-
schen Anwendungen aus dem wissenschaftlichen Bereich. Groß-
rechner (Mainframes) sind leistungsfähige Allzweck-Rechner, de-
ren Preis typischerweise zwischen 500.000 und einigen Millionen
US-Dollar beträgt. Die Preisspanne von Minirechnern reicht von
etwa 50.000 bis 500.000 US-Dollar. Mikroprozessoren, bei denen
der Prozessor vollständig auf einem Chip untergebracht ist, liegen
am unteren Ende der Preisskala. Sie werden vor allem im Rahmen
von PCs und Workstations verwendet.
Abb. 4-1 verdeutlicht, daß die Steigerung der CPU-Leistung für Mi-
kroprozessoren am weitaus stärksten erfolgt. Während für Super-
rechner, Mainframes und Minirechner die jährliche Steigerungs-
rate meist unter 20% lag, wurden für Mikroprozessoren Wachs-
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CPU-Kostentumsraten von 35% erzielt [MYH86]. Seit etwa 1985 steigerte sich
die jährliche Wachstumssrate bei Mikroprozessoren sogar auf 50-
100%, was vor allem auf die stark zunehmende Verbreitung der
RISC-Technologie zurückzuführen ist. Von der absoluten Rechen-
leistung her gesehen werden Mikroprozessoren daher Großrechner
in naher Zukunft übertreffen [GGPY89]. Für 1995 rechnet man be-
reits mit Mikroprozessoren von 500 MIPS Leistungsfähigkeit
[Wi91], für das Jahr 2000 mit bis zu 2000 bis 4000 MIPS [Fä91].
Die geringen Kosten und hohe Leistungsfähigkeit von Mikroprozes-
soren haben eine weit höhere Kosteneffektivität (in US-Dollar pro
MIPS) als für Großrechner zur Folge. Abb. 4-2 verdeutlicht, daß das
Preis-Leistungsverhältnis sich zwar für alle Rechnerklassen stän-
dig verbessert, jedoch am weitaus stärksten für Mikroprozessoren.
So ergibt sich aufgrund einer Schätzung aus [BW89] für Mikropro-
zessoren eine mehr als hundertfache Verbilligung der CPU-Lei-
stung innerhalb von 12 Jahren, während bei Großrechnern weniger
als ein Faktor 10 erreicht wird. Für 1993 wird ein nahezu 400-
facher Preisvorteil pro MIPS für Mikroprozessoren verglichen mit
Mainframes prognostiziert. Auch wenn ein solcher Vergleich auf-
grund der unterschiedlichen Einsatzformen der Rechner nur be-
































prozessorenrung der Kosteneffektivität zunehmend Mikroprozessoren auch
für die Transaktionsverarbeitung zu nutzen.
Durch Einsatz von Multiprozessor-Architekturen (enge Rechner-
kopplung) kann die CPU-Leistungsfähigkeit weiter gesteigert wer-
den. Kennzeichnende Eigenschaften dieser Kopplungsart sind, daß
sich mehrere Prozessoren einen gemeinsamen Hauptspeicher tei-
len und Software wie Betriebssystem, Datenbanksystem oder An-
wendungsprogramme nur in einer Kopie vorliegen. Bei Großrech-
nern werden derzeit Multiprozessoren mit bis zu acht Prozessoren
angeboten. Auch bei Mikroprozessoren setzt sich der Multiprozes-
sor-Ansatz zunehmend durch, wobei meist ein gemeinsamer Bus
für den Hauptspeicherzugriff verwendet wird, der jedoch meist bei
relativ geringer Prozessoranzahl bereits zu Engpaß-Situationen
führt. Allgemeinere und leistungsfähigere Verbindungsnetzwerke
erlauben zwar eine bessere Erweiterbarkeit, jedoch zu entspre-
chend hohen Kosten und höhere Zugriffszeiten (bekanntes Beispiel
ist der "butterfly switch" in BBN-Systemen [Ba91, TW91]). Eine
weitergehende Leistungssteigerung wird möglich durch lose ge-
koppelte Mehrrechner-Architekturen, bei denen mehrere unab-
hängige Rechner (mit jeweils eigenem Hauptspeicher und Soft-




























Abb. 4-2: Entwicklung der CPU-Kosten für unterschiedliche Rechner-
klassen [BW89] (Werte für 1993 geschätzt)











DB-Betriebonsnetzwerk kooperieren. Jeder Rechner kann dabei ein Multipro-
zessor sein.
4.3 Halbleiterspeicher
Die Entwicklung bei den Speicherchips verläuft ähnlich rasant wie
bei den Prozessoren. Bei den für Hauptspeicher verwendeten
DRAM-Chips (Dynamic Random Access Memory) führt die ständig
wachsende Integrationsdichte vor allem zu hohen Zuwachsraten
bei der Speicherkapazität sowie zu fallenden Kosten. In den Zu-
griffszeiten wurden dagegen in den letzten 10 Jahren lediglich Ver-
besserungen von im Mittel 7% pro Jahr erzielt [HP90]. Da die CPU-
Geschwindigkeit wesentlich stärker gesteigert wurde (s.o.), besteht
die Gefahr, daß die langsamen Hauptspeicherzugriffe zunehmend
eine effektive CPU-Nutzung beeinträchtigen.
Diese Gefahr kann jedoch durch Einsatz von schnellen Cache-Spei-
chern [Sm82] zwischen Prozessor und Hauptspeicher weitgehend
reduziert werden, da jeder "Treffer" im Cache-Speicher einen
Hauptspeicherzugriff einspart. Für die Cache-Speicher werden
SRAM-Chips (Static Random Access Memory) verwendet, welche
um den Faktor 5-10 schnellere Zugriffszeiten als DRAM-Speicher
ermöglichen. Obwohl für SRAM-Chips eine stärkere Beschleuni-
gung in den Zugriffszeiten (ca. 40% pro Jahr) als für DRAM-Chips
erreicht wurde, gehen einige Hersteller bereits zu zweistufigen Ca-
che-Architekturen über, bei denen SRAM-Speicher mit unter-
schiedlicher Zugriffsgeschwindigkeit verwendet werden [Fä91].
Da viele Anwendungen eine hohe Zugriffslokalität aufweisen, wer-
den in den Prozessor-Caches häufig Trefferraten von über 95% er-
zielt. Für Datenbankanwendungen liegen die Trefferraten jedoch
meist signifikant niedriger, da hierbei oft eine große Anzahl von
Prozeßwechseln während der Transaktionsbearbeitung anfällt
(z.B. aufgrund von E/A-Vorgängen bzw. Inter-Prozeß-Kommunika-
tion zwischen Transaktionsprogrammen und Datenbanksystem).
Die Folge davon ist eine merklich reduzierte CPU-Leistung, die zur
Transaktionsverarbeitung genutzt werden kann. Eine weitere Re-
duzierung der Effektivität von Cache-Speichern entsteht bei Multi-
prozessoren, bei denen jeder Prozessor einen eigenen Cache-Spei-
cher besitzt. Da nun Speicherinhalte repliziert in den lokalen Ca-
che-Speichern gehalten werden, führen Änderungen in einem der
Caches zu veralteten Daten in den anderen Caches. Die Lösung die-
ses Kohärenz- oder Invalidierungsproblems verlangt die Unterstüt-
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Speicher-
kapazitätzung eines geeigneten Protokolls und führt in der Regel zu ver-
mehrten Hauptspeicherzugriffen [St90]. Die Invalidierungsproble-
matik ist einer der Gründe für die begrenzte Erweiterbarkeit von
Multiprozessoren.
Abb. 4-3 verdeutlicht die Zuwachsraten bei der Speicherkapazität
für DRAM- und SRAM-Speicherchips. Die größte Integrations-
dichte sowie die stärksten Zuwachsraten werden für DRAM-Chips
erzielt. Deren Speicherkapazität erhöhte sich zwischen 1970 und
1985 um den Faktor 1000 [As86], die jährliche Zuwachsrate lag zu-
letzt bei ca. 60% pro Jahr [HP90]. Für SRAM-Chips auf MOS-Basis
(Metal Oxide Silicon) werden ähnlich hohe Zuwachsraten bei der
Speicherkapzität erzielt, jedoch auf etwas geringerem Niveau.
Niedrigere Zuwachsraten sind für die sehr schnellen und teueren
SRAM-Speicher auf Bipolar-Basis zu verzeichnen.
Da der Kapazitätszuwachs bei DRAM-Chips vor allem bei Groß-
rechnern über der Steigerungsrate bei der CPU-Leistung liegt,
wurden vielfach die Hauptspeicher stärker vergrößert als die CPU-
Geschwindigkeit. Während früher die "Faustregel" galt, daß pro
MIPS 1 Megabyte Hauptspeicher vorliegen soll, liegt die Haupt-

























Abb. 4-3: Entwicklung der Speicherkapazität von Halbleiterspei-
chern [As86, KGP89]
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Speicherkosten mal so hoch [HP90]. Die Kosten pro Megabyte Hauptspeicher ver-
ringerten sich allerdings in der Regel um weniger als 30% pro Jahr,
wobei die absoluten Werte wiederum von der Rechnerklasse abhän-
gig sind. Wie Abb. 4-4 verdeutlicht, liegen die Speicherkosten pro
Megabyte Hauptspeicher bei Mainframes mehr als 10-mal so hoch
wie bei PCs. Daneben fielen bei PCs die Speicherkosten schneller
als bei Mainframes (um ca. 29% vs. 25% jährlich), wenngleich die
Unterschiede hier weit weniger ausgeprägt sind wie bei den CPU-
Kosten (Kap. 4.2). Wichtig ist auch zu beachten, daß die Hauptspei-
cherkosten auf Systemebene (board level) weit über den Preisen auf
Chip-Ebene liegen.
Die stark wachsenden Hauptspeicher können natürlich von Daten-
banksystemen zur Vergrößerung des Systempuffers genutzt wer-
den, um so Externspeicherzugriffe einzusparen. Im Extremfall kön-
nen ganze Datenbanken resident im Hauptspeicher geführt werden
(Hauptspeicher-Datenbanken, s. Kap. 5.2).
Ein weiterer Trend liegt in dem ständig geringer werdenden Strom-
bedarf von Speicherchips, der es zunehmend erleichtert, "nicht-
flüchtige" Halbleiterspeicher zu realisieren. Dabei können die Spei-
cherinhalte bei einem Stromausfall durch eine Reservebatterie
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wicklungentritt. Es lassen sich damit Herstellerangaben zufolge ähnliche Aus-
fallwahrscheinlichkeiten (meantime between failures) als für Ma-
gnetplatten erzielen. Die Bereitstellung der Batterie führt jedoch
zu einer erheblichen Verteuerung der Speicher, insbesondere für
DRAM-Chips, die einen weit höheren Strombedarf als SRAM-
Chips haben. Bei Verwendung von SRAM-Speichern reicht zwar
ggf. eine kleinere Batterie aus, dafür sind diese Speicher selbst
weit teurer als DRAM-Speicher. Ein generelles Problem liegt darin
festzulegen, welche Ausfalldauer durch die Reservebatterie abzu-
decken ist, d.h. wie lange mit einem Stromausfall zu rechnen ist
(derzeitige Realisierungen unterstützen meist bis zu 48 Stunden).
Eine ebenfalls kostenintensive Alternative zur Verwendung von
Reservebatterien liegt in der Realisierung einer "ununterbrechba-
ren" Stromversorgung (uninterruptible power supply). Dies kann
durch redundante Auslegung aller an der Stromversorgung betei-
ligten Komponenten erfolgen, wobei bei Ausfall einer der Kompo-
nenten ein sofortiges (automatisches) Aktivieren der Reservekom-
ponenten erfolgen muß [Mo91].
Nicht-flüchtige Halbleiterspeicher können auch durch Verwen-
dung von ferroelektrischen DRAM-Speichern sowie EEPROM-
Chips (electrically erasable programmable read-only memory) rea-
lisiert werden. Von den EEPROM-Speichern werden dabei soge-
nannte Flash EEPROMs als besonders vielversprechend angese-
hen, da mit ihnen eine hohe Integrationsdichte sowie vergleichs-
weise geringe Kosten erreichbar sind [Li88]. Ferroelektrische
Halbleiterspeicher erlauben jedoch einen wesentlich schnelleren
Schreibzugriff als die EEPROM-Speicher. Derzeit werden solche
nicht-flüchtigen Halbleiterspeicher bereits in einigen tragbaren
PCs (Laptop- bzw. Notebook-Computer) eingesetzt und ersetzen
dabei die Festplatte. Für solche Speicherkarten erfolgte bereits
eine Standardisierung, so daß eine zunehmende Verbreitung zu er-
warten ist [Pr92]. Allerdings liegen die Kosten zur Zeit noch deut-
lich über denen von nicht-flüchtigen Halbleiterspeichern mit Re-
servebatterie sowie Magnetplatten.
4.4 Magnetplatten
Datenbanken werden üblicherweise auf Magnetplatten gespei-
chert, welche Permanenz (Nicht-Flüchtigkeit) sowie einen direkten
Zugriff unterstützen. Die Entwicklung bei Magnetplatten ist daher
von besonderem Interesse, wobei sich ähnliche Trends wie bei den
DRAM-Speichern zeigen. Denn in der Vergangenheit wurden die






kleinen Plattengrößten Fortschritte bei der Speicherkapazität sowie den Speicher-
kosten erzielt, während bei den Zugriffszeiten nur geringe Verbes-
serungen stattfanden. Die Aufzeichnungsdichte pro Flächeneinheit
verdoppelte sich seit 1955 im Mittel alle 2.5 Jahre [Ho85], was zu
einer Reduzierung der Speicherkosten von etwa 20-25 % pro Jahr
beitrug [HP90]. Wie auch Abb. 4-4 verdeutlicht, verringerten sich
damit die Speicherkosten in der Vergangenheit etwas langsamer
als bei den Hauptspeichern. Abb. 4-4 zeigt jedoch, daß die Haupt-
speicherkosten auf Systemebene (im Gegensatz zu den Kosten für
DRAM-Chips) immer noch signifikant über den Speicherkosten von
Magnetplatten liegen, vor allem für Großrechner (zudem bieten
Magnetplatten Nicht-Flüchtigkeit). Weiterhin ist zu beachten, daß
der Gesamtumfang der Plattenkapazität in einem System durch
Hinzunahme weiterer Platten einfacher konfigurierbar ist als die
Hauptspeichergröße, für die in der Regel feste Obergrenzen beste-
hen, und daß in vielen Anwendungen die im Direktzugriff (online)
zu haltenden Datenmengen auch stark zunehmen. So wurde für
IBM-Systeme festgestellt, daß sich innerhalb von dreizehn Jahren
(1967-1980) die mittlere Plattenkapazität pro Installation um den
Faktor 40 erhöhte, während die Hauptspeicherkapazität nur halb
so stark zunahm [St81]. Die Plattenkapazität übertraf dabei die
Hauptspeicherkapazität im Durchschnitt um das Tausendfache.
Die starken Verbesserungen bei der Speicherdichte führten nicht
nur zu einer höheren Plattenkapazität, sondern auch zu einer stän-
digen Verkleinerung der Plattenlaufwerke. Für Großrechneranla-
gen betrug der Plattendurchmesser zunächst 24 Zoll, er verringerte
sich jedoch bald (1963) auf 14 Zoll. Das jüngste Modell der IBM
(3390), das 1989 eingeführt wurde, weist einen Durchmesser von
10.8 Zoll auf. Wesentlich kleiner sind die Festplatten für Worksta-
tions und PCs. Hier dominieren zur Zeit Magnetplatten mit einem
Durchmesser von 5.25 und 3.5 Zoll und einer Kapazität von zum
Teil mehr als 1 Gigabyte. In Laptop- und Notebook-Computern
werden zunehmend 2.5-Zoll-Platten eingesetzt, die bereits Spei-
cherkapazitäten von über 100 Megabytes erreichen [Na91]. In der
Zukunft ist auch verstärkt mit 1.8- und sogar 1.3-Zoll-Platten zu
rechnen [Ph92]. Bei diesen kleinen Platten liegen die Zuwachsra-
ten bei der Speicherdichte derzeit höher als bei den größeren Plat-
ten, und sie erreichen neben einer kleineren Stellfläche auch einen
deutlich günstigeren Stromverbrauch sowie (aufgrund hoher Ferti-
gungszahlen) niedrigere Kosten pro Megabyte [KGP89]. Ein gerin-
gerer Durchmesser unterstützt auch schnellere Zugriffszeiten, da




(1971 vs. 1989)nungen zu bewältigen sind.
Neuesten Untersuchungen zufolge berträgt der Kapazitätszu-
wachs pro Flächeneinheit für die kleinen Platten rund 40% pro
Jahr und liegt damit deutlich über der Steigerungsrate für DRAM-
Speicher (derzeit ca. 26%) [Ph92]. Aus diesem Grund wird für die
Zukunft eine Umkehrung der Preisentwicklung erwartet, so daß
die Kosten pro MB für (kleine) Platten stärker als für Halbleiter-
speicher fallen werden.
Zur Verdeutlichung der Entwicklung zeigt Tab. 4-1 einige techni-
sche Kenndaten einer Magnetplatte aus dem Jahre 1971 und dem
aktuellen IBM-Modell 3390. Man erkennt, daß sich die Flächen-
dichte innerhalb der 18 Jahre um den Faktor 80 erhöht hat, daß bei
den Zugriffszeiten jedoch nur vergleichsweise geringe Verbesse-
rungen erreicht wurden. Während die Transferrate, welche die
Übertragungszeit zwischen Hauptspeicher und Platte weitgehend
bestimmt, noch um mehr als das Fünffache gesteigert wurde, ver-
besserten sich die durchschnittlichen Suchzeiten lediglich um das
Dreifache und die mittleren Umdrehungswartezeiten nur um 18
Prozent. Damit verringerte sich die Zugriffszeit für eine 4 KB-Seite
insgesamt nur um den Faktor 2.5, nämlich von 43.3 auf 17.6 ms,
wenn man nur die erwähnten Zugriffszeitanteile berücksichtigt.
Obwohl daneben noch Bedien- und Wartezeiten im E/A-Prozessor
(Kanal) bzw. bei den Platten-Controllern in die Zugriffszeit einge-
hen, liegen die in der Praxis erreichten Werte häufig noch unter
den aufgrund der technischen Parameter zu erwartenden Zeiten.
Der Grund dafür liegt darin, daß bei der durchschnittlichen Such-





Flächendichte (Bits / mm2) 1200 96000
Durchmesser (Zoll) 14 10.8
max. Plattenkapazität (MB) 100 11340
#Umdrehungen pro Minute 3600 4260
mittlere Umdrehungswartezeit (ms) 8.3 7.1
durchschn. Suchzeit (seek) in ms 30 9.5
Transferrate (MB/s) 0.8 4.2
Tab. 4-1: Technische Merkmale von IBM-Magnetplatten [Ha81, CR91]













Zugriffslückestellt wird, während aufgrund von Lokalität im Zugriffsverhalten
in der Regel nur 25 bis 30 Prozent dieses Wertes anfallen [CKB89].
Eine Folge davon ist, daß die Zugriffszeiten zunehmend durch die
Umdrehungswartezeiten begrenzt sind, bei denen bisher die ge-
ringsten Verbesserungen erreicht wurden. Die Umdrehungswarte-
zeiten dominieren vor allem bei höherer Kanalauslastung, welche
zu einer Zunahme sogenannter RPS-Fehlbedingungen (rotational
position sensing misses) führt. Ist nämlich zu dem Zeitpunkt der
aufgrund der auf der Magnetplatte erreichten Position des Lese-/
Schreibkopfes möglichen Datenübertragung der Kanal belegt (RPS
miss), wird die Zugriffszeit wenigstens um eine weitere volle Plat-
tenumdrehung erhöht. Zur Reduzierung der Umdrehungswarte-
zeiten unterstützen einige Plattenhersteller daher bereits 7200
Umdrehungen pro Sekunde.
Bei den Transferraten liegt die Begrenzung derzeit bei den Platten
selbst, da mit Glasfaserverbindungen bereits weit höhere Datenra-
ten bewältigt werden können. So unterstützt die neue ESCON-Ar-
chitektur (Enterprise Systems Connection) der IBM bereits zwi-
schen 10 und 17 MB/s [Gro92]; SCSI2 geht sogar bis zu 20 MB/s.
Ein großer Vorteil einer solchen Kopplungsart liegt vor allem darin,
daß Magnetplatten und Verarbeitungsrechner räumlich verteilt
aufgestellt werden können, wobei die Plattenperipherie selbst wie-
der auf mehrere Orte aufgeteilt werden kann [Bu90, Sn91]. Dies
führt zu einer deutlichen Erhöhung der Datensicherheit, da selbst
der Totalausfall eines Knotens (z.B. durch Bombenanschlag) keine
Auswirkungen auf die anderen Systemkomponenten hat. Selbst ein
Datenverlust kann in einem solchen Fall vermieden werden, wenn
Spiegelplatten eingesetzt und die Plattenpaare auf zwei Orte ver-
teilt werden. Weiterhin kann eine Aufstellung der Platten an Orten
mit günstigen Kauf- oder Mietpreisen für den benötigten Stellplatz
erfolgen. Die ESCON-Architektur unterstützt derzeit Entfernun-
gen von bis zu 9 km zwischen Verarbeitungsrechnern und Platten,
mit neueren Kanälen sind künftig Entfernungen bis zu 43 km mög-
lich [Gro92, CZ91].
Aufgrund der geringen Verbesserungen bei den Plattenzugriffszei-
ten besteht die bekannte "Zugriffslücke" zwischen Hauptspeicher
und Externspeicher fort, wobei der Unterschied in den Zugriffszei-
ten etwa den Faktor 100.000 ausmacht. Zur Schließung dieser
Lücke wurden bereits verschiedenste Technologien und Speicherty-
pen entwickelt bzw. vorgeschlagen. So wurden in den siebziger Jah-







E/A-Parallelitätgnetblasenspeicher propagiert, die von speziellen Anwendungen
abgesehen sich jedoch nicht durchsetzen konnten [Ni87]. Festkopf-
platten, bei denen jeder Spur zur Vermeidung der Suchzeit ein ei-
gener Lese-/Schreibkopf zugeordnet ist, haben aufgrund der hohen
Kosten auch praktisch keine Bedeutung mehr. Stattdessen zeigt
sich, daß verschiedene Typen seitenaddressierbarer und zum Teil
nicht-flüchtiger Halbleiterspeicher zunehmend als Zwischenspei-
cher eingesetzt werden. Speichertypen, die in diese Kategorie fal-
len, sind Platten-Caches, Solid-State-Disks sowie erweiterte
Hauptspeicher. Obwohl sie auch weit höhere Speicherkosten als
Magnetplatten verursachen, lassen sich bereits mit relativ gerin-
ger Speichergröße signifikante Leistungsverbesserungen erzielen.
Eine genauere Diskussion der technischen Merkmale sowie der
Einsatzformen dieser Speichertypen erfolgt in Kapitel 6.
Ein weiteres Leistungsproblem von Magnetplatten ist deren be-
grenzte Durchsatzleistung. Denn aufgrund der hohen Zugriffszei-
ten sind pro Platte nur relativ geringe E/A-Raten von maximal 50
bis 60 E/A-Vorgängen (Blockzugriffe) pro Sekunde möglich. Da sich
im höheren Auslastungsbereich die Zugriffszeiten stark erhöhen,
wird in der Praxis empfohlen, die Plattenauslastung unter 50% zu
halten, was die E/A-Rate auf ca. 25-30 reduziert. Um diese Begren-
zung zu erreichen, ist es jedoch vielfach erforderlich, die Plattenka-
pazität nicht vollständig auszuschöpfen, sondern die Daten auf
eine ausreichend große Anzahl von Laufwerken zu verteilen. In
diesem Fall sind die Speicherkosten dann nicht durch die benötigte
Speicherkapazität, sondern die zu unterstützende E/A-Rate be-
stimmt [CKS91]. Bei einer umfangreichen Erhebung an MVS-In-
stallationen wurde so festgestellt, daß im Mittel nur etwa 50% der
Plattenkapazität belegt wird, während je 25% ungenutzt bleiben,
um eine Überlastung der Platte zu verhindern bzw. zukünftiges
Wachstum von Dateien zu unterstützen [Ge89]. Eine Erhöhung
der Speicherkapzität einer Platte bringt dann offenbar wenig Vor-
teile, solange die E/A-Rate unverändert bleibt.
Für datenintensive Anwendungen ist die Übertragungsleistung ei-
ner Platte auch bei weitem zu gering, um die benötigten Daten aus-
reichend schnell einzulesen und somit kurze Antwortzeiten errei-
chen zu können. Dies ist z.B. problematisch bei der Verarbeitung
von umfangreichen Bilddaten, aber auch zur Auswertung von Ad-
Hoc-Anfragen, welche das vollständige Einlesen einer oder mehre-
rer großer Satztypen (Relationen, Dateien) erfordern. Sind z.B. 100
Gigabyte von Platte einzulesen, so dauert bei einer Übertragungs-
66 4 Technologische Entwicklungstrends
Optische
Plattenleistung von 4 MB/s allein die Transferzeit zum Hauptspeicher be-
reits knapp 7 Stunden! Hier kann nur die Aufteilung der Daten auf
eine hinreichend große Anzahl von Platten sowie deren paralleles
Einlesen und Verarbeiten die Antwortzeit in den Bereich von Se-
kunden oder wenigen Minuten bringen.
Disk-Arrays stellen einen vielversprechenden Ansatz zur Lösung
der Durchsatzprobleme dar. Die Idee dabei ist, eine logische Platte
intern durch eine größere Anzahl von Platten zu realisieren, um da-
mit hohe E/A-Raten bzw. große Bandbreiten zu erzielen. Dabei sol-
len vornehmlich kleinere Magnetplatten verwendet werden, um de-
ren günstigen Eigenschaften (s.o.) optimal auszunutzen. Wir be-
handeln diesen Ansatz ausführlich in Kap. 5.3.
4.5 Weitere Entwicklungen
Optische Speicherplatten erlangten in jüngerer Vergangenheit
immer größere Bedeutung [Fu84, Be89, Za90], und es ist weiterhin
mit stark wachsenden Absatzzahlen zu rechnen. Ihre Hauptvor-
teile liegen in der großen Aufzeichnungsdichte, die rund um den
Faktor 10 über der von Magnetplatten liegt, und damit verbunden
in den hohen Speicherkapazitäten sowie geringen Speicherkosten.
Allerdings ist für die absehbare Zukunft auszuschließen, daß opti-
sche Platten die Position von Magnetplatten gefährden, da ihre Zu-
griffszeiten und E/A-Raten signifikant schlechter liegen.
Die auf Lesezugriffe beschränkten CD-ROM-Speicher konnten sich
aufgrund einer frühzeitigen Standardisierung am schnellsten
durchsetzen und werden vor allem für Kataloge, Nachschlage-
werke, Telefonbücher u.ä. verwendet, die mit geringen Kosten in
hoher Auflage erstellt werden können. Einmalig beschreibbare
WORM-Platten (Write Once, Read Many) sind ideal als Archivspei-
cher und daher auch für Datenbank- und Transaktionssysteme in-
teressant. Die automatische Verwaltung einer größeren Anzahl sol-
cher Platten innerhalb von "Juke-Boxen" erlaubt, Datenmengen
von bis zu mehreren Terabytes im Direktzugriff zu halten. Die
größte Bedeutung werden in Zukunft jedoch die überschreibbaren
optischen Platten (erasable optical disks, magneto-optical disks) er-
langen, da sie vielseitigere Einsatzmöglichkeiten gestatten. Die
Speicherkosten dieser Platten liegen derzeit jedoch noch über de-
nen von vergleichbaren Magnetplatten, und die Zugriffszeiten sind
um rund den Faktor 5 langsamer (60 bis 90 ms) [Mc91].
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Daten-
kommunikationTrotz der zunehmenden Konkurrenz durch optische Platten wer-
den Magnetbänder sowie Magnetbandkassetten (cartridges) auch
in der nächsten Zukunft noch in größerem Umfang als billiger Ar-
chivspeicher eingesetzt werden. Durch Einsatz von Robotern kön-
nen große Bandarchive im Online-Zugriff gehalten werden.
Im Bereich der Datenkommunikation nimmt die Übertragungs-
kapazität und Geschwindigkeit der Verbindungsnetzwerke durch
eine zunehmende Nutzung von Glasfaserverbindungen auch stän-
dig zu [CF90]. Bezüglich lokaler Netze (Local Area Networks,
LANs) erreicht der FDDI-Standard (Fiber Distributed Data Inter-
face) bereits eine Übertragungsleistung von bis zu 100 MBit pro
Sekunde, wobei Entfernungen bis zu 200 km zwischen den Rech-
nern möglich sind. Mit künftigen Hochgeschwindigkeits-LANs sol-
len Datenraten von mehreren Gbit/s unterstützt werden [Bu91].
Auch im Weitverkehrsbereich werden durch Verwendung von
Glasfaserverbindungen ähnlich hohe Übertragungsraten ange-
strebt, etwa im Rahmen von Breitband-ISDN. Bis zum Jahre 1995
wird in den USA mit einem flächendeckenden Glasfasernetz für
Forschung und Ausbildung mit Datenraten zwischen 1 und 5
Gbit/s gerechnet [Wi91]. Solche Übertragungsleistungen garantie-
ren jedoch keine ähnlich kurzen Kommunikationsverzögerungen
wie bei lokaler Rechneranordnung. Denn bei großen Entfernungen
von mehreren Tausend Kilometern dominieren zunehmend die
letztlich durch die Lichtgeschwindigkeit begrenzten Signallaufzei-
ten die Übertragungsdauer [GR83]. Weiterhin verursachen die
Kommunikationsprotokolle einen hohen Instruktionsbedarf und
damit entsprechende CPU-Verzögerungen. In lokalen Hochlei-
stungs-Kommunikationssystemen fällt bereits heute die Haupt-
verzögerung zur Kommunikation nicht bei der eigentlichen Nach-
richtenübertragung, sondern für die Abwicklung der Sende- und
Empfangsoperationen in den Verarbeitungsrechnern an.
4.6 Konsequenzen für die Transaktionsverarbeitung
Die starken Verbesserungen in den betrachteten Hardware-Berei-
chen sollen für die Transaktions- und Datenbankverarbeitung
möglichst weitgehend genutzt werden. Bezüglich der Leistungs-
merkmale gilt es vor allem, die hohen Zuwachsraten bei der CPU-
Kapazität zu einer linearen Durchsatzsteigerung (vertikales
Wachstum) bzw. zur Antwortzeitverkürzung zu nutzen. Im Mehr-
rechnerfall ist ein horizontales Durchsatzwachstum für kürzere
Online-Transaktionen anzustreben, während die Parallelisierung











cherhierarchiekomplexer Anfragen einen möglichst linearen Antwortzeit-Spee-
dup ergeben soll.
Ein Problem dabei ist jedoch die extrem unterschiedliche Entwick-
lung bei der Platten- und Prozessorgeschwindigkeit. Die starken
Verbesserungen bei der CPU-Geschwindigkeit verkürzen lediglich
den CPU-Anteil an der Transaktionsantwortzeit, während die
durch Plattenzugriffe bedingten Verzögerungen weitgehend blei-
ben. Eine direkte Folge davon ist, daß der Antwortzeit-Speedup
weit unter der Zuwachsrate bei der CPU-Geschwindigkeit liegt (s.
Beispiel in Kap. 4.1) und daß die Antwortzeiten zunehmend von
E/A-Verzögerungen dominiert sind. Eine weniger offensichtliche
Folge dieser Entwicklung für Transaktionsanwendungen ist, daß
auch die erreichbaren Transaktionsraten sowie der Durchsatz-
Scaleup beeinträchtigt sein können. Dies ergibt sich daher, daß auf-
grund der relativen Zunahme der E/A-Verzögerungen in der Ant-
wortzeit mehr Transaktionen parallel zu bearbeiten sind, um die
verfügbare CPU-Kapazität nutzen zu können. Die Zunahme der
Parallelität (multiprogramming level) führt jedoch zu einer unmit-
telbaren Steigerung von Synchronisationskonflikten beim Daten-
bankzugriff, was wiederum sowohl Antwortzeiten als auch den
Durchsatz beeinträchtigen kann. Eine Durchsatzbeschränkung er-
gibt sich vor allem, wenn aufgrund der Zunahme an Sperrkonflik-
ten ein "lock thrashing" einsetzt, so daß der Durchsatz bei weiterer
Steigerung des Parallelitätsgrades zurückgeht oder stagniert
[Ta85, ACL87, FRT90, Th91]. Die Gefahr, daß dieser Punkt bereits
bei relativ geringer CPU-Auslastung einsetzt und damit ein linea-
rer Durchsatz-Scaleup (vertikales Wachstum) verhindert wird,
steigt erheblich aufgrund der stark ungleichen Entwicklung bei
Prozessor- und Plattengeschwindigkeit. Dieses Problem stellt sich
natürlich vor allem für konfliktträchtige Anwendungen, die oft
durch einen hohen Anteil von Schreibzugriffen sowie die Existenz
häufig referenzierter "Hot Spot"-Objekte gekennzeichnet sind.
Eine Milderung bzw. Lösung des Problems kann durch Vergröße-
rung der Hauptspeicher erreicht werden, wobei im Extremfall eine
Datenbank vollständig im Hauptspeicher allokiert wird. Da die Da-
tenbanken selbst jedoch auch ständig wachsen und Magnetplatten
immer noch deutlich preiswerter als Halbleiterspeicher sind, stel-
len Hauptspeicher-Datenbanken jedoch kein ökonomisch sinnvol-
les Allheilmittel dar (s. Kap. 5.2). Vielversprechender erscheint die
Nutzung von ggf. nicht-flüchtigen Halbleiterspeichern als Zwi-
schenspeicher zwischen Hauptspeicher und Magnetplatten (Kap.







prozessoren6). Diese Vorgehensweise ist analog zu der Einführung von Caches
zwischen Prozessor und Hauptspeicher, um die unterschiedliche
Geschwindigkeitsentwicklung bei CPU und DRAM-Speichern zu
kompensieren.
Durch solche Zwischenspeicher werden auch die begrenzten E/A-
Raten und Übertragungsbandbreite von Magnetplatten verbes-
sert. Dies kann jedoch auch durch Nutzung von Parallelität im
Plattensubsystem erreicht werden, da die Durchsatzleistung mit
der Anzahl der Platten (Zugriffsarme) und Übertragungspfade zu-
nimmt. Dies ist die Hauptmotivation von Disk-Arrays (s. Kap. 5.3),
welche zudem die Vorteile kleinerer Magnetplatten ausnutzen wol-
len. Optische Platten stellen einen optimalen Archivspeicher dar,
der es erlaubt, große Datenmengen kostengünstig im Direktzugriff
zu halten. Dies ist vor allem für viele neuere Datenbank-Anwen-
dungen wichtig, bei denen umfangreiche Multimedia-Objekte (di-
gitalisierte Bilder, Audio- und Videoaufzeichnungen u.ä.) zu ver-
walten sind.
Trotz der starken Zuwachsraten bei der Geschwindigkeit von Mo-
noprozessoren besteht die Notwendigkeit von Mehrprozessor- bzw.
Mehrrechner-Systemen, um die Leistungsfähigkeit weiter zu stei-
gern sowie Anforderungen nach hoher Verfügbarkeit und Erwei-
terbarkeit erfüllen zu können. Die besten Voraussetzungen bieten
hier lose gekoppelte Architekturen, bei denen die Kommunikation
über Nachrichtenaustausch realisiert wird. Trotz der immer
schneller werdenden Verbindungen kommt der Minimierung der
Kommunikationshäufigkeiten durch geeignete Algorithmen wei-
terhin eine zentrale Bedeutung zu, da die Hauptkosten der Kom-
munikation in den Verarbeitungsrechnern selbst anfallen. Weitere
Probleme im Mehrrechnerfall, die auf Software-Ebene zu lösen
sind, betreffen die Bereiche Lastbalancierung und Parallelisie-
rung. Dabei ist vor allem die effektive Nutzung einer großen Rech-
neranzahl (> 1000) für Datenbankverarbeitung ein noch weitge-
hend ungelöstes Problem.
Die günstigen CPU-Kosten für Mikroprozessoren verlangen die zu-
nehmende Nutzung dieser Rechnerklasse für die Transaktionsver-
arbeitung. Dies ist vergleichsweise einfach, wenn von vorneherein
ausschließlich solche Rechner zur Datenbank- und Transaktions-
verabeitung verwendet werden können. Da aber die Mehrzahl
kommerziell eingesetzter Datenbank- und Transaktionssysteme
derzeit auf Großrechnern läuft, kommt vielfach nur eine graduelle
Nutzung von Mikroprozessoren in Betracht. Wie in Kap. 3 disku-
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werden, bei denen DC-Funktionen auf Workstations oder andere
Front-End-Rechner vorgelagert werden oder indem die DB-Verar-
beitung vom Großrechner auf DB-Maschinen ausgelagert wird. Da-
bei sollten innerhalb der DB-Maschine eine größere Rechneranzahl
auf Basis von Standard-Mikroprozessoren eingesetzt werden, um
die Leistungsfortschritte neuerer Prozessorgenerationen leicht
nutzen zu können. Frühere DB-Maschinen-Ansätze, welche unter
Einsatz von Spezial-Hardware versuchten, bestimmte DB-Opera-
tionen zu optimieren, haben dagegen keine Zukunft, da ihre Ent-
wicklung sehr zeitaufwendig und teuer ist. Die DB-Verarbeitung
sollte dagegen vollkommen durch Software (innerhalb eines hori-
zontal verteilten Mehrrechner-DBS) erfolgen und die Fortschritte





Aufgrund der im Vergleich zum Hauptspeicherzugriff sehr langsa-
men Zugriffszeiten auf Platten, ist die Optimierung des E/A-Ver-
haltens seit jeher eines der wichtigsten Implementierungsziele von
Datenbanksystemen. Die wachsende Diskrepanz zwischen CPU-
und Plattengeschwindigkeit führt jedoch zu einer Verschärfung
des E/A-Problems, der durch geeignete Architekturformen entge-
gengetreten werden kann. Ansätze in diese Richtung sind die Ver-
wendung von Disk-Arrays, Hauptspeicher-Datenbanken sowie die
Nutzung erweiterter Speicherhierarchien.
In diesem Kapitel werden zunächst wichtige Implementierungs-
techniken von DBS zur E/A-Optimierung zusammengefaßt, vor al-
lem hinsichtlich Systempufferverwaltung und Logging. Zur Ver-
besserung des E/A-Verhaltens betrachten wir dann die Verwen-
dung von Hauptspeicher-Datenbanken sowie von Disk-Arrays.
Zum Abschluß werden noch weitere Ansätze zur Optimierung des
E/A-Verhaltens diskutiert, darunter ein neuer Ansatz zur Datei-
verwaltung. Einsatzformen erweiterter Speicherhierarchien, ins-
besondere von nicht-flüchtigen Halbleiterspeichern, werden in Ka-
pitel 6 behandelt. Obwohl die E/A-Problematik sich in vielen An-
wendungsbereichen stellt [KGP89, Ou90], konzentrieren sich un-
sere Überlegungen auf Transaktions- und Datenbanksysteme.







Bei der Transaktionsverarbeitung ist die E/A-Häufigkeit neben an-
wendungsspezifischen Zugriffsmerkmalen und Systemparametern
vor allem durch die Implementierung bestimmter Funktionen in-
nerhalb des DBS beeinflußt. Besondere Bedeutung kommt dabei
der Realisierung von Anfrageoptimierung und -auswertung, Spei-
cherungs- und Indexstrukturen, Systempufferverwaltung sowie
Logging zu. Die Anfrageoptimierung generiert zu einer mengenori-
entierten DB-Anfrage einen möglichst optimalen Ausführungs-
plan, wobei die E/A-Kosten bei der Bewertung verschiedener Aus-
führungsalternativen einen dominierenden Kostenfaktor darstel-
len. Zur Anfrageauswertung wird auf eine Reihe von Basisalgorith-
men zur Implementierung elementarer Operatoren (Restriktion,
Projektion, Join, etc.) zurückgegriffen, bei deren Ausführung vor-
handene Indexstrukturen genutzt werden.
In existierenden DBS ist der B*-Baum Standard als Zugriffs-
pfadtyp, da er sowohl den direkten Satzzugriff über Schlüsselwerte
als auch die sortiert sequentielle Verarbeitung (z.B. zur Auswer-
tung von Bereichsanfragen) effizient unterstützt. Hashing-Verfah-
ren erlauben einen noch schnelleren Direktzugriff über Schlüssel-
werte, sind jedoch für sequentielle Zugriffsmuster ungeeignet. Clu-
sterbildung (Clusterung) von häufig zusammen referenzierten Sät-
zen ist ebenfalls eine wirkungsvolle Technik, um die Anzahl von
Seiten- und damit Plattenzugriffen zu reduzieren. Die Definition
der Zugriffspfade und Speicherungsstrukturen muß natürlich
durch den Datenbank-Administrator (DBA) auf die Anwendungs-
charakteristika abgestimmt werden. Da die Wartung der Zugriffs-
pfade Speicherplatz erfordert und Änderungsoperationen verteu-
ert, wird dabei die Auswahl mit Hinblick auf die wichtigsten An-
frage- bzw. Transaktionstypen erfolgen.
Implementierungsaspekte zur Anfrageoptimierung und Zugriffspf-
adverwaltung werden in der einschlägigen Datenbankliteratur
ausführlich behandelt (z.B. [Hä87, Ul88, EN89]) und sollen im fol-
genden nicht weiter vertieft werden. Wir diskutieren dagegen die
Realisierung von Systempufferverwaltung und Logging etwas aus-
führlicher, da diese Funktionen die Schnittstelle des DBS zur Ex-
ternspeicherverwaltung verkörpern und daher im wesentlichen
auch auf Seitenebene operieren. Zudem wird dabei auf einige Tech-
niken eingegangen, die in derzeitigen Lehrbüchern noch kaum be-
handelt werden, die jedoch für die Leistungsfähigkeit wesentlich
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5.1.1 Systempufferverwaltung
Ziel der Systempufferverwaltung [EH84, TG84, CD85, SS86,
GR93] ist es, durch Puffern von DB-Seiten in einem Hauptspei-
cherbereich Plattenzugriffe einzusparen. Wie generell beim Ein-
satz einer Speicherhierarchie soll dabei versucht werden, die Lei-
stungsfähigkeit des schnelleren Speichermediums (Hauptspei-
cher) zu den Speicherkosten des langsameren (Magnetplatten) in
Annäherung zu erreichen. Dies soll vor allem durch Nutzung von
zeitlicher Lokalität und räumlicher Lokalität (Sequentialität) im
Zugriffsverhalten erreicht werden. Dabei kann i.d.R. durch Erhö-
hen der Puffergröße die sogenannte Fehlseitenrate (Anteil der Re-
ferenzen, für die die benötigte Seite nicht gepuffert ist) und damit
die E/A-Häufigkeit verringert werden. Wie Abb. 5-1 verdeutlicht,
nimmt jedoch die Fehlseitenrate keineswegs linear mit der Puffer-
größe ab, sondern die Vergrößerung des Puffers wird typischer-
weise zunehmend weniger kosteneffektiv. Wenn z.B. mit einem
kleinen DB-Puffer eine Fehlseitenrate von 20 Prozent (Trefferrate
von 80%) erreicht wird, dann kann im Vergleich zu keiner Puffe-
rung mit relativ geringen Kosten ein Großteil der E/A-Verzögerung
eliminiert werden (Speedup-Wert 5). Eine weitere Erhöhung der





Abb. 5-1: Typischer Verlauf der Fehlseitenrate (Beispiel)









allokationnoch vergleichsweise geringe Einsparungen. Dies gilt auch für den
Extremfall einer Hauptspeicher-DB (Fehlseitenrate von 0%), der
jedoch ein Vielfaches der Speicherkosten verursachen würde.
Bei der Realisierung von Caching- oder Pufferverfahren sind gene-
rell eine Reihe von Standardaufgaben zu lösen [HP90, EH84]:
- Aufsuchen (Lokalisieren) von Daten im Puffer
- Speicherallokation
- Ersetzungsstrategie
- Behandlung von Änderungen
- Lesestrategie (demand fetching vs. prefetching).
Wir betrachten im folgenden die wichtigsten Alternativen zur Lö-
sung dieser Aufgaben im Rahmen der DB-Pufferung. Das Aufsu-
chen von Seiten im Puffer erfolgt in der Regel über eine Hash-Ta-
belle [EH84, Hä87]. Damit kann auch für sehr große Puffer schnell
festgestellt werden, ob und an welcher Adresse eine bestimmte DB-
Seite gepuffert ist.
Bezüglich der Speicherallokation kann zwischen globalen und
lokalen (oder partitionierten) Strategien unterschieden werden
[EH84, Hä87]. Im globalen Fall wird ein gemeinsamer Puffer für
die gesamte Datenbank und für alle Transaktionen verwaltet. Da-
gegen sehen lokale Strategien eine Aufteilung in mehrere Pufferbe-
reiche vor, um z.B. bestimmten DB-Bereichen (z.B. Indexstruktu-
ren oder anderen Verwaltungsdaten) oder Transaktionstypen ei-
nen eigenen Seitenbereich zuzuordnen. Im Extremfall wird für jede
Transaktion (bzw. DB-Operation) ein privater Seitenbereich ver-
waltet, was jedoch den Nachteil mit sich bringt, daß Lokalität zwi-
schen Transaktionen (Inter-Transaktions-Lokalität) nicht mehr ge-
nutzt werden kann. Zudem können dieselben Seiten mehrfach in
den privaten Puffern gespeichert sein, was die Speicherplatznut-
zung beeinträchtigt. Ein generelles Problem lokaler Strategien ist
die Bestimmung der relativen Puffergrößen. Hier wären dynami-
sche Festlegungen durch das DBS wünschenswert, dies ist jedoch
nur schwer realisierbar und wird von derzeitigen Systemen nicht
unterstützt. Eine statische Festlegung durch den DBA erschwert
die Administration und führt unweigerlich zu suboptimaler Spei-
cherplatznutzung, da der relative Speicherplatzbedarf schwer ab-
schätzbar ist und starken zeitlichen Schwankungen unterworfen
sein kann.
Die Mehrzahl existierender DBS verwendet eine globale Pufferzu-
teilung. DB2 unterstützt eine Partitionierung mit bis zu vier ver-






DBSschiedenen Pufferbereichen [TG84]. Davon ist einer für DB-Da-
teien mit einer Blockgröße von 32 KB reserviert, während die drei
anderen für Dateien mit der Standard-Blockgröße von 4 KB einge-
setzt werden. Defaultmäßig wird nur einer der drei Bereiche ver-
wendet, jedoch wird dem DBA mit den beiden anderen Pufferberei-
chen die Möglichkeit gegeben, einigen DB-Dateien durch Defini-
tion eines eigenen Pufferbereichs eine Vorzugsbehandlung (prefe-
rential treatment) zukommen zu lassen. Die Pufferbereiche
werden von DB2 dynamisch angelegt und freigegeben (beim ersten
OPEN bzw. letzten CLOSE auf eine DB-Datei), zudem kann die
vom DBA festgelegte Minimalgröße eines Puffers temporär erhöht
werden, wenn keine der gepufferten Seiten ersetzt werden kann.
Damit wird eine begrenzte Dynamik bei der Puffergröße unter-
stützt, jedoch wird auf die hohen Laufzeitkosten einer dynami-
schen Puffererweiterung hingewiesen [TG84].
Lokale Pufferstrategien mit einem privaten Seitenbereich pro
Transaktion wurden vor allem für relationale Anfragen vorge-
schlagen, wobei das bei der Anfrageoptimierung anfallende Wissen
über die Zugriffsmerkmale auch für die Pufferverwaltung genutzt
werden soll [CD85, SS86]. Insbesondere kann der Start einer An-
fragebearbeitung von der Existenz eines ausreichend großen Puf-
ferbereiches abhängig gemacht werden [CJL89].
Die verwendete Ersetzungsstrategie hat maßgeblichen Einfluß
auf die erreichbaren Trefferraten im DB-Puffer. Ihre Aufgabe ist
es, Seiten zur Verdrängung aus dem DB-Puffer auszuwählen, um
für neu in den Puffer einzubringende Seiten Platz zu schaffen. Zur
Ersetzung kommen dabei nur solche Seiten in Betracht, die von
laufenden Transaktionen nicht im Puffer zur Verarbeitung festge-
halten ("fixiert") werden [EH84]. Vorzugsweise sollten ungeän-
derte Seiten verdrängt werden, da für geänderte Seiten ein vorhe-
riges Zurückschreiben in die permanente Datenbank auf Platte
notwendig ist. In der Praxis wird zur Ersetzung meist ein LRU-An-
satz (Least Recently Used) verfolgt - bzw. eine Approximation wie
Clock/Second-Chance -, der einfach realisierbar ist und dessen Lei-
stungsfähigkeit sich meist als gut bewährt hat [EH84]. Die diesem
Ansatz zugrundeliegende Annahme ist, daß das künftige Referenz-
verhalten dem aus der jüngsten Vergangenheit sehr nahe kommt.
Für relationale Anfragen können jedoch aufgrund der Query-Opti-
mierung häufig genauere Vorhersagen bezüglich des künftigen Re-
ferenzverhaltens getroffen werden. Dies läßt sich einerseits zu ei-
nem Prefetching der benötigten Daten nutzen, gestattet aber auch
"intelligentere" Ersetzungsentscheidungen als LRU [CD85, SS86].







FORCEFür strikt sequentielle Zugriffsmuster (z.B. Relationen-Scan) ist
LRU generell ungünstig, da hier nach Abarbeitung einer Seite,
diese für die betreffende Transaktion nicht mehr benötigt wird und
somit sofort aus dem Puffer entfernt werden kann*. DB2 erreicht
ein ähnliches Verhalten, indem für sequentiell verarbeitete und
sonstige Seiten separate LRU-Datenstrukturen verwaltet werden
und bei einer Ersetzung vorzugsweise eine sequentiell verarbeitete
Seite ersetzt wird [TG84]. Eine Verallgemeinerung dieser Idee
wurde in [CJL89, JCL90] vorgeschlagen, bei der gepufferte Seiten
Prioritäten erhalten, die zunächst Transaktionstypen zugewiesen
werden und dann auf die von ihnen referenzierten Seiten überge-
hen. Bei der Ersetzung werden dann vorzugsweise Seiten der ge-
ringsten Priorität ersetzt, wenn diese nicht in der allerjüngsten
Vergangenheit referenziert wurden. Mit einem solchen Ansatz
kann z.B. auch verhindert werden, daß der hohe Pufferbedarf von
Ad-Hoc-Anfragen zu Lasten kurzer Online-Transaktionen geht, in-
dem man den kurzen Transaktionen eine entsprechend hohe Prio-
rität zuweist. Eine ähnliche Priorisierung ließe sich auch auf DB-
Bereiche oder Seitentypen anwenden.
Bei der Behandlung von Änderungen wird in anderen Kontex-
ten häufig zwischen "write through" (bzw. "store through") und
"write back" (bzw. "copy back") unterschieden [Sm82], in Abhängig-
keit davon, ob eine Änderung sofort oder verzögert auf die nächste
Ebene der Speicherhierarchie durchgeschrieben wird. Im Falle der
Pufferverwaltung im DBS spricht man stattdessen von einer
FORCE- oder NOFORCE-Strategie [HR83]. FORCE bedeutet, daß
vor dem Commit einer Transaktion, sämtliche Seiten, die von ihr
geändert wurden, in die permanente Datenbank auf Platte durch-
zuschreiben sind. Bei NOFORCE wird dagegen ein solches "Hin-
auszwingen" von Änderungen unterlassen; geänderte Seiten wer-
den im allgemeinen zu einem späteren Zeitpunkt im Rahmen der
Seitenersetzung ausgeschrieben.
FORCE bringt Recovery-Vorteile mit sich, da nach einem Rechner-
ausfall Änderungen erfolgreicher Transaktionen bereits in der per-
manenten DB vorliegen, so daß keine Redo-Recovery erforderlich
* Trotz Sequentialität innerhalb einer Transaktion kann jedoch Lokalität
zwischen Transaktionen vorliegen, z.B. wenn mehrere Transaktionen
dieselbe Datei sequentiell verarbeiten. In diesem Fall kann die Effektivi-
tät von LRU auch durch spezielle vorausschauende Ersetzungsverfahren
übertroffen werden, bei denen vorzugsweise solche Seiten ersetzt wer-
den, die in nächster Zukunft von laufenden Transaktionen nicht benötigt
werden [RF92].




(Checkpoints)ist. Ferner werden Änderungen in der Regel nur für kurze Zeit aus-
schließlich im Hauptspeicher vorkommen, so daß bei der Erset-
zung von Seiten in der Regel stets ungeänderte Seiten auswählbar
sind. Auf der anderen Seite wird ein hoher Schreibaufwand einge-
führt, der die Antwortzeit von Änderungstransaktionen erheblich
erhöht. Vor allem sind Sperren über die gesamte Dauer der
Schreibvorgänge zu halten, so daß das Ausmaß an Sperrkonflikten
steigt.
NOFORCE vermeidet dagegen eine solche Erhöhung der Antwort-
zeiten/Sperrdauern und reduziert den Schreibaufwand, da auf-
grund von Inter-Transaktions-Lokalität mehrere Änderungen pro
Seite vor einem Ausschreiben akkumuliert werden können. Um
stets das Ersetzen ungeänderter Seiten zu ermöglichen, sollten Än-
derungen möglichst vorausschauend auf Platte ausgeschrieben
werden. Damit wird ein asynchrones Ausschreiben realisiert ("pre-
flushing"), da die Schreibdauer nicht mehr in die Antwortzeit von
Transaktionen eingeht. NOFORCE erfordert ferner die Durchfüh-
rung von Sicherungspunkten (Checkpoints), um den Redo-Auf-
wand nach einem Rechnerausfall zu begrenzen. Die Sicherungs-
punkte werden in regelmäßigen Abständen durchgeführt und in
der Log-Datei vermerkt. Bei direkten Sicherungspunkten werden
sämtliche Änderungen vom DB-Puffer in die permanente Daten-
bank auf Platte geschrieben; die Redo-Recovery nach einem Rech-
nerausfall kann daher beim letzten Sicherungspunkt beginnen.
Der Nachteil dabei ist, daß während der Durchführung des Siche-
rungspunktes keine neuen Änderungen vorgenommen werden
können, so daß vor allem für große Puffer eine lange Blockierung
von Änderungstransaktionen entsteht. Indirekte Sicherungs-
punkte ("fuzzy checkpoints") vermeiden diesen Nachteil, indem le-
diglich Statusinformationen über die Pufferbelegung gesichert und
Änderungen asynchron auf Platte durchgeschrieben werden
[HR83, Mo92].
Viele DBS verwendeten zunächst eine FORCE-Strategie, um spä-
ter auf die komplexere NOFORCE-Alternative umzusteigen, da
dieser Ansatz ein weit besseres Leistungsverhalten im Normalbe-
trieb erlaubt. IMS ist eines der bekannteren DBS, die noch FORCE
einsetzen.
Eine weitere Abhängigkeit zwischen Pufferverwaltung und der
Logging-/Recovery-Komponente eines DBS betrifft die Frage, ob
sogenannte "schmutzige" Seiten, welche Änderungen von noch
nicht (erfolgreich) beendeten Transaktionen enthalten, ersetzt






Loggingwerden dürfen. Dies wird bei der sogenannten STEAL-Strategie
[HR83] zugelassen, wodurch die Notwendigkeit einer Undo-Reco-
very nach einem Rechnerausfall eingeführt wird. Um diese Undo-
Recovery durchführen zu können, ist das sogenannte WAL-Prinzip
(Write Ahead Log) einzuhalten, das verlangt, daß vor dem Verdrän-
gen einer schmutzigen Seite ausreichende Undo-Log-Daten zu si-
chern sind. Eine NOSTEAL-Strategie vermeidet die Notwendigkeit
einer Undo-Recovery, schränkt jedoch die Freiheitsgrade der Puf-
ferverwaltung ein, da die Menge ersetzbarer Seiten weiter einge-
schränkt wird. Existierende DBS verwenden in der Mehrzahl die
flexiblere STEAL-Alternative.
Im Zusammenhang von NOFORCE wurde darauf hingewiesen, daß
es möglich ist, Schreibvorgänge asynchron durchzuführen. FORCE
verursacht dagegen synchrone Schreibvorgänge, welche eine Un-
terbrechung einer DB-Operation bzw. Transaktion bis zum Ende
des Plattenzugriffs erfordern und somit die Antwortzeit direkt er-
höhen. Auch bezüglich der Lesestrategie ist eine Unterscheidung
zwischen synchronen und asynchronen E/A-Vorgängen möglich. Im
Normalfall ist bei einer Fehlseitenbedingung im Puffer ein synchro-
nes Lesen der Seite von Platte erforderlich, da eine Transaktion die
Bearbeitung erst fortführen kann, wenn die Seite im Hauptspei-
cher vorliegt (demand fetching). Ein Prefetching von DB-Seiten in
den Hauptspeicher entspricht dagegen einem asynchron durchge-
führten Lesevorgang. Obwohl asynchrone E/A-Vorgänge auch
CPU-Overhead verursachen, ist also die Minimierung synchroner
E/A-Operationen zur Antwortzeitverkürzung besonders wichtig.
Ein vergrößerter DB-Puffer reduziert i.a. die Anzahl synchroner
Lesevorgänge (bessere Trefferraten), hilft bei NOFORCE jedoch
auch schreibende E/A-Operationen einzusparen, da eine weiterge-
hende Akkumulierung von Änderungen erreichbar ist.
5.1.2 Logging
Zur Behandlung von Transaktions- und Systemfehlern protokollie-
ren DBS die von Transaktionen durchgeführten Änderungen in ei-
ner Log-Datei [HR83, Re81, Re87], die aus Verfügbarkeitsgründen
i.a. doppelt geführt wird. Zur Ermöglichung einer Undo- und Redo-
Recovery werden dabei in der Regel die Objektzustände vor und
nach einer Änderung (Before- bzw. After-Image) protokolliert (phy-
sisches Logging). Um den Log-Umfang sowie die Anzahl der E/A-
Vorgänge zu reduzieren, ist es wichtig, daß nicht ganze Seiten als
Log-Granulat verwendet werden, sondern nur die betroffenen Be-








mitreiche (z.B. Sätze, Einträge) innerhalb von Seiten. Mit einem sol-
chen Eintrags-Logging ist es dann möglich, mehrere Änderungen
innerhalb einer Log-Seite zu protokollieren. Zur Einsparung von
Schreibzugriffen auf die Log-Datei erfolgt eine Pufferung der Log-
Daten innerhalb eines Log-Puffers im Hauptspeicher. Der Log-
Puffer kann dabei aus mehreren Seiten bestehen, die in einem
Schreibvorgang auf die Log-Platte geschrieben werden. Da die Log-
Datei sequentiell beschrieben wird, ergeben sich sehr kurze Zu-
griffszeiten, da Zugriffsarmbewegungen weitgehend entfallen.
Außerdem lassen sich weit höhere E/A-Raten als bei Platten mit
nicht-sequentiellen (wahlfreien) Zugriffen erreichen.
Das erfolgreiche Ende einer Transaktion erfordert, daß ihre Ände-
rungen dauerhaft und daher auch nach Fehlern im System wieder-
holbar sind. Deshalb werden im Rahmen des Commit-Protokolls in
einer ersten Phase ausreichende Log-Daten sowie ein sogenannter
Commit-Satz auf die Log-Datei geschrieben. Nach erfolgreichem
Schreiben des Commit-Satzes gilt die Transaktion als erfolgreich
beendet, so daß zu diesem Zeitpunkt dem Benutzer eine entspre-
chende Antwort mitgeteilt werden kann. Die Sperren der Transak-
tion werden auch erst nach Schreiben der Log-Daten in der zweiten
Commit-Phase freigegeben, um sicherzustellen, daß andere Trans-
aktionen nur Änderungen erfolgreicher Transaktionen (also keine
schmutzigen Änderungen) sehen. Abb. 5-2a verdeutlicht dieses
klassische Zweiphasen-Commit (für den zentralen Fall), wobei von
einer NOFORCE-Strategie ausgegangen wurde (bei FORCE sind
in der ersten Commit-Phase zusätzlich die Änderungen in die Da-
tenbank zu schreiben).
Bei dieser Vorgehensweise ist der Nutzen des Log-Puffers be-
grenzt, da bei jedem Commit einer Änderungstransaktion ein Aus-
schreiben des Puffers erfolgt. Damit ist pro Änderungstransaktion
wenigstens ein Schreibvorgang auf die Log-Datei erforderlich, so
daß die erreichbare Transaktionsrate durch die E/A-Rate der Log-
Platte begrenzt ist (z.B. 60 - 70 E/A-Vorgänge pro Sekunde). Eine
Verbesserung kann mit der Technik des Gruppen-Commit [Ga85,
De84] erreicht werden, wobei die Log-Daten mehrerer Transaktio-
nen in einem Plattenzugriff ausgeschrieben werden. Wie Abb. 5-2b
verdeutlicht, werden hierbei während der Commit-Verarbeitung
die Log-Daten zunächst nur in den Log-Puffer eingefügt. Das Aus-
schreiben des Log-Puffers erfolgt dann i.a. verzögert, nämlich
wenn er vollständig gefüllt ist oder eine Timeout-Bedingung ab-
läuft. Wie praktische Implementierungen gezeigt haben, können


















Commitmit dieser einfachen Maßnahme die E/A-Häufigkeit sowie die er-
reichbaren Transaktionsraten signifikant verbessert werden
[He89]. Werden z.B. die Log-Daten von 5 (kurzen) Transaktionen in
einer Seite untergebracht, so kann bereits bei einem Log-Puffer von
einer Seite die fünffache Transaktionsrate erreicht werden (falls
der Durchsatz durch die Log-Datei begrenzt ist). Bei einem Log-
Puffer von mehreren Seiten sind entsprechend höhere Verbesse-
rungen möglich*.
Ein gewisser Nachteil des Gruppen-Commit ist, daß sich durch das
verzögerte Schreiben der Log-Daten i.a. eine Erhöhung von
Sperrdauer und Antwortzeit ergibt. Durch eine weitere Verfeine-
rung, in [De84] als Prä-Commit bezeichnet, kann jedoch die Erhö-
hung der Sperrzeiten umgangen werden. Dabei wird nach Einfügen
des Commit-Satzes in den Log-Puffer bereits ein vorläufiges Com-
mit (Prä-Commit) angenommen, und die Sperren der Transaktion
werden sofort - vor Ausschreiben der Log-Daten - freigegeben (Abb.
* In der praktischen Realisierung sind wenigstens zwei Log-Puffer vorzu-
sehen, um während des Ausschreibens eines Puffers anfallende Log-Da-
ten im zweiten Log-Puffer ablegen zu können [Un90].
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Spiegelplatten5-2c). Dies ist im zentralen Fall zulässig, da zu dem Zeitpunkt des
Prä-Commit die Transaktion nur noch durch einen Systemfehler
zum Abbruch kommen kann. Andere Transaktionen, die aufgrund
der vorzeitigen Sperrfreigabe auf schmutzige Daten zugegriffen
haben, sind in diesem Fall jedoch auch vom Systemfehler betroffen
und werden zurückgesetzt. Im verteilten Fall ist diese Vorgehens-
weise jedoch nicht mehr anwendbar, da nach einem Prä-Commit an
einem Rechner auf schmutzige Daten zugegriffen werden könnte,
obwohl die betreffende Transaktion aufgrund von Fehlern im rest-
lichen System noch zurückgesetzt werden kann.
Mit dem Prä-Commit-Ansatz wird demnach bezogen auf die
Sperrdauer auch das Schreiben von Log-Daten asynchron reali-
siert. Die Sperrdauer ist damit auch kürzer als beim Standard-
Zweiphasen-Commit (Abb. 5-2a). Bezüglich der vom Benutzer
wahrnehmbaren Antwortzeit sind die Schreibvorgänge auf die Log-
Datei jedoch synchron, da erst nach Ausschreiben des Commit-Sat-
zes eine Ausgabenachricht zurückgegeben wird.
Zur Behandlung von Plattenfehlern werden in DBS üblicherweise
Archivkopien sowie Archiv-Log-Dateien verwendet [Re81, HR83,
Re87]. Die Erstellung von Archivkopien und Archiv-Log läßt sich
weitgehend ohne Beeinträchtigung der eigentlichen Transaktions-
verarbeitung erreichen. Der Archiv-Log kann asynchron aus der
Log-Datei abgeleitet werden, wobei nur die Redo-Log-Daten (After-
Images) erfolgreicher Transaktionen zu berücksichtigen sind. Die
Erstellung von Archivkopien muß im laufenden Betrieb (online) er-
folgen, um die volle Verfügbarkeit der Daten zu erhalten. Metho-
den dazu werden u.a. in [Pu86] vorgestellt.
Ein Nachteil der konventionellen Platten-Recovery ist, daß sie ma-
nuelle Eingriffe des Operateurs (Systemverwalters) erfordert und
sehr zeitaufwendig ist. So ist die Erstellung von Archivkopien i.a.
durch eigene Kommandos zu veranlassen und erfolgt vielfach auf
Datenträger, die "offline" gehalten werden (z.B. Magnetbänder).
Nach Erkennen eines Plattenfehlers ist die Recovery wiederum
durch den Operateur zu starten, wobei dann ein zeitaufwendiges
Einspielen der Archivkopie sowie eine Anwendung der Log-Daten
vom Archiv-Log durchzuführen sind, bevor auf die Daten wieder
zugegriffen werden kann. Eine wesentlich schnellere und automa-
tische Behandlung von Plattenfehlern wird mit Spiegelplatten er-
reicht, wobei die Daten auf verschiedenen Platten doppelt geführt
werden und beide Kopien stets auf dem aktuellen Stand sind. Plat-
tenfehler können dann transparent für das DBS gehalten werden,
da im Fehlerfall automatisch auf die intakte Plattenkopie zugegrif-
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Lese-E/Afen wird. Dies wird durch die Verwaltung der Spiegelplatten er-
reicht, die entweder durch Betriebssystem-Software oder durch die
Platten-Controller erfolgt [Bi89, BT85].
Spiegelplatten verursachen eine Verdoppelung der Schreibzugriffe.
Obwohl die Kopien parallel aktualisiert werden können, ergibt sich
i.a. eine Erhöhung der Schreibdauer, da die langsamste Schrei-
boperation die Zugriffszeit bestimmt. Dies ist für asynchron durch-
geführte Schreiboperationen (NOFORCE) jedoch unproblematisch.
Auf der anderen Seite können Lesezugriffe erheblich beschleunigt
werden [BG88, Bi89], da stets die Platte mit der geringsten Such-
zeit verwendet werden kann. Außerdem kann für Lesezugriffe die
doppelte E/A-Rate unterstützt werden, da zwei Platten zur Verfü-
gung stehen.
Der Hauptnachteil der Spiegelplatten ist die Verdoppelung der
Speicherkosten*. Mit Disk-Arrays können Plattenfehler auch auto-
matisch behoben werden, jedoch mit einem geringeren Grad an zu-
sätzlichen Speicherkosten (s. Kap. 5.3.2). Obwohl durch solche
Maßnahmen die Ausfallwahrscheinlichkeit von Platten sehr gering
wird (ein Datenverlust droht nur, wenn zwei oder mehr Platten zur
gleichen Zeit ausfallen), werden in Anwendungen mit sehr hohen
Verfügbarkeitsanforderungen oft zusätzlich noch Archivkopien
und Archiv-Log-Dateien geführt.
* Tatsächlich sind die Mehrkosten geringer, wenn aufgrund höherer E/A-
Raten, die mit Spiegelplatten möglich sind, die Speicherplatznutzung
der Platten verbessert werden kann. Werden z.B. ohne Spiegelplatten
nur 50% der Plattenkapazität genutzt, um ausreichend hohe E/A-Raten
zu erhalten, und wird der Nutzungsgrad für Spiegelplatten auf 75% er-








Hauptspeicher-DBS waren in den achtziger Jahren Gegenstand
zahlreicher Forschungsprojekte (z.B. [GLV84, De84, AHK85, Le86,
Ei89, SG90]). Aufgrund des starken Preisverfalls bei Halbleiter-
speichern (Kap. 4.3) wurde die Möglichkeit, die gesamte Daten-
bank resident im Hauptspeicher zu halten, zunehmend als sinnvoll
erachtet. In diesem Fall wird natürlich ein optimales E/A-Verhal-
ten erreicht, da sämtliche Lese- und Schreibzugriffe auf die Daten-
bank im Hauptspeicher abgewickelt werden. Dies gestattet nicht
nur sehr kurze Antwortzeiten, sondern unterstützt auch einen li-
neraren Antwortzeit-Speedup und Durchsatz-Scaleup (vertikales
Wachstum) bei Erhöhung der CPU-Kapazität. IMS Fast Path bie-
tet bereits seit 1977 Unterstützung für Hauptspeicher-Datenban-
ken, wobei jedoch nicht verlangt wird, daß der gesamte Datenbe-
stand resident im Hauptspeicher gehalten wird [SUW82].
Abb. 5-3 zeigt den Grobaufbau eines Hauptspeicher-DBS. Das La-
den der Datenbank in den Hauptspeicher erfolgt dabei üblicher-
weise von einer Archivkopie auf Platte, die neben der Log-Datei
auch zur Behandlung von Systemfehlern (Crash-Recovery) benutzt
wird. Denn ein Rechnerausfall oder Hauptspeicherfehler ent-
spricht hierbei einem Gerätefehler bei herkömmlichen DBS, wobei
jedoch nun i.a. die komplette DB betroffen ist. Die Log-Datei ent-
spricht daher auch dem Archiv-Log in herkömmlichen DBS, wobei
nur Redo-Log-Daten zu protokollieren sind. Im Fehlerfall wird die
Archivkopie geladen und die DB durch Anwendung der Log-Daten
auf den neuesten Stand gebracht. Das Logging sowie die Erstel-






Abb. 5-3: Modell eines Hauptspeicher-DBS [Ei89]







probleme(IMS Fast Path verwendet z.B. zwei Archivkopien auf Platte, die
wechselseitig überschrieben werden). Der Optimierung des Log-
gings durch Gruppen- oder Prä-Commit kommt besondere Bedeu-
tung zu, da dies die einzig verbleibende Platten-E/A für Transaktio-
nen ist. Wird der Log-Puffer in einen nicht-flüchtigen Halbleiter-
speicher gelegt, wird auch die Logging-Verzögerung weitgehend eli-
miniert (s. auch Kap. 6).
Um Hauptspeicher-DBS optimal zu nutzen, sind DB-Funktionen,
die auf die Minimierung von Plattenzugriffen ausgelegt sind, voll-
ständig neu zu realisieren. Statt der Pufferverwaltung ist jetzt eine
effektive Verwaltung des Hauptspeichers erforderlich, wobei neben
der Allokation der DB auch temporäre Zwischenergebnisse gespei-
chert werden müssen. Dazu ist auch eine effiziente Adreßabbildung
von logischen Objektnamen auf Hauptspeicheradressen erforder-
lich. Speicherungs- und Indexstrukturen wie Clusterbildung oder
B*-Bäume sind weniger angemessen für Hauptspeicher-DBS und
können z.B. durch Hashing-Verfahren oder balancierte Binär-
bäume ersetzt werden [De84, LC86b]. Zur Anfragebearbeitung sind
neue Auswertungsstrategien bereitzustellen, die statt E/A vor al-
lem CPU-Kosten und Speicherbedarf für Zwischenergebnisse mini-
mieren [De84, LC86a, BHT87]. Durch die Umstellung dieser Funk-
tionen sowie die Einsparung von E/A-Vorgängen erhofft man sich
eine signifikante Reduzierung des Instruktionsbedarfs zur Trans-
aktionsausführung.
Die Realisierung sehr großer Hauptspeicher-Datenbanken wird da-
durch erschwert, daß die Erweiterbarkeit der Hauptspeicher auf-
grund technischer Schwierigkeiten bei der Speicheranbindung we-
sentlich eingeschränkter möglich ist als die von Externspeichern.
Trotz stark wachsender Hauptspeicher bleibt festzustellen, daß die
Größe der Datenbanken vielfach noch stärker zunimmt (Kap. 4.4)
und selbst die größten verfügbaren Hauptspeicher (derzeit meist
unter 4 GB) zur Aufnahme großer Datenbanken nicht ausreichen.
Viele Maschinenarchitekturen sind daneben auf 31- bzw. 32-Bit-
Adressen beschränkt, so daß höchstens Datenbanken von 4 GB di-
rekt adressierbar im Hauptspeicher gehalten werden können. Pro-
blematisch ist auch die Verfügbarkeit eines Hauptspeicher-DBS,
da sowohl Software-Fehler (DBS, Betriebssystem,...) als auch
Hardware-Fehler (CPU, Hauptspeicher,...) eine sehr aufwendige
Recovery verlangen. Allein das Laden einer DB von Hunderten von
Gigabyte kann nur durch massive Parallelität beim Zugriff auf die




effektivitätren mit Hauptspeicher-Datenbanken, die für hohe Leistungs- und
Verfügbarkeitsanforderungen benötigt werden, wurden noch
kaum untersucht. Ein solcher Ansatz läuft auf eine Shared-Not-
hing-ähnliche Architekturform hinaus, wobei die einzelnen DB-
Partitionen im Hauptspeicher statt auf Platte allokiert werden
[WT91].
Auch das Kostenargument spricht für die nächste Zukunft gegen
Hauptspeicher-Datenbanken. Obwohl die Speicherkosten pro MB
für Halbleiterspeicher bisher schneller als für Platten zurückgin-
gen, ist der Abstand immer noch signifikant, insbesondere bei
Großrechnern. Für kleine Platten ist sogar eine Umkehrung der
Entwicklung zu erkennen, so daß Platten ihren Preisvorteil auch
in Zukunft beibehalten bzw. noch ausbauen können (s. Kap. 4.4).
Außerdem ist zu beachten, daß auch für Hauptspeicher-DBS ein
Großteil der Plattenkosten konventioneller DBS anfällt, falls Ar-
chivkopien der DB auf Platte gehalten werden.
Konventionelle DBS erreichen ihre vergleichsweise hohe Kostenef-
fektivität vor allem durch die Nutzung von Lokalität im Zugriffs-
verhalten, so daß mit relativ geringem Hauptspeicherumfang ein
Großteil der E/A eingespart werden kann. Solange die Hauptspei-
cherkosten über den vergleichbaren Kosten von Magnetplatten lie-
gen, lohnt es sich nicht, nur selten referenzierte Objekte im Haupt-
speicher zu halten. Die Kosteneffektivität einer Allokation im
Hauptspeicher hängt dabei im wesentlichen von der Objektgröße,
Zugriffsfrequenz und technologischen Parametern wie den Spei-
cherkosten ab. Zur Quantifizierung der Abhängigkeiten wurden in
[GP87, CKS91] einfache Abschätzungen vorgenommen, die im fol-
genden zusammengefaßt werden sollen. Eine Allokation im Haupt-
speicher wird dabei als sinnvoll angesehen, wenn die Kosten der
Hauptspeicherresidenz unter denen einer Allokation auf Platte lie-
gen. Dieser Punkt ist im Prinzip spätestens erreicht, wenn die
Speicherkosten pro Megabyte für Hauptspeicher unter denen von
Magnetplatten liegen. Nach der Projektion von [CKS91] ist dies für
Workstations etwa im Jahre 2019 der Fall*, neueren Prognosen zu-
folge wird dies möglicherweise aber nie eintreten [Ph92].
Die Kosteneffektivität einer Hauptspeicherresidenz ist jedoch frü-
her erreicht, wenn die Plattenkosten nicht durch die Speicherkapa-
* Dabei wurde angenommen, daß die Speicherkosten 1991 400 $/MB für
Hauptspeicher und 10 $/MB für Magnetplatten betragen und der jährli-
che Preisnachlaß 30% für Hauptspeicher und 20% für Magnetplatten be-
trägt.









Debit-Creditzität, sondern durch die zu bewältigenden E/A-Raten bestimmt
sind. Denn wie in 3.4 diskutiert, werden die Daten vielfach auf eine
größere Anzahl von Platten aufgeteilt als aufgrund der Kapazität
notwendig, um die erforderlichen E/A-Raten zu bewältigen. Sei GO
die Größe von Objekt O (in MB) und ZO die Zugriffshäufigkeit dar-
auf (mittlere Anzahl von Zugriffen pro Sekunde)*. Ferner bezeichne
$HS die Speicherkosten pro MB Hauptspeicher und $Arm die Kosten
für einen Plattenzugriff pro Sekunde, wobei $Arm wesentlich von
den Kosten eines Zugriffsarms (Platte) bestimmt ist. Dann ist eine
Allokation von O im Hauptspeicher kostengünstiger als eine Plat-
tenallokation, wenn gilt:
$HS * GO < $Arm * ZO bzw.
ZO / GO > $HS / $Arm
In letzterem Ausdruck wurden die last- und die technologieabhän-
gigen Parameter jeweils auf eine Seite gebracht. Nimmt man z.B.
pro Platte Kosten von 5000 $ sowie 25 E/A-Operationen pro Se-
kunde an, dann ergibt sich $Arm = 200. Für $HS=400 wäre demnach
eine Allokation im Hauptspeicher kosteneffektiv, sobald mehr als 2
Zugriffe pro Sekunde und MB auf ein Objekt (DB-Partition) anfal-
len. Für eine Seite von 4 KB wäre dieser Punkt erreicht, wenn sie
häufiger als alle 2 Minuten referenziert würde (für andere Parame-
terwerte ergab sich in [GP87] in analoger Weise die sogenannte "5-
Minuten-Regel").
Diese Formeln können auf die Debit-Credit-Last (Kap. 1.3) ange-
wendet werden, da der Benchmark die Partitionsgrößen (100 B pro
Satz) und Zugriffshäufigkeiten in Abhängigkeit zur Transaktions-
rate (in TPS) festlegt. Wie Tab. 5-1 verdeutlicht, erhält man für
obige Parameterwerte, daß die BRANCH- und TELLER-Satztypen
* Die Zugriffshäufigkeit ZO wird auch als "Hitze" (heat) und der Quotient
ZO / GO als "Temperatur" eines Objektes O bezeichnet [CABK88].
ZO
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rungsaufwandhauptspeicherresident gehalten werden sollten, ACCOUNT dage-
gen nicht. Für die sequentielle HISTORY-Datei scheidet Haupt-
speicherresidenz aus, da hierauf nur Einfügungen am aktuellen
Dateiende vorgenommen werden. Da das Verhältnis $HS / $Arm
sich ständig verbessert, wird auch für weniger häufig referenzierte
Objekte (Partitionen) eine Hauptspeicherallokation zunehmend
kosteneffektiver. So wurde in [CKS91] geschätzt, daß bis zum
Jahre 2004 auch für den ACCOUNT-Satztyp Hauptspeicherresi-
denz sinnvoll sei.
Die Abschätzungen verdeutlichen, daß sich für häufig referenzierte
DB-Bereiche eine komplette Allokation im Hauptspeicher lohnen
kann, auch wenn Halbleiterspeicher teurer als Magnetplatten blei-
ben. Daraus resultiert eine Mischlösung zwischen konventionellen
und Hauptspeicher-DBS, ähnlich wie derzeit bei IMS Fast Path.
Allerdings verursacht dies eine sehr hohe Systemkomplexität,
wenn für die oben angesprochenen Funktionen (Zugriffspfade,
Query-Optimierung, etc.) eine spezielle Unterstützung für beide
Betriebsformen vorgesehen wird. Eine einfachere Vorgehensweise
wäre, die plattenorientierten Verfahren auch für hauptspeicherre-
sidente Partitionen anzuwenden und somit lediglich die E/A-Ein-
sparungen zur Leistungssteigerung zu nutzen. Dies würde im we-
sentlichen einer partitionierten Pufferallokation entsprechen, wo-
bei hauptspeicherresidenten DB-Bereichen entsprechend große
Pufferpartitionen zuzuweisen sind.
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Wie in 3.4 ausgeführt, konnte die Leistungsfähigkeit von Magnet-
platten in der Vergangenheit nur wenig verbessert werden, und
zwar sowohl bei der Zugriffszeit, der E/A-Rate sowie der Bandbreite
(MB/s). Für OLTP-Anwendungen, bei denen primär Einzelblockzu-
griffe anfallen, sind die Zugriffszeiten auf einen Block sowie die
E/A-Raten die wichtigsten Leistungsmerkmale. Für komplexe DB-
Anfragen ist daneben verstärkt auf größere Datenmengen zuzu-
greifen, so daß für kurze Zugriffszeiten eine hohe Bandbreite sowie
Parallelität im E/A-System erforderlich sind.
Disk-Arrays [Me89, Ng89, PCGK89, SKPO88, KGP89] streben eine
Verbesserung der Leistungsfähigkeit sowie der Kosteneffektivität
von Magnetplatten an. Die Idee ist dabei ein "logisches" Platten-
laufwerk durch eine größere Anzahl physischer Laufwerke zu rea-
lisieren, um damit sowohl höhere E/A-Raten als auch höhere Band-
breiten zu erreichen. Dies ist möglich, da E/A-Rate und Bandbreite
im Idealfall linear mit der Anzahl der Zugriffsarme und Übertra-
gungspfade zunehmen. Wie Abb. 5-4a verdeutlicht, ist die Erhö-
hung der E/A-Rate für unabhängige Zugriffe auf "kleinere" Daten-
mengen (z.B. 1 Seite) möglich, die jeweils nur eine Platte bzw. eine
Teilmenge der Platten betreffen. In [WZ93] spricht man dabei von
(Inter-) Auftragsparallelität. Die Steigerung der Bandbreite er-
laubt auch eine Verkürzung der Zugriffszeit auf große Datenmen-
gen, falls diese in geeigneter Weise über mehrere Platten verteilt
werden, so daß E/A-Parallelität innerhalb eines Zugriffs genutzt
werden kann (Intra-Auftrags- bzw. Zugriffsparallelität [WZ93],
Abb. 5-4b).
E/A-Optimierung durch Disk-Arrays [PGK88]





b) Verkürzung der Zugriffszeit auf "große" Daten-













rechnerEine Steigerung der Kosteneffektivität soll vor allem durch den
Einsatz kleinerer Platten (v.a. 3.5 oder 5.25 Zoll) erreicht werden,
die aufgrund hoher Stückzahlen geringere Speicherkosten als
"große" Platten (Durchmesser von mehr als 8 Zoll) verursachen.
Die Leistungsmerkmale der kleinen Magnetplatten (Zugriffszei-
ten, E/A-Raten) sind dabei mittlerweile nicht mehr signifikant
schlechter als bei großen Platten [PCGK88, KGP89]. Ersetzt man
z.B. eine große Magnetplatte von 10 GB mit einer Bandbreite von
4 MB/s und einer E/A-Rate von 50 Zugriffen pro Sekunde durch 10
kleinere mit je 1 GB Kapazität, 2 MB/s und 20 E/A pro Sekunde,
können Bandbreite und E/A-Rate um bis das 5- bzw. 4-fache gestei-
gert werden. Da Disk-Arrays mit Hunderten von Platten ange-
strebt werden [KGP89], sind entsprechend größere Leistungsver-
besserungen möglich.
Zwei Kernfragen bei der Realisierung von Disk-Arrays betreffen
die Aufteilung der Daten auf die Platten sowie die Erreichung ei-
ner hohen Fehlertoleranz. Diese beiden Aspekte werden in den fol-
genden Unterkapiteln näher behandelt. Abschließend fassen wir
die wichtigsten Eigenschaften von Disk-Arrays zusammen.
5.3.1 Datenverteilung
Um die mit Disk-Arrays erreichbare E/A-Parallelität nutzen zu
können, ist eine entsprechende Allokation der Datenobjekte (z.B.
Dateien) auf mehrere Platten erforderlich. Insbesondere zur Nut-
zung von Zugriffsparallelität müssen diese über mehrere Platten
verteilt werden. Eine derartige Datenaufteilung wird in der Litera-
tur auch als "Interleaving" oder "Striping" bezeichnet [Ki86, SG86,
KGP89]. Als Granulat der Datenverteilung kommen dabei einzelne
Bits, Bytes, Blöcke oder Blockmengen (Sektoren, Spuren, etc.) in
Betracht. Ähnlich wie bei der Realisierung von Spiegelplatten
kann die Verwaltung eines Disk-Arrays durch System-Software
(Dateiverwaltung des Betriebssystems) oder durch den Controller
des Disk-Arrays (Array-Controller) erfolgen. Wesentliche Verwal-
tungsaufgaben beinhalten die Realisierung der Datenverteilung
und der zugehörigen Abbildung logischer auf physische Adressen
auf den Platten sowie die automatische Behandlung von E/A-Feh-
lern (insbesondere von Plattenausfällen, s. Kap. 5.3.2). Eine hard-
ware-nahe Verwaltung im Controller ermöglicht die Nutzung von
Disk-Arrays, ohne Änderungen in der System-Software (Betriebs-
system, Datenbanksystem) vornehmen zu müssen. Auch können
dann Disk-Arrays in einfacher Weise in Mehrrechnersystemen





(Declustering)vom Typ "Shared-Disk" (DB-Sharing) genutzt werden (in Shared-
Nothing-Systemen ist ihre Nutzung auf einen Verarbeitungsrech-
ner begrenzt). Auf der anderen Seite erlaubt die Verwaltung eines
Disk-Arrays durch System-Software der Verarbeitungsrechner
eine größere Flexibilität. So kann z.B. die Verwaltung innerhalb
des Dateisystems die Datenverteilung auf die Zugriffsmerkmale
einzelner Dateien abstimmen (s.u.).
Disk-Arrays wurden zuerst für Supercomputer eingeführt, für die
herkömmliche Platten die benötigten Datenmengen (z.B. zur Bild-
verarbeitung) nicht ausreichend schnell bereitstellen konnten. Die
Aufteilung der Daten auf mehrere Platten eines Disk-Arrays er-
laubte jedoch ein paralleles Einlesen und damit entsprechend
schnellere Zugriffszeiten. Die Datenaufteilung erfolgt dabei über-
wiegend auf Bit- oder Byteebene über alle Platten eines Disk-Ar-
rays, derart, daß aufeinanderfolgende Bits (Bytes) auf benachbar-
ten Platten gespeichert werden. Die Datenzugriffe erfordern eine
enge Synchronisation der einzelnen Platten durch den Array-Con-
troller, so daß er z.B. ein zu lesendes Datenobjekt aus den paralle-
len Datenströmen korrekt zusammenfügen kann. Bei N Platten
kann durch den parallelen Datentransfer die Transferzeit um den
Faktor N verkürzt werden, wobei die vom Controller unterstützte
Bandbreite jedoch einen begrenzenden Faktor bilden kann. Ein
Vorteil des Ansatzes ist, daß aufgrund der Datenverteilung auf alle
Platten sowie der Platten-Synchronisation eine sehr gleichmäßige
Plattenauslastung erreicht und damit Wartezeiten reduziert wer-
den können [Ki86]. Weiterhin kann die Datenabbildung auf die
Platte bei diesem Ansatz vollkommen im Controller realisiert wer-
den und somit für die nutzenden Rechner transparent bleiben.
Die Datenverteilung auf Bit- oder Byteebene eignet sich jedoch
nicht zur Unterstützung hoher E/A-Raten auf einzelne Blöcke, wie
dies für Transaktions- und DB-Anwendungen erforderlich ist.
Denn zum Einlesen eines Blockes müßten dann mehrere (alle) Plat-
ten belegt werden, wodurch insgesamt höchstens die E/A-Rate ei-
ner Platte erreichbar wäre. Wir wollen daher im folgenden nur noch
eine Aufteilung von Dateien mit Blöcken als kleinstem Granulat
betrachten. Eine solche blockweise Datenverteilung wird auch als
"Declustering" bezeichnet [LKB87, CK89, KGP89]. Da für Einzel-
blockzugriffe nur noch auf eine Platte zugegriffen wird, erhöht sich
die erreichbare E/A-Rate mit der Plattenanzahl. Für Mehrblockzu-
griffe (multiblock I/O), z.B. ein sequentielles Einlesen mehrerer
aufeinanderfolgender Blöcke im Rahmen eines Relationen-Scans,
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Clusteringkann daneben weiterhin ein paralleles Einlesen von mehreren
Platten erfolgen, wenn die Datei blockweise auf alle Platten ver-
teilt wurde. Im Beispiel von Abb. 5-5 können jeweils vier Blöcke
parallel gelesen werden (z.B. B0 bis B3), so daß sich im besten Fall
eine vierfache Zugriffszeitverkürzung ergibt. Allerdings arbeiten
die Platten beim Declustering-Ansatz i.a. unsynchronisiert, so daß
für die einzelnen Platten mit Varianzen ("Skew")bei den Zugriffs-
zeiten zu rechnen ist (unterschiedliche Positionierzeiten und Plat-
tenauslastung). Damit wird die Gesamtzugriffszeit durch die lang-
samste Platte bestimmt.
Die Datenverteilung in Abb. 5-5 entspricht einer Round-Robin-ar-
tigen Aufteilung auf Blockebene auf alle Platten des Disk-Arrays*.
Diese Declustering-Strategie strebt eine maximale Parallelität an.
Abb. 5-6 zeigt den entgegengesetzten Ansatz des Clustering (phy-
sische Clusterbildung) bei dem eine Datei auf eine minimale An-
zahl von Platten aufgeteilt wird und aufeinanderfolgende Blöcke
(weitgehend) auf derselben Platte allokiert (alloziert) werden. In
dem gezeigten Beispiel sind die m Blöcke der Datei auf zwei Plat-
ten verteilt, wobei jede Platte maximal K Blöcke aufnehmen kann
(K < m ≤ 2K). Eine solche Clusterbildung kann als ein degenerier-
tes Declustering mit dem Granulat von K Blöcken aufgefaßt wer-
* Eine solche Declustering-Strategie wird bereits seit langem von dem





















Abb. 5-5: Beispiel eines Disk-Arrays mit Block-Interleaving
(Declustering)








Declusteringden, während in dem Round-Robin-Ansatz in Abb. 5-5 das Granulat
ein einzelner Block war. Da als Verteilgranulat beliebige Block-
mengen verwendet werden können, ergibt sich ein großes Spek-
trum an Declustering-Möglichkeiten. Dies gilt umso mehr, da ne-
ben dem Declustering-Granulat auch noch wählbar ist, auf wieviele
(und welche) Platten eine Datei allokiert werden soll. Auch für den
Verteilgrad bestehen zwei Extremwerte, wobei die Dateigröße die
minimale und die Größe des Disk-Arrays die maximale Plattenan-
zahl festlegen.
Datenbanksysteme setzen Clusterbildung bereits seit langem zur
Optimierung sequentieller Zugriffe ein. Der Vorteil dabei ist, daß
nach Zugriff auf den ersten relevanten Block Such- und Umdre-
hungswartezeiten weitgehend wegfallen, so daß wesentlich bessere
Zugriffszeiten als für nicht-sequentielle Zugriffe erreicht werden.
Für große Objektmengen ist jedoch die Zugriffszeit durch die
Transferkapazität einer Platte zu stark begrenzt, so daß in diesem
Fall ein Declustering mit kleinerem Granulat durch die Nutzung
von Parallelität besser abschneidet. Auch für Einzelblockzugriffe
erlaubt ein Declustering über alle Platten prinzipiell die höchsten
E/A-Raten. Auf der anderen Seite kann es für Mehrblockzugriffe
auf kleinere Datenmengen vorteilhafter sein, wenn nur eine Platte
involviert ist (Clustering), da bei mehreren Platten die Varianzen
in den Zugriffszeiten eine Verlangsamung verursachen, die durch
die Parallelisierung u.U. nicht wettgemacht werden kann. Der Ein-
fluß dieser Varianzen steigt proportional zur Plattenanzahl. Zudem
geht die Nutzung von Zugriffsparallelität immer zu Lasten der E/A-
Rate, da mehrere Zugriffsarme belegt werden.
Dem Declustering-Ansatz werden dagegen i.a. Vorteile hinsichtlich
der Lastbalancierung zugesprochen, da häufig referenzierte Da-













strategieauf über alle Platten verteilt werden. Dies führte neben der Nut-
zung einer höheren Parallelität in Simulationsexperimenten zu
klar besseren Resultaten als mit Clustering [LKB87]. Auf der an-
deren Seite garantiert eine mengenmäßig gleichförmige Datenauf-
teilung über viele Platten keineswegs eine Gleichverteilung der Zu-
griffshäufigkeiten, da die Zugriffsverteilung innerhalb von Dateien
i.a. nicht gleichmäßig ist. Die Berücksichtigung der tatsächlichen
Zugriffshäufigkeiten zur effektiven Lastbalancierung erscheint bei
Clustering jedoch einfacher realisierbar, da hierbei Zugriffsstati-
stiken auf Datei- statt auf Blockebene ausreichen. Declustering im-
pliziert daneben stets einen höheren Verwaltungs-Overhead zur
Koordinierung paralleler Plattenzugriffe als für Clustering. Ein
Declustering über alle Platten führt ferner zu einer aufwendigen
Datenreorganisation, wenn die Plattenanzahl innerhalb eines
Disk-Arrays erhöht werden soll [SKPO88].
Gray et al. untersuchten, wie ein Disk-Array-Ansatz am ehesten
zur DB-Verarbeitung in Tandem-Systemen genutzt werden kann
und kamen zu dem Ergebnis, daß hierzu ein Clustering von Da-
teien am besten geeignet sei [GHW90]. Neben den schon genann-
ten Vorteilen des Clustering wurde noch angeführt, daß heutige
DBS nicht in der Lage seien, die hohen Bandbreiten von Disk-Ar-
rays zu absorbieren. Dieses Argument bezog sich jedoch auf die re-
lativ leistungsschwachen Tandem-CPUs von 10 MIPS, für die ge-
schätzt wurde, daß mit ihnen max. 1 MB/s im Rahmen eines Rela-
tionen-Scans verarbeitet werden können*.
Die Diskussion zeigt, daß sowohl Clustering als auch (ein maxima-
les) Declustering Vor- und Nachteile mit sich bringen. Wie weiter
oben ausgeführt, handelt es sich dabei jedoch um zwei extreme An-
sätze bezüglich der Parameter Declustering-Granulat sowie Ver-
teilungsgrad. Wird nur einer der beiden Extremfälle unterstützt,
ergibt sich eine relativ einfache Realisierung, man muß jedoch die
jeweiligen Nachteile und Beschränkungen in Kauf nehmen. Viel-
versprechender erscheint daher ein flexibler Ansatz, bei dem für
jede Datei Declustering-Granulat und Verteilgrad in Abhängigkeit
von der Dateigröße sowie von Zugriffsmerkmalen bestimmt wer-
* Ein Multiprozessor von z.B. 200 MIPS könnte demnach bereits 20 MB/s
verarbeiten, die z.Zt. nur durch Parallelzugriffe auf mehrere Platten er-
reichbar sind. Die Bewältigung noch höherer Datenraten, z.B. zur Bear-
beitung komplexer Ad-Hoc-Anfragen, erfordert ein Mehrrechnersystem.
Dabei ist für Shared-Nothing-Systeme wie Tandem (im Gegensatz zu
DB-Sharing) die Nutzung von Disk-Arrays jedoch auf jeweils einen
Rechnerknoten beschränkt.
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durch DBSden kann. Eine solche Form der Dateiallokation unter Kontrolle
des Dateisystems wird unter anderem in [SKPO88, WZS91, WZ92]
propagiert.
Eine weitgehende Nutzung von Disk-Arrays zur DB-Verarbeitung
erfordert jedoch darüber hinaus, daß die Allokation von DB-Da-
teien im DBS bekannt ist, um diese optimal im Rahmen der Query-
Auswertung berücksichtigen zu können. So haben z.B. Decluste-
ring-Granulat und Verteilgrad unmittelbare Auswirkungen auf die
E/A-Kosten, die bei der Query-Optimierung für verschiedene Aus-
wertungsalternativen zu bewerten sind. Aus DBS-Sicht empfiehlt
sich auch eine logische Datenverteilung auf Satzebene (statt auf
Blokkebene), um z.B. die Bearbeitung auf die relevanten Platten
beschränken zu können. Einige zentralisierte DBS (z.B. DB2) un-
terstützen bereits eine solche Datenverteilung, wobei eine Partitio-
nierung über Wertebereiche eines Verteilattributs vorgenommen
wird. Bereichsanfragen, die sich auf das Verteilattribut beziehen
und für die kein Index vorliegt, erfordern dann i.a. keinen vollstän-
digen Relationen-Scan, sondern können auf die Platten beschränkt
werden, die relevante Daten enthalten. Die Kenntnis der Datenver-
teilung ermöglicht auch die effektivere Nutzung von Multiprozesso-
ren zur parallelen Bearbeitung einer Anfrage, indem z.B. Daten
von verschiedenen Platten unterschiedlichen Prozessoren zugeord-
net werden.
Eine Datenverteilung auf Satzebene wird auch für das analoge Pro-
blem der Datenallokation in Shared-Nothing-Mehrrechner-DBS
gewählt. Eine derartige Verteilung von Satztypen (Relationen)
wird in diesen Systemen ebenfalls als Declustering bzw. horizon-
tale Fragmentierung bezeichnet [DG92, ÖV91]. Neben einer
Round-Robin-artigen Datenverteilung (analog zu Abb. 5-5) werden
in Shared-Nothing-Systemen vor allem Datenpartitionierungen
über Hash-Funktionen (hash partitioning) sowie Wertebereiche
(range partitioning) unterstützt, die sich jeweils auf ein Ver-
teilattribut des Satztyps beziehen (s. Kap. 8.2.2).
5.3.2 Fehlertoleranz
Die Verwendung von N kleineren Platten innerhalb eines Disk-Ar-
rays anstelle einer großen Platte bringt den Nachteil mit sich, daß
die Wahrscheinlichkeit eines Plattenausfalls sich um das N-fache
erhöht. Werden innerhalb des Disk-Arrays keine Fehlertoleranz-
maßnahmen zur Behandlung von Plattenfehlern unterstützt, führt






alternativenwartungswert für die Zeitspanne, bis ein Datenverlust auftritt,
wird als "Mean Time to Data Loss" (MTTDL) bezeichnet und be-
trägt für ein Disk-Array mit N Platten:
Dabei bezeichnet MTTF (Meantime To Failure) den Erwartungs-
wert für die Zeitspanne zwischen Inbetriebnahme und Ausfall ei-
ner einzelnen Platte. Während derzeitige Platten MTTF-Werte von
typischerweise 5 bis 10 Jahren erreichen*, ist demnach bei einem
Disk-Array mit 100 Platten bereits innerhalb weniger Wochen mit
einem Plattenausfall und damit einem Datenverlust zu rechnen.
Eine solche Ausfallhäufigkeit kann nur toleriert werden, wenn
durch Einführung redundanter Informationen eine automatische
und schnelle Behandlung von Plattenfehlern ermöglicht wird, so
daß eine hohe Verfügbarkeit erreicht und die Wahrscheinlichkeit
eines Datenverlusts stark reduziert wird.
Dazu kommen im wesentlichen zwei Alternativen in Betracht,
nämlich die automatische Fehlerkorrektur über Paritätsbits sowie
die Replikation sämtlicher Daten auf verschiedenen Platten. Beide
Ansätze opfern einen Teil der Speicherkapazität sowie der E/A-Lei-
stung zur Erhöhung der Verfügbarkeit. Daneben ist beiden Tech-
niken gemein, daß sie prinzipiell für alle Arten der Datenallokation
anwendbar sind, also bei Clustering und Declustering. Diese Or-
thogonalität der Konzepte wurde vielfach übersehen, erlaubt je-
doch eine übersichtliche Einordnung verschiedener Ansätze. Dies
sei mit Abb. 5-7 verdeutlicht, wo Beispiele für vier Verfahrenskom-
binationen eingeordnet wurden (Declustering bezieht sich dabei
auf ein Round-Robin-Schema auf Blockebene).
Im folgenden sollen die verschiedenen Verfahren genauer vorge-
stellt werden. Der Ansatz der Datenreplikation sieht eine Duplizie-
* Bei der Nutzung von Disk-Arrays durch Datenbanksysteme kann jedoch
zur Vermeidung des Datenverlusts der Ausfall eines Disk-Arrays wie-
derum mit Hilfe von Archivkopien sowie eines Archiv-Logs behoben wer-
den (Kap. 5.1.2). Wie erwähnt, handelt es sich dabei aber um eine teil-
weise manuelle Fehlerbehandlung, da sie vom Operateur zu
veranlassen ist. Die Erstellung von Archivkopien, die üblicherweise da-
teibezogen erfolgt, ist bei einem Declustering problematisch, da hierbei
das gesamte Disk-Array zu kopieren ist [GHW90].
* In [PGK88] wird von einer MTTF von 3 Jahren ausgegangen, wobei die-
ser Wert Herstellerangaben entspricht. Für IBM-Platten wurden in der
Praxis jedoch schon deutlich bessere Werte von über 10 Jahren erreicht.
In [GS91] wird "modernen" Platten ein MTTF-Wert von 12 Jahren atte-
stiert.
MTTDL = MTTF / N (5.1)







bildungrung sämtlicher Daten auf unabhängigen Platten vor, so daß die
Erhöhung der Fehlertoleranz eine Verdoppelung der Speicherkapa-
zität verlangt. Durch eine Fehlerkorrektur über Paritätsbits soll
ein ökonomischerer Ansatz ermöglicht werden.
5.3.2.1 Fehlerkorrektur über Paritätsbits
Zur Realisierung fehlertoleranter Disk-Arrays wurden in [PGK88,
KGP89, PCGK89] verschiedene Arten sogenannter RAIDs (Redun-
dant Arrays of Inexpensive Disks) untersucht. Im Zusammenhang
mit Blöcken als feinstem Verteilungsgranulat wurden dabei vor al-
lem zwei Ansätze, RAID-1 und RAID-5 genannt, favorisiert. RAID-
1 entspricht dabei der Nutzung von Spiegelplatten und wird im
nächsten Unterkapitel betrachtet. Bei RAID-5 erfolgt eine Fehler-
korrektur über Paritätsbits, wobei die Paritätsbits zu jeweils N Da-
tenblöcken in einem Paritätsblock geführt werden. Diese Redun-
danz führt dazu, daß für ein Disk-Array mit Nutzdaten auf N Plat-
ten nunmehr N+1 Platten für Daten- und Paritätsblöcke benötigt
werden. Demnach erhöht sich die benötigte Speicherkapazität zur
Fehlerbehandlung nur um 100/N Prozent, so daß für größere N ge-
ringe Zusatzkosten anfallen. Auf der anderen Seite sinkt die Ver-
fügbarkeit wieder mit wachsendem N, da die Wahrscheinlichkeit
eines Doppelfehlers, der zu Datenverlust führt, mit der Plattenzahl
zunimmt. Für Disk-Arrays mit einer großen Plattenanzahl emp-
fiehlt sich daher eine interne Aufteilung in mehrere Gruppen von
jeweils G+1 Platten, wobei pro Gruppe die Kapazität einer Platte
für Paritätsinformation und von G Platten für Nutzdaten verwen-
det wird. Damit erhöht sich zwar die Redundanz aber auch die Ver-
fügbarkeit proportional zur Anzahl der Gruppen (N/G). Insbeson-
dere ergibt sich für Mehrfachfehler kein Datenverlust, solange ver-


















Disk-ArraysNach [PGK88] läßt sich der MTTDL-Wert für Disk-Arrays mit
Gruppenbildung durch folgende Formel bestimmen:
Dabei bezeichnet MTTR (Meantime To Repair) die mittlere Dauer
für die Reparatur einer Platte. Dieser Wert ist kritisch, da nur ein
weiterer Plattenausfall während dieser Zeit zu einem Datenverlust
führen kann. Der erste Faktor in Formel 5.2 entspricht der mittle-
ren Zeitspanne, bis eine der insgesamt N+N/G Platten ausfällt. Der
zweite Faktor entspricht dem Kehrwert der Wahrscheinlichkeit,
daß während der Reparatur der ausgefallenen Platte eine weitere
Platte derselben Gruppe ausfällt.
Formel 5.2 liefert als Spezialfälle die Verfügbarkeitswerte für
Disk-Arrays ohne Gruppenbildung (G=N) sowie für Spiegelplatten
(G=1). Tab. 5-2 zeigt für N=100 einige Beispielwerte für diese bei-
den Spezialfälle sowie bei Verwendung von 10 Gruppen. Man er-
kennt, daß die Verfügbarkeit des Disk-Arrays ohne Gruppenbil-
dung für diese Plattenanzahl bereits sehr schlecht ist. Die Bildung
von 10 Gruppen verursacht lediglich 10% zusätzlichen Speicherbe-
darf, dafür kann jedoch die Verfügbarkeit signifikant gesteigert
werden (Faktor 9). Spiegelplatten (100 Gruppen a 2 Platten) erhö-
hen die Verfügbarkeit nochmals um mehr als den Faktor 5.
Im folgenden diskutieren wir, welche Änderungen sich bei der Da-
tenallokation durch die Verwendung von Paritätsblöcken ergeben.
Dabei ist vor allem darauf zu achten, daß ein Paritätsblock und die
ihm zugeordneten Datenblöcke auf jeweils unterschiedlichen Plat-
ten liegen. Weiterhin sollten die Paritätsinformationen möglichst
keinen E/A-Engpaß einführen. Zunächst diskutieren wir die für
MTTDL =
MTTF

















4.3 Jahre 22 Jahre
40 Jahre 200 Jahre
220 Jahre 1100 Jahre
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Allokation von
Paritätsblök-
ken bei RAID-5RAID-5 entwickelte Strategie, wobei von einem Declustering der
Daten ausgegangen wurde. Danach wird auf eine Alternative ein-
gegangen, welche auf ein Clustering von Daten abgestimmt ist.
Allokation von Paritätsinformationen bei Declustering (RAID-5)
RAID-5 sieht ein blockweises Declustering der Daten über alle
Platten einer Disk-Array-Gruppe vor. In Abb. 5-8 ist gezeigt, wie
sich die Datenallokation für das Beispiel aus Abb. 5-5 durch die
Einführung der Paritätsblöcke ändert. Wir nehmen dabei an, daß
das Disk-Array nur aus einer Gruppe besteht (G=N), in der nun-
mehr fünf statt vier Platten belegt sind. Wesentlich dabei ist, daß
die Paritätsblöcke gleichmäßig auf alle Platten verteilt wurden.
Würden nämlich alle Paritätsblöcke einer einzigen Platte zugeord-
net (dies entspricht einer RAID-4-Realisierung), ergäbe sich unwei-
gerlich ein Engpaß, da die Paritätsblöcke für jede Datenänderung
anzupassen sind. Insbesondere wäre der Schreibdurchsatz durch
die E/A-Rate der Paritätsplatte begrenzt. Wichtig für die Verfüg-
barkeit ist auch, daß der Array-Controller sowie sämtliche Verbin-
dungen zwischen Platten und Array-Controller sowie zwischen
Controller und Verarbeitungsrechner redundant ausgelegt werden
[SGKP89, GHW90].
Die Paritätsblöcke werden durch EXOR-Bildung von jeweils G Da-
tenblöcken bestimmt. Für das in Abb. 5-8 gewählte Numerierungs-
schema (Round-Robin) gilt
Pi = BG*i XOR BG*i+1 XOR ... XOR BG*(i+1)-1 i = 0, 1, ..., K-1,
wobei XOR die EXOR-Operation kennzeichnet und K der Anzahl
von Blökken pro Platte entspricht. Die G Datenblöcke eines Pari-
tätsblocks werden auch als Paritätsgruppe bezeichnet (in Abb. 5-8

































LesezugriffAbb. 5-9 zeigt, wie zu einem Datenblock der zugehörige Paritäts-
block bestimmt wird und wie logische Seitenadressen auf physi-
sche Plattenpositionen abgebildet werden. Die Fallunterscheidung
bei der Bestimmung der Plattennummer zu einem Datenblock ist
erforderlich, um sicherzustellen, daß Paritäts- und Datenblock auf
verschiedene Platten abgebildet werden.
Die Paritätsblöcke werden beim Lesen nur zur Behandlung dauer-
hafter Fehler (z.B. Plattenausfall) verwendet, da transiente Fehler
bereits durch die einzelnen Platten selbst behandelt werden kön-
nen [KGP89]. Wird ein Block als fehlerhaft erkannt bzw. ist er auf-
grund eines Plattenfehlers nicht mehr verfügbar, so kann er durch
EXOR-Bildung aus dem zugehörigen Paritätsblock sowie der G-1
restlichen Blöcke aus der Paritätsgruppe, die jeweils auf anderen
Platten liegen, rekonstruiert werden. Damit kann der Ausfall jeder
Platte ohne Datenverlust behandelt werden.
Während Lesezugriffe im Normalbetrieb ohne Mehraufwand
durchführbar sind, ergibt sich für Schreibzugriffe durch die Anpas-
sung der Paritätsblöcke ein hoher Zusatzaufwand. Für den Pari-
tätsblock P zu einem Block B, der von Balt nach Bneu geändert
wurde, gilt folgende Berechnungsvorschrift:
Pneu = Palt XOR Balt XOR Bneu.
Durch das Lesen von Palt und Balt sowie das Schreiben von Bneu




(0, 1, ... G)
(0, 1, ... K-1)
(i=0, 1, 2, ...G*K-1)
Paritätsblock Pj
(j=0, 1, 2, ...,K-1)
i MOD G
1 + (i MOD G) sonst
falls i MOD G <
i DIV G
G - j MOD (G+1)
j
Bestimmung des Paritätsblocks Pj zu Datenblock Bi : j = i DIV G
G +1 = Plattenanzahl (0, 1, ..,G)
K = Anzahl Blöcke pro Platte (0, 1, ..., K-1)
Abb. 5-9: Bestimmung physischer Plattenadressen für RAID-5
(Declustering)
G - (i DIV G) MOD (G+1)





ParitätsblöckenBlockes erforderlich. Auch wenn das Lesen und Schreiben der je-
weils zwei Seiten parallel durchgeführt werden kann, ergibt sich
eine signifikante Erhöhung der Schreibdauer, da jeweils die lang-
samste der beiden Lese- bzw. Schreiboperationen die Zugriffsdauer
bestimmt und zwischen Lesen und Schreiben wenigstens eine Plat-
tenumdrehung liegt. Die relativen Schreibkosten verringern sich,
wenn mehrere Blöcke einer Paritätsgruppe zusammen geändert
werden, da sich dann die Kosten zur Aktualisierung des Paritäts-
blockes besser amortisieren. Werden alle G Datenblöcke einer Pa-
ritätsgruppe geschrieben, so kann der neue Wert des Paritätsblocks
direkt aus den neuen Werten der Datenblöcke bestimmt werden.
Dieser Idealfall vermeidet die Lesezugriffe auf die ungeänderten
Blöcke, so daß lediglich ein zusätzlicher Schreibvorgang zur Aktua-
lisierung des Paritätsblockes anfällt.
Allokation von Paritätsinformationen bei Clustering (Parity Striping)
Ein wesentliches Ziel beim Einsatz von Clustering ist, Zugriffe auf
mehrere aufeinanderfolgende Blöcke möglichst auf eine Platte zu
begrenzen. Damit werden gute E/A-Raten auch für Mehrblockzu-
griffe unterstützt, da die restlichen Platten des Disk-Arrays für an-
dere E/A-Aufträge zur Verfügung stehen. Die für RAID-5 entwik-
kelte Allokation von Paritätsblöcken kann zwar prinzipiell auch bei
Clustering genutzt werden, jedoch gehen dann für Schreibzugriffe
die Vorteile des Clustering verloren. Denn wie Abb. 5-8 verdeut-
licht, liegen für benachbarte Datenblöcke einer Platte die Paritäts-
blöcke jeweils auf unterschiedlichen Platten. Ein Schreibzugriff auf
M Datenblöcke einer Platte verlangt somit eine Aktualisierung von
Paritätsblöcken auf bis zu M weiteren Platten. Wünschenswert
wäre bei Clustering dagegen, daß auch die Zugriffe auf Paritäts-
blöcke möglichst wenige Platten belegen.
Eine Realisierungsmöglichkeit dazu wurde in [GHW90] unter der
Bezeichnung "Parity Striping" vorgestellt. Der Name kommt daher,
daß neben den Datenblöcken auch die Paritätsblöcke geclustert
werden, so daß sich auf den Platten "Streifen" mit Paritätsblöcken
ergeben (Abb. 5-10)*. Wenn jede Platte K Blöcke aufnehmen kann,
werden dabei pro Platte P = K/(G+1) Paritätsblöcke zusammenge-
legt, z.B. am "Ende" der Platte. In Abb. 5-10 wurde für drei Pari-
tätsblöcke die zugehörige Paritätsgruppe gekennzeichnet. Die For-
meln zur Bestimmung des einem Datenblock zugeordneten Pari-
tätsblockes sowie zur Plattenzuordnung von Daten- und Paritäts-




Datenallokationblöcken finden sich in Abb. 5-11. Auch hier war eine Fallunter-
scheidung erforderlich, um zu gewährleisten, daß Paritätsblock
und Datenblöcke einer Paritätsgruppe auf verschiedene Platten
gelegt werden.
Mit dem eingeführten Allokationsschema werden die Paritäts-
blöcke von jeweils P aufeinanderfolgenden Datenblöcken einer
Platte auf eine Platte abgebildet. Da K und P typischerweise Werte
von mehr als 105 bzw. 104 annehmen, wird somit für nahezu alle
Schreibzugriffe erreicht, daß die zu aktualisierenden Daten- und
Paritätsblöcke auf insgesamt zwei Platten liegen [GHW90]. Damit
lassen sich die Vorteile des Clustering zur Unterstützung hoher
E/A-Raten weiterhin nutzen. Die Optimierung hinsichtlich der
E/A-Raten geht natürlich v.a. für Lesezugriffe wieder zu Lasten
der Zugriffszeiten, da im Gegensatz zu einem Declustering (RAID-
5) keine Zugriffsparallelität mehr genutzt werden kann.
Allgemeine Beobachtungen
Die Diskussion zeigt, daß aus Leistungsgründen eine enge Abstim-
mung zwischen der Allokation von Nutzdaten und von Paritätsin-
formationen wünschenswert ist. Eine dateibezogene Festlegung
von Verteilgrad und -granulat, wie prinzipiell wünschenswert,
würde demnach auch eine dateibezogene Allokation der Paritätsin-
formationen verlangen. Ein solcher Ansatz würde jedoch die Kom-
plexität der Datenverteilung noch weiter steigern und wurde bis-
her noch nicht untersucht. Ferner würde dies eine Aktualisierung
der Paritätsangaben sowie die Behandlung von Plattenfehlern


































Abb. 5-10: RAID-Realisierung für Clustering ("Parity Striping",
G=N=4, K=10)
Controller
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Behandlung von
Plattenausfällenführt zum einen zu einer Erhöhung des E/A-Overheads, da für die
Paritätszugriffe eigene E/A-Operationen abzuwickeln wären. Fer-
ner wäre keine automatische Behandlung von Plattenfehlern durch
das Plattensubsystem möglich, wie prinzipiell wünschenswert. Er-
folgt die Verwaltung von Paritätsinformationen sowie die Behand-
lung von Plattenfehlern transparent für die Dateiverwaltung durch
die Array-Controller, dann wird jedoch in der Regel eine einheitli-
che Allokationsstrategie für alle Dateien festgeschrieben. Ein Kom-
promiß wäre die Unterstützung verschiedener Allokationsalterna-
tiven durch den Array-Controller, so daß z.B. pro Gruppe des Disk-
Arrays entweder ein Declustering oder ein Clustering unterstützt
wird. Die Allokationsstrategie für eine Datei könnte dann durch
das Dateisystem über erweiterte E/A-Befehle an den Array-Con-
troller festgelegt werden.
Ein generelles Problem bei dem Fehlerkorrekturansatz mit Pari-
tätsbits sind Leistungseinbußen nach einem Plattenausfall. Denn
für die Dauer des Plattenausfalls ist für die Zugriffe auf die betrof-
fenen Blöcke eine aufwendige Rekonstruktion über die restlichen
Blöcke der Paritätsgruppe sowie des Paritätsblocks erforderlich.
Dies kann über eine längere Zeitspanne notwendig sein, da die Re-




(0, 1, ..., G)
(0, 1, ... K-1)
(i=0, 1, 2, ...G*K-1)
Paritätsblock Pj




D + j MOD P
Bestimmung des Paritätsblocks Pj zu Datenblock Bi :
j =
P + i MOD D sonst
i MOD D falls i DIV D > (i MOD D) DIV P
G +1 = Plattenanzahl (0, 1, ..,G)
K = Anzahl Blöcke pro Platte (0, 1, ..., K-1), K sei Vielfaches von G+1
P = K / (G+1) Anzahl Paritätsblöcke pro Platte
D = K - P Anzahl Datenblöcke pro Platte











Replikationausfall durch den Operateur erkannt wird und die Reparatur ver-
anlaßt und beendet ist. Bei der Reintegration der Platte sind zu-
dem alle Blöcke der Platte neu zu bestimmen und zu schreiben. Um
die Zeitdauer bis zur erneuten Nutzbarkeit der ausgefallenen
Platte möglichst kurz und unabhängig von manuellen Eingriffen
zu halten, empfiehlt sich die Bereitstellung einer Reserveplatte pro
Gruppe, wie in Abb. 5-8 und Abb. 5-10 bereits angedeutet. Damit
kann nach Ausfall einer Platte sofort mit der Rekonstruktion der
betroffenen Blöcke begonnen werden, so daß die Übergangszeit mit
reduzierter Leistungsfähigkeit relativ kurz gehalten werden kann
(i.a. unter 1 Stunde) [PCGK89]. Die Verkürzung der Ausfalldauer
durch ein solches G+2-Schema erhöht auch die Verfügbarkeit des
Systems, da die Zeitdauer, in der ein weiterer Plattenausfall zu ei-
nem Datenverlust führen kann, entsprechend kürzer ist.
Trotz der Aufteilung der Paritätsblöcke auf alle Platten besteht
das Problem einer hohen Änderungshäufigkeit auf Paritätsblöcken
(sowohl bei Clustering und Declustering) [GHW90]. Denn zu jedem
Datenblock ist der zugehörige Paritätsblock zu aktualisieren, so
daß auf Paritätsblöcken eine G-fach höhere Schreibfrequenz als
auf Datenblöcken besteht und die Hälfte aller schreibenden Plat-
tenzugriffe auf Paritätsblöcke entfällt. Dies verschärft die Pro-
bleme der Lastbalancierung und begrenzt die erreichbaren E/A-
Raten für Schreibzugriffe (bzw. verlangt eine suboptimale Spei-
cherplatznutzung mit einer Verteilung der Paritätsblöcke/Daten
über mehr Platten als aufgrund des Datenumfangs erforderlich).
5.3.2.2 Datenreplikation
Eine Alternative zur Verwendung von Paritätsbits ist der Einsatz
von Spiegelplatten. Dieser auch bei herkömmlichen Platten weit
verbreitete Ansatz sieht eine doppelte Speicherung sämtlicher Da-
ten auf Plattenebene vor, so daß jeweils zwei Platten einen identi-
schen Inhalt haben. Diese Duplizierung ist unabhängig von der
Datenallokation einsetzbar, also bei Clustering und Declustering
(in [CK89] wird im Falle eines Declustering von einem "mirrored
declustering" gesprochen). Für ein Disk-Array mit N Platten sind
nunmehr 2N Platten erforderlich, verglichen mit N+1 (bzw. N +
N/G) bei der Fehlerkorrektur über Paritätsbits. Dieser höhere
Grad an Redundanz führt natürlich zu besseren Verfügbarkeits-
werten, da die Wahrscheinlichkeit eines zweifachen Plattenaus-
falls geringer ist als für eine Gruppe mit G+1 Platten (s.o.).
Weiterhin ergeben sich erhebliche Leistungsvorteile, wie zum Teil








Declusteringbereits in Kap. 5.1.2 diskutiert. Dies betrifft zum einen die Zugriffs-
zeiten, die wesentlich besser als für RAID-5 oder "parity striping"
liegen. Denn Lesezugriffe können durch Auswahl der günstigsten
Kopie i.a. schneller als bei einfacher Speicherung von Datenblöcken
erfolgen. Schreibzugriffe erfordern zwei statt vier Plattenzugriffe,
wobei die beiden Kopien parallel aktualisiert werden können. Zum
anderen wird für Lesezugriffe eine Verdoppelung der E/A-Raten
und Bandbreiten ermöglicht, da jeweils zwei Kopien zur Verfügung
stehen. Auch für Schreibzugriffe sind bessere Durchsatzwerte mög-
lich, da keine Paritätsblöcke zu aktualisieren sind, auf die beim
RAID-Ansatz bis zur Hälfte aller Änderungen entfallen und daher
zu Engpässen führen können. Daneben ist auch nach Ausfall einer
Platte die Leistungsfähigkeit besser, da auf der verbleibenden Ko-
pie Lese- und Schreibzugriffe direkt ausführbar sind und keine Da-
tenrekonstruktion mit anderen Blöcken erfolgen muß.
Wie erwähnt, wurden Spiegelplatten in [PGK88, KGP89, PCGK89]
als RAID-1 bezeichnet, wobei jedoch ein Clustering bei der Daten-
allokation unterstellt wurde (Abb. 5-7). Bei dem angebrachten Ver-
gleich zwischen RAID-1 und RAID-5 wurden dann zum Teil Lei-
stungsvorteile für RAID-5 geltend gemacht (z.B. höhere Band-
breite), die eine Folge des Declusterings und nicht der Nutzung von
Paritätsbits zur Fehlerbehandlung sind. So können bei Spiegelplat-
ten und Declustering "große" Lese- oder Schreibzugriffe auf meh-
rere benachbarte Blöcke wie bei RAID-5 parallel abgewickelt wer-
den.
Ein gewisser Nachteil von Spiegelplatten liegt darin, daß nach ei-
nem Plattenausfall sich die Leselast auf der verbleibenden Kopie
verdoppelt, so daß es dort zu Überlastsituationen kommen kann.
Eine Abhilfe ist möglich, indem die Kopien von Datenblöcken einer
Platte auf mehrere Platten verteilt werden, so daß im Fehlerfall
eine bessere Lastbalancierung erreicht wird. In diesem Fall wird
wie bei den Spiegelplatten jeder Platte eine weitere zugeordnet, die
jedoch in der Regel Kopien zu Daten anderer Platten hält. Beispiele
solcher Realisierungsformen sind "interleaved declustering"
[CK89] oder "chained declustering" [HD90]. Diese Ansätze wurden
ursprünglich zur Fehlerbehandlung in Shared-Nothing-Systemen
mit Declustering von Relationen vorgeschlagen, können jedoch
auch zur Behebung von Plattenfehlern verwendet werden [CK89,
GLM92].
Abb. 5-12 veranschaulicht beispielhaft die Grundidee für "Interlea-





Bandbreitenwie Kopien vorhanden. Während bei Spiegelplatten die gesamte
Platte das Granulat der Replikation ist, erfolgt hier eine Auftei-
lung der Datenmenge Di von Platte i (i=0, ..., N-1) in N-1 Teilmen-
gen Di0 bis DiN-2. Die Kopie jeder dieser Teilmengen wird auf je-
weils eine der kopienführenden Platten der N-1 anderen Platten-
paare aufgeteilt, so daß nach Ausfall der Primärplatte die Last auf
diese Platten gleichmäßig verteilt werden kann. Im Beispiel von
Abb. 5-12 sind z.B. die Daten jeder der vier Platten mit Primärda-
ten auf die kopienführenden Platten der jeweils anderen drei Plat-
tenpaare verteilt. Fällt eine der Primärplatten aus, so verteilen
sich die Zugriffe auf die Kopien auf die drei voll funktionsfähigen
Plattenpaare. Ein solcher Ansatz wird von der Shared-Nothing-
Datenbankmaschine von Teradata unterstützt, wobei jedoch die
Kopien im Normalbetrieb (im Gegensatz zu Spiegelplatten) nicht
genutzt werden.
5.3.3 Zusammenfassende Bewertung
Zusammenfassend bleibt festzuhalten, daß mit Disk-Arrays eine
Leistungsverbesserung verglichen mit konventionellen Magnet-
platten vor allem bezüglich der erreichbaren E/A-Raten sowie
Bandbreiten möglich ist. Hohe E/A-Raten werden durch die große
Anzahl von Platten (Zugriffsarmen) unterstützt, wobei ein Cluste-
ring der Daten von Vorteil ist, da dabei auch für Mehrblockzugriffe
meist nur 1-2 Platten belegt werden. Der Schlüssel zu hohen Band-
breiten sowie kurzen Zugriffszeiten für große Datenmengen ist ein

























Abb. 5-12: Datenreplikation mit "Interleaved Declustering"
(Beispiel, N=4)






für Schreib-E/Azugriffen gestattet. Declustering unterstützt daneben hohe E/A-Ra-
ten für Einzelblockzugriffe. Die volle Nutzung eines Declustering-
Ansatzes erfordert jedoch eine gezielte Unterstützung innerhalb
des DBS sowie eine hohe Prozessorkapazität zur ausreichend
schnellen Verarbeitung großer Datenmengen. Die Verwendung
kleiner Platten trägt zur Erlangung einer verbesserten Kostenef-
fektivität bei, wenngleich dies durch die Notwendigkeit speziali-
sierter Array-Controller sowie von Redundanz zur Behebung von
Plattenfehlern zum Teil wieder kompensiert wird.
Der Einsatz von Redundanz in Form von Paritätsinformation zur
Fehlerkorrektur oder Datenreplikation erlaubt eine automatische
Behandlung von Plattenfehlern, so daß weit bessere Verfügbar-
keitswerte als mit herkömmlichen Magnetplatten erreicht werden.
Die Nutzung von Paritätsinformationen ist dabei weit ökonomi-
scher als die Verwendung von Spiegelplatten. Die Wahrscheinlich-
keit eines Doppelfehlers, der ohne weitere Maßnahmen zu einem
Datenverlust führt, ist jedoch bei großer Plattenanzahl bereits
nicht mehr vernachlässigbar. Eine Unterteilung des Disk-Arrays in
mehrere Gruppen mit eigener Paritätsinformation kann hier eine
ausreichend hohe Verfügbarkeit erreichen und dennoch mit weit
weniger Speicherplatz als mit Spiegelplatten auskommen. Spiegel-
platten bieten allerdings bessere Leistungsmerkmale (Kap.
5.3.2.2).
Eine wesentliche Beschränkung der vorgestellten Ansätze ist je-
doch, daß für Einzelblockzugriffe die langsamen Zugriffszeiten von
Magnetplatten nicht verbessert, sondern sogar verschlechtert wer-
den. Dies trifft vor allem für Schreibzugriffe zu, für die z.B. bei der
Nutzung von Paritätsinformationen eine drastische Verschlechte-
rung eingeführt wird. Für asynchron durchgeführte Schreibvor-
gänge (NOFORCE) ist die Zugriffszeiterhöhung allerdings für die
Transaktionsverarbeitung weniger kritisch. Trotzdem gilt, daß die
aus den langsamen Zugriffszeiten resultierenden Probleme, wie die
mit wachsender CPU-Geschwindigkeit steigende Gefahr von Sper-
rengpässen (Kap. 4.6), mit anderen Ansätzen zu lösen sind. Lö-
sungsmöglichkeiten dazu, wie die Nutzung von Platten-Caches,
können dabei zum Teil mit der Verwendung von Disk-Arrays kom-
biniert werden (s. Kap. 6.4.2.2).






Bezüglich der Plattenperipherie wurden bereits vielfältige Opti-
mierungsmethoden entwickelt, die u.a. in [Sm81, KGP89,
HGPG92] übersichtsartig diskutiert werden. So wurde z.B. die An-
zahl paralleler Pfade zu einer Platte ständig erhöht, um die Aus-
wirkungen von Wartezeiten bei den involvierten Komponenten so
gering wie möglich zu halten. Erwähnenswert sind ferner Schedu-
ling-Strategien, welche die Bearbeitungsreihenfolge von Platten-
zugriffen festlegen, so daß die Zugriffszeiten und deren Varianz
möglichst gering bleiben. Bekannte Ansätze hierzu sind neben
FIFO vor allem "Shortest Seek First" und Variationen davon, bei
denen die Bewegungsrichtung des Zugriffsarms möglichst selten
geändert wird. Die Wirksamkeit solcher Scheduling-Maßnahmen
ist jedoch beschränkt, da sich erst bei längeren Warteschlangen ein
Optimierungspotential bildet. Im Zusammenhang mit Spiegelplat-
ten ergibt sich jedoch wieder eine verstärkte Bedeutung, da für Le-
sezugriffe die günstigste Kopie auszuwählen ist [Bi89].
Um der ungleichen Entwicklung von CPU- und Plattengeschwin-
digkeit zu entgegnen, wurde in [OD89, DO89, RO92] eine soge-
nannte Log-strukturierte Dateiverwaltung (Log Structured
File System) vorgeschlagen. Damit sollten jedoch weniger Daten-
bank- oder Transaktionsanwendungen, sondern vor allem allge-
meine Büro- oder Ingenieuranwendungen in Unix-Umgebungen
optimiert werden. Für solche Anwendungen wurde festgestellt,
daß eine große Anzahl sehr kleiner Dateien zu verwalten ist, wobei
die meisten Dateien nur eine kurze Lebensdauer besitzen. Eine
zentrale Annahme war ferner, daß durch Hauptspeicherpufferung
lesende Plattenzugriffe weitgehend vermieden werden, so daß vor
allem Schreibzugriffe zu optimieren sind. Dazu wurde eine spezi-
elle Dateiorganisation vorgeschlagen, wobei die Dateien einer
Platte ähnlich wie eine Log-Datei verwaltet werden, um sämtliche
Schreibvorgänge sequentiell (und damit sehr schnell) durchführen
zu können. Der auf Platte vorliegende Seitenbereich wird dabei zy-
klisch überschrieben, wobei geänderte Blöcke stets an das aktuelle
logische Ende des Bereiches geschrieben werden. Nicht mehr benö-
tigte Blöcke (alte Seitenversionen, gelöschte Dateien) werden im
Rahmen einer Freispeicherverwaltung der Wiederverwendung zu-
geführt. Im Rahmen von Simulationen sowie einer Prototypimple-
mentierung wurden erhebliche Leistungsgewinne verglichen mit
dem Unix-Dateisystem (Unix Fast File System) nachgewiesen
[RO92].
Obwohl in [SS90] anhand eines einfachen Simulationsmodells
auch für Transaktionslasten eine Leistungssteigerung durch Nut-
zung einer solchen Dateiverwaltung vorhergesagt wurde, sehen
wir diesen Ansatz für DB-Anwendungen als weniger geeignet an.
Denn Schreibzugriffe auf die Log-Datei werden in DBS ohnehin
schon sequentiell abgewickelt. Schreibzugriffe auf die permanente
Datenbank können zudem im Rahmen einer NOFORCE-Strategie
weitgehend asynchron abgewickelt werden, so daß sie keine Ant-
wortzeiterhöhung verursachen. Folglich sind nur bei einer
FORCE-Strategie nennenswerte Antwortzeitverbesserungen
durch eine Log-strukturierte Dateiverwaltung zu erwarten. Ein
Nachteil einer solchen Dateiverwaltung ist jedoch, daß Cluster-Ei-
genschaften zerstört werden, da Änderungen nicht "in place" vor-
genommen werden. Dies führt zu einer starken Benachteiligung
von sequentiellen Lesezugriffen, ähnlich wie mit einem Schatten-
speicherkonzept [Hä87]. Weitere Implementierungsprobleme erge-
ben sich dadurch, daß bei Datenbanken die Lebensdauer der Daten
weit höher liegen dürfte als in den betrachteten Umgebungen und
ein starkes Wachsen der DB-Dateien zu unterstützen ist. Ein zy-
klisches Überschreiben von Seiten wie bei der Log-Datei dürfte da-
her nur eingeschränkt möglich sein. Die Freispeicherverwaltung
ist in dem Vorschlag ohnehin schon sehr aufwendig (Umkopieren
von noch benötigten Daten vor einem Überschreiben), wurde in den




Dieses Kapitel behandelt die Verbesserung des E/A-Leistungsver-
haltens durch seitenadressierbare Halbleiterspeicher. Solche Spei-
cher sollen innerhalb einer erweiterten Speicherhierarchie zwi-
schen Hauptspeicher und Magnetplatten eingesetzt werden. Im
Mittelpunkt des Interesses stehen vor allem nicht-flüchtige Halblei-
terspeicher, da sie auch eine Optimierung schreibender E/A-Opera-
tionen gestatten.
Zunächst gehen wir kurz auf generelle Aspekte von Speicherhierar-
chien ein und betrachten dazu eine einfache Hierarchie ohne Zwi-
schenspeicher. Danach werden drei Typen von seitenadressierba-
ren Halbleiterspeichern vorgestellt, die innerhalb einer erweiterten
Speicherhierarchie genutzt werden können: Platten-Caches, Solid-
State-Disks sowie erweiterte Hauptspeicher. In Kapitel 6.3 wird
dann diskutiert, wie diese Speichertypen zur E/A-Optimierung ein-
gesetzt werden können, insbesondere mit Hinblick auf Transakti-
onsverarbeitung. Danach (Kap. 6.4) wird auf die Implementierung
einer mehrstufigen Pufferverwaltung eingegangen. Um die Auswir-
kungen der verschiedenen Einsatzformen und Speichertypen auf
das Leistungsverhalten quantitativ zu bewerten, wurde ein detail-
liertes Simulationsmodell entwickelt, welches die Verwendung un-
terschiedlichster Transaktionslasten unterstützt. In Kapitel 6.5
werden das Simulationsmodell kurz vorgestellt sowie einige wich-
tige Simulationsresultate analysiert.








Der Einsatz einer Speicherhierachie ist ein bewährtes Konzept, das
in allen heutigen Rechnerarchitekturen verwendet wird. Sein Er-
folg ist darauf zurückzuführen, daß es kein Speichermedium gibt,
das alle wünschenswerten Eigenschaften, insbesondere geringe
Speicherkosten und kurze Zugriffszeiten, aufweist. Vielmehr stei-
gen bei realen Speichermedien die Speicherkosten mit kürzerer Zu-
griffszeit stark an, so daß die Bereitstellung einer hohen Speicher-
kapazität oft nur für vergleichsweise langsame Speicher (Extern-
speicher) wirtschaftlich vertretbar ist. Durch Einsatz einer Spei-
cherhierarchie wird versucht, die Geschwindigkeit des schnellsten
Speichers zu den Kosten des langsamsten in Annäherung zu errei-
chen. Dies kann durch Ausnutzung von Lokalität im Referenzver-
halten erreicht werden, indem lediglich die Daten mit hoher Zu-
griffswahrscheinlichkeit in die schnellen und relativ kleinen Spei-
cher gebracht werden, während die Mehrzahl der Daten auf den
langsamen und preiswerten Speichern verbleibt.
Tab. 6-1 zeigt einige typische Kennzahlen zu vier Speichertypen,
die derzeit in den meisten Rechnerarchitekturen verwendet wer-
den. Man erkennt, daß die Speicherkapazität mit längerer Zugriffs-
zeit aufgrund der sinkenden Speicherkosten deutlich zunimmt.
Dies gilt auch für die Zugriffseinheiten, damit sich der langsame
Zugriff über eine größere Datenmenge amortisieren kann (kleinere
Einheiten erhöhen die Zugriffshäufigkeit). Besonders augenfällig
sind die Unterschiede zwischen Hauptspeicher und Magnetplatte
mit der Zugriffslücke in der Größenordnung von 105 bei den Zu-
griffszeiten. Der Einfluß einer Speicherhierarchie auf das Lei-
stungsverhalten kann mit Hilfe der Speedup-Formel 4.2 (Kap. 4.1)
grob abgeschätzt werden. Wenn z.B. Zugriffe auf den Prozessor-Ca-
che fünfmal schneller als Hauptspeicherzugriffe sind und 95% aller
Speicherzugriffe im Cache abgewickelt werden, dann ergibt sich
damit ein Antwortzeit-Speedup von 4.2 gegenüber einer Konfigura-
tion, in der alle Zugriffe im Hauptspeicher befriedigt werden. Solch
eine starke Verbesserung läßt sich aufgrund der Zugriffslokalität
i.a. mit relativ kleinen Cache-Speichern erreichen, so daß eine hohe
Kosteneffektivität erzielt wird. Eine Konfiguration, in der alle Spei-
cherzugriffe im Cache-Speicher abgewickelt werden können, würde
nur eine geringfügig bessere Leistung erzielen, jedoch ein Vielfa-
ches der Kosten verursachen. Ähnliche Überlegungen treffen auch







chertypenund Externspeicher (Kap. 5.1.1) oder bezüglich Platten-Cache und
Magnetplatten [Fr91].
Bei der Speicherkapazität ist zu beachten, daß diese bei Registern
und Prozessor-Cache für einen Rechnertyp festgelegt ist, während
sie beim Hauptspeicher und vor allem bei den Externspeichern
konfigurierbar ist (Hinzunahme weiterer Magnetplatten, Erhö-
hung der Kapazität einzelner Magnetplatten). Weiterhin bestehen
Unterschiede zwischen den Speichertypen hinsichtlich Flüchtig-
keit und Durchführbarkeit von Maschineninstruktionen (Instruk-
tionsadressierbarkeit). Für die Speichertypen in Tab. 6-1 gilt, daß
der Hauptspeicher sowie die in der Speicherhierarchie darüber lie-
genden (schnelleren) Speichereinheiten flüchtig und direkt vom
Prozessor durch Maschinenbefehle manipulierbar sind. Magnet-
platten dagegen sind nicht-flüchtig, und sie können nicht direkt
manipuliert werden. Die Daten sind vielmehr zunächst von den
Platten in den Hauptspeicher zu bringen, bevor logische Operatio-
nen auf ihnen ausgeführt werden können.
Neben den in Tab. 6-1 gezeigten werden in derzeitigen Speicher-
hierarchien noch weitere Speichertypen eingesetzt. So sind ober-
halb der Register noch spezielle Speicherbereiche anzusiedeln,
welche zur Aufnahme von Mikroprogrammen sowie von Tabellen
zur Speicheradreßverwaltung dienen [Co92]. Am unteren Ende der
Speicherhierarchie liegen Archivspeicher wie Magnetbänder und
optische Platten (Kap. 4.5). Daneben werden bereits zum Teil
mehrstufige Cache-Speicher zwischen Register und Hauptspeicher
verwendet, um der unterschiedlichen Entwicklung bei CPU- und
Hauptspeichergeschwindigkeit zu entgegnen (Kap. 4.3). Halblei-
terspeicher wie erweiterte Hauptspeicher, Platten-Caches und So-
lid-State-Disks liegen in der Speicherhierarchie zwischen Haupt-
speicher und Magnetplatten und streben eine Reduzierung der Zu-






























Tab. 6-1: Typische Kennwerte einer vierstufigen Speicherhierarchie (1992)
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Verwaltungs-
aufgabenBezüglich dem Aufbau und der Verwaltung einer Speicherhierar-
chie können unterschiedliche Organisationsformen unterschieden
werden [Sc78]. In einer reinen Hierarchie ist ein direkter Datenaus-
tausch nur zwischen jeweils benachbarten Ebenen möglich, wobei
i.a. jede Ebene durch eine eigene Speicherverwaltung kontrolliert
wird. In der Praxis finden sich jedoch vielfach Abweichungen von ei-
nem solchen Ansatz. Die Verwaltung der einzelnen Speicher kann
durch Hardware, Mikrocode oder Software erfolgen. Prozessor-Ca-
ches werden häufig durch spezielle Hardware verwaltet, während
die Hauptspeicherverwaltung vorwiegend durch Betriebssystem-
Software erfolgt. Die Verwaltung von Externspeichern wie Magnet-
platten erfolgt i.a. durch Software bzw. Mikrocode in dedizierten
Speicher-Controllern. Da auf den einzelnen Ebenen der Speicher-
hierarchie vor allem eine Pufferung von Daten zu realisieren ist,
entsprechen die Verwaltungsaufgaben weitgehend denen der Sy-
stempufferverwaltung von DBS (Kap. 5.1.1). Insbesondere sind auf
jeder Ebene die Probleme der Datenlokalisierung (Adressierung)
und Speicherallokation zu lösen sowie die Ersetzungs-, Schreib- und
Lesestrategie festzulegen. Weitere Aufgaben betreffen die Fehlerer-
kennung und -korrektur, Datenkomprimierung und Berücksichti-
gung speicher- bzw. gerätespezifischer Eigenschaften.
Die Speicherverwaltung sollte natürlich die Existenz einer Spei-
cherhierarchie für Anwendungen vollkommen transparent halten.
Datenbanksysteme führen zwar eine Hauptspeicherpufferung von
DB-Seiten durch und unterscheiden daher zwischen Haupt- und
Externspeicher, jedoch ist auch für sie die Bereitstellung einer Ge-
räteunabhängigkeit bezüglich der Externspeicher wünschenswert.
Damit können Änderungen im E/A-System (neue Speichertypen,
Änderungen in der Datenallokation) ohne Auswirkungen auf das
DBS vorgenommen werden. Sollen jedoch spezielle Eigenschaften
von Externspeichern zur DB-Verarbeitung genutzt werden, erfor-
dert dies eine Aufweichung der Geräteunabhängigkeit. Als Beispiel
dazu wurde die Nutzung von Disk-Arrays zur Parallelarbeit inner-
halb einzelner DB-Operationen genannt (Kap. 5.3.1). Wie noch aus-
geführt wird, trifft das auch auf erweiterte Hauptspeicher zu, die
zur DB-Verarbeitung gezielt genutzt werden können.







Ein vielversprechender Ansatz zur E/A-Optimierung und damit
zur Leistungssteigerung von Transaktions- und Datenbanksyste-
men besteht in der Nutzung von seitenadressierbaren Halbleiter-
speichern innerhalb einer erweiterten Speicherhierarchie. Zu die-
sem Zweck kommen im wesentlichen drei Speichertypen in Be-
tracht, die bereits kommerziell verfügbar sind:
- erweiterte Hauptspeicher (extended memory)
- Platten-Caches (disk caches) und
- Solid-State-Disks (SSD).
Diesen Speichern ist gemein, daß sie auf Halbleiterbasis arbeiten
(üblicherweise DRAM-Chips), so daß weit bessere Leistungsmerk-
male bezüglich Zugriffszeiten, E/A-Raten und Bandbreite als für
Magnetplatten möglich werden. Da Verzögerungen durch mecha-
nische Zugriffsbewegungen nun wegfallen, ergeben sich auch we-
sentlich gleichmäßigere Zugriffszeiten, und es kann eine höhere
Geräteauslastung in Kauf genommen werden. Die genannten Zwi-
schenspeicher sind jedoch nicht instruktionsadressierbar wie
Hauptspeicher, so daß keine logischen Verknüpfungen direkt auf
den Speicherinhalten ausführbar sind. Vielmehr liegt bei den drei
Speichertypen wie bei Magnetplatten Seitenadressierbarkeit vor.
Dies bedeutet, daß für jeden Datenzugriff die betroffenen Seiten
zunächst in den Hauptspeicher gebracht werden müssen. Ände-
rungen erfolgen zunächst in den Seitenkopien im Hauptspeicher
und müssen explizit zurückgeschrieben werden. Ein großer Vorteil
der Seitenadressierbarkeit liegt in einer größeren Isolierung ge-
genüber Hardware- und Software-Fehlern als bei Instruktions-
adressierbarkeit. Die Inhalte seitenadressierbarer Halbleiterspei-
cher sind damit (ähnlich wie für Magnetplatten) auch weitaus bes-
ser gegen Rechnerausfälle geschützt als der Hauptspeicher.
Für die schnelle Abwicklung von Schreibzugriffen besonders wich-
tig ist die Tatsache, daß die Halbleiterspeicher durch Einsatz einer
Reservebatterie bzw. einer ununterbrechbaren Stromversorgung
nicht-flüchtig ausgelegt werden können (s. Kap. 4.3). Dies ist bei
Solid-State-Disks (gelegentlich auch als " RAM-Disks" bezeichnet)
stets der Fall, jedoch auch bei Platten-Caches und erweiterten
Hauptspeichern möglich. Allerdings werden Platten dennoch i.d.R.
als zuverlässiger angesehen, da sie selbst Ausnahmesituationen
wie z.B. Überschwemmungen überleben können, während dies für
die Halbleiterspeicher nicht zutrifft.






kostenAbb. 6-1 zeigt die relative Position der seitenadressierbaren Halb-
leiterspeicher in der Speicherhierarchie zwischen Hauptspeicher
und Magnetplatte, wie sie sich aufgrund der Zugriffszeiten ergibt.
Zu beachten ist dabei jedoch, daß die Hierarchie beim praktischen
Einsatz der verschiedenen Speichertypen meist nur teilweise vor-
kommt. So sind die drei Typen von Zwischenspeichern stets optio-
nal, da ein direkter Datenaustausch zwischen Hauptspeicher und
Platte möglich ist. Bei Verwendung einer SSD, ist für die dort ge-
speicherten Daten der Einsatz eines Platten-Caches nicht mehr
sinnvoll (s.u.). Auch zwischen optischen Platten und Hauptspeicher
kann ein direkter Datenaustausch erfolgen, so daß die Zwischen-
schicht der Magnetplatten umgangen wird.
Genauere Angaben bezüglich Zugriffszeiten und Speicherkosten
sind in Tab. 6-2 zusammengestellt. Die Kostenangaben beziehen
sich auf Großrechneranlagen, in denen diese Speichertypen derzeit
vorwiegend zum Einsatz kommen. Man erkennt, daß Solid-State-
Disks und Platten-Caches einen um den Faktor fünf bis zehn
schnelleren Zugriff als Magnetplatten erlauben, jedoch zu den 20-
bis 50-fachen Kosten*. Erweiterte Hauptspeicher sind nochmals
rund doppelt so teuer wie SSDs [Ku87], jedoch auch mehr als zehn-
* Die Kostenunterschiede sind effektiv geringer, wenn die Daten auf mehr
Platten als aufgrund der Kapazität erforderlich aufgeteilt werden, um
















Abb. 6-1: Seitenadressierbare Halbleiterspeicher innerhalb einer
erweiterten Speicherhierarchie
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Platten-Caches
und SSDmal schneller. Für Hauptspeicher ergibt sich eine weitere Verdop-
pelung der Speicherkosten verglichen mit (flüchtigen) erweiterten
Hauptspeichern, für die aufgrund der Seitenadressierbarkeit eine
weniger aufwendige Technik eingesetzt werden kann. Bei den
Speicherkosten ist weiterhin mit einem starken Preisverfall zu
rechnen, so daß der Einsatz der seitenadressierbaren Halbleiter-
speicher zunehmend kosteneffektiver wird. Dies gilt auch unter
Berücksichtigung der Tatsache, daß die Gewährleistung der Nicht-
Flüchtigkeit bei den Halbleiterspeichern einen Großteil der Kosten
verursacht. Denn aufgrund des ständig sinkenden Stromver-
brauchs für DRAM-Speicher vermindern sich auch die Kosten für
eine Reservebatterie entsprechend [CKKS89]. Aus diesem Grund
wird es auch zunehmend kosteneffektiv, sehr große nicht-flüchtige
Halbleiterspeicher einzusetzen.
Die Unterschiede bei den Zugriffszeiten zwischen Platten-Cache
und SSD einerseits und erweitertem Hauptspeicher andererseits
sind durch die unterschiedliche Systemeinbindung verursacht. Der
Zugriff auf Platten-Caches und SSD erfolgt wie für Magnetplatten
über die konventionelle E/A-Schnittstelle durch einen separaten
E/A-Prozessor sowie den Platten- bzw. SSD-Controller. Dies hat
den Vorteil, daß diese Speichertypen vollkommen transparent für
das Betriebssystem und andere Software der Verarbeitungsrech-
ner genutzt werden können. Andererseits sind aber die Zugriffszei-
ten relativ hoch, da die Verzögerungen für die Seitenübertragung
zwischen Extern- und Hauptspeicher sowie beim Controller anfal-
len, welche typischerweise mehrere Millisekunden betragen. Ein-
gespart werden lediglich die Verzögerungen auf der Magnetplatte
selbst, also die Such- und Umdrehungswartezeiten. Auch ergeben
sich keine Einsparungen für den Overhead im Betriebssystem zum
Starten bzw. Beenden eines E/A-Vorgangs. Aufgrund der erforder-
Kosten Zugriffszeit
pro MB pro Seite (4 KB)
Erweiterter 500 - 1500 $ 10 - 100 µs
SSD 200 - 800 $ 1 - 5 ms
Platten-Cache ?
Platte 3 - 20 $ 10 - 20 ms
Hauptspeicher
1 - 5 ms
Tab. 6-2: Speicherkosten und Zugriffszeiten (1992)





Storagelichen Prozeßwechsel fallen hier typischerweise mehrere Tausend
Instruktionen pro E/A-Vorgang an.
Erweiterte Hauptspeicher (EH) dagegen sind Hauptspeicher-Er-
weiterungen, für die ein direkter Seitenaustausch zwischen EH
und Hauptspeicher möglich ist. Dies erfordert eine spezielle Erwei-
terung der Maschinenarchitektur sowie die Bereitstellung speziel-
ler Instruktionen zum Lesen und Schreiben von Seiten vom bzw. in
den erweiterten Hauptspeicher. Die Verwaltung des erweiterten
Hauptspeicher erfolgt wie für den Hauptspeicher in erster Linie
durch Betriebssystem-Software der Verarbeitungsrechner, also
nicht durch eigene Controller. Die direkte Hauptspeicheranbin-
dung erlaubt wesentlich schnellere Zugriffszeiten als für Platten-
Cache oder SSD. Da die mit einem Prozeßwechsel verbundenen
Verzögerungen die EH-Zugriffszeit übersteigen, erfolgen die Zu-
griffe auf den erweiterten Hauptspeicher synchron, d.h. ohne den
Prozessor freizugeben*. Damit kann potentiell auch ein geringerer
E/A-Overhead als bei Einsatz von Platten-Caches oder SSD erzielt
werden.
Erweiterte Hauptspeicher werden zur Zeit in IBM 3090-Großrech-
nern (sowie kompatiblen Mainframes) als flüchtige Hauptspeiche-
rerweiterung, Expanded Storage genannt, eingesetzt [CKB89]. Als
durchschnittliche Zugriffszeit auf eine 4 KB-Seite wird 75 µs ange-
geben, wobei der Betriebssystem-Overhead eingerechnet ist. Eine
Besonderheit in der Architektur ist, daß die E/A-Prozessoren nicht
auf den Expanded Storage zugreifen können. Damit müssen sämt-
liche Seitentransfers zwischen Erweiterungsspeicher und Magnet-
platten über den Hauptspeicher abgewickelt werden.
* Die Kosten eines EH-Zugriffs hängen neben der Zugriffsgeschwindigkeit
auch von der Prozessorgeschwindigkeit ab. Eine Zugriffsverzögerung
von 50 µs entsprechen bei einem 10 MIPS-Prozessor lediglich 500 In-
struktionen, bei 100 MIPS jedoch schon 5000. Ein synchroner Zugriff,
wie er auch durch die Verwendung spezieller Maschineninstruktionen
verlangt wird, ist also vor allem bei langsamen Prozessoren weitaus gün-
stiger als die durch Prozeßwechsel eingeführten CPU-Belastungen. Bei
sehr schnellen Prozessoren jedoch ist ggf. auch für den EH eine asyn-
chrone Zugriffsschnittstelle bzw. eine schnellere Speichertechnologie er-
forderlich.
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Paging und
Swapping6.3 Einsatzformen zur E/A-Optimierung
Ziel beim Einsatz der Erweiterungsspeicher ist es, Zugriffe auf Ma-
gnetplatten einzusparen oder zu beschleunigen. Die damit erreich-
bare Reduzierung an E/A-Verzögerungen führt zu einer Verbesse-
rung der Antwortzeiten und ermöglicht, hohe Transaktionsraten
mit geringerem Parallelitätsgrad zu erreichen. Beide Faktoren
führen zu einer Reduzierung von Sperrkonflikten, wodurch weitere
Leistungsvorteile entstehen und ein mit der CPU-Kapazität linear
wachsender Durchsatz-Scaleup (vertikales Wachstum) (Kap. 4.1,
4.6) eher erreichbar wird.
Leistungsverbesserungen können sowohl für Paging- und Swap-
ping-Vorgänge als auch für Datei- bzw. DB-bezogene E/A-Operatio-
nen erreicht werden. Flüchtige Halbleiterspeicher gestatten nur
eine Optimierung lesender E/A-Operationen, während nicht-flüch-
tige Speicher auch Schreibzugriffe beschleunigen können. Die E/A-
Optimierung kann durch Pufferung in den Zwischenspeichern oder
durch permanente Allokation ganzer Dateien in nicht-flüchtige
Halbleiterspeicher erfolgen.
Der (flüchtige) Expanded Storage der IBM wurde zunächst aus-
schließlich zur virtuellen Speicherverwaltung durch das Betriebs-
system (MVS, VM) genutzt, um Plattenzugriffe für Paging bzw.
Swapping einzusparen. Fehlseitenbedingungen im Hauptspeicher,
die aus dem erweiterten Hauptspeicher (EH) befriedigt werden
können, verursachen keine signifikante Verzögerung. Durch die
automatische Migration von Seiten zwischen Haupt- und Erweite-
rungsspeicher sowie einer LRU-artigen Seitenersetzung für beide
Speicher kann ein ähnliches Leistungsverhalten wie mit einem
größeren Hauptspeicher erreicht werden, jedoch zu geringeren
Speicherungskosten. Dies kommt auch dem DBS zugute, da bei
Vorhandensein eines EH entprechend größere DB-Puffer im virtu-
ellen Speicher definiert werden können. MVS bietet inzwischen
eine Reihe zusätzlicher Basisdienste zur Datenallokation und -puf-
ferung im Expanded Storage an (u.a. sogenannte Hiperspaces),
welche zur Realisierung weitergehender Einsatzformen genutzt
werden können [Ru89]. Eine signifikante Verbesserung für Pa-
ging- und Swapping-E/A ergibt sich auch, wenn nicht-flüchtige
Halbleiterspeicher als Seitenwechselspeicher verwendet werden.
Im folgenden wird die Nutzung der Zwischenspeicher nur noch für
E/A-Operationen auf Dateien bzw. Datenbanken betrachtet.
Bezüglich einer E/A-Optimierung durch Pufferung kann unter-
schieden werden zwischen einem Schreibpuffer, der speziell zum





Einsatzformenschnellen Schreiben geänderter Seiten eingesetzt wird, sowie ei-
nem Dateipuffer, für den Lokalität im Referenzverhalten zur Ein-
sparung von Plattenzugriffen genutzt werden soll. Die Verwaltung
dieser Puffertypen erfolgt außerhalb des Datenbanksystems, z.B.
durch das Betriebssystem oder Platten-Controller. Damit handelt
es sich um allgemeine Optimierungsmaßnahmen, die nicht nur von
DB- bzw. Transaktionsanwendungen genutzt werden können. Bei
der Dateipufferung in einem Zwischenspeicher ist eine zusätzliche
Pufferung im Hauptspeicher daher auch nicht obligatorisch, jedoch
denkbar. Für den DB-Betrieb erfolgt stets eine Pufferung im
Hauptspeicher durch die Systempufferverwaltung des DBS; die
Nutzung eines Dateipuffers in einem Zwischenspeicher führt daher
zu einer mehrstufigen Pufferverwaltung. Die Pufferung im erwei-
terten Hauptspeicher kann auch durch das DBS kontrolliert wer-
den; in diesem Fall sprechen wir von einem erweiterten DB-Puffer.
Der Vorteil eines erweiterten DB-Puffers ist vor allem, daß das
DBS seine Verwaltung eng mit der Pufferung im Hauptspeicher ab-
stimmen kann.
Nach diesen Begriffsbestimmungen können wir die Einsatzformen
der seitenadressierbaren Halbleiterspeicher zur E/A-Optimierung
näher betrachten. Insgesamt sind vier Möglichkeiten zu unter-
scheiden:
1. Flüchtiger Datei- bzw. DB-Puffer
Der Zwischenspeicher dient zur Pufferung von Seiten einer Datei
bzw. der Datenbank, um Lokalität im Zugriffsverhalten zu nutzen.
Die E/A-Leistung wird verbessert, da jeder Treffer im Zwischenpuffer
den Plattenzugriff vermeidet. Diese für Speicherhierarchien typische
Einsatzform zielt vor allem auf die Einsparung von lesenden Platten-
zugriffen, so daß ein flüchtiger Speicher ausreicht. Derselbe Effekt
kann auch durch Einsatz eines Hauptspeicherpuffers bzw. Vergröße-
rung desselben erreicht werden, jedoch zu höheren Speicherkosten.
2. Nicht-flüchtiger Datei- bzw. DB-Puffer
Wird der Pufferbereich im Zwischenspeicher nicht-flüchtig ausgelegt,
können auch Schreibvorgänge schneller abgewickelt werden. Wird
eine geänderte Seite aus dem Hauptspeicher verdrängt, genügt ihr
Einfügen in den nicht-flüchtigen Puffer. Die Seitenkopie auf dem Ex-
ternspeicher (Magnetplatte) wird zu einem späteren Zeitpunkt aktua-
lisiert, z.B. wenn die geänderte Seite aus dem Zwischenpuffer ver-
drängt wird. Lokalität im Zugriffsverhalten kann somit auch zur Ein-
sparung von schreibenden Plattenzugriffen genutzt werden, da eine
Seite mehrfach im nicht-flüchtigen Puffer geändert werden kann, be-
vor ein Durchschreiben auf Platte erfolgt.
3. Einsatz eines Schreibpuffers
Schreibvorgänge werden hierbei in einen speziellen Pufferbereich in
einem nicht-flüchtigen Halbleiterspeicher vorgenommen. Nach Ein-
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Puffer-
allokationfügung der geänderten Seite in diesen Schreibpuffer ist für den Auf-
rufer der Schreiboperation (Transaktion) die E/A beendet. Die Aktua-
lisierung der Seiten auf dem Externspeicher erfolgt asynchron aus
dem Schreibpuffer, so daß die Verzögerung nicht mehr in die Zugriffs-
zeit (Antwortzeit) eingeht. Im Gegensatz zum nicht-flüchtigen Datei/
DB-Puffer wird nicht versucht, Lokalität auszunutzen. Das Durch-
schreiben auf Platte erfolgt unmittelbar nach Einfügung in den
Schreibpuffer, so daß dieser möglichst klein gehalten werden kann.
Für Transaktionssysteme ist diese Einsatzform nicht nur für DB-Da-
teien, sondern auch für die Log-Datei sinnvoll.
4. Ersatz von Magnetplatten
In diesem Fall nehmen die Halbleiterspeicher die gleiche Funktion
wie Magnetplatten ein, sie dienen zur permanenten Ablage ganzer
Dateien. Diese Funktion erfordert natürlich Nicht-Flüchtigkeit der
Halbleiterspeicher. Für die im Halbleiterspeicher resident gehalte-
nen Dateien wird ein optimales E/A-Verhalten möglich, da für sie
sämtliche Lese- und Schreibzugriffe auf Magnetplatte wegfallen.
Aufgrund der hohen Speicherkosten ist diese Einsatzform i.a. nur für
wenige kritische Dateien (z.B. mit hoher Schreibrate) kosteneffektiv.
Diese Einsatzform ist für die Log-Datei sowie für DB-Dateien von In-
teresse.
SSDs sind für die vierte Einsatzform konzipiert, der permanenten
Ablage ganzer Dateien. Die Nutzung dieses Speichermediums er-
fordert keine Änderung im Dateisystem des Betriebssystems, da
der SSD-Controller eine Plattenschnittstelle emuliert. Auch ein
nicht-flüchtiger EH kann zur Allokation ganzer Dateien verwendet
werden, jedoch sind in diesem Fall die Funktionen des SSD-Con-
trollers in die Dateiverwaltung (bzw. einen Gerätetreiber) zu inte-
grieren. Zur Behandlung von SSD- bzw. EH-Fehlern können die
bekannten Verfahren zur Platten-Recovery (Kap. 5.1.2) genutzt
werden (Verwendung von Archiv-Log-Dateien oder Spiegelung der
Dateien in unabhängigen SSD-/EH-Partitionen).
Die drei Pufferungsarten 1-3 können sowohl im EH als auch durch
Platten-Caches realisiert werden. Während die Verwaltung des
Platten-Caches durch den Platten-Controller erfolgt, ist eine Puffe-
rung im EH durch das Betriebssystem (Schreib- und Dateipuffer)
oder das Datenbanksystem (erweiterter DB-Puffer) zu steuern. Die
Verwaltung eines Schreibpuffers sollte stets außerhalb des DBS er-
folgen, da hierfür keine Abstimmung auf DB-spezifische Anforde-
rungen erforderlich ist. Die Realisierung einer mehrstufigen Puf-
ferverwaltung wird im nächsten Kapitel genauer behandelt.
Abb. 6-2 zeigt drei Anordnungen von Hauptspeicher, Zwischen-
speicher und Magnetplatten, welche zur Realisierung der ange-
sprochenen Einsatzformen in Betracht kommen. Eine zweistufige
Pufferung von Seiten kann mit einer Hauptspeichererweiterung












formen(Abb. 6-2a) bzw. einer Plattenpufferung (Abb. 6-2b) erfolgen. Abb.
6-2c zeigt den Fall, indem der Zwischenspeicher (SSD oder nicht-
flüchtiger EH) für einen Teil der Dateien als Plattenersatz einge-
setzt wird. Die drei Zwischenspeicher können natürlich auch zu-
sammen innerhalb einer Konfiguration eingesetzt werden. Dazu
wäre in Abb. 6-2c lediglich anstelle des Hauptspeichers die Kombi-
nation mit dem EH aus Abb. 6-2a bzw. anstelle des Plattenspei-
chers die Kombination mit einem Platten-Cache aus Abb. 6-2b ein-
zusetzen.
Tab. 6-3 faßt zusammen, welche Speichertypen zur Realisierung
der einzelnen Einsatzformen in Betracht kommen (durch "+" ge-
kennzeichnet). Man erkennt, daß mit einem nicht-flüchtigen EH
alle Einsatzformen realisierbar sind, während SSDs nur als Plat-
tenersatz in Betracht kommen. Die Realisierung eines erweiterten
DB-Puffers ist auf den erweiterten Hauptspeicher beschränkt,














chererweiterung b) Puffer für Plattenspeicher c) Ersatz von Magnetplatten
EH

























flücht. Dateipuffer + - + ++
+ - + --
+ - - --
nicht-fl. Dateipuffer
Tab. 6-3: Einsatzformen seitenadressierbarer Halbleiterspeicher zur E/A-
Optimierung







Strategien6.4 Realisierung einer mehrstufigen Pufferverwaltung
Wie in Kap. 6.1 bereits erwähnt, fallen bei einer mehrstufigen Puf-
ferverwaltung auf jeder Ebene der Speicherhierarchie ähnliche
Verwaltungsaufgaben an. Als Konsequenz bestehen daher auch
auf jeder Ebene ähnliche Lösungsalternativen zur Behandlung die-
ser Aufgaben, also vor allem bezüglich der Speicherallokation (glo-
baler Puffer vs. mehrere partitionierte Pufferbereiche), der Erset-
zungsstrategie (z.B. LRU), Schreibstrategie (write through vs.
write back) und Lesestrategie (demand fetching vs. prefetching).
Während diese Strategien im Falle einer einstufigen Pufferverwal-
tung relativ genau untersucht wurden, liegen noch kaum Untersu-
chungen vor, welche Kombinationen bei einer mehrstufigen Puffer-
verwaltung unter welchen Bedingungen gewählt werden sollten.
Es gibt zwar eine große Anzahl von Leistungsanalysen bezüglich
Speicherhierarchien (siehe [Sa86] für eine Übersicht), jedoch wur-
den dort verschiedene Verwaltungsalternativen kaum untersucht.
Vielmehr stand dabei i.a. die Bestimmung optimaler Puffergrößen
und Übertragungseinheiten im Vordergrund, wobei in der Regel
auf jeder Ebene dieselben Strategien zur Pufferverwaltung zum
Einsatz kamen. Dabei wurden zumeist reine Leselasten unter-
stellt, so daß der Einfluß der Schreibstrategie unberücksichtigt
blieb. Weitgehend ungeklärt ist zudem, inwieweit eine Abstim-
mung zwischen den Pufferverwaltungen verschiedener Ebenen
sinnvoll oder notwendig ist, um eine optimale Leistungsfähigkeit
zu erreichen.
In diesem Zusammenhang erwähnenswert ist die Untersuchung in
[LM79], in der für ein allgemeines Modell einer Speicherhierarchie
verschiedene Strategien zur Propagierung von Daten zwischen den
Hierarchieebenen betrachtet wurden. Das Modell geht von einer
reinen Hierarchie mit Datentransfers zwischen jeweils benachbar-
ten Ebenen aus. Eine Pufferung von Objekten erfolgt auf jeder
Ebene mit Ausnahme der untersten, dem sogenannten Reservoir
(z.B. Magnetplatte), das zur permanenten Allokation der Daten
dient (Abb. 6-3a). Ferner wird angenommen, daß die Übertra-
gungseinheit zwischen den Ebenen mit wachsender Speicherge-
schwindigkeit kleiner wird. Die Untersuchung unterstellt eine
LRU-artige Seitenersetzung auf jeder Ebene und berücksichtigt
ausschließlich Lesezugriffe. Für den Lesezugriff wurden zwei soge-
nannte Read-Through-Strategien unterschieden. In beiden Fäl-
len beginnt ein Lesevorgang auf der obersten Ebene (z.B. Haupt-
speicher) und wird bei einer Fehlbedingung auf der jeweils darun-





eigenschaftterliegenden Ebene fortgesetzt bis ein Treffer erzielt wird. Beim lo-
kalen Read-Through wird dann das in Ebene i gefundene Objekt in
alle darüberliegenden Ebenen gebracht, wobei jeweils eine Anpas-
sung an das Übertragungsgranulat erfolgt. Abb. 6-3b zeigt dazu ein
Beispiel, wobei das gesuchte (schwarz markierte) Objekt in Ebene
E3 gefunden und in die darüberliegenden Ebenen eingebracht
wird. Beim globalen Read-Through wird das Objekt dagegen in alle
Ebenen gebracht, falls dort nicht vorhanden, also auch in die Ebe-
nen unterhalb der höchsten Ebene i, in der das gesuchte Objekt ge-
funden wurde (im Beispiel von Abb. 6-3b also auch in Ebene E4).
Für zu ersetzende Objekte wurde in [LM79] unterstellt, daß diese
stets in die darunterliegenden Ebenen verdrängt werden. Dazu
wurden zwei sogenannte Overflow-Strategien unterschieden. Im
Fall der dynamischen Overflow-Behandlung wird ein von Ebene i
in die Ebene i+1 verdrängtes Objekt wie eine Referenz auf Ebene
i+1 behandelt (Einfügung in den Puffer und Anpassung der LRU-
Information). Bei der statischen Overflow-Behandlung wird dies
nur getan, wenn sich das verdrängte Objekt noch nicht im Puffer
der Ebene i+1 befand (anderenfalls erfolgt keine Anpassung der
LRU-Information).
Untersucht wurde in [LM79] vor allem, mit welchen Strategien die
sogenannte Inklusionseigenschaft einer Speicherhierarchie ge-
währleistet wird, die verlangt, daß eine Ebene i+1 stets eine Ober-
menge der höheren Ebene i hält. Ein Vorteil dieser Eigenschaft ist,














Abb. 6-3: Modellierung von Speicherhierarchien nach [LM79]






schwerpunkteEbene i+1 auslöst, da dort das Objekt bereits vorliegt. Es wurde
festgestellt, daß die Inklusionseigenschaft nur für die globale
Read-Through-Strategie garantiert werden kann, sofern die Puffer
auf den niedrigeren wesentlich größer als die auf den höheren Spei-
cherebenen sind. Für die lokale Read-Through-Strategie läßt sich
diese Eigenschaft für keine Wahl der Puffergrößen gewährleisten.
In [Mi82] wurden die Read-Through- und Overflow-Strategien in-
nerhalb eines mit DB-Traces getriebenen Simulationssystems im-
plementiert und analysiert. Das Simulationsmodell bestimmt als
primäres Leistungsmaß die Fehlseitenraten für unterschiedliche
Puffergrößen, liefert jedoch keine Durchsatz- oder Antwortzeitaus-
sagen. Es wurde festgestellt, daß mit der globalen Read-Through-
Strategie meist bessere Trefferraten als mit der lokalen Variante
erreicht werden. Dies wurde darauf zurückgeführt, daß das Refe-
renzverhalten auf der obersten Ebene sich bei der globalen Read-
Through-Strategie in der LRU-Information aller darunterliegen-
den Ebenen niederschlägt und daher bei der Ersetzung berücksich-
tigt wird.
Unsere Untersuchungen streben eine größere Aussagekraft an, in-
dem wir uns nicht an einem abstrakten Modell einer Speicherhier-
archie orientieren, sondern real existierende Speicherhierarchien
evaluieren. So ist zum Beispiel bei Nutzung eines erweiterten
Hauptspeichers oder von SSD keine reine Hierarchie mehr gege-
ben, da zwischen diesen Zwischenspeichern und Magnetplatten
kein direkter Seitenaustausch möglich ist. Weiterhin ist festzustel-
len, daß für die seitenadressierbaren Halbleiterspeicher sowie
Platten jeweils dasselbe Übertragungsgranulat vorliegt, nämlich
Seiten fester Größe (meist 4 KB-Seiten). Zudem werden im Haupt-
speicher oft nur geänderte Seiten bei einer Ersetzung auf die näch-
ste Ebene der Speicherhierarchie durchgeschrieben (z.B. bei Ver-
wendung eines Platten-Caches), während ungeänderte Seiten ein-
fach überschrieben werden. Im Gegensatz zu bisherigen Arbeiten
berücksichtigen wir auch nicht-flüchtige Zwischenspeicher sowie
entsprechend weitergehende Einsatzformen (Nr. 2 bis 4 in Kap.
6.3). Unsere Leistungsuntersuchungen (Kap. 6.5) bestimmen nicht
nur interne Maße wie Fehlseitenraten, sondern erlauben realisti-
sche Antwortzeit- und Durchsatzaussagen. Dazu wird u.a. auch
der E/A-Overhead für die Speicherzugriffe berücksichtigt, der z.B.
klar gegen eine globale Read-Through-Strategie spricht. Eine wei-
tere Besonderheit unserer Untersuchungen wird sein, den Einfluß
der Schreibstrategie zu analysieren sowie das Leistungsverhalten









Objekte ?einer koordinierten dem einer unkoordinierten Pufferverwaltung
auf mehreren Ebenen gegenüberzustellen.
In Kap. 6.3 wurde festgestellt, daß eine Pufferung außer im Haupt-
speicher vor allem in Platten-Caches sowie in einem EH-Puffer in
Betracht kommt. Nachdem die Verwaltung eines DB-Puffers im
Hauptspeicher bereits in Kap. 5.1.1 ausführlich behandelt wurde,
betrachten wir hier zunächst die Ansätze zur Verwaltung von Plat-
ten-Caches, die unkoordiniert von einer Hauptspeicherpufferung
erfolgt. Danach untersuchen wir die Realisierung einer Datei- bzw.
DB-Pufferung im EH, wobei im Falle des erweiterten DB-Puffers
eine Koordinierung mit der Hauptspeicherpufferung von DB-Seiten
angestrebt wird. Zunächst führen wir jedoch eine Klassifikation
von Schreibstrategien in Speicherhierarchien ein, auf der die nach-
folgenden Ausführungen aufbauen.
6.4.1 Schreibstrategien in Speicherhierarchien
Das Hierarchiemodell in Abb. 6-3a sieht eine Objektpufferung auf
jeder Speicherebene oberhalb des Reservoirs vor. Wir gehen von ei-
nem allgemeineren Modell aus, bei dem nur die Pufferung auf der
obersten Speicherebene (hier: Hauptspeicher) sowie die Existenz
eines Reservoirs (hier: Magnetplatte, SSD oder EH) für jedes Ob-
jekt verlangt wird. Ob und auf welchen Ebenen eine Zwischenpuf-
ferung erfolgt, soll dagegen objekttypbezogen festgelegt werden
können, für Seiten z.B. auf Dateiebene. Damit ist die für einen be-
stimmten Objekttyp (für eine Datei) relevante Speicherhierarchie
konfigurierbar. Die Pufferung auf allen Zwischenebenen der Spei-
cherhierarchie ergibt sich als Spezialfall.
Die Schreibstrategie regelt, wie Objekte einer Ebene i in darunter-
liegende Ebenen i+1, i+2, ... der Speicherhierachie propagiert wer-
den. Zur Charakterisierung einer Schreibstrategie können folgende
Kriterien herangezogen werden, für die jeweils mehrere Alternati-
ven möglich sind:
1. Welche Objekte werden bei einer Verdrängung aus dem Puffer der Ebe-
ne i in die nächsttiefere Speicherebene i+1 geschrieben ?
Handelt es sich für ein zu verdrängendes Objekt bei der nächsttiefe-
ren Speicherebene i+1 (gemäß der für den Objekttyp eingestellten
Konfigurierung) um das Reservoir, sind geänderte Objekte stets dort-
hin zu schreiben, damit die Änderungen nicht verlorengehen. Für un-
geänderte Objekte erfolgt kein Ausschreiben; diese Objekte werden
bei der Verdrängung einfach "weggeworfen" bzw. überschrieben.
Erfolgt auf der Ebene i+1 eine Pufferung, ist eine Propagierung unge-




vs. Write-Back)änderter Objekte möglicherweise auch sinnvoll. In diesem Fall ist da-
her festzulegen, ob nur geänderte, nur ungeänderte oder alle Objekte
propagiert werden sollen. Wie die Auswahl der Speicherebenen sollte
diese Festlegung für Objekttypen (z.B. Dateien) erfolgen.
2. Wann erfolgt das Schreiben in die nächsttiefere Speicherebene ?
Für ungeänderte Objekte, die in der Speicherhierarchie "nach unten"
weiterpropagiert werden sollen, erfolgt zum Ersetzungszeitpunkt das
Schreiben in die nächste Ebene und die Übernahme in den dortigen
Puffer.
Für geänderte Objekte bestehen zwei generelle Alternativen. Beim
Write-Through erfolgt das Durchschreiben sofort nach Durchfüh-
rung der Änderung, während bei einem Write-Back das geänderte
Objekte gepuffert und verzögert durchgeschrieben wird. Im DB-Kon-
text sind Transaktionen die Verarbeitungseinheiten. Bezüglich des
DB-Puffers im Hauptspeicher entspricht Write-Through der FORCE-
Strategie, bei der die Änderungen am Transaktionsende (in einen
nicht-flüchtigen Speicher) durchgeschrieben werden. Write-Back
entspricht der NOFORCE-Strategie. Bei der Pufferung in Zwischen-
speichern sind Transaktionen jedoch nicht mehr sichtbar; hier bilden
die E/A-Operationen die Verarbeitungseinheiten. Write-Through auf
Speicherebene i+1 bedeutet, daß nach Eintreffen einer geänderten
Seite von Ebene i diese sofort in die nächsttiefere Ebene i+2 durchzu-
schreiben ist. Wir unterscheiden hierbei zwei Varianten. Beim syn-
chronen Write-Through wird verlangt, daß die E/A-Operation der
Ebene i+1 erst beendet ist, nachdem das Durchschreiben auf die
nächsttiefere Ebene i+2 (z.B. das Reservoir) abgeschlossen wurde.
Beim asynchronen Write-Through dagegen wird der Schreibvor-
gang lediglich sofort gestartet, jedoch erfolgt das Schreiben asyn-
chron bezüglich der auslösenden E/A-Operation. Eine solche Vorge-
hensweise ist bei einem nicht-flüchtigen Puffer realisierbar.
Auch beim Write-Back kann eine synchrone und asynchrone Varian-
te unterschieden werden. Von einem synchronen Write-Back
sprechen wir, wenn das Durchschreiben der Änderung erst zum Er-
setzungszeitpunkt vorgenommen wird, d.h., wenn der von dem geän-
deten Objekt belegte Pufferplatz für die Einfügung eines neuen Ob-
jektes benötigt wird. Dieser Ansatz hat den Nachteil, daß die Über-
nahme des neuen Objektes sich bis zum Ende des Schreibvorganges
(in einen nicht-flüchtigen Speicher) verzögert. Wie im Zusammen-
hang mit NOFORCE diskutiert (Kap. 5.1.1), empfiehlt sich daher ein
vorausschauendes oder asynchrones Ausschreiben geänderter Objek-
te (asynchrones Write-Back), so daß stets ungeänderte Objekte
zur Ersetzung herangezogen werden können*.
3. Wie ist die Übernahme der von Ebene i geschriebenen Objekte in einen
Puffer der Ebene i+1 geregelt ?
Ungeänderte Objekte werden nur dann auf die nächsttiefere Speiche-
rebene geschrieben, wenn dort eine Pufferung erfolgen soll. Diese Ob-
jekte werden daher stets in den Puffer der Ebene i+1 übernommen.
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Übernahme
geänderter
ObjekteFür geänderte Objekte trifft dies im Falle einer Write-Back-Strategie
für Ebene i+1 ebenfalls zu, da dieser Ansatz eine Pufferung vor-
schreibt, um die Änderung verzögert durchschreiben zu können. Für
Write-Through dagegen können verschiedene Alternativen unter-
schieden werden, in Abhängigkeit davon, ob das geänderte Objekt be-
reits in einer älteren Version im Puffer der Ebene i+1 vorliegt ("write
hit") oder nicht ("write miss") [Sm85]:
- Beim Write-Allocate-Ansatz wird das geänderte Objekt stets in
den Puffer der Ebene i+1 aufgenommen, unabhängig davon, ob ein
Write-Hit oder ein Write-Miss vorliegt. Die Einfügung in den Puffer
wird wie eine Referenz behandelt, das heißt, die Ersetzungsinforma-
tion (z.B. für LRU) wird entsprechend angepaßt.
- Beim Write-Update wird das geänderte Objekt nur bei einem
Write-Hit in den Puffer der Ebene i+1 gebracht, wobei die alte Ver-
sion überschrieben wird. Bei einem Write-Miss erfolgt keine Über-
nahme in den Puffer.
- Beim Write-Purge schließlich werden geänderte Objekte nicht in
den Puffer der Ebene i+1 gebracht. Liegt bereits eine ältere Objekt-
version im Puffer vor (Write-Hit), wird diese aus dem Puffer ent-
fernt.
Diese Alternativen kommen u.a. für Platten-Caches zur Anwen-
dung (s.u.), wobei Abhängigkeiten zur Flüchtigkeit bzw. Nicht-
Flüchtigkeit des Pufferspeichers bestehen.
Die Bestimmung der Schreibstrategie einer gesamten Speicher-
hierarchie verlangt also, für jede Ebene festzulegen, ob für Objekt-
typen, für die eine Pufferung auf der nächsten Speicherebene vor-
gesehen ist, nur geänderte, nur gelesene oder alle Objekte zu
schreiben sind. Daneben ist pro Ebene die Behandlung geänderter
Objekte zu spezifizieren. Die dafür sich aus den letzten beiden Kri-
terien ergebenden Alternativen sind in Abb. 6-4 noch einmal im
Überblick dargestellt. Wie zu sehen ist, erfolgt bei Write-Back die
Pufferung geänderter Objekte stets nach der Write-Allocate-Vari-
ante.
* Das Schreiben eines geänderten Objektes verlangt nicht notwendiger-
weise seine Entfernung aus dem Puffer. Nach Beendigung des Schreib-
vorganges in einen nicht-flüchtigen Speicher gilt es jedoch als "ungeän-
dert", da die Änderung auf einen sicheren Platz geschrieben wurde.
Solche ungeänderten Objekte können dann später ohne Verzögerung er-
setzt/überschrieben werden. Die Beibehaltung im Puffer empfiehlt sich
vor allem bei Write-Through, da ansonsten ein Objekt nur kurze Zeit ge-
puffert wäre und Lokalität für Lesezugriffe kaum genutzt werden
könnte.








Platten-Caches6.4.2 Verwaltung von Platten-Caches
Platten-Caches werden bereits seit etwa zehn Jahren mit großem
Erfolg eingesetzt [Gro89]. Sie werden von Plattensteuereinheiten
(Controller) verwaltet, welche i.a. mehrere Mikroprozessoren nut-
zen, um mehrere E/A-Anforderungen parallel bearbeiten zu kön-
nen. Damit eine hohe Verarbeitungsgeschwindigkeit erreicht wird,
erfolgt die Cache-Verwaltung in der Regel durch Mikrocode-Routi-
nen. Während bei einer Pufferung im Hauptspeicher (bzw. EH) ein
globaler Pufferbereich für alle Dateien angelegt werden kann, läuft
der Einsatz von Platten-Caches i.a. auf eine partitionierte Puffer-
verwaltung hinaus. Denn in einem Platten-Cache werden nur Da-
ten der über den betreffenden Platten-Controller erreichbaren
Platten/Dateien gepuffert; zudem werden in einer Installation i.a.
mehrere Platten-Controller und damit Platten-Caches eingesetzt.
Bei einer partitionierten Pufferverwaltung ist aufgrund unter-
schiedlicher Referenzierungsmerkmale bezüglich einzelner Daten-
partitionen i.a. mit einer ungünstigeren Puffernutzung als bei ei-
nem globalen Puffer derselben aggregierten Größe zu rechnen, ins-
besondere wenn wie bei den Platten-Caches der Fall die einzelnen
Puffergrößen statisch festgelegt sind.
Zunächst wurden ausschließlich flüchtige Platten-Caches angebo-
ten wie für die IBM 3880 Platten-Controller, in den letzten Jahren
kommen verstärkt nicht-flüchtige Platten-Caches zum Einsatz
(z.B. IBM 3990-3). Im folgenden wird die Nutzung flüchtiger und










Abb. 6-4: Schreibstrategien in Speicherhierarchien







Abb. 6-5:6.4.2.1 Flüchtige Platten-Caches
Die Nutzung flüchtiger Platten-Caches ist nach Kap. 6.3 (Tab. 6-3)
im wesentlich auf die Realisierung einer Dateipufferung zur Ver-
meidung lesender Plattenzugriffe beschränkt. Bezüglich der Puf-
ferverwaltung werden i.a. mehrere Betriebsmodi unterstützt, und
zwar in Abhängigkeit vom Dateityp [Gro85]. Im Normalmodus er-
folgt eine LRU-artige Verwaltung von Seiten (Blöcken) oder Seg-
menten (8-16 KB), um Lokalität im Referenzverhalten zur Erzie-
lung hoher Trefferraten zu nutzen. Spezielle Modi können für se-
quentielle und temporäre Dateien gewählt werden, jedoch ist dafür
eine entsprechende Angabe beim E/A-Befehl erforderlich (Ände-
rung bestehender Programme, Einsatz des Platten-Caches ist nicht
länger transparent) [Gro89]. Daneben ist es möglich, eine Puffe-
rung im Cache abzulehnen ("Bypass Cache").
Betrachten wir zunächst die Verarbeitung im Normalmodus. Bei
einem Lesevorgang sind zwei Fälle zu unterscheiden. Ist die ange-
forderte Seite nicht im Platten-Cache vorhanden ("read miss"),
muß diese von Platte gelesen werden. Gleichzeitig zur Übergabe
der Seite an den Hauptspeicher erfolgt eine Einfügung in den Plat-
ten-Cache und die Aktualisierung der LRU-Information (Abb. 6-
5a). Ist bei einer Leseanforderung die gesuchte Seite bereits im
Platten-Cache vorhanden ("read hit"), kann der Plattenzugriff ein-
gespart werden. Der E/A-Vorgang wird aus dem Cache befriedigt,
und die LRU-Information wird aktualisiert (Abb. 6-5b).
a) Read Miss b) Read Hit c) Write Miss d) Write Hit
Behandlung von Lese- und Schreibzugriffen bei flüchtigen Platten-Caches
(IBM 3880-23)






DateienDa aus Sicht der Anwendung der Einsatz eines Platten-Caches im
Normalmodus verborgen bleibt, werden in Schreibzugriffen an den
Platten-Controller nur geänderte Seiten zurückgegeben. Die An-
wendung (z.B. das DBS) erwartet, daß nach Beendigung des
Schreibvorganges die Änderungen auf einem sicheren Platz (nicht-
flüchtigen Speicher) stehen. Bei einem flüchtigen Platten-Cache ist
daher eine synchrone Write-Through-Strategie einzuhalten, wo-
bei für jeden Schreibvorgang ein sofortiges Durchschreiben der Än-
derungen auf die Platte vorgenommen wird und die Plattenzu-
griffszeit in vollem Umfang in die E/A-Dauer eingeht. Die Über-
nahme der geänderten Seiten in den Cache ist bei den flüchtigen
Platten-Caches der IBM (z.B. IBM 3880-23) sowie anderer Herstel-
ler nach der Write-Update-Strategie geregelt [Gro85, Sm85]. Dies
bedeutet, daß nur bei einem Write-Hit eine Übernahme in den
Platten-Cache erfolgt (Abb. 6-5d), nicht jedoch bei einem Write-
Miss (Abb. 6-5c). Abb. 6-5 verdeutlicht, daß für flüchtige Platten-
Caches nur im Falle eines Read-Hits der Plattenzugriff eingespart
wird.
Im Gegensatz zum Normalmodus erfolgt für sequentielle Dateien
beim Lesezugriff auf Platte (read miss) ein Prefetching der gesam-
ten Spur (bzw. von mehreren Spuren) in den Platten-Cache, damit
nachfolgende Blockanforderungen bezüglich derselben Spur aus
dem Cache bedient werden können. Nach Abarbeitung einer Spur
werden die folgenden Spuren wiederum durch ein Prefetching in
den Cache gebracht. In Abänderung der LRU-Ersetzung werden
vollständig gelesene Spuren als primäre Ersetzungskandidaten
verwendet, so daß sich für sequentielle Dateien eine MRU-artige
Ersetzungsstrategie ergibt (Most Recently Used).
Für temporäre Dateien, z.B. für Zwischenergebnisse bei Sortier-
vorgängen, erfolgt trotz der Flüchtigkeit des Platten-Caches das
Schreiben nur in den Cache. Es wird also eine Write-Back-Schreib-
strategie verwendet, bei der sämtliche Änderungen im Cache ge-
puffert werden und erst bei einer Verdrängung aus dem Cache ein
Durchschreiben auf Magnetplatte erfolgt. Der aufgrund der Flüch-
tigkeit des Caches mögliche Datenverlust (z.B. durch Stromaus-
fall) ist für temporäre Dateien akzeptabel, da die Daten erneut ge-
neriert werden können (z.B. nach Rücksetzung der betroffenen
Transaktion).








Nicht-flüchtige Platten-Caches können zur Realisierung eines
Schreibpuffers sowie eines nicht-flüchtigen Dateipuffers genutzt
werden (Kap. 6.3). Die Verwaltung eines Schreibpuffers wirft
keine besonderen Probleme auf. Im Normalfall wird eine geänderte
Seite in den Schreibpuffer eingefügt und danach das E/A-Ende zu-
rückgemeldet; die Seitenkopie auf Platte wird asynchron aktuali-
siert. Dies ist jedoch nicht möglich, wenn der Schreibpuffer bereits
"voll" ist, das heißt, wenn für alle Seiten im Schreibpuffer der
Schreibvorgang auf Platte noch nicht beendet ist (eine Seite kann
erst dann aus dem Schreibpuffer entfernt werden). In diesem Fall
kann der Schreibpuffer nicht genutzt werden, und die Änderung ist
synchron auf Platte zu schreiben. In diesem Fall ist jedoch mit einer
hohen Schreibverzögerung zu rechnen, da ein voller Puffer anzeigt,
daß aufgrund hoher Plattenauslastung viele Schreibzugriffe noch
in der Auftragswarteschlange vorliegen. Nach einem Fehler (Con-
troller-Ausfall, Stromunterbrechung) werden alle Änderungen vom
Schreibpuffer auf die Magnetplatte geschrieben, sobald wieder auf
den Schreibpuffer zugegriffen werden kann. Damit wird sicherge-
stellt, daß trotz der asynchronen Schreibvorgänge kein Datenver-
lust eintritt.
Bei der Realisierung eines nicht-flüchtigen Dateipuffers ergeben
sich für die Behandlung von Lesezugriffen keine Unterschiede im
Vergleich zum flüchtigen Platten-Cache. Bei einem Read-Hit wird
die Anforderung aus dem Puffer bedient, während bei einem Read-
Miss von der Platte gelesen und die Seite im Platten-Cache gepuf-
fert wird (Abb. 6-5a,b). Schreibzugriffe fallen auch hier nur für ge-
änderte Seiten an. Aufgrund der Nicht-Flüchtigkeit des Caches
kann jetzt jedoch ein synchroner Plattenzugriff vermieden werden,
und zwar bei einem Write-Hit als auch bei einem Write-Miss. In
beiden Fällen werden die geänderten Seiten in den Platten-Cache
übernommen (Write-Allocate) und die Magnetplatte asynchron ak-
tualisiert (Abb. 6-6a; das asynchrone Schreiben ist durch die gestri-
chelte Linienführung gekennzeichnet). Der Zeitpunkt, zu dem das
Schreiben auf Platte erfolgt, ist durch die Schreibstrategie festge-
legt. Dazu bestehen im wesentlichen die Möglichkeiten eines syn-
chronen oder asynchronen Write-Back- sowie eines asynchronen
Write-Through-Ansatzes. Beim synchronen Write-Back wird der
Schreibvorgang auf Platte am spätesten gestartet, nämlich erst
wenn die geänderte Seite im Dateipuffer ersetzt werden soll. Daher
wird ein mehrfaches Ändern derselben Seite im Puffer (mehrere




Write-ThroughSchreibtreffer pro Seite) und somit die Einsparung schreibender
Plattenzugriffe am weitgehendsten unterstützt. Auf der anderen
Seite ist die Einfügung einer Seite in den Puffer, die zur Ersetzung
einer geänderten Seite führt, solange zu verzögern, bis das Aus-
schreiben auf Platte beendet ist. Dies ist insbesondere bei einem
Schreibvorgang möglich, bei dem ein Write-Miss auftritt und die
Seite in den nicht-flüchtigen Puffer aufgenommen werden soll, um
den synchronen Plattenzugriff zu vermeiden. In diesem Fall ergibt
sich jedoch kein Vorteil durch den nicht-flüchtigen Platten-Cache,
wenn das Einfügen in den Puffer bis zum Ausschreiben der zu ver-
drängenden Seite verzögert werden muß, da dann auch ein voller
Plattenzugriff in die E/A-Dauer eingeht.
Dieser Nachteil wird bei einem asynchronen Write-Back bzw. ei-
nem asynchronen Write-Through umgangen. Am vielverspre-
chendsten erscheint dabei das asynchrone Write-Back, da es Ver-
zögerungen bei der Seitenersetzung durch vorausschauendes Aus-
schreiben geänderter Seiten zu vermeiden sucht. Dennoch erfolgt
das Ausschreiben verzögert, so daß Schreibtreffer zur Einsparung
von Plattenzugriffen genutzt werden können. Auf der anderen
Seite ist ein asynchrones Write-Through wesentlich einfacher zu
realisieren: das Ausschreiben auf Platte erfolgt sofort nach Einfü-
gen in den Dateipuffer. Der Nachteil dabei ist, daß Lokalität zur
Reduzierung von Schreibzugriffen nicht genutzt wird und daher je-
der Schreibvorgang zu einem Plattenzugriff führt. Die von einer












Abb. 6-6: Behandlung von Schreibzugriffen bei nicht-flüchtigen
Platten-Caches
+ SchreibpufferDateipuffer






Disk-Arraysstärker beschränken als bei einem Write-Back-Ansatz. Bei der Er-
setzung einer Seite aus dem Dateipuffer treten dafür jedoch keine
Verzögerungen mehr auf, da durch das sofortige Durchschreiben
der Änderungen stets ungeänderte Seiten zur Ersetzung vorliegen.
Der eigentliche Vorteil einer Dateipufferung mit asynchronem
Write-Through liegt jedoch darin, daß es nicht notwendig ist, den
gesamten Pufferbereich nicht-flüchtig auszulegen. Wie in Abb. 6-6b
gezeigt, kann nämlich die gleiche Wirkungsweise bereits mit einem
flüchtigen Puffer in Kombination mit einem nicht-flüchtigen
Schreibpuffer erreicht werden. Dabei erfolgt das asynchrone
Durchschreiben von Änderungen auf Platte über den Schreibpuf-
fer; zusätzlich werden die Seiten in den flüchtigen Dateipuffer ge-
bracht, um künftige Lesezugriffe zu bedienen. Der Vorteil ist eine
deutliche Kosteneinsparung, da nur ein relativ kleiner Speicherbe-
reich gegenüber Stromausfällen zu schützen ist, während der Groß-
teil des Platten-Caches flüchtig bleiben kann. Eine solche Vorge-
hensweise wird bei der IBM-Plattensteuereinheit 3990-3 verfolgt
[Gro89, MH88]. Während der flüchtige Cache-Bereich bis zu 256
MB umfassen kann, ist der Schreibpuffer, der als Non Volatile
Store (NVS) bezeichnet wird, auf 4 MB beschränkt*. Beim 3990-3
werden alle geänderten Seiten in den flüchtigen Dateipuffer aufge-
nommen, das heißt, es wird eine Write-Allocate-Strategie verfolgt.
Diese Vorgehensweise weicht von der bei flüchtigen Platten-Caches
ab, für die eine Write-Update-Strategie verfolgt wird. Denkbar
wäre auch die alleinige Nutzung des Schreibpuffers ohne Verwen-
dung des Dateipuffers; dies wäre z.B. für Dateien sinnvoll, auf die
kaum Lesezugriffe erfolgen (z.B. die Log-Datei).
Ein nicht-flüchtiger Platten-Cache kann zu einer signifikanten Lei-
stungsverbesserung von Disk-Arrays beitragen. Wie in Kap. 5.3.2.1
erläutert, sind Schreibvorgänge bei der Fehlerkorrektur über Pari-
tätsbits (z.B. bei RAID-5) sehr aufwendig, da bis zu vier Plattenzu-
griffe anfallen. Liegt jedoch ein Schreibpuffer im Disk-Array-Con-
troller vor, können die zwei Schreibvorgänge für den Daten- und
Paritätsblock asynchron auf die Platten abgewickelt werden. Auch
für die Lesezugriffe auf die alten Werte des Daten- und Paritäts-
blocks ergeben sich Einsparungen, wenn diese Seiten in einem
flüchtigen Dateipuffer gepuffert werden.
* Die Größenangaben beziehen sich auf 1989 und können sich bereits er-
höht haben.




EH-Dateipuffer6.4.3 Verwaltung eines EH-Puffers
Nach Kap. 6.3 kann ein EH als Plattenersatz, als Schreib-, Datei
und/oder erweiterter DB-Puffer genutzt werden. Die Allokation
ganzer Dateien im EH wurde bereits in Kap. 6.3 diskutiert. Die
Realisierung eines Schreibpuffers im nicht-flüchtigen EH durch
das Betriebssystem kann im wesentlichen wie bei den Platten-Ca-
ches erfolgen. Eine Abweichung ergibt sich dadurch, daß kein di-
rekter Seitenaustausch zwischen EH und Externspeicher (Magnet-
platte) möglich ist. Daher erfolgt das asynchrone Schreiben auf den
Externspeicher nicht vom Schreibpuffer, sondern vom Hauptspei-
cher aus (Abb. 6-7); die E/A-Operation gilt jedoch bereits nach dem
Schreiben in den EH-Schreibpuffer als beendet.
Die Realisierung eines flüchtigen oder nicht-flüchtigen Dateipuf-
fers im EH kann ebenfalls weitgehend wie in einem Platten-Cache
erfolgen, nur daß jetzt die Pufferverwaltung durch die Dateiver-
waltung des Betriebssystem erfolgt. Ein Vorteil ist, daß ein EH-Da-
teipuffer als globaler Puffer realisiert werden kann, während bei
Platten-Caches i.a. eine partitionierte Pufferverwaltung vorliegt
(s.o.). Die bessere Puffernutzung in einem globalen EH-Puffer
kann die höheren Speicherkosten verglichen mit Platten-Caches
bereits zum Teil wettmachen (Erlangung derselben Trefferraten
mit kleinerer Pufferkapazität). Daneben ist der Zugriff auf den EH
natürlich weit schneller als auf einen Platten-Cache und i.a. mit ei-
nem geringeren Overhead verbunden (Kap. 6.2). Von Nachteil ist





Abb. 6-7: Schreibpufferung im EH
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Notwendigkeit
eines erweiter-
ten DB-PuffersHauptspeicher abgewickelt werden müssen. Dies erschwert die
Realisierung einer Write-Back-Schreibstrategie für den EH-Puffer,
da für Schreibvorgänge aus dem EH zunächst ein Einlesen in den
Hauptspeicher erfolgen muß. Der Ansatz eines asynchronen Write-
Through, der wiederum über einen Schreibpuffer und einen flüch-
tiger Dateipuffer realisierbar ist, erscheint daher für die EH-Puffe-
rung noch attraktiver. Auch ein Prefetching von Daten von Platte
in den EH-Puffer erfordert ein Zwischenlagern in den Hauptspei-
cher.
Die Zugriffsmethode VSAM in MVS realisiert bereits eine zweistu-
fige (flüchtige) Dateipufferung in Hauptspeicher und Expanded
Storage [Ru89]. Der Dateipuffer im Erweiterungsspeicher ist dabei
einem Hiperspace zugeordnet, welche bis zu 2 GB groß sein können.
Obwohl eine vom Betriebssystem kontrollierte EH-Pufferung auch
durch das DBS genutzt werden kann, ergeben sich eine Reihe von
Nachteilen, wenn dies für das DBS unsichtbar bleibt (wie im Falle
der Platten-Caches). Die Probleme sind vor allem dadurch bedingt,
daß das DBS bereits eine Pufferung von DB-Seiten im Hauptspei-
cher vornimmt, so daß eine möglichst enge Abstimmung auf die
Pufferung im EH erforderlich ist, um eine optimale Speicherplatz-
nutzung zu erreichen:
- Ist die Existenz eines EH-Puffers dem DBS unbekannt, werden nur
geänderte Seiten aus dem DB-Puffer im Hauptspeicher (in den EH-
Puffer) geschrieben. Ungeänderte Seiten werden nicht an das
Betriebssystem weitergegeben und gelangen daher nicht in den EH-
Puffer, was zur Nutzung von Lokalität jedoch i.a. sinnvoll wäre.
Eine Übernahme ungeänderter Seiten ist für den EH-Puffer auch
mit geringerem Overhead möglich als für Platten-Caches.
- Das DBS kennt nicht den Inhalt des EH-Puffers, wenn dieser durch
das Betriebssystem verwaltet wird. Dies kann dazu führen, daß die-
selben Seiten sowohl im Hauptspeicher als auch im EH gepuffert
werden, so daß die erreichbaren Trefferraten beeinträchtigt werden.
- Es ist keine optimale Abstimmung auf die Schreibstrategie des DBS
möglich (FORCE vs. NOFORCE). Daneben können Kenntnisse des
DBS über spezielle Zugriffsmerkmale von Transaktionen, die eine
Abweichung von einer LRU-artigen Ersetzungsstrategie sinnvoll
machen (z.B. sequentielle Zugriffsfolgen), nicht mehr genutzt wer-
den.
- Die gemeinsame Nutzung eines EH-Puffers durch das DBS und
andere Anwendungen beeinträchtigt i.a. die Effektivität für den DB-
Betrieb.
- Ist das DBS berechtigt, über privilegierte Maschinenbefehle direkt
auf den EH zuzugreifen, ergibt sich ein wesentlich geringerer Over-
head als über Betriebssystemaufrufe (Supervisor Call, SVC).
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FORCE vs.
NOFORCE bei
EH-PufferungUm diese Nachteile zu vermeiden, erscheint die Realisierung eines
erweiterten DB-Puffers im EH unter Kontrolle des DBS sinn-
voll, womit eine enge Abstimmung mit der DB-Pufferung im
Hauptspeicher erreicht werden kann*. Insbesondere verwaltet der
DBS-Pufferverwalter mit seinen Datenstrukturen den Inhalt des
DB-Puffers sowohl im Hauptspeicher als im EH, so daß eine Mehr-
fachpufferung von Seiten weitgehend vermieden werden kann. Al-
lerdings ergibt sich hierbei eine Abhängigkeit, ob das DBS eine
FORCE- oder NOFORCE-Strategie zum Ausschreiben geänderter
Seiten verwendet.
In konventionellen DBS ist FORCE einem NOFORCE-Ansatz klar
unterlegen, da die langen Schreibverzögerungen auf Platte am
Transaktionsende eine starke Antwortzeiterhöhung verursachen.
Mit einem nicht-flüchtigen EH jedoch können die Schreibvorgänge
sehr schnell abgewickelt werden, so daß sich möglicherweise eine
andere Bewertung ergibt, zumal FORCE einige Vorteile hinsicht-
lich Recovery bietet (Kap. 5.1.1). Liegt ein nicht-flüchtiger DB-Puf-
fer im EH vor und werden alle FORCE-Schreibvorgänge dorthin
vorgenommen (Write-Allocate), dann führt dies jedoch zwangsläu-
fig dazu, daß diese Seiten sowohl im Hauptspeicher als im EH ge-
puffert sind. Denn eine Wegnahme der in den EH geschriebenen
Seiten im Hauptspeicher würde zu einer schlechten Platznutzung
und drastischen Verschlechterung der Trefferraten im Hauptspei-
cher führen. Ein weiteres Problem ist, daß auf dem EH-Puffer eine
hohe Schreibfrequenz anfällt, die zu Engpässen führen kann. Än-
dert z.B. eine Transaktion im Mittel 5 Seiten und kostet ein EH-
Zugriff 50 Mikrosekunden, so ergibt sich bei 1000 TPS allein durch
die Schreibvorgänge bereits eine EH-Auslastung von 25%. Die
hohe Schreibfrequenz läßt zudem nur eine kurze Verweilzeit der
Seiten im EH zu, so daß nur relativ geringe Trefferraten erwartet
werden können. Im Falle einer Write-Back-Schreibstrategie fällt
zudem eine große Anzahl von EH-Zugriffen an, um die Änderungen
vom EH über den Hauptspeicher auszuschreiben. Bei einem (asyn-
chronen) Write-Through wird dies vermieden, dafür ist eher mit
* Einige der genannten Nachteile, z.B. das Auslagern ungeänderter Sei-
ten in den EH, könnten auch vermieden werden, wenn dem DBS die Ver-
waltung eines Dateipuffers im EH durch das Betriebssystem bekanntge-
macht wird und das DBS über eine geeignete Erweiterung der
Aufrufschnittstelle Einfluß auf die EH-Pufferung nehmen könnte. Dies
entspräche in etwa der Nutzung der speziellen Betriebsmodi von Plat-
ten-Caches für sequentielle und temporäre Dateien mittels erweiterter
E/A-Befehle. Auf Einzelheiten eines solchen Ansatzes soll hier jedoch
nicht weiter eingegangen werden.




und EHSchreibengpässen bei den Platten zu rechnen, da keine Änderun-
gen akkumuliert werden können.
Ein Teil der Probleme läßt sich vermeiden, wenn die FORCE-
Schreibvorgänge lediglich über einen Schreibpuffer beschleunigt
werden, jedoch keine Einfügungen in den erweiterten DB-Puffer
vorgenommen werden. Damit wird insbesondere die Mehrfachpuf-
ferung derselben Seiten vermieden, und es ist mit besseren Treffer-
raten im EH zu rechnen. In diesem Fall ist ein flüchtiger DB-Puffer
im EH ausreichend.
Bei NOFORCE kann generell erreicht werden, daß jede Seite höch-
stens in einem der beiden DB-Puffer gespeichert wird. Dazu ist eine
geänderte oder ungeänderte Seite, die in den erweiterten DB-Puf-
fer geschrieben wird, aus dem Hauptspeicher zu entfernen. Umge-
kehrt ist eine Seite aus dem EH zu entfernen, wenn sie aufgrund
eines Lesetreffers in den Hauptspeicher gebracht wird. Dabei kann
ggf. ein Platzaustausch mit der vom Hauptspeicher zu verdrängen-
den DB-Seite erfolgen (Abb. 6-8), so daß die Menge der im Haupt-
speicher und EH gepufferten Seiten unverändert bleibt. Insgesamt
kann so erreicht werden, daß die Seiten im EH-Puffer die Seiten
des Hauptspeichers echt komplementieren und die am häufigsten
referenzierten Seiten im Hauptspeicher residieren.
Auch bei NOFORCE genügt ein flüchtiger DB-Puffer im EH. Selbst
geänderte Seiten können in diesen flüchtigen Speicher geschrieben
werden, um im Rahmen einer Write-Back-Schreibstrategie Ände-
rungen zu akkumulieren. Die Flüchtigkeit des EH-Puffers genügt
hier (im Gegensatz zu der Vorgehensweise bei Platten-Caches), da
es sich dabei aus Sicht des DBS um eine Erweiterung des ebenfalls
flüchtigen Hauptspeicherpuffers handelt. Bei einem EH-Ausfall
DB-Puffer im Erweiterter DB-Pufferim EHHauptspeicher (HS)
B A
Die Anforderung von Seite A kann nicht im HS-, jedoch im
EH-Puffer befriedigt werden. Die vom HS-Puffer zur Auf-
nahme von A ersetzte Seite B wird in den EH-Puffer verdrängt,
wo sie den von Seite A belegten Platz einnehmen kann.
Abb. 6-8: Seitenaustausch zwischen Hauptspeicher- und EH-Puffer
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Sicherungs-
punktekönnen die Änderungen nämlich wie bei einem Systemfehler von
der Log-Datei rekonstruiert werden. Bei NOFORCE können be-
reits im Hauptspeicher mehrere Änderungen pro Seite vorgenom-
men werden, bevor ein Ausschreiben erfolgt, und dies kann nun bei
einer Migration der Seite in den EH fortgesetzt werden. Allerdings
sind die Erfolgsaussichten einer weitergehenden Akkumulierung
von Änderungen im EH eher gering, so daß bei NOFORCE die ein-
fachere Write-Through-Strategie noch eher gerechtfertigt ist als
bei FORCE. Damit wird auch ein späteres Einlesen der Seiten in
den Hauptspeicher vermieden, wie bei Write-Back zum Ausschrei-
ben geänderter Seiten aus dem EH erforderlich.
Eine schnellere Durchführung von Sicherungspunkten bei NO-
FORCE durch nicht-flüchtige Halbleiterspeicher wäre vor allem
für direkte Sicherungspunkte wichtig, welche eine große Anzahl
von Schreibzugriffen auf die permanente Datenbank verursachen*.
Dies kann durch einen nicht-flüchtigen DB- bzw. Dateipuffer mit
einer Write-Back-Strategie unterstützt werden, wenn die Ände-
rungen während des Sicherungspunktes dorthin geschrieben wer-
den; im Fehlerfall sind vor der eigentlichen Recovery die Änderun-
gen aus diesem Puffer noch in die permanente Datenbank einzu-
bringen. Eine Write-Through-Strategie bzw. die Nutzung eines
oder mehrerer Schreibpuffer sind dagegen i.a. von geringem Nut-
zen, da weiterhin jeder Schreibvorgang auf Platte vorzunehmen
ist. Ist eine Platte aufgrund vieler Schreibzugriffe voll ausgelastet,
dann füllen sich die Schreibpuffer jedoch sehr schnell auf, so daß
keine asynchrone E/A mehr möglich ist. Die Dauer des Sicherungs-
punktes ist daher weiterhin v.a. durch die Plattengeschwindigkeit
bestimmt. Eine Verbesserung kann hier nur für solche DB-Parti-
tionen erreicht werden, die dauerhaft in nicht-flüchtige Halbleiter-
speicher allokiert sind.
* Aus Leistungsgründen sind indirekte Sicherungspunkte vor allem für
große Puffer vorzuziehen, erfordern jedoch eine komplexere Realisie-
rung (Kap. 5.1.1). Eine Vielzahl existierender DBS unterstützt lediglich
direkte Sicherungspunkte; nicht-flüchtige Halbleiterspeicher können
helfen, den Implementierungsaufwand zur Unterstützung indirekter Si-
cherungspunkte zu umgehen.






Die vorangehende Diskussion zeigt, daß für die seitenadressierba-
ren Halbleiterspeicher eine Vielzahl von Einsatzformen zur E/A-
Optimierung besteht, wobei jeweils unterschiedliche Realisie-
rungsalternativen bestehen. Zur quantitativen Leistungsbewer-
tung dieser Einsatzformen und Speichertypen wurde ein detaillier-
tes Simulationssystem entwickelt, mit dem eine Vielzahl an Spei-
cherkonfigurationen untersucht werden konnte. Die Evaluierung
erfolgte vor allem für Transaktions- und Datenbankanwendungen,
wobei Wert auf eine flexible und realitätsnahe Last- und Daten-
bankmodellierung gelegt wurde, um zu möglichst aussagekräftigen
Ergebnissen zu kommen. Wir unterstützen daher sowohl eine syn-
thetische Lastgenerierung als auch die Verwendung von Traces
realer Datenbankanwendungen. Mit der Untersuchung sollen u.a.
Antworten auf die folgenden Fragen gefunden werden:
- Wie groß sind die relativen Leistungsverbesserungen, die mit den
verschiedenen Einsatzformen gegenüber konventionellen Architek-
turen (ohne Zwischenspeicher) erzielt werden können ?
- Mit welchen Speichertypen können die Einsatzformen am kostenef-
fektivsten realisiert werden ?
- Wie wirkt sich eine mehrstufige Pufferung von DB-Seiten aus ? Wie
wichtig ist eine Koordinierung der Pufferstrategien auf verschiede-
nen Ebenen ?
- Ist es sinnvoll, zwei oder mehr der Zwischenspeicher gemeinsam
einzusetzen ?
- Ist eine FORCE-Strategie bei Nutzung nicht-flüchtiger Halbleiter-
speicher für Hochleistungssysteme akzeptierbar ?
- Sind durch die E/A-Optimierung alle Sperrprobleme gelöst, so daß
schnelle CPUs voll genutzt und vertikales Durchsatzwachstum
erreicht werden können ?
Im nächsten Abschnitt stellen wir zunächst unser Simulationsmo-
dell vor, um danach eine Analyse der Simulationsergebnisse vorzu-
nehmen. Am Ende fassen wir die wichtigsten Schlußfolgerungen
aus den Experimenten zusammen.
6.5.1 Simulationsmodell
Die Realisierung unseres Simulationssystems, TPSIM genannt, er-
folgte mit dem Modellierungswerkzeug DeNet [Li89], welches das
Prinzip der diskreten Ereignissimulation unterstützt. Unser Mo-
dell eines Transaktionssystems umfaßt im wesentlichen drei Kom-
ponenten (Abb. 6-9): Lasterzeugung, einen Verarbeitungsrechner,
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unterstützte
Lasttypender die erzeugte Transaktionslast abarbeitet, sowie die Peripherie
bestehend aus den verschiedenen Speichertypen zur Pufferung
und Allokation der Log- und DB-Dateien (Magnetplatten ohne oder
mit Platten-Cache, SSD, EH). In den folgenden drei Unterkapiteln
werden die genannten Komponenten des Simulationsmodells über-
blicksartig beschrieben. Weitergehende Einzelheiten zur Imple-
mentierung und Parametrisierung sind in [Ra92a] zu finden.
6.5.1.1 Datenbank- und Lastmodell
Um ein möglichst großes Anwendungsspektrum mit unserer Un-
tersuchung abdecken zu können, wurden drei verschiedene Lastge-
neratoren realisiert. Ein Lastgenerator erzeugt allgemeine synthe-
tische Transaktionslasten mit einer hohen Flexibilität zur Varia-
tion des Lastprofils. Ein zweiter Lastgenerator erzeugt ausschließ-
lich Debit-Credit-Transaktionen, wie sie auch innerhalb von
Benchmarks verwendet werden (Kap. 1.3). Der dritte Lastgenera-
tor schließlich gestattet die Verwendung von DB-Traces. In allen
drei Fällen wird eine einheitliche Schnittstelle zum Verarbeitungs-


















Abb. 6-9: Grobaufbau des Simulationssystems TPSIM





generierungDas für alle Lasten gültige Datenbankmodell unterteilt die Daten-
bank in eine Menge von Partitionen, wobei eine Partition typi-
scherweise eine Datei oder einen Satztyp bzw. einen Teil davon re-
präsentiert. Eine Partition besteht aus einer Menge von DB-Seiten,
die wiederum aus einer Menge von Objekten oder Sätzen bestehen.
Für die synthetischen Lasten wird die Anzahl von Sätzen pro Seite
durch einen partitionsspezifischen Blockungsfaktor bestimmt.
Partitionen werden verwendet, um die Datenallokation und Puffer-
strategien bezüglich der einzelnen Speichermedien festzulegen. Die
Unterscheidung von Seiten und Sätzen erlaubt eine Variation des
Sperrgranulates sowie die Untersuchung von Clusterungseffekten.
Transaktionen bestehen im wesentlichen aus einer Folge lesender
und schreibender Satzreferenzen.
Bei dem allgemeinen synthetischen Lastmodell besteht die Last
aus einer frei wählbaren Anzahl von Transaktionstypen. Zu jedem
Transaktionstyp kann die mittlere Ankunftsrate, die durchschnitt-
liche Anzahl von Satzreferenzen sowie der Anteil an Änderungszu-
griffen festgelegt werden. Ferner kann ein sequentielles oder nicht-
sequentielles Zugriffsverhalten gewählt werden.
Im Fall der nicht-sequentiellen Zugriffe regelt eine sogenannte re-
lative Referenzmatrix die Zugriffsverteilung. Wie das Beispiel
in Tab. 6-4 verdeutlicht, legt diese Matrix pro Transaktionstyp T
und DB-Partition P fest, welcher Anteil der Referenzen von Trans-
aktionen des Typs T auf P entfallen. Innerhalb einer Partition er-
folgt eine wahlfreie Zugriffsverteilung. Die absoluten Zugriffshäu-
figkeiten auf die einzelnen Partitionen sind neben der relativen Re-
ferenzmatrix durch die Ankunftsraten sowie die Anzahl von Refe-
renzen pro Transaktion bestimmt.
Die Nutzung einer relativen Referenzmatrix repräsentiert einen
mächtigen und flexiblen Ansatz zur kontrollierten Definition un-
gleichmäßiger Lastverteilungen. Damit können nahezu beliebige
Lokalitätsstufen (bzw. Sperrkonfliktpotentiale) eingestellt werden,
wie sie vor allem zur Untersuchung von Pufferstrategien wesent-
P1 P2 P3 P4
TT1
TT2
1.0 - - -
- 0.4 0.1 0.5
TT3 0.25 0.25 0.25 0.25
Tab. 6-4: Beispiel einer relativen Referenzmatrix für




Trace-Lastenlich sind. Der Ansatz ist insbesondere weitaus flexibler als die Ver-
wendung einer sogenannten B/C-Regel [Ta85], die festlegt, daß B%
aller Zugriffe auf C% der DB-Objekte entfallen sollen (häufig be-
nutzte Beispiele sind 80/20- und 90/10-Regeln). Eine solche Regel
bezieht sich auf alle Transaktionen und die ganze Datenbank, wo-
bei die Datenbank im wesentlichen in zwei Partitionen aufgeteilt
wird*. Unser Ansatz unterstützt dagegen eine beliebige Anzahl
und Dimensionierung von Partitionen und ermöglicht für jeden
Transaktionstyp die Einstellung beliebiger Lokalitätsstufen für
Transaktionen desselben Typs (Intra-Transaktionstyp-Lokalität)
als auch bezüglich anderer Transaktionstypen (Inter-Transakti-
onstyp-Lokalität). Die gleichförmige Zugriffsverteilung innerhalb
einer Partition bedeutet keine Einschränkung, da eine Partition
beliebig klein sein kann und im Extremfall aus nur einem Objekt
(Satz) besteht.
Der Lastgenerator zur synthetischen Erzeugung von Debit-
Credit-Transaktionen verwendet ein weitgehend festgelegtes DB-
und Lastmodell. Die Datenbank besteht aus vier Partitionen, die
den vier Satztypen ACCOUNT, BRANCH, TELLER und HI-
STORY entsprechen (Kap. 1.3). Es existiert nur ein Transaktions-
typ, wobei jede Transaktion jeweils einen Satz der vier Satztypen
ändert. Während bezüglich des HISTORY-Satztyps der Ände-
rungszugriff jeweils ans aktuelle Dateiende erfolgt, sind die Zu-
griffe auf die drei anderen Satztypen weitgehend wahlfrei (bis auf
die 15%-Regel, s. Kap. 1.3). Als Besonderheit erlaubt unser Lastge-
nerator eine Clusterbildung von BRANCH- und TELLER-Sätzen,
so daß die einem BRANCH-Satz zugeordneten TELLER-Sätze mit
ihm zusammen in einer Seite liegen. Damit wird erreicht, daß pro
Transaktion nur drei statt vier verschiedene Seiten referenziert
werden, was zu einer Verbesserung der Trefferraten beitragen
kann.
Bei den trace-getriebenen Simulationen ist das DB- und Lastmo-
dell im wesentlichen durch die zugrundeliegende Anwendung so-
wie das verwendete DBS bestimmt. Die Transaktionen gehören i.a.
zu unterschiedlichen Transaktionstypen mit stark ungleichmäßi-
ger Zugriffsverteilung. Tab. 6-5 verdeutlicht dies anhand einer re-
lativen Referenzmatrix, die aus dem DB-Trace einer realen Last
abgeleitet wurde, der für unsere Simulationen zur Verfügung
stand. Dabei spezifizieren die Matrixwerte jedoch Prozentangaben
* Die B/C-Regel impliziert, daß 100 - B% der Zugriffe auf die zweite Parti-
tion bestehend aus 100 - C% aller DB-Objekte entfallen.




zbezüglich der Gesamtheit aller Referenzen (z.B. entfallen 22.3% al-
ler Referenzen auf Transaktionstyp TT1; 7.5% aller Referenzen
stammen von TT2 und betreffen die Partition P1). Die Reihenfolge
der Partitionen und Transaktionstypen in Tab. 6-5 entspricht ihrer
Referenzhäufigkeit. Unterhalb der Referenzmatrix wurde die rela-
tive Größe der einzelnen DB-Partitionen spezifiziert (bezogen auf
die gesamte Datenbank) sowie welcher Anteil der jeweiligen Parti-
tion während der Trace-Erstellung überhaupt referenziert wurde.
Der Trace umfaßt insgesamt etwa 17.500 Transaktionen mit über
1 Million Referenzen auf 66.000 unterschiedliche Seiten. Die An-
zahl der Referenzen pro Transaktion schwankt sehr stark, die läng-
ste Transaktion (eine Ad-Hoc-Query) referenziert über 11.000 Sei-
ten. Der Trace enthält die Transaktionsausführungen von etwa
drei Stunden; das zugrundeliegende Datenbanksystem war UDS.
Der Lastgenerator extrahiert lediglich die Transaktionen mit ihren
Referenzen in chronologischer Reihenfolge aus dem Trace und
übergibt sie dem eigentlichen Transaktionssystem. Dabei sind die
Zeitpunkte der Übergabe durch eine einstellbare Ankunftsrate be-
stimmt. Alternativ dazu ist es möglich, pro Transaktionstyp eine
individuelle Ankunftsrate zu wählen, womit auch Transaktionsty-
pen ganz aus der Simulation herausgenommen werden können.
TT1































































































röße (%) 31.3 6.3 8.3 17.8 1.0 20.8 2.6 7.3 2.6 1.3 0.8 0.0 0.0 100.0
6.2
feren- 11.1 16.6 8.0 2.5 18.1 1.5 9.5 4.4 5.2 2.7 0.2 13.5 5.0 6.9







verwaltung6.5.1.2 Modellierung der Transaktionsverarbeitung
Die Verwendung von Ankunftsraten deutete bereits daraufhin,
daß unser Modell eines Transaktionssystem als offenes (Warte-
schlangen-)System konzipiert wurde. Dabei ist, wie auch in realen
Transaktionssystemen der Fall, die Anzahl aktiver Transaktions-
aufträge im System zeitlichen Schwankungen unterworfen, da die
Ankunftsraten nur Mittelwerte spezifizieren. Treten bei der Trans-
aktionsverarbeitung keine dauerhaften Engpässe auf, so ist der
Durchsatz bereits durch die eingestellten Ankunftsraten festge-
legt. Die Antwortzeit stellt daher das primäre Leistungsmaß in of-
fenen Systemen dar. In geschlossenen Systemen wird dagegen ver-
einfachenderweise angenommen, daß zu jedem Zeitpunkt eine fe-
ste Anzahl von Transaktionen in Bearbeitung ist. In diesem Modell
kann die Antwortzeit aus dem Durchsatz (oder umgekehrt) über
das Gesetz von Little abgeleitet werden [La83].
Die vom Lastgenerator erzeugte Last wird in einem Verarbeitungs-
rechner abgearbeitet, wobei in unserem Modell eine Transaktions-
verwaltung, Sperr- und Pufferverwaltung sowie CPU-Server betei-
ligt sind (Abb. 6-9). Die Anzahl von CPUs (Multiprozessor) sowie
deren Kapazität können frei gewählt werden.
Die Transaktionsverwaltung modelliert die Arbeit eines TP-Moni-
tors sowie Teile des DBS eines realen Transaktionssystems, wobei
von einer bestimmten Prozeßzuordnung abstrahiert wird. Diese
Komponente ist verantwortlich für die Entgegennahme von Trans-
aktionsaufträgen und kontrolliert ihre Abarbeitung. Durch Ein-
stellung eines Parallelitätsgrades (multiprogramming level) wird
nur die maximale Anzahl gleichzeitiger Transaktionsaktivierun-
gen beschränkt; ist sie erreicht, müssen neu eintreffende Aufträge
in einer Eingangswarteschlange auf die Beendigung einer laufen-
den Transaktion warten. Die Verarbeitungskosten werden durch
CPU-Anforderungen berücksichtigt, die zum Start einer Transak-
tion, für jede Referenz sowie zur Beendigung einer Transaktion ge-
stellt werden (die mittlere Anzahl von Instruktionen pro Anforde-
rung ist jeweils durch Parameter festgelegt). Pro Referenz wird da-
neben eine Lese- oder Schreibsperre von der Sperrverwaltung so-
wie die Bereitstellung der entsprechenden DB-Seite im Hauptspei-
cher von der Pufferverwaltung angefordert. Während der Commit-
Verarbeitung am Transaktionsende wird für Änderungstransak-
tionen zunächst die Pufferverwaltung zum Schreiben der Log-Da-
ten (und bei FORCE zum Schreiben von DB-Seiten) aufgefordert.






waltungDanach werden die Sperren der Transaktion über die Sperrverwal-
tung freigegeben.
Zur Synchronisation wird ein striktes Zweiphasen-Sperrprotokoll
mit langen Lese- und Schreibsperren verwendet. Deadlocks werden
explizit erkannt und durch Rücksetzung derjenigen Transaktion
aufgelöst, für die ein Sperrkonflikt zur Entstehung des Deadlocks
führte. Hervorzuheben ist, daß das Sperrgranulat für jede DB-Par-
tition individuell gewählt werden kann, wobei entweder Seiten-
oder Satzsperren möglich sind. Daneben kann zu Vergleichszwek-
ken die Synchronisation auch abgestellt werden, was zu "best case"-
Ergebnissen führt. Eine solche Vorgehensweise ist auch gerechtfer-
tigt, um eine Annäherung an die Nutzung von Spezialprotokollen in
realen DBS zu erreichen, welche oft vernachlässigbare Sperrkon-
flikte verursachen. So repräsentiert für die Debit-Credit-Anwen-
dung das aktuelle Ende des HISTORY-Satztyps einen "Hot Spot",
der z.B. durch Verwendung von Kurzzeitsperren (Latches) anstelle
von Transaktionssperren entschärft werden kann. Durch "Abschal-
ten" der Konflikte auf diesem Satztyp kann in der Simulation ein
ähnliches Sperrverhalten nachgebildet werden.
Die Pufferverwaltung verwaltet einen globalen DB-Puffer im
Hauptspeicher und, falls eingestellt, einen Schreibpuffer und/oder
erweiterten DB-Puffer im EH. In beiden DB-Puffern wird eine
LRU-artige Seitenersetzung vorgenommen. Daneben führt die Puf-
ferverwaltung ein einfaches Logging durch, wobei pro Änderungs-
transaktion eine Seite auf die Log-Datei geschrieben wird. Es wird
wahlweise eine FORCE- oder NOFORCE-Ausschreibstrategie un-
terstützt. Bei NOFORCE erfolgt am Transaktionsende lediglich ein
Logging, während für FORCE zusätzlich die von der Transaktion
geänderten Seiten ausgeschrieben werden. Aus Einfachheitsgrün-
den wurde für NOFORCE kein vorausschauendes Ausschreiben ge-
änderter Seiten implementiert (das heißt, es wurde ein synchrones
Write-Back/NOFORCE realisiert).
Die Nutzung eines EH-Schreibpuffers sowie des erweiterten DB-
Puffers kann für jede DB-Partition individuell eingestellt werden.
Soll der erweiterte DB-Puffer genutzt werden, so kann ferner spe-
zifiziert werden, ob alle Seiten der Partition, die aus dem Haupt-
speicher verdrängt/ausgeschrieben werden sollen, in den erweiter-
ten DB-Puffer geschrieben werden oder nur geänderte oder nur un-
geänderte Seiten. Für den erweiterten DB-Puffer wurde eine asyn-
chrone Write-Through-Strategie realisiert, so daß jede in den EH








Externspeicheri.a. jedoch die Antwortzeit zu erhöhen. Für eine NOFORCE-
Schreibstrategie kann stets gewährleistet werden, daß eine be-
stimmte DB-Seite höchstens einmal gepuffert ist (im Hauptspei-
cher oder EH, siehe Kap. 6.4.3). Für FORCE dagegen ergibt sich
eine Replikation von Seiten in beiden Puffern, wenn ein Ausschrei-
ben geänderter Seiten in den erweiterten DB-Puffer eingestellt
wird, da die bei Transaktionsende geschriebenen Seiten weiterhin
im Hauptspeicher verbleiben.
Eine DB-Partition kann auch als hauptspeicherresident definiert
werden, wobei sich dann natürlich eine Pufferung erübrigt (Tref-
ferrate von 100%). In diesem Fall entfallen bis auf das Logging am
Transaktionsende sämtliche E/A-Vorgänge. Externspeicherzu-
griffe können bezüglich der CPU-Belegung synchron oder asyn-
chron durchgeführt werden. Im Gegensatz zu Externspeichern wie
SSD oder Magnetplatten erfolgen die EH-Zugriffe defaultmäßig
synchron, so daß die CPU während des Speicherzugriffs belegt
bleibt. In beiden Fällen kann zusätzlicher CPU-Overhead zur In-
itialisierung bzw. Beendigung der E/A-Operation berechnet wer-
den (z.B. Prozeßwechselkosten).
6.5.1.3 Externspeichermodellierung
DB- und Log-Dateien können in unserem Simulationsmodell auf
folgenden Speichermedien allokiert werden: Magnetplatte, SSD so-
wie nicht-flüchtigem EH. DB-Dateien (Partitionen) können dane-
ben, wie erwähnt, noch hauptspeicherresident gehalten werden.
Eine Pufferung von DB-Seiten wird auf drei Ebenen unterstützt:
im Hauptspeicher, im EH sowie in flüchtigen oder nicht-flüchtigen
Platten-Caches. Ein Schreibpuffer kann schließlich in nicht-flüch-
tigen EH oder Platten-Caches realisiert werden. Zu beachten ist,
daß nicht alle einstellbaren Kombinationen sinnvoll sind. Wenn
z.B. ein Schreibpuffer oder ein nicht-flüchtiger DB-Puffer im EH
verwendet wird, ist keine weitere Schreibpufferung für dieselbe
Datei im Platten-Cache erforderlich. Für die Log-Datei kommt
höchstens die Nutzung eines Schreibpuffers, nicht jedoch eines
DB- oder Dateipuffers in Betracht.
Die Nutzung des EH erfolgt durch die Pufferverwaltung des DBS
und wurde bereits erläutert. Physische Merkmale, die im Simula-
tionsmodell noch festgelegt werden können, sind die mittlere Zu-
griffszeit pro Seite sowie die Anzahl der EH-Server. Letztere An-
gabe legt fest, wieviele EH-Zugriffe gleichzeitig möglich sind (Ver-
schränkungsgrad), bevor ein Warten erforderlich wird.
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Überblick der
durchgeführten
ExperimenteZugriffe auf die restlichen Externspeicher (SSD, Platten) erfolgen
über einen Controller, der ggf. auch einen Platten-Caches verwal-
tet. Der E/A-Dauer pro Seite enthält jeweils eine Übetragungszeit
zwischen Hauptspeicher und Controller sowie eine Controller-Bele-
gungszeit. Für Magnetplatten kommt dazu noch die eigentliche
Plattenbelegungsdauer, falls die E/A nicht im Platten-Cache be-
handelt werden kann. Controller und Platten sind als Server mo-
delliert, so daß bei ihnen Wartezeiten auftreten können.
Die Realisierung der Dateipufferung innerhalb von Platten-Caches
erfolgt wie in existierenden Produkten (Kap. 6.4.2). Zur Seitener-
setzung wird jeweils LRU verwendet. Für flüchtige Platten-Caches
erfolgt die Einfügung in den Dateipuffer gemäß der Write-Update-
Strategie. Für nicht-flüchtige Platten-Caches wird ein asynchrones
Write-Through mit Write-Allocate eingesetzt. Zum Vergleich kann
für nicht-flüchtige Platten-Caches auch ein synchrones Write-Back
als Schreibstrategie eingestellt werden [Wo91].
6.5.2 Simulationsergebnisse
Mit dem beschriebenen Simulationssystem wurden mehrere Tau-
sende von Simulationsläufen für die drei Lasttypen und unter-
schiedliche Speicherallokationen durchgeführt. Hier kann natür-
lich nur eine kleine Menge dieser Experimente analysiert werden,
wobei jedoch die wichtigsten Schlußfolgerungen schon erkennbar
werden. Wir verwenden dazu vor allem die Debit-Credit-Last, die
den Vorteil der Einfachheit und damit einer leichten Verständlich-
keit der Ergebnisse aufweist; zudem konnten wichtige Beobachtun-
gen hiermit bereits getroffen werden. Natürlich ist diese Last auf-
grund der Verwendung in zwei Benchmarks (TPC-A und TPC-B,
Kap. 1.3) auch von großer praktischer Bedeutung bezüglich der Lei-
stungsbewertung von Transaktionssystemen. Im ersten Unterkapi-
tel geben wir zunächst die wichtigsten Parameter an, die bei den
Debit-Credit-Experimenten generelle Anwendung fanden. Danach
folgt die Beschreibung mehrerer Experimente mit dieser Last, wo-
bei die Allokation von Log- und DB-Dateien, der Einfluß der Aus-
schreibstrategie (FORCE vs. NOFORCE) sowie einer mehrstufigen
DB-Pufferung untersucht werden. Die Pufferung von DB-Seiten
wird danach (Kap. 6.5.2.6) auch für die durch die Referenzmatrix in
Tab. 6-5 repräsentierte reale Last analysiert. Zum Abschluß ver-
wenden wir eine einfache synthetische Last, um den Einfluß von
Sperrkonflikten näher zu untersuchen.
6.5 Leistungsbewertung 147
Parameter-
vorgaben6.5.2.1 Parametereinstellungen für die
Debit-Credit-Experimente
Tab. 6-6 gibt einen Überblick der wichtigsten Parametereinstellun-
gen, die in den meisten Simulationsläufen unverändert blieben.
Die DB-Dimensionierung wurde dem TPC-Benchmark entspre-
chend für eine Transaktionsrate von 500 TPS vorgenommen. Be-
züglich BRANCH und TELLER wurde stets eine Clusterbildung
gewählt (Kap. 6.5.1.1), so daß ein BRANCH-Satz sowie die zehn
ihm zugeordneten TELLER-Sätze in derselben DB-Seite liegen.
Die Größe der HISTORY-Partition ist für unsere Zwecke unerheb-
lich, da immer an das aktuelle Dateiende eingefügt wird. Für die-
sen Satztyp wurde die Synchronisation abgestellt (Annahme eines
Spezialprotokolls), ansonsten werden die Sperren auf Seitenebene
angefordert. Die mittlere Netto-Pfadlänge pro Transaktion (ohne
E/A-Overhead) beträgt 250.000 Instruktionen, so daß bei einer Ge-
samtkapazität von 200 MIPS ein theoretisches Maximum von 800
TPS erreichbar sind. Bei 50 MIPS pro CPU beträgt die CPU-Bele-
gungszeit etwa 5 ms pro Transaktion. Ohne Wartezeiten ergibt
sich eine durchschnittliche Zugriffszeit pro Seite von 50 µs für den
EH, 1.4 ms für SSD und Platten-Cache, 6.4 ms für Log-Platten so-
wie 16.4 ms für DB-Platten. Für Log-Platten wurde eine kürzere
Tab. 6-6: Parameterbelegungen für Debit-Credit
Parameter Einstellungen
DB-Größe BRANCH: 500 Sätze, Blockungsfaktor 1
TELLER: 5.000 Sätze, Blockungsfaktor 10
(geclustert mit BRANCH)
ACCOUNT: 50.000.000 Sätze, Blockungsfaktor 10
HISTORY: Blockungsfaktor 20
Pfadlänge 250.000 Instruktionen pro Transaktion
Sperrmodus Seitensperren für BRANCH, TELLER, ACCOUNT;
keine Sperren für HISTORY
CPU-Kapazität 4 Prozessoren mit jeweils 50 MIPS
DB-Puffergröße (HS) 2000 Seiten
EH-Parameter 1 EH-Server;
50 µs mittlere Zugriffszeit pro Seite
E/A-Overhead 3000 Instruktionen (EH: 300 Instr. Vorlaufkosten)
Plattenzugriffszeit 15 ms für DB-Platten;
5 ms für Log-Platten
sonst. E/A-Zeiten 1 ms Controller-Belegungszeit,
0.4 ms Übertragungszeit pro Seite
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Wirksamkeit
eines Schreib-
puffersZugriffszeit gewählt, da hierauf vorwiegend sequentiell zugegriffen
wird, so daß Plattensuchzeiten weitgehend entfallen. Der CPU-
Overhead für die Speicherzugriffe liegt jeweils in der gleichen Grö-
ßenordnung. Für Platten- und SSD-Zugriffe werden im Mittel 3000
Instruktionen E/A-Overhead berechnet; ein synchroner EH-Zugriff
kostet wenigstens 2500 Instruktionen (50 µs bei 50 MIPS; EH-War-
tezeiten erhöhen diesen Wert) zuzüglich Vorlaufkosten von 300 In-
struktionen.
Variiert werden u.a. folgende Parameter: Ankunftsrate, Speicher-
allokation von Log- und DB-Dateien, die Änderungsstrategie
(FORCE, NOFORCE) sowie die Puffergrößen.
6.5.2.2 Allokation der Log-Datei
Im ersten Experiment wurden vier Alternativen zur Allokation der
Log-Datei untersucht: 1) Log-Zuordnung auf eine einzige Platte; 2)
Nutzung einer Platte mit Schreibpuffer in einem nicht-flüchtigen
Platten-Cache; 3) SSD-Allokation; 4) EH-residente Log-Datei. In
allen Fällen wurden die DB-Partitionen auf ausreichend viele Ma-
gnetplatten gelegt, so daß dort keine Engpässe auftraten. Als Aus-
schreibstrategie wurde NOFORCE verwendet.
Abb. 6-10 zeigt die durchschnittlichen Antwortzeitwerte pro Trans-
aktion für die vier Konfigurationen. Die Ankunftsrate wurde zwi-
schen 10 und 700 TPS variiert, wobei in letzterem Fall eine CPU-
Auslastung von über 90% erreicht wurde. Die Allokation auf eine
einzige Platte führte erwartungsgemäß zu einem Engpaß, der hier
aufgrund der eingestellten Zugriffszeit von 5 ms pro Seite bei etwa
180-200 TPS eintrat. In der Konfiguration ohne Schreibpuffer war





















Abb. 6-10: Einfluß der Log-Allokation
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Disk-Arraysjedoch bereits ab 100 TPS ein starker Antwortzeitanstieg aufgrund
von Wartezeiten an der Log-Platte zu verzeichnen. Wird ein
Schreibpuffer eingesetzt, so bleibt ein Durchsatzlimit von 200 TPS,
allerdings sind die Antwortzeiten aufgrund der asynchronen
Schreibvorgänge auf Platte bis kurz vor dem Limit nahezu unver-
ändert und sehr kurz. Erst bei voller Plattenauslastung kommt es
zu einem Rückstau, der den Schreibpuffer überfüllt und keine wei-
teren asynchronen Schreibvorgänge mehr ermöglicht. In den ande-
ren beiden Konfigurationen trat kein Log-Engpaß auf; die mit hö-
herer Ankunftsrate etwas ansteigenden Antwortzeiten sind auf
CPU-Wartezeiten zurückzuführen. Die besten Antwortzeiten erge-
ben sich bei EH-residenter Log-Datei; die SSD-Allokation ist je-
doch nur wenig ungünstiger. Das nur geringfügig bessere Ab-
schneiden einer EH-Allokation mag überraschen, angesichts der
mehr als zehnfachen Zugriffsgeschwindigkeit im Vergleich zu SSD.
Allerdings wird durch die SSD-Nutzung die E/A-Verzögerung eines
Plattenzugriffs bereits zum Großteil eliminiert, so daß die weiter-
gehende Beschleunigung durch einen EH-Einsatz nur noch ver-
gleichsweise geringe absolute Einsparungen ermöglicht (ca. 1.5 ms
pro E/A).
Die Ergebnisse verdeutlichen, daß ein Schreibpuffer vor allem die
Antwortzeiten verbessern kann, während die E/A-Raten und damit
der Transaktionsdurchsatz weiterhin durch die Magnetplatten be-
grenzt sind. Ein leichter Durchsatzvorteil ergibt sich dadurch, daß
aufgrund der asynchronen Plattenzugriffe eine höhere Plattenaus-
lastung als bei fehlendem Schreibpuffer möglich wird. Mit einem
Gruppen-Commit (Kap. 5.1.2) könnten wesentlich höhere Transak-
tionsraten erreicht werden, da dann die Log-Daten mehrerer
Transaktionen in einer E/A geschrieben werden. Andererseits zei-
gen die Ergebnisse, daß solch hohen Transaktionsraten auch dann
erreichbar werden, wenn die Log-Datei vollständig in einen nicht-
flüchtigen EH oder eine SSD gelegt werden. Dies bedeutet, daß
durch die Verwendung solch nicht-flüchtiger Halbleiterspeicher
auch mit einfacheren Logging-Strategien hohe Transaktionsraten
erzielt werden, so daß die Notwendigkeit, Optimierungen wie
Gruppen-Commit durch das DBS zu unterstützen, reduziert wird
(falls die höheren Speicherkosten in Kauf genommen werden).
Eine höhere E/A-Rate könnte auch durch eine physische Auftei-
lung der Log-Datei auf mehrere Platten erzielt werden. Wird dies
z.B. innerhalb eines Disk-Arrays realisiert, so kann die Verwen-
dung mehrerer Platten transparent für das DBS bleiben. Wie in




DBKap. 6.4.2 erwähnt, kann die Schreibdauer bei Verwendung von
Schreibpuffern innerhalb des Platten-Controllers auch hierbei
stark verbessert werden. Es lassen sich somit die Vorteile von Disk-
Arrays (hohe E/A-Raten) sowie einer Schreibpufferung in nicht-
flüchtigen Halbleiterspeichern (kurze Antwortzeiten) miteinander
verbinden.
6.5.2.3 Allokation von DB-Partitionen
Die folgenden sechs Konfigurationen zur Allokation von DB-Parti-
tionen wurden untersucht: 1) alle Partitionen (sowie die Log-Datei)
auf Platten ohne Cache; 2) DB-Partitionen und Log auf Platten mit
Schreibpuffer in nicht-flüchtigem Platten-Cache; 3) wie 2), jedoch
Schreibpuffer im EH; 4) DB-Partitionen und Log auf SSD; 5) EH-
residente Datenbank und Log-Datei; 6) Hauptspeicher-Datenbank,
Log auf Platte. Um die relativen Unterschiede hervorzuheben, wur-
den sämtliche DB-Partitionen sowie die Log-Datei (außer bei 6)
demselben Speichertyp zugeordnet. Die Anzahl der Platten und
Controller wurde jeweils ausreichend dimensioniert, um Engpässe
zu vermeiden. Die Änderungsstrategie war NOFORCE.
Abb. 6-11 zeigt die Antwortzeitergebnisse für die unterschiedlichen
Konfigurationen. Die absoluten Antwortzeitwerte sind zwar durch-
weg sehr klein, jedoch bestehen signifikante relative Unterschiede,
welche sich bei komplexeren Lasten auch in den absoluten Zeiten
deutlicher auswirken. Da E/A-Engpässe vermieden wurden und
auch Sperrkonflikte keine nennenswerte Rolle spielten, sind die
Antwortzeitunterschiede vor allem auf die Verwendung der unter-
schiedlichen Speichertypen zurückzuführen. Die besten Ergebnisse
ergaben sich wiederum bei Allokation der Daten im EH; hierbei wa-
ren die Antwortzeiten nahezu ausschließlich durch die CPU-Bele-
gungs- und -Wartezeiten bestimmt. Die Verwendung einer Haupt-
speicher-Datenbank liefert etwas höhere Werte aufgrund des Plat-
tenzugriffs zum Logging; eine Log-Allokation im EH hätte ähnliche
Antwortzeiten wie für die EH-residente Datenbank geliefert. Lie-
gen die Speicherkosten für nicht-flüchtige EH unter denen für
Hauptspeicher, so stellt also die Nutzung des EH eine kosteneffek-
tivere Lösung als die Verwendung einer Hauptspeicher-DB dar. Da
auch die bei SSD-Allokation erzielten Antwortzeiten nicht wesent-
lich schlechter liegen, ergibt sich eine weitere Verbesserung der Ko-
steneffektivität durch Nutzung dieses Speichertyps zur dauerhaf-
ten Allokation der Datenbank (bzw. einzelner Dateien). Ein weite-




E/A-Verhaltendas Betriebssystem bzw. SSD-Controller verwaltet werden, wäh-
rend Hauptspeicher-Datenbanken durch das Datenbanksystem zu
unterstützen sind. Auch werden durch die größere Entkopplung
der seitenadressierbaren Halbleiterspeicher im Vergleich zum
Hauptspeicher die Verfügbarkeitsprobleme von Hauptspeicher-
Datenbanken vermieden: ein Rechnerausfall kann wie in her-
kömmlichen DBS behandelt werden und erfordert keine Rekon-
struktion der gesamten Datenbank.
Die vollständige Allokation der Datenbank in Halbleiterspeicher
ist sicherlich in den meisten Fällen nicht kosteneffektiv, für die De-
bit-Credit-Anwendung insbesondere nicht für die riesigen HI-
STORY- und ACCOUNT-Satztypen. Abb. 6-11 zeigt jedoch, daß be-
reits durch die Nutzung eines Schreibpuffers signifikante Antwort-
zeitverbesserungen erreicht werden. Dieser Ansatz ist weit kosten-
effektiver, da die Verbesserungen durch einen relativ kleiner Puf-
ferbereich in nicht-flüchtigem Halbleiterspeicher erreicht werden.
Der EH-Schreibpuffer schneidet nur geringfügig besser ab als die
Verwendung von Platten-Caches. Die Kosteneffektivität ist jedoch
eher höher, da bei Platten-Caches pro Platten-Controller ein eige-
ner Schreibpuffer notwendig ist, während ein einziger EH-Schreib-
puffer alle Platten bedienen kann.
Die Antwortzeitergebnisse lassen sich weitgehend durch das E/A-
Verhalten erklären. Eine Puffergröße von 2000 Seiten bewirkte pro
Transaktion etwas mehr als eine Fehlseitenbedingung, die für den
ACCOUNT-Zugriff auftrat. Da für die Debit-Credit-Last nur geän-

















DB, Log auf Platte
Schreibpuffer (Pl.-Cache)
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EH-resident
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Abb. 6-11: Einfluß der DB-Allokation








Speichertypenderte Seiten im Puffer vorliegen, verursachte jede Fehlseitenbedin-
gung eine weitere E/A zum Zurückschreiben der zu ersetzenden
Seite. Die somit etwa zwei E/A-Vorgänge auf die permanente Da-
tenbank sowie die Log-E/A verursachen eine Verzögerung von ca.
40 ms bei Magnetplatten. Ein Schreibpuffer eliminiert weitgehend
die Verzögerungen für die zwei schreibenden E/A-Vorgänge. Erst
die vollständige Allokation der ACCOUNT-Datei in Halbleiterspei-
cher kann auch den verbleibenden lesenden Plattenzugriff noch be-
seitigen, jedoch zu unvertretbar hohen Speicherkosten.
Die E/A-Verzögerung bei der Seitenersetzung ist auf die Verwen-
dung der synchronen Write-Back/NOFORCE-Strategie zurückzu-
führen. Ein vorausschauendes Ausschreiben geänderter Seiten in-
nerhalb einer ausgefeilteren Pufferverwaltung hätte diese Verzöge-
rung weitgehend vermeiden können, so daß nur eine synchrone Da-
tenbank-E/A (Lesezugriff auf ACCOUNT) sowie die Log-E/A ver-
blieben wären. Damit wären die Unterschiede zwischen der plat-
tenbasierten Konfiguration sowie der Verwendung eines
Schreibpuffers wesentlich geringer als in Abb. 6-11 ausgefallen.
Auf der anderen Seite kann wiederum argumentiert werden, daß
die Notwendigkeit einer komplexen Pufferverwaltung mit asyn-
chronem Ausschreiben von Änderungen durch das DBS durch die
Nutzung nicht-flüchtiger Halbleiterspeicher entfällt. Denn das
asynchrone Schreiben von Änderungen wird bei Einsatz eines
Schreibpuffers außerhalb des DBS geleistet, wobei dies nicht nur
DB-Seiten, sondern auch dem Logging (sowie anderen Anwendun-
gen) zugute kommt. Damit wird sogar ein besseres Leistungsver-
halten als mit der aufwendigeren Pufferverwaltung möglich.
Unsere Ergebnisse zeigen bereits, daß es sinnvoll sein kann, die un-
terschiedlichen Einsatzformen und Speichertypen innerhalb einer
Konfiguration zu kombinieren. So sollte die Log-Datei sowie die
kleine BRANCH/TELLER-Partition resident in SSD (oder nicht-
flüchtigem EH) gehalten werden, während für ACCOUNT und HI-
STORY Magnetplatten in Kombination mit einem Schreibpuffer
(innerhalb von Platten-Caches bzw. EH) empfehlenswert sind.
6.5.2.4 FORCE vs. NOFORCE
Um den Einfluß der Ausschreibstrategie zu untersuchen, verwen-
deten wir die im letzten Experiment betrachteten Speicherkonfigu-
rationen für den Fall einer FORCE-Strategie. Es ergab sich dabei
zwar die gleiche Reihenfolge, jedoch traten signifikante Verschie-








NOFORCE6-12 anhand der Antwortzeitresultate für drei Speicherkonfigura-
tionen verdeutlicht.
Die Antwortzeiten für FORCE liegen generell höher als bei NO-
FORCE, da durch die synchronen Ausschreibvorgänge am Trans-
aktionsende größere E/A-Verzögerungen entstehen*. Während dies
für eine DB-Allokation auf Magnetplatten eine erhebliche Ant-
wortzeitverschlechterung bewirkt, sinken die Unterschiede zu NO-
FORCE mit der Zugriffsgeschwindigkeit des verwendeten Spei-
chermediums deutlich (Abb. 6-12). Bereits die Nutzung geringer
Mengen nicht-flüchtigen Halbleiterspeichers in Form eines
Schreibpuffers führt dazu, daß die Antwortzeiten für FORCE nur
noch geringfügig höher als für NOFORCE liegen. Dies zeigt, daß
auch mit FORCE eine hohe Leistungsfähigkeit erreicht werden
kann, da FORCE vom Einsatz nicht-flüchtiger Halbleiterspeicher
stärker als NOFORCE profitiert. Abb. 6-12 zeigt zudem, daß ein
FORCE-Ansatz mit Schreibpuffer besser abschneidet als ein plat-
tenbasiertes NOFORCE. Dies deutet wiederum daraufhin, daß
durch Verwendung nicht-flüchtiger Halbleiterspeicher signifi-
kante Leistungssteigerungen erreicht werden, ohne innerhalb des
DBS aufwendige und weitreichende Optimierungen wie die Um-
stellung der Ausschreibstrategie von FORCE auf NOFORCE vor-
nehmen zu müssen.
* Für FORCE treten drei Schreibvorgänge am Transaktionsende auf. An-
dererseits liegen stets ungeänderte Seiten zur Ersetzung vor, so daß bei
der Ersetzung keine Schreibverzögerungen wie bei NOFORCE auftre-
ten. Pro Transaktion sind somit zwei schreibende E/A-Vorgänge mehr
als bei NOFORCE abzuwickeln.
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Abb. 6-12: FORCE vs. NOFORCE




LERAllerdings betreffen diese Aussagen primär das Antwortzeitverhal-
ten. Denn ein FORCE-Ansatz mit Schreibpuffer verursacht weiter-
hin erheblich mehr Plattenzugriffe sowie einen höheren E/A-Over-
head als NOFORCE. So war es auch erforderlich, die kleine
BRANCH/TELLER-Partition auf mehrere Platten aufzuteilen, um
einen E/A-Engpaß zu vermeiden. Die Allokation der Partition auf
eine Platte hätte den Durchsatz für FORCE auf weniger als 70 TPS
begrenzt. Der Engpaß kann auch durch Zuordnung der Partition
auf SSD bzw. nicht-flüchtigen EH behoben werden. Die vollstän-
dige Allokation kritischer Dateien in nicht-flüchtige Halbleiterspei-
cher ist also bei FORCE von besonderem Interesse, um so drohende
E/A-Engpässe abzuwenden.
6.5.2.5 Mehrstufige DB-Pufferung bei Debit-Credit
Neben einer Pufferverwaltung im Hauptspeicher wurde die Puffe-
rung von DB-Seiten innerhalb eines erweiterten DB-Puffers im EH
sowie innerhalb von flüchtigen und nicht-flüchtigen Platten-Ca-
ches untersucht. Dazu wurde in einem ersten Experiment die
Größe des Hauptspeicherpuffers von 200 bis 5000 Seiten für die in
Abb. 6-13 bezeichneten Konfigurationen variiert. Für die Platten-
Caches wurde jeweils eine Puffergröße von 1000 Seiten, für den
EH-Puffer von 500 und 1000 Seiten eingestellt. Um die Vergleich-
barkeit der Ergebnisse zu erleichtern, wurde wie für die DB-Puffe-
rung im Hauptspeicher und EH auch für die Platten-Caches ein ge-
meinsamer (globaler) Pufferbereich für alle Partitionen verwendet.
Bei den Konfigurationen, die einen EH bzw. nicht-flüchtigen Plat-
ten-Cache verwenden, erfolgte das Logging ebenfalls über diese
Speichertypen. Abb. 6-13 zeigt zum Vergleich auch die Ergebnisse
mit einem Schreibpuffer in nicht-flüchtigem Platten-Cache. Die Si-
mulationsläufe wurden für eine feste Transaktionsrate von 500
TPS sowie für NOFORCE durchgeführt.
Das Pufferverhalten ist weitgehend durch die kleine
BRANCH/TELLER-Partition (500 Seiten) bestimmt. Auf der gro-
ßen ACCOUNT-Partition konnten aufgrund der wahlfreien Zu-
griffsverteilung unabhängig von der Puffergröße nahezu keine
Treffer erzielt werden; für HISTORY bewirkte der eingestellte
Blockungsfaktor von 20 jeweils eine Trefferrate von 95%. Da
BRANCH- und TELLER-Sätze geclustert wurden, ergaben sich
höchstens für die BRANCH-Zugriffe Fehlseitenbedingungen im
Hauptspeicher, während für den TELLER-Zugriff stets ein Treffer





ten-Cachesrung des Hauptspeicherpuffers für eine Puffergröße von unter
2000 Seiten am effektivsten, da in diesem Bereich noch viele Fehl-
seitenbedingungen auf BRANCH auftraten. Da referenzierte AC-
COUNT- und HISTORY-Seiten aufgrund von LRU einen Großteil
des Hauptspeicherpuffers belegten, konnten erst für eine Puffer-
größe von 2000 Seiten die 500 Seiten der BRANCH/TELLER-Par-
tition weitgehend im Hauptspeicher gehalten werden. Bei weiterer
Puffervergrößerung (5000 Seiten) traten keine nennenswerten
Verbesserungen mehr auf.
Mit einem flüchtigen Platten-Cache konnten nur bei sehr kleinem
Hauptspeicherpuffer geringe Verbesserungen durch Lesetreffer
auf der BRANCH/TELLER-Partition erreicht werden. Sobald der
Hauptspeicherpuffer die Größe des Platten-Caches (1000 Seiten)
erreichte, traten dort keinerlei Treffer mehr auf (Tab. 6-7), so daß
danach die gleichen Antwortzeiten wie ohne Platten-Cache erzielt
wurden. Starke Verbesserungen ergeben sich bei Nutzung eines
nicht-flüchtigen Platten-Caches bzw. mit einem EH-Puffer, da
dann sämtlichen synchronen Schreibvorgänge auf Platte elimi-
niert wurden (asynchrones Write-Through)*. Dabei konnte bereits
* Die Verwendung der synchronen Write-Back-Strategie bei den nicht-
flüchtigen Platten-Caches ergab i.a. schlechtere Ergebnisse als das
asynchrone Write-Through, da beim Einfügen in den Puffer Verzögerun-
gen zum Ersetzen geänderter Seiten auftreten können (Kap. 6.4.1). Der
Vorteil des Write-Back-Ansatzes, die Reduzierung von Plattenzugriffen
durch Akkumulierung von Änderungen, kommt nur bei Durchsatzeng-
pässen auf den Platten zum Tragen.


























Abb. 6-13: Vergleich unterschiedlicher Pufferkonfi-
gurationen (500 TPS)




Platten-Cachemit einem Schreibpuffer ein Großteil der E/A-Einsparungen erzielt
werden. Der Abstand zu den Resultaten bei Dateipufferung in
nicht-flüchtigem Platten-Cache in Abb. 6-13 entspricht den durch
Lesetreffer erreichten Einsparungen. Am effektivsten war die Nut-
zung eines erweiterten DB-Puffers im EH. Selbst ein EH-Puffer von
500 Seiten führte zu besseren Antwortzeiten als ein Platten-Cache
von 1000 Seiten.
Die Betrachtung der erreichten Trefferraten in Tab. 6-7 (zunächst
für NOFORCE) gibt näheren Aufschluß über die Effektivität der
DB-Pufferung. Während sich die Hauptspeicher-Trefferraten mit
wachsender Größe des Hauptspeicherpuffers verbessern, sinken
die zusätzlich erreichten Trefferraten auf der zweiten Speichere-
bene (EH-Puffer bzw. Platten-Cache). Die Tabelle zeigt, daß von
den drei Puffertypen außerhalb des Hauptspeichers die EH-Puffe-
rung die besten Trefferraten erreicht, gefolgt von der Nutzung ei-
nes nicht-flüchtigen Platten-Caches. Überraschenderweise erga-
ben sich die schlechtesten Trefferraten für flüchtige Platten-Ca-
ches. Die im Vergleich zur EH-Pufferung geringere Effektivität von
Platten-Caches ist darauf zurückzuführen, daß sie unabhängig vom
DB-Puffer im Hauptspeicher verwaltet werden. Dies führte dazu,
daß dieselben Seiten häufig sowohl im Hauptspeicher als im Plat-
ten-Cache gepuffert wurden. Die Treffer treten dann natürlich im
Hauptspeicher auf; im Platten-Cache wird nur unnötigerweise der
Platz belegt, der für eine Pufferung von Seiten, die nicht im Haupt-
speicher vorliegen, besser genutzt werden könnte. Die Doppelpuffe-
rung der Seiten ergibt sich dadurch, daß nach einer Fehlseitenbe-
dingung im Platten-Cache (Read-Miss), die Seite in den Platten-Ca-
che sowie in den Hauptspeicherpuffer gebracht wird. Ist der Plat-
ten-Cache größer als der Hauptspeicherpuffer, erhöht sich die Ef-
fektivität der Platten-Caches, da dann dort verstärkt auch solche
Seiten vorliegen, die nicht im Hauptspeicher gepuffert sind.
Hauptspeicher-Puffergröße
200 500 1000 2000
HS-Trefferrate 53.7 59.6 66.7 72.5
fl. Pl.-Cache 1000 12.8 5.6 0 0
n.-fl. Pl.-Cache 1000 13.0 7.4 3.8 0.8
EH-Puffer 1000 14.8 11.0 5.7 1.1
EH-Puffer 500 9.2 7.1 3.9 0.8
fl. Pl.-Cache 1000 12.4 6.9 0.1 0
n.-fl. Pl.-Cache 1000 12.8 7.0 0.1 0









Tab. 6-7: Trefferraten im Hauptspeicher sowie im EH








Platten-CachesBei der Koordinierung der DB-Pufferung im Hauptspeicher sowie
im EH durch das DBS konnte für NOFORCE dagegen eine dop-
pelte Pufferung derselben Seiten vollkommen vermieden werden
(s. Kap. 6.4.3). Dies führte nicht nur zu besseren Trefferraten im
EH-Puffer als im Platten-Cache, sondern die Summe der Trefferra-
ten im Hauptspeicher- und im EH-Puffer erreichte die gleichen
Werte wie mit einem Hauptspeicherpuffer, dessen Größe der kom-
binierten Größe der beiden DB-Puffer entspricht. So zeigt Tab. 6-7,
daß die mit einem Hauptspeicher- und EH-Puffer von jeweils 500
Seiten erreichte gemeinsame Trefferrate von 66.7% (59.6 + 7.1)
dem Wert für einen Hauptspeicherpuffer von 1000 Seiten ent-
spricht. Dies trifft auch für weitere Kombinationen von Hauptspei-
cher-/EH-Puffergrößen zu, z.B. 2000/0 vs. 1000/1000 sowie
1000/500 vs. 500/1000. Aufgrund der sehr schnellen EH-Zugriffs-
zeiten führten die EH-Treffer praktisch zu den gleichen Antwort-
zeiten wie für Hauptspeichertreffer mit einem vergrößerten
Hauptspeicherpuffer (Abb. 6-13 verdeutlicht dies z.B. für die Kom-
binationen 500/1000 und 1000/500). Diese wichtige Beobachtung
verdeutlicht, daß für NOFORCE nur die kombinierte Größe des
Hauptspeicher- und EH-Puffers maßgebend ist. Da die EH-Spei-
cherkosten wesentlich unter den Hauptspeicherkosten liegen,
kann die Kosteneffektivität der DB-Pufferung durch Verwendung
eines kleinen Hauptspeicher- und großen EH-Puffers stark verbes-
sert werden gegenüber Konfigurationen, die nur eine Hauptspei-
cherpufferung einsetzen.
Noch nicht erklärt wurde, warum für nicht-flüchtige Platten-Ca-
ches bessere Lesetrefferraten als für flüchtige Platten-Caches er-
zielt wurden. Dies ist keine Konsequenz der Nicht-Flüchtigkeit,
sondern der Verwendung unterschiedlicher Schreibstrategien. Bei
nicht-flüchtigen Platten-Caches wurde die Write-Allocate-Strate-
gie verfolgt, bei der jede vom Hauptspeicher kommende Seite in
den Cache aufgenommen wird. Bei flüchtigen Platten-Caches
wurde dagegen, wie in realen Produkten der Fall, der Write-Up-
date-Ansatz gewählt, wobei im Fall eines Write-Misses die Seite
nicht in den Platten-Cache übernommen wird (Kap. 6.4.2). Auf-
grund des verzögerten Ausschreibens geänderter Seiten bei NO-
FORCE treten jedoch fast nur Write-Misses auf, so daß im Gegen-
satz zu den nicht-flüchtigen Platten-Caches kaum Seiten vom
Hauptspeicherpuffer in den Platten-Cache migrierten. Insbeson-
dere wurden für die flüchtigen Platten-Caches keinerlei Treffer er-
reicht, wenn der Platten-Cache kleiner als der Hauptspeicherpuf-
fer ist (Tab. 6-7), da dann der Platten-Cache eine echte Teilmenge
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Ergebnisse für
FORCEdes Hauptspeicherpuffers hielt. Die Ergebnisse zeigen, daß die Ef-
fektivität flüchtiger Platten-Caches, die in Kombination mit einer
Hauptspeicherpufferung genutzt werden sollen, durch Umstellung
auf eine Write-Allocate-Strategie leicht verbessert werden kann.
Eine weitere Verbesserung für flüchtige und nicht-flüchtige Plat-
ten-Caches kann erreicht werden, wenn die mehrfache Pufferung
derselben Seiten umgangen wird, indem bei einem Read-Miss im
Platten-Cache die betreffende Seite dort nicht eingefügt wird, wenn
bekannt ist, daß eine Pufferung der Seite im Hauptspeicher erfol-
gen wird*. Diese Erweiterungen lassen sich durch entsprechende
Parametrisierung der E/A-Befehle leicht realisieren.
Im Falle einer FORCE-Strategie reduzierte sich die Effektivität
der DB-/Dateipufferung im EH bzw. in den Platten-Caches. Dies er-
gab sich aufgrund der höheren Schreibrate auf die Puffer der Zwi-
schenspeicher, was zu einer kürzeren Pufferungsdauer von Seiten
und damit einer geringeren Wahrscheinlichkeit der Rereferenzie-
rung führte. Dies verdeutlichen die mit FORCE erzielten Trefferra-
ten in Tab. 6-7 (unterer Teil), die meist unter den Werten für NO-
FORCE liegen. Vergleichsweise günstige Trefferraten wurden je-
doch für flüchtige Platten-Caches registriert, wobei kaum noch ein
Unterschied zu den nicht-flüchtigen Platten-Caches auftrat. Dies
geht darauf zurück, da für FORCE das Ausschreiben geänderter
Seiten kurz nach ihrer Referenzierung erfolgt, so daß eine große
Anzahl von Schreibtreffern im Platten-Cache erzielt wird. Die be-
sten Trefferraten wurden wiederum im EH-Puffer erzielt, wenn-
gleich dabei eine starke Verschlechterung gegenüber NOFORCE
auftrat, da jetzt auch hier eine doppelte Pufferung derselben Seiten
auftrat.
Wie in Kap. 6.4.3 schon erwähnt, ist es jedoch möglich, diesen
Nachteil bei FORCE zu umgehen und somit dieselben Trefferraten
wie für NOFORCE zu erreichen, wenn die Änderungen am Trans-
aktionsende nicht in den erweiterten DB-Puffer geschrieben wer-
den, sondern nur in einen Schreibpuffer. Diese Vorgehensweise
kann prinzipiell auch mit den Platten-Caches erreicht werden, wo-
bei dann jedoch bei dem (FORCE-)Schreibvorgang mitzuteilen
wäre, daß keine Einfügung in den Dateipuffer erfolgen soll (Write-
Purge-Schreibstrategie, Kap. 6.4.1). Ein Problem dabei ist, daß
dann der Dateipuffer im Platten-Cache kaum noch genutzt würde,
* Für sequentielle Dateien, für die ein Prefetching durchgeführt wird, ist








Lastda keine Seiten mehr vom Hauptspeicher dorthin migrieren wür-
den. Dazu wäre es dann nämlich erforderlich, auch ungeänderte
Seiten in den Platten-Cache auszuschreiben.
Obwohl wir eine dreistufige Pufferung von DB-Seiten nicht explizit
untersucht haben, können die zu erwarteten Ergebnisse aus den
bereits vorliegenden leicht abgeleitet werden. Denn die Nutzung
eines Dateipuffers innerhalb von Platten-Caches zusätzlich zu ei-
ner DB-Pufferung im EH würde prinzipiell dieselben Ergebnisse
liefern wie in Kombination mit einem größeren Hauptspeicherpuf-
fer. Ein solcher Ansatz erscheint jedoch wenig sinnvoll, es sei denn,
die Speicherkosten für den Platten-Cache liegen signifikant unter
denen des EH und die Nutzung des Platten-Caches kann über eine
erweiterte E/A-Schnittstelle besser als derzeit der Fall auf die DB-
Pufferung im Hauptspeicher bzw. EH abgestimmt werden.
6.5.2.6 Mehrstufige DB-Pufferung bei der realen Last
Da die Debit-Credit-Last aufgrund ihrer Dominanz von Ände-
rungszugriffen sowie der weitgehend wahlfreien Zugriffsverteilung
sicher keine repräsentative Last zur Untersuchung von Pufferstra-
tegien darstellt, haben wir die Untersuchung verschiedener Puffer-
konfigurationen auch für reale Lasten durchgeführt. Im folgenden
beschreiben wir dazu einige Ergebnisse für die Last, deren Zu-
griffsverhalten durch die Referenzmatrix in Tab. 6-5 charakteri-
siert wird. Neben einer stark ungleichmäßigen Zugriffsverteilung
bezüglich verschiedener sowie innerhalb von Partitionen weist
diese Last vorwiegend Lesezugriffe auf. Obwohl etwa 20% der
Transaktionen Änderungen vornehmen, sind lediglich 1.6% der
DB-Referenzen ändernde Zugriffe.
Abb. 6-14 und Abb. 6-15 zeigen die Antwortzeitergebnisse für die
verschiedenen Pufferkonfigurationen sowie einer festen Ankunfts-
rate und NOFORCE. Aufgrund des geringen Anteils ändernder Re-
ferenzen ergaben sich keine wesentlichen Unterschiede zwischen
FORCE und NOFORCE. Die Antwortzeitangaben beziehen sich
auf eine künstliche Transaktion, die die durchschnittliche Anzahl
von DB-Referenzen bezogen auf alle Transaktionen im DB-Trace
ausführt*. Die Parameterwerte wurden weitgehend wie für die De-
bit-Credit-Experimente gewählt (Tab. 6-6), insbesondere bei den
CPU- und Speichermerkmalen.
* Diese Antwortzeit wird ermittelt, indem die mittlere Bearbeitungszeit
pro Referenz multipliziert wird mit der mittleren Anzahl von Referenzen
pro Transaktion.
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EH-Pufferung
wieder am
effektivstenZunächst wurde eine feste Größe des EH-Puffers bzw. der Platten-
Caches von 2000 Seiten gewählt und die Größe des Hauptspeicher-
puffers von 100 bis 2000 Seiten variiert (Abb. 6-14). Die Vergröße-
rung des Hauptspeicherpuffers wirkt sich wiederum am stärksten
auf die Antwortzeiten aus, wenn nur eine Hauptspeicherpufferung
vorgenommen wird. Für eine zweistufige Pufferverwaltung konn-
ten bereits bei kleinem Hauptspeicherpuffer gute Antwortzeiter-
gebnisse erzielt werden, begünstigt durch die relativ großen Puffer
im EH bzw. Platten-Cache. Aufgrund des hohen Anteil lesender Re-
ferenzen war die Verwendung eines flüchtigen Platten-Caches weit
erfolgreicher als für die Debit-Credit-Last. Es wurden dabei prak-
tisch die gleichen Trefferraten wie für den nicht-flüchtigen Platten-
Cache erzielt; die leichten Antwortzeitunterschiede gehen lediglich
auf das Logging zurück. Die Nutzung eines erweiterten DB-Puffers
im EH erreichte wiederum die besten Trefferraten und Antwortzei-
ten, da eine doppelte Pufferung derselben Seiten verhindert wurde.
Für diese Last machte sich vor allem die Verdrängung ungeänder-
ter Seiten vom Hauptspeicher in den EH positiv bemerkbar, wäh-
rend bei den Platten-Caches nur geänderte Seiten vom Hauptspei-
cher übernommen werden. Die Untersuchung verschiedener Konfi-
gurationen zur EH-Pufferung zeigte, daß für NOFORCE i.a. die be-
sten EH-Trefferraten erzielt werden, wenn sowohl geänderte als
auch ungeänderte Seiten vom Hauptspeicher- in den EH-Puffer mi-
grieren.
In Abb. 6-15 wurde die Größe des Hauptspeicherpuffers konstant
gewählt (1000 Seiten) und die Puffergröße auf der zweiten Speiche-
rebene variiert. Die Ergebnisse für den Wert 0 entsprechen dabei





















Abb. 6-14: Variation der Hauptspeicherkapazität für die reale Last
6.5 Leistungsbewertung 161dem Fall mit einer Pufferung nur im Hauptspeicher. Man erkennt,
daß die Platten-Caches keine nennenswerten Antwortzeitverbes-
serungen erreichen, solange ihre Größe nicht über der des Haupt-
speicherpuffers liegt (aufgrund der replizierten Pufferung dersel-
ben Seiten im Hauptspeicher und Platten-Cache ergeben sich
kaum Treffer im Platten-Cache). Mit einem EH-Puffer wurden für
sämtliche Puffergrößen weit bessere Trefferraten als mit den Plat-
ten-Caches erreicht.
6.5.2.7 Einfluß von Sperrkonflikten
Um die Auswirkungen der durch die Zwischenspeicher erreichten
E/A-Verbesserungen auf das Sperrverhalten zu untersuchen, ver-
wendeten wir eine einfache synthetische Transaktionslast mit ei-
nem Transaktionstyp und zwei DB-Partitionen. Jede Transaktion
dieses Transaktionstyps referenziert dabei im Mittel 10 Sätze, wo-
bei der Änderungsanteil 100% beträgt. Über eine relative Refe-
renzmatrix wurde ferner festgelegt, daß 80% der Zugriffe auf die
kleinere Partition, bestehend aus 10.000 Sätzen, und 20% der Zu-
griffe auf die zweite Partition mit 100.000 Sätzen entfallen. Damit
liegt auf der kleinen Partition eine 40-fache Zugriffshäufigkeit pro
Satz vor. Für beide Partitionen wurde der Blockungsfaktor 10 ver-
wendet. Wie für die Debit-Credit-Last wurde eine mittlere Pfad-
länge von 250.000 Instruktionen pro Transaktion, eine CPU-Kapa-
zität von 4*50 MIPS sowie eine Hauptspeicher-Puffergröße von
2000 Seiten gewählt.















Abb. 6-15: Variation der Puffergröße auf der zweiten Speicherebene








det nur, falls DB
vollständig
EH-residentAbb. 6-16 zeigt die Antwortzeitresultate zu diesem Transaktions-
typ für drei verschiedene Speicherallokationen sowie für Satz- und
Seitensperren; die Ankunftsrate wurde von 10 bis 700 TPS variiert.
Die Log-Datei sowie die beiden DB-Partitionen werden entweder
Magnetplatten zugeordnet oder vollständig in nicht-flüchtigem EH
gehalten. In einer dritten (gemischten) Allokation wird nur die klei-
nere Partition sowie der Log im EH allokiert, die große DB-Parti-
tion dagegen auf Platte.
Abb. 6-16 verdeutlicht, daß für Seitensperren die verfügbare CPU-
Kapazität für die plattenbasierte sowie die gemischte Speicherallo-
kation nicht ausgeschöpft werden konnte. Der Durchsatz war auf-
grund von Sperrengpässen auf der kleinen Partition auf etwa 120
TPS für die plattenbasierte und 150 TPS für die gemischte Alloka-
tion beschränkt. Für beide Konfigurationen konnte der Sperreng-
paß durch Verwendung von Satzsperren behoben werden, da damit
die Anzahl der sperrbaren Objekte um das Zehnfache anstieg. In-
teressanterweise verursachte die Verwendung von Seitensperren
keine Sperrprobleme, wenn die gesamte Datenbank sowie der Log
EH-resident geführt werden. In diesem Fall traten kaum E/A-Ver-
zögerungen auf, so daß die Antwortzeiten sehr kurz blieben. Dies
wiederum reduzierte die Anzahl gleichzeitig aktiver Transaktionen
sowie die Sperrhaltezeiten, so daß kaum Sperrverzögerungen auf-
traten.
In den beiden anderen Konfigurationen sind die Antwortzeiten
weitgehend durch E/A-Verzögerungen für Logging sowie auf der
























Abb. 6-16: Seiten- vs. Satzsperren für unterschiedliche
Speicherallokationen
6.5 Leistungsbewertung 163größeren DB-Partition bestimmt; die kleine Partition konnte im
Hauptspeicherpuffer gehalten werden. Bei der gemischten Alloka-
tion wurde nur der Plattenzugriff für Logging eingespart, nicht je-
doch für die DB-Zugriffe auf der großen Partition. Weiterhin war
es im Gegensatz zur Debit-Credit-Last hier nicht möglich, die am
häufigsten referenzierten Objekte zuletzt innerhalb einer Trans-
aktion zu referenzieren. Vielmehr mußten jetzt Sperren auf den
häufig referenzierten Objekten der kleinen Partition über mehrere
Plattenzugriffe hinweg gehalten werden, was zu erheblichen
Sperrkonflikten führte. Die Sperrprobleme konnten in unserem
Beispiel zwar durch Satzsperren gelöst werden, jedoch wäre es
auch dafür möglich gewesen, Lasten mit dauerhaften Sperrengpäs-
sen zu erzeugen.
Das Experiment verdeutlicht, daß die Nutzung nicht-flüchtiger
Halbleiterspeicher für die am häufigsten referenzierten DB-Berei-
che bzw. die Log-Datei i.a. nicht garantieren kann, daß das Aus-
maß an Sperrkonflikten klein genug gehalten wird, so daß die ver-
fügbare CPU-Kapazität voll genutzt werden kann. Dies geht dar-
auf zurück, daß die verbleibenden Plattenzugriffe immer noch aus-
reichen können, Sperrengpässe für konfliktträchtige Anwendun-
gen zu erzeugen. Eine vollständige Vermeidung von (synchronen)
Plattenzugriffen durch EH-residente Datenbanken ist eine mögli-
che Lösung des Problems, die jedoch hohe Speicherkosten verur-
sacht. Die Alternative ist, wie auch für konventionelle DBS ohne
nicht-flüchtige Halbleiterspeicher, effektivere Sperrprotokolle zu
verwenden (Verwendung von Satzsperren, Mehrversionen-Sperr-
konzepte, Einsatz von Spezialprotokollen für "Hot Spot"-Objekte,
u.ä.) bzw. Sperrengpässe durch einen revidierten Datenbank- und
Anwendungsentwurf zu eliminieren.








Schreibpuffer6.5.3 Zusammenfassung der Simulationsstudie
Die Simulationsstudie diente vor allem dazu, für die seitenadres-
sierbaren Halbleiterspeicher wie Platten-Cache, SSD und erweiter-
ter Hauptspeicher die wichtigsten Einsatzformen (Kap. 6.3) mit
Hinblick auf Transaktionsanwendungen quantitativ zu bewerten.
Die wesentlichsten Erkenntnisse, welche auch die am Anfang von
Kap. 6.5 gestellten Fragen beantworten, können folgendermaßen
zusammengefaßt werden:
- Die E/A-Optimierung durch nicht-flüchtige Halbleiterspeicher führt
nahezu immer zu signifikanten Antwortzeitverbesserungen gegen-
über einer konventionellen E/A-Architektur ohne Zwischenspeicher.
Eine Verbesserung von Transaktionsraten wird erreicht in Fällen,
bei denen ansonsten E/A- und/oder Sperrengpässe die volle Nutzung
der CPU-Kapazität verhindern.
- Die weitgehendsten Verbesserungen werden erreicht, wenn DB-
Bereiche bzw. die Log-Datei vollständig nicht-flüchtigen Halbleiter-
speichern zugeordnet werden (Eliminierung aller Plattenzugriffe).
Es werden dabei ähnliche Leistungswerte erreicht wie für Haupt-
speicher-Datenbanken, jedoch zu geringeren Speicherkosten. Fer-
ner können die Leistungsvorteile ohne Modifikation im DBS erreicht
werden, und die Verfügbarkeitsprobleme von Hauptspeicher-Daten-
banken werden vermieden. Die Verwendung von SSD für diese Ein-
satzform erscheint derzeit am kosteneffektivsten. Die Bestimmung,
ob eine Datei auf Platte oder resident in nicht-flüchtigem Halbleiter-
speicher gehalten werden sollte, kann analog zur Vorgehensweise in
Kap. 5.2 erfolgen*.
- Die Nutzung eines Schreibpuffers in nicht-flüchtigen Halbleiterspei-
cher (EH oder Platten-Cache) ist ein einfacher und kosteneffektiver
Ansatz, das Leistungsverhalten änderungsintensiver Anwendungen
zu verbessern. Die asynchrone Durchführung von Schreibvorgängen
auf Platte verbessert primär die Antwortzeiten; Durchsatzvorteile
ergeben sich dadurch, daß für Schreibvorgänge eine höhere Platten-
auslastung toleriert werden kann.
- Die mehrstufige Pufferung von DB-Seiten erfordert eine enge
Abstimmung der Pufferverwaltung auf den verschiedenen Ebenen.
* Mit den in Kap. 5.2 eingeführten Bezeichnungen wäre so eine Dateiallo-
kation im EH (bzw. SSD) kosteneffektiv, wenn gilt:
$EH / $Arm < ZO / GO bzw.
$SSD / $Arm < ZO / GO.
Dabei bezeichnet $EH bzw. $SSD die Speicherkosten (pro MB) für EH
bzw. SSD. Wenn z.B. die EH-Speicherkosten nur halb so hoch wie für
Hauptspeicher liegen, lohnt sich unter Durchsatzaspekten eine EH-Allo-
kation bereits für Dateien mit der halben Zugriffshäufigkeit, wie für eine
kosteneffektive Hauptspeicherallokation erforderlich. Eine EH-Alloka-
















problematikHierbei ist vor allem darauf zu achten, daß eine replizierte Puffe-
rung derselben Seiten weitgehend vermieden wird und sowohl
geänderte als auch ungeänderte Seiten bei einer Verdrängung in
den Puffer auf der nächsten Speicherebene migrieren. Dies ist bei
der Verwendung von heutigen Platten-Caches in Kombination mit
einer Pufferung im Hauptspeicher nicht der Fall, könnte jedoch
durch geeignete Erweiterungen der E/A-Schnittstelle erreicht wer-
den. Die in flüchtigen Platten-Caches verwendete Write-Update-
Strategie ist in Kombination mit einer Hauptspeicherpufferung
unvorteilhaft und sollte durch ein Write-Allocate ersetzt werden.
Die gemeinsame Verwaltung eines DB-Puffers im Hauptspeicher
sowie im erweiterten Hauptspeicher durch das DBS ermöglicht eine
optimale Abstimmung und ein sehr gutes Leistungsverhalten. Die
Kosteneffektivität der DB-Pufferung kann durch Verwendung eines
kleinen Hauptspeicher- und großen EH-Puffers deutlich erhöht
werden gegenüber Konfigurationen, die nur eine Hauptspeicherpuf-
ferung vornehmen. Eine DB-Pufferung auf mehr als zwei Ebenen
erscheint derzeit nicht sinnvoll, insbesondere aufgrund der Lei-
stungsprobleme beim Einsatz von Platten-Caches.
Eine generelle Schlußfolgerung aus den Ergebnissen ist, daß die
Inklusionseigenschaft von Speicherhierachien aus Leistungsgrün-
den abzulehnen ist, falls auf den verschieden Speicherebenen die-
selben Objektgranulate zur Pufferung verwendet werden (hier: DB-
Seiten). Denn die Inklusionseigenschaft führt zu einer replizierten
Pufferung derselben Objekte, welche die Trefferraten, Speicher-
platznutzung und damit die Kosteneffektivität für die niedrigeren
Speicherebenen beeinträchtigt. Vorzuziehen ist dagegen eine mehr-
stufige Pufferung, bei der die Puffer der niedrigeren Speicherebe-
nen die der höheren komplementieren, so daß die am häufigsten
referenzierten DB-Objekte in den schnellen und die weniger oft
referenzierten Objekte in den langsameren Speichern gepuffert
werden. Wie deutlich wurde, ist hierzu eine enge Abstimmung der
Pufferstrategien verschiedener Ebenen erforderlich.
- Die Nutzung nicht-flüchtiger Halbleiterspeicher ermöglicht einfa-
chere Pufferstrategien innerhalb des DBS, ohne die Leistungsfähig-
keit zu beeinträchtigen. So kann für NOFORCE auf ein voraus-
schauendes Ersetzen ungeänderter Seiten durch das DBS verzich-
tet werden, da dies ebenso durch die Nutzung eines Schreibpuffers
außerhalb des DBS erreicht wird. Auch die negativen Leistungsaus-
wirkungen einer FORCE-Ausschreibstrategie werden durch Nut-
zung eines Schreibpuffers bereits weitgehend vermieden. Durch-
satzfördernde Optimierungen wie Gruppen-Commit oder NO-
FORCE sind nicht obligatorisch zur Realisierung von Hochlei-
stungs-Transaktionssystemen, wenn die Log-Datei bzw. häufig ge-
änderte Dateien vollständig in nicht-flüchtige Halbleiterspeicher
gelegt werden.
- Für typische OLTP-Lasten mit kurzen Transaktionen lassen sich
Sperrprobleme nahezu vollständig lösen, wenn die gesamte Daten-
bank sowie die Log-Datei nicht-flüchtigen Halbleiterspeichern zu-
geordnet werden. In diesem Fall genügen einfache Sperrprotokolle
Recovery-
Unterstützungzur Synchronisation, z.B. die Verwendung von Seitensperren. Wer-
den synchrone Plattenzugriffe jedoch nur teilweise eliminiert, be-
steht für konfliktträchtige Anwendungen weiterhin die Gefahr dau-
erhafter Sperrengpässe, die eine Sonderbehandlung erforderlich
machen.
Die eingeführten Einsatzformen der seitenadressierbaren Halblei-
terspeicher lassen sich alle durch einen nicht-flüchtigen EH reali-
sieren (Tab. 6-3). Allerdings wird aufgrund der unterschiedlichen
Speicherkosten sowie der Leistungsstudie klar, daß es durchaus
sinnvoll ist, mehrere Speichertypen in einer Konfiguration einzu-
setzen. So empfiehlt sich die Verwendung von SSD zur dauerhaf-
ten Allokation von Dateien, während ein nicht-flüchtiger Platten-
Cache zur Realisierung eines Schreibpuffers in Betracht kommt.
Eine mehrstufige DB- bzw. Dateipufferung wird am effektivsten
über einen EH realisiert, dessen Nutzung erfordert jedoch Ände-
rungen im DBS bzw. in der Dateiverwaltung.
Die Verwendung nicht-flüchtiger Halbleiterspeicher kann nicht
nur das Leistungsverhalten im Normalbetrieb verbessern, sondern
auch eine wesentlich schnellere Behandlung von Systemfehlern er-
möglichen. Dies ist besonders dringlich, da die ständig größer wer-
denden Hauptspeicher potentiell zu einer deutlichen Verlängerung
der Recovery-Zeiten führen, da nach einem Rechnerausfall i.a. im-
mer mehr Änderungen nachzufahren sind (bei NOFORCE). Liegen
die Log-Datei sowie häufig geänderte DB-Bereiche in nicht-flüchti-
gen Halbleiterspeichern, kann jedoch die Recovery-Zeit drastisch
verkürzt werden, da ein Großteil der erforderlichen E/A-Operatio-






Die Optimierung des E/A-Verhaltens, die im Mittelpunkt der beiden
vorangegangenen Kapitel stand, ist von großer Wichtigkeit für das
Leistungsverhalten von zentralisierten und verteilten Transakti-
onssystemen. Eine Verbesserung der Antwortzeiten durch E/A-Ein-
sparungen macht sich indirekt über eine Verbesserung des Sperr-
verhaltens zusätzlich leistungsfördernd bemerkbar. In Mehrrech-
ner-Datenbanksystemen, welche nach Kap. 3.5 zur Realisierung
von Hochleistungs-Transaktionssystemen benötigt werden, sind
zur Erlangung hoher Transaktionsraten und kurzer Antwortzeiten
noch weitergehende Leistungsprobleme zu lösen. Analog der Ziel-
setzung eines vertikalen Durchsatzwachstums für zentralisierte
Systeme wird im Mehrrechnerfall ein horizontales Wachstum an-
gestrebt (Kap. 4.1). Dies verlangt, daß alle Rechner des verteilten
Systems effektiv genutzt werden können und die Durchsatzleistung
annähernd linear mit der Rechneranzahl gesteigert werden kann.
Diese Maßgabe steht offenbar in engem Zusammenhang mit der
Forderung nach modularer Wachstumsfähigkeit eines Hochlei-
stungs-Transaktionssystems (Kap. 1.4).
Im wesentlichen sind es drei Faktoren, welche die Erreichbarkeit ei-
nes horizontalen Wachstums erschweren sowie eine Verschlechte-
rung von Antwortzeiten verglichen mit zentralisierten Transakti-
ons- bzw. Datenbanksystemen verursachen können:











Die Verarbeitung innerhalb eines Mehrrechner-DBS erfordert eine
Kooperation der DBS verschiedener Verarbeitungsrechner, so daß
zwangsläufig Kommunikationsverzögerungen während der Trans-
aktionsausführung auftreten. Diese Kommunikationsvorgänge füh-
ren sowohl zu einer Antwortzeiterhöhung als auch zu CPU-Bela-
stungen (Overhead), die den Durchsatz beeinträchtigen können.
Häufigkeit und Kosten der Kommunikationsvorgänge hängen von
vielen Faktoren ab, darunter dem Typ des Mehrrechner-DBS (DB-
Sharing vs. Shared-Nothing), den benutzten Algorithmen für globa-
le Kontrollaufgaben, von DB-Struktur und Lastprofil sowie dem ver-
wendeten Kommunikationsmedium.
- Ungünstige Lastbalancierung
Während eine ungleichmäßige Rechnerauslastung in Schwachlast-
zeiten meist unproblematisch ist, führt sie unweigerlich zu Lei-
stungseinbußen, wenn die zu bewältigenden Transaktionsraten eine
hohe Auslastung aller Prozessoren erfordern. In diesem Fall führt
die Überlastung einzelner Rechner zu Durchsatzengpässen sowie
Antwortzeitverschlechterungen, die das Leistungsverhalten des ge-
samten Systems beeinträchtigen.
- Verschärfung von Sperrkonflikten
Die durch Kommunikationsunterbrechungen verursachten Ant-
wortzeiterhöhungen können eine Zunahme an Sperrkonflikten be-
wirken. Die Sperrproblematik wird noch dadurch verschärft, daß die
Anzahl der Transaktionen, die systemweit gleichzeitig in Bearbei-
tung sind, mit der Rechnerzahl zunimmt. Auch wenn nicht alle
Rechner auf denselben Datenbankbereichen operieren, ist mit wach-
sender Rechneranzahl mit einer Erhöhung der Konfliktwahrschein-
lichkeit zu rechnen. Damit steigt auch die Gefahr von dauerhaften
Sperrengpässen im Vergleich zum zentralisierten Fall.
Von den genannten Punkten kommt dem ersten eine besondere Be-
deutung zu, da Lastbalancierung und Sperrproblematik auch da-
von abhängen, wie aufwendig Kommunikationsvorgänge sind bzw.
wie häufig und lange Kommunikationsverzögerungen auftreten.
Ein Hauptziel bei der Realisierung eines Mehrrechner-DBS ist da-
her, die Häufigkeit sowie Kosten von Kommunikationsvorgängen
zu reduzieren. Mehrrechner-DBS vom Typ DB-Sharing oder
Shared-Nothing laufen üblicherweise auf lose gekoppelten Verar-
beitungsrechnern, bei denen die Kommunikation über Nachrich-
tenaustausch realisiert wird. Von Nachteil dabei ist jedoch, daß
auch bei schnellen Übertragungseinrichtungen die CPU-Kosten
derzeitiger Kommunikationsprotokolle meist sehr hoch liegen
[Gr88]. Dies führt zu einem hohen Overhead bei einer verteilten
Transaktionsverarbeitung, der den Durchsatz signifikant beein-
trächtigen kann. Hauptziel einer nahen Rechnerkopplung ist, eine
effizientere Kooperation und Kommunikation als bei loser Kopp-
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enge Kopplunglung zu ermöglichen und damit eine signifikante Verbesserung der
Leistungsfähigkeit zu erreichen. Dies kann zum einen ohne Ände-
rungen innerhalb des DBS erreicht werden, wenn nur die Kommu-
nikation effizienter realisiert wird, z.B. durch einen Nachrichten-
austausch über gemeinsame Halbleiterspeicher. Eine weiterge-
hende Nutzung ergibt sich, wenn die DBS die neue Kopplungsart
direkt für globale Kontrollaufgaben nutzen und somit auch die
Häufigkeit von Kommunikationsvorgängen zwischen Rechnern re-
duziert wird.
Im nächsten Kapitel klären wir die Merkmale einer nahen Rech-
nerkopplung und stellen sie der engen und losen Kopplung gegen-
über. Danach diskutieren wir generelle Einsatzalternativen bei der
Nutzung einer solchen Kopplungsart für die Transaktionsverarbei-
tung. In Kap. 7.3 betrachten wir dann einen speziellen Typ eines
erweiterten Hauptspeichers, GEH (Globaler Erweiterter Haupt-
speicher) genannt, der zur Realisierung nahe gekoppelter Mehr-
rechner-DBS in Frage kommt. Die Nutzung des GEH zur Realisie-
rung einer effizienten Kommunikation wird danach in Kap. 7.4 er-
läutert. Daran anschließend diskutieren wir weitergehende Ein-
satzmöglichkeiten für DB-Sharing-Systeme, insbesondere zur
globalen Synchronisation sowie der Erstellung einer globalen Log-
Datei. In Kap. 7.6 schließlich stellen wir eine Simulationsstudie
vor, mit der die mit Nutzung eines GEH erreichbaren Leistungs-
verbesserungen näher bestimmt werden.
7.1 Alternativen zur Rechnerkopplung
Die bekanntesten Ansätze, mehrere Prozessoren miteinander zu
verbinden, sind die enge und lose Rechnerkopplung (Kap. 4.2). Bei
der engen Kopplung (Multiprozessor-Ansatz) teilen sich die Pro-
zessoren einen gemeinsamen Hauptspeicher (Abb. 7-1a), über den
eine effiziente Kooperation möglich ist (Verwendung gemeinsamer
Datenstrukturen). Die Lastbalancierung ist in der Regel einfach
(durch das Betriebssystem) möglich, indem gemeinsame Auftrags-
warteschlangen im Hauptspeicher gehalten werden, auf die alle
Prozessoren zugreifen können. Allerdings bestehen Verfügbar-
keitsprobleme, da der gemeinsame Hauptspeicher nur eine geringe
Fehlerisolation bietet und Software wie das Betriebssystem oder
das DBS nur in einer Kopie vorliegt. Auch die Erweiterbarkeit ist
i.a. stark begrenzt, da mit wachsender Prozessoranzahl der Haupt-
speicher leicht zum Engpaß wird. Die Verwendung großer Prozes-
sor-Caches erlaubt zwar eine Reduzierung von Hauptspeicherzu-




prozessorengriffen und damit prinzipiell eine bessere Erweiterbarkeit, jedoch
kann die notwendige Lösung des Cache-Kohärenzproblems (Kap.
4.3) diesen Vorteil zum Großteil wieder zunichte machen. Die ein-
geschränkte Erweiterbarkeit begrenzt natürlich auch die erreich-
bare CPU-Kapazität, die für Hochleistungs-Transaktionssysteme
vielfach nicht ausreicht.
Die Nutzung eng gekoppelter Prozessoren ist aus DB-Sicht relativ
einfach, da das Betriebssystem die Verteilung weitgehend verbirgt
("single system image"). Allerdings verlangt die volle Nutzung ei-
nes Multiprozessors eine DB-Verarbeitung in mehreren Prozessen,
wobei beim Zugriff auf gemeinsame Datenstrukturen wie dem DB-
Puffer oder der Sperrtabelle eine Synchronisation, z.B. über Sema-
phore, erforderlich ist [Hä79]. Daneben sind Erweiterungen bei der
Haupt-
speicher
Prozessor 1 Prozessor 2



















c) Nahe Kopplung (close coupling)
Haupt-
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als bei loser Kopplung
• bessere Fehlerisolierung
als bei enger Kopplung
Abb. 7-1: Alternativen zur Rechnerkopplung





FunktionenQuery-Optimierung erforderlich, wenn eine Parallelarbeit inner-
halb von Transaktionen auf mehreren Prozessoren erfolgen soll. In
Anlehnung an die Begriffe "Shared-Disk" und "Shared-Nothing"
wird die Nutzung eines Multiprozessors zur DB-Verarbeitung gele-
gentlich auch als "Shared-Memory" bzw. "Shared-Everything" (da
neben dem Hauptspeicher auch Terminals sowie Externspeicher
von allen Prozessoren erreichbar sind) bezeichnet [St86, HR86,
Bh88].
Bei der losen Rechnerkopplung (Abb. 7-1b) kooperieren mehrere
unabhängige Rechner, die jeweils einen eigenen Hauptspeicher be-
sitzen. Die Fehlerisolation ist weit besser als bei enger Kopplung,
da kein gemeinsamer Hauptspeicher verwendet wird und jeder
Rechner eigene Kopien von Anwendungs- und System-Software
führt. Das Fehlen eines gemeinsamen Hauptspeichers ermöglicht
auch eine bessere Erweiterbarkeit. Es lassen sich somit von der
Gesamt-CPU-Kapazität her gesehen wesentlich leistungsfähigere
Konfigurationen realisieren als bei enger Kopplung, insbesondere
da bei der losen Kopplung jeder Rechnerknoten selbst wieder ein
Multiprozessor sein kann. Hauptnachteil ist die aufwendige Kom-
munikation, die bei der losen Kopplung ausschließlich durch Nach-
richtenaustausch über ein Verbindungsnetzwerk erfolgt. Die Kom-
munikationsprimitive zum Übertragen und Empfangen von Nach-
richten sind meist sehr teuer; zusätzlich entstehen Prozeßwechsel-
kosten, da Kommunikationsverzögerungen von typischerweise
mehreren Millisekunden kein synchrones Warten auf eine Ant-
wortnachricht zulassen.
Für lose gekoppelte (integrierte) Mehrrechner-DBS ist die Vertei-
lung sichtbar, während für die Anwendungen volle Verteiltranspa-
renz geboten wird (Kap. 3). Der gewählte Architekturtyp, Shared-
Nothing oder DB-Sharing, bestimmt, für welche Aufgaben bei der
Abarbeitung von DB-Operationen Kommunikation erforderlich ist.
Bei Shared-Nothing führen Referenzen auf nicht-lokale Datenpar-
titionen zu einer verteilten Transaktionsbearbeitung. Dazu wer-
den üblicherweise Teiloperationen an den datenhaltenden Knoten
ausgeführt; am Transaktionsende ist ein rechnerübergreifendes
Commit-Protokoll auszuführen. Bei DB-Sharing dagegen können
die DB-Operationen einer Transaktion stets lokal ausgeführt wer-
den. Kommunikation entsteht hier vor allem zur globalen Synchro-
nisation des DB-Zugriffs sowie zum Austausch geänderter DB-Ob-
jekte (Seiten) zwischen Rechnern (Kap. 3.2.2, [Ra89a]). Die Reali-
sierung der angesprochenen Aufgaben ist komplex und bestimmt




terspeicherzu einem großen Teil die Häufigkeit von Kommunikationsvorgän-
gen. Auch die Realisierung einer effektiven Lastbalancierung ist
weit schwieriger als bei enger Kopplung, da bei der Lastzuordnung
neben einer Vermeidung von Überlastsituationen auch eine Mini-
mierung von Kommunikationsvorgängen bei der DB-Verarbeitung
unterstützt werden sollte (Kap. 3.1).
Ziel einer nahen Rechnerkopplung [HR86, Ra86a] ist es, die Vor-
teile von loser und enger Kopplung miteinander zu verbinden. Wie
bei der losen Kopplung besitzen die am Systemverbund beteiligten
Rechner einen eigenen Hauptspeicher sowie separate Kopien der
Software. Um die Kommunikation der Rechner effizienter realisie-
ren zu können, ist jedoch die Nutzung gemeinsamer Systemkompo-
nenten vorgesehen. Wie in Abb. 7-1c angedeutet, eignen sich hierzu
besonders gemeinsame Halbleiterspeicher, über die ein schneller
Nachrichten- bzw. Datenaustausch möglich werden soll. Desweite-
ren können globale Kontrollaufgaben ggf. erheblich vereinfacht
werden, wenn statt eines verteilten Protokolls globale Datenstruk-
turen in einem solchen Speicher genutzt werden können. Aus Lei-
stungsgründen ist es wünschenswert, wenn auf solch gemeinsame
Speicher über spezielle Maschinenbefehle synchron zugegriffen
werden kann (Zugriffszeit von wenigen Mikrosekunden). Durch
den Wegfall der Prozeßwechselkosten können dann enorme Einspa-
rungen gegenüber einer losen Kopplung erwartet werden. Die nahe
Kopplung schreibt eine lokale Rechneranordnung vor.
Natürlich birgt der gemeinsame Halbleiterspeicher ähnliche Ver-
fügbarkeits- und Erweiterbarkeitsprobleme wie ein gemeinsamer
Hauptspeicher bei enger Kopplung. Eine größere Fehlerisolation
als bei enger Kopplung wird jedoch bereits dadurch unterstützt,
daß die einzelnen Rechner weitgehend unabhängig voneinander
sind (private Hauptspeicher) und der gemeinsame Speicherbereich
nur für globale Kontrollaufgaben genutzt wird. Weiterhin verlan-
gen wir, daß der gemeinsame Speicher nicht instruktionsadressier-
bar sein darf [Ra86a], sondern die Auswertung und Manipulation
von Speicherinhalten innerhalb der privaten Hauptspeicher durch-
zuführen ist. Desweiteren ist durch entsprechende Recovery-Proto-
kolle zu gewährleisten, daß sich Software- und Hardware-Fehler
einzelner Verarbeitungsrechner nicht über den gemeinsamen Spei-
cherbereich ausbreiten und daß ein Ausfall des gemeinsamen Spei-
chers schnell behandelt wird. Inwieweit Erweiterbarkeitsprobleme
drohen, hängt vor allem von der Nutzung des gemeinsamen Spei-
chers ab. Generell ist vorzusehen, daß eine Kommunikation wie bei





abgrenzungenloser Kopplung weiterhin möglich ist, und der gemeinsame Spei-
cherbereich nur für spezielle, besonders leistungskritische Aufga-
ben verwendet wird, um so die Engpaßgefahr gering zu halten. Die
Nutzung eines gemeinsamen Speichers verursacht natürlich Zu-
satzkosten, wobei zur Wahrung der Kosteneffektivität entspre-
chende Leistungsverbesserungen erreicht werden müssen.
Von einer nahen Rechnerkopplung sprechen wir auch, wenn an-
stelle eines gemeinsamen Halbleiterspeichers Spezialprozessoren
innerhalb des Systemverbundes eingesetzt werden, auf die über
spezielle Operationen zugegriffen werden kann. Eine sinnvolle
Einsatzform wäre etwa die hardware-gestützte Realisierung eines
globalen Sperrprotokolls für DB-Sharing innerhalb einer soge-
nannten "Lock Engine", die Sperranforderungen innerhalb weni-
ger Mikrosekunden bearbeiten kann. Im nächsten Kapitel werden
die unterschiedlichen Realisierungsformen einer nahen Kopplung
näher betrachtet.
Obwohl die Bezeichnungen "nahe Kopplung" bzw. "closely coupled
system" für Systemarchitekturen wie in Abb. 7-1c zunehmend Ver-
wendung finden, werden die Begriffe auch in abweichender Bedeu-
tung benutzt. So wurden die Vax-Cluster in [KLS86] als "closely
coupled architecture" bezeichnet, da für alle Rechner ein gemeinsa-
mer Zugriff auf die Platten möglich ist. Da jedoch die Kommunika-
tion der Rechner durch Nachrichtenaustausch über ein lokales
Netzwerk geschieht, handelt es sich nach unserer Begriffsbildung
um ein lose gekoppeltes "Shared-Disk"-System. Nehmer [Ne88]
vermeidet die relativ ungenauen Attribute "eng", "lose" und "nahe",
sondern unterscheidet neben Multiprozessorsystemen (enge Kopp-
lung) zwischen nachrichten-, speicher- sowie hybrid gekoppelten
Systemen. Nachrichtengekoppelte Systeme entsprechen dabei lose
gekoppelten Systemen; die nahe Kopplung korrespondiert grob zu
den hybrid gekoppelten Systemen. In [Ne88] wurde bei der Spei-
cherkopplung jedoch offenbar von der Nutzung gemeinsamer (in-
struktionsadressierbarer) Hauptspeicherbereiche ausgegangen,
die wir aus Verfügbarkeitsgründen ablehnen. Die Unterscheidung
zwischen Nachrichten- und Speicherkopplung ist auch problema-
tisch, wenn ein gemeinsamer Speicher als "Nachrichtentransport-
system" verwendet wird.




Facility7.2 Generelle Realisierungsalternativen zur nahen
Kopplung
Wie erwähnt, bestehen im wesentlichen zwei Ansätze zur nahen
Rechnerkopplung: die Nutzung gemeinsamer Halbleiterspeicher
sowie der Einsatz von Spezialprozessoren. In beiden Fällen soll der
Zugriff auf die gemeinsam benutzten Systemkomponenten sehr
schnell sein, möglichst über spezielle Maschinenbefehle. Wir disku-
tieren zunächst die Verwendung von Spezialprozessoren und da-
nach Alternativen zur Nutzung gemeinsamer Halbleiterspeicher.
7.2.1 Nutzung von Spezialprozessoren
Globale Systemfunktionen können natürlich auch in einem lose ge-
koppelten System durch ausgezeichnete Rechner realisiert werden,
z.B. ein globaler Name-Service oder eine globale Sperrverwaltung.
In diesem Fall wird die betreffende Funktion durch Software reali-
siert und die Nutzung verlangt Nachrichtenaustausch zwischen
Verarbeitungs- und Service-Rechner. Der Ansatz leidet nicht nur
an der teuren Kommunikation, sondern auch an Engpaß- sowie
Verfügbarkeitsproblemen der spezialisierten Knoten. Die Realisie-
rung globaler Dienste in Hardware bzw. Mikrocode sowie eine
Rechneranbindung über spezielle Operationen im Rahmen einer
nahen Kopplung verspricht eine wesentlich effizientere Lösung mit
verringerter Engpaßgefahr; die Verfügbarkeitsprobleme (Ausfall
des Spezialprozessors) sind jedoch weiterhin zu lösen.
Zwei Arten einer hardware-gestützten Synchronisation in "Shared-
Disk"-Systemen sind bereits im Einsatz, wobei jedoch kein synchro-
ner Zugriff durch spezielle Maschinenbefehle unterstützt wird. Die
sogenannte "Limited Lock Facility" ist eine Mikrocode-Option für
IBM-Platten-Controller, die ein einfaches globales Sperrprotokoll
unterstützt [BDS79]. Sperranforderungen und -freigaben erfolgen
über spezielle Kanalbefehle und können häufig mit E/A-Operatio-
nen kombiniert werden; die Gewährung einer Sperre wird über ei-
nen Interrupt mitgeteilt. Dieser Ansatz, der im Spezial-Betriebssy-
stem TPF genutzt wird [Sc87], verlangt jedoch durch die Verwen-
dung der E/A-Schnittstelle immer noch einen relativ hohen Over-
head zur globalen Synchronisation. Zudem weist er nur eine
geringe Funktionalität auf (nur exklusive Sperren auf Rechnere-
bene), so daß ein Großteil des Protokolls zusätzlich durch Software
in den Verarbeitungsrechnern zu realisieren ist [Ra89a]. Eine wei-
tergehende Funktionalität bietet die Lock-Engine im DCS-Prototyp




prozessoren[Se84], welche intern aus acht Spezialprozessoren besteht, die die
Sperranforderungen über eine Hash-Abbildung untereinander auf-
teilen. Der Entwurfsschwerpunkt liegt jedoch v.a. auf der fehlerto-
leranten Auslegung der Lock-Engine; die Kooperation mit den Ver-
arbeitungsrechnern geschieht über Nachrichtenaustausch. Alter-
nativen zur fehlertoleranten Realisierung einer Lock-Engine wer-
den auch in [IYD87] betrachtet.
Überlegungen zur hardware-gestützten Synchronisation in
"Shared-Disk"-Systemen sind darüber hinaus in [Ro85] zu finden.
In [Yu87] wird das Leistungsverhalten von DB-Sharing-Systemen,
welche eine Lock-Engine nutzen, untersucht, ohne jedoch auf Ein-
zelheiten der Realisierung einzugehen. Da eine Sperrbearbeitung
innerhalb von 100 Mikrosekunden unterstellt wurde, konnte ein
besseres Leistungsverhalten als bei Verwendung eines nachrich-
tenbasierten Sperrprotokolls erreicht werden.
Die Verwendung von Spezialprozessoren erinnert an Architektur-
vorschläge früher Datenbankmaschinen, die auch versuchten, be-
stimmte Operationen durch Spezial-Hardware zu optimieren.
Diese Ansätze sind weitgehend erfolglos geblieben, da die Entwick-
lung der Spezialprozessoren sehr aufwendig und langwierig war
sowie nur eine eingeschränkte Funktionalität unterstützt werden
konnte. Zur parallelen DB-Verarbeitung haben sich letztlich Soft-
ware-Lösungen durchgesetzt, da sie nicht nur flexibler und einfa-
cher zu realisieren sind, sondern vor allem den starken Geschwin-
digkeitszuwachs allgemeiner Prozessoren (insbesondere von Mi-
kroprozessoren) zur Leistungssteigerung nutzen konnten [DG92].
Die Anbindung von Spezialprozessoren über Maschineninstruktio-
nen zur Unterstützung eines synchronen Zugriffs führt zu einer
sehr speziellen Aufrufschnittstelle (z.B. Lock- und Unlock-Opera-
tionen), die nur für wenige Anwendungen genutzt werden kann.
Auch sind für solch relativ komplexe Operationen für einen syn-
chronen Zugriff ausreichend kurze Bearbeitungszeiten nur schwer
zu erreichen, insbesondere für sehr schnelle Verarbeitungsrech-
ner. Zudem können bei etwas höherer Auslastung des Spezialpro-
zessors Wartezeiten den Zugriff deutlich verlängern.
7.2.2 Verwendung gemeinsamer Halbleiterspeicher
Da aus Gründen der Fehlerisolierung eine Instruktionsadressier-
barkeit für den gemeinsamen Halbleiterspeicher nicht angestrebt
wird, bieten sich die in Kap. 6 behandelten seitenadressierbaren
Halbleiterspeicher auch für die Nutzung im verteilten Fall an. Die





DB-Sharingdort besprochenen Einsatzformen zur E/A-Optimierung können
dann auch im Mehrrechnerfall zur Anwendung kommen. Insbeson-
dere können dauerhaft in SSD oder nicht-flüchtigem EH allokierte
Dateien in DB-Sharing-Systemen ohne Rückwirkungen auf das
DBS genutzt werden, wobei natürlich alle Rechner mit den Erwei-
terungsspeichern zu verbinden sind (dies ist derzeit für SSD pro-
blemlos möglich, für erweiterte Hauptspeicher jedoch auch reali-
sierbar). In einer "Shared-Disk"-Architektur können auch alle
Rechner auf Platten-Caches zugreifen, so daß dort eine globale Da-
tei- und Schreibpufferung einfach realisiert werden kann. Über ei-
nen solchen globalen Dateipuffer können geänderte Seiten wesent-
lich schneller zwischen den Rechnern als über Magnetplatte ausge-
tauscht werden*.
Die Verwendung gemeinsamer SSD oder Platten-Caches entspricht
keiner echten nahen Kopplung, da diese Speichertypen bis auf den
Austausch geänderter Seiten nicht zu einer effizienteren Kommu-
nikation beitragen. Ihr primärer Nutzen innerhalb von DB-Sha-
ring-Systemen liegt weiterhin in der Optimierung des E/A-Verhal-
tens, wobei sich v.a. durch einen globalen Dateipuffer eine weiter-
gehende Einsatzmöglichkeit als im zentralen Fall ergibt. Wie das
Beispiel der "Limited Lock Facility" zeigt, könnte die Funktionali-
tät der SSD- oder Platten-Controller erweitert werden, z.B. zur
Realisierung einer globalen Sperrverwaltung. Aber auch in diesem
Fall bleibt die Einschränkung, daß der Zugriff auf die Spei-
cher/Controller über E/A-Operationen sehr aufwendig ist und keine
entscheidenden Vorteile gegenüber einer losen Kopplung ver-
spricht. Wesentlich attraktiver erscheint dagegen die Nutzung er-
weiterter Hauptspeicher, die einen schnellen und synchronen Zu-
griff gestatten. Wie wir sehen werden, ergeben sich für diesen Spei-
chertyp auch im verteilten Fall die größten Einsatzmöglichkeiten.
Ein kritische Entwurfsfrage bei der Realisierung der nahen Kopp-
lung liegt in der Festlegung der Zugriffsschnittstelle auf den ge-
meinsamen Halbleiterspeicher. Der Zugriff auf den erweiterten
Hauptspeicher im zentralen Fall besteht lediglich aus Lese- und
* Ein Seitenaustausch ist erforderlich, wenn eine in einem Rechner geän-
derte und gepufferte Seite in einem anderen Rechner referenziert wer-
den soll. Ein Seitenaustausch über gemeinsame Platten verursacht Ver-
zögerungen von über 30 ms (zwei Plattenzugriffe), die mit nicht-
flüchtigen Platten-Caches um rund den Faktor 10 verkürzt werden. Eine
Alternative ist die Seitenübertragung über ein Verbindungsnetzwerk,
was jedoch einen hohen Kommunikations-Overhead verursacht und Re-
covery-Probleme mit sich bringt [Ra91a].




SpeicherSchreiboperationen auf Seiten. Diese einfache Schnittstelle ermög-
licht schnelle Zugriffe. Die hohe Zugriffsgeschwindigkeit wird auch
dadurch begünstigt, daß der Speicher weitgehend "passiv" bleibt
und die Speicherverwaltung im zugreifenden Rechner erfolgt und
somit nicht in die Dauer der Speicherbelegung eingeht. Diese Vor-
gehensweise ist im verteilten Fall problematischer, da nun meh-
rere Rechner auf den Speicher zugreifen, so daß die Speicherzu-
griffe sowie die Realisierung von Verwaltungsaufgaben global zu
koordinieren sind. Weiterhin begrenzt eine ausschließlich seiten-
orientierte Zugriffsschnittstelle die Einsatzmöglichkeiten im ver-
teilten Fall, vor allem hinsichtlich der Realisierung von Kommuni-
kationsaufgaben sowie zur Ablage globaler Datenstrukturen.
Eine Alternative besteht darin, den Controller des gemeinsamen
Halbleiterspeichers intelligenter zu machen und insbesondere die
Speicherverwaltung ihm zu überlassen (ähnlich wie bei Platten-
Caches, jedoch mit wesentlich schnellerer Systemanbindung). Der
Vorteil liegt vor allem darin, daß die Verwaltungsaufgaben sowie
die Speicherzugriffe nicht mehr global zu synchronisieren sind, so
daß sich eine einfache Speichernutzung durch mehrere Rechner er-
gibt. Allerdings impliziert dies zwangsläufig wieder eine speziel-
lere Zugriffsschnittstelle, insbesondere wenn nicht nur Lese- und
Schreiboperationen auf Seiten unterstützt werden sollen. Im End-
effekt ergeben sich somit wiederum ähnliche Probleme wie für die
Nutzung von Spezialprozessoren, vor allem die Gefahr von für ei-
nen synchronen Zugriff zu langen Zugriffsverzögerungen. Den An-
satz, den wir daher verfolgen, ist die Nutzung einer einfachen Zu-
griffsschnittstelle ähnlich wie für erweiterte Hauptspeicher im
zentralen Fall. Allerdings sehen wir neben Seiten ein weiteres Zu-
griffsgranulat vor, um eine weitergehende Nutzungsmöglichkeit
im Mehrrechnerfall zu ermöglichen.




und Einträge7.3 Globaler Erweiterter Hauptspeicher (GEH)
Die obige Diskussion zeigte, daß die größten Nutzungsmöglichkei-
ten einer nahen Rechnerkopplung bestehen, wenn ein gemeinsa-
mer Halbleiterspeicher verwendet wird, der durch die zugreifenden
Verarbeitungsrechner verwaltet wird. Einen solchen Speicher
stellt der Globale Erweiterte Hauptspeicher (GEH) dar, dessen
Stellung innerhalb eines DB-Sharing-Systems in Abb. 7-2 darge-
stellt ist. Wie für den erweiterten Hauptspeicher im zentralen Fall
kann auf den GEH über Maschineninstruktionen synchron zuge-
griffen werden, jetzt natürlich von mehreren Rechnern aus. Auch
der GEH stellt keine "echte" Erweiterung der Speicherhierarchie
dar, sondern Datentransfers zwischen GEH und Magnetplatten
sind über die Hauptspeicher (HS) der Verarbeitungsrechner abzu-
wickeln.
Neben Seitenzugriffen unterstützt der GEH jedoch noch ein weite-
res Zugriffsgranulat, sogenannte Einträge, um z.B. einfache glo-
bale Datenstrukturen zu realisieren. Es wird angenommen, daß die
Eintragsgröße als Mehrfaches eines Einheitsgranulats, z.B. ein
Doppelwort, definiert werden kann und daß Maschinenbefehle zum
Lesen und Schreiben von Einträgen verfügbar sind. Um Zugriffe
mehrerer Rechner auf GEH-Datenstrukturen synchronisieren zu
können, wird ferner eine Compare&Swap-Operation auf dem Ein-
heitsgranulat bereitgestellt. Eintragszugriffe können wesentlich
schneller als Seitenzugriffe abgewickelt werden (z.B. 1-5 Mikrose-
kunden), da eine weit geringere Datenmenge zu tranferieren ist.
Trotz der erweiterten Zugriffsschnittstelle liegt keine Instruktions-
adressierbarkeit auf dem GEH vor, da eine direkte Änderung von
GEH-Einträgen nicht möglich ist. Stattdessen müssen Einträge
wie Seiten zur Auswertung und Änderung in den Hauptspeicher ge-
bracht werden. Dies impliziert auch, daß eine Pufferung von GEH-
Einträgen in Hauptspeicher oder innerhalb der Prozessor-Caches
i.a. nicht genutzt werden kann, sondern daß stets auf den GEH zu-
zugreifen ist, um die aktuelle Version einer globalen Datenstruktur
zu lesen.
Als weitere GEH-Eigenschaft setzen wir aus Fehlertoleranzgrün-
den voraus, daß zumindest Teile des GEH nicht-flüchtig ausgelegt
sind. Zur Behebung von GEH-Ausfällen kann, analog zu Spiegel-
platten, eine Duplizierung der Speicherinhalte in unabhängigen
Partitionen vorgesehen werden. Zur Rekonstruktion von DB-Seiten
kann auch ein Log-basiertes Verfahren verwendet werden.





VerwaltungAls wichtigste GEH-Eigenschaften sind demnach festzuhalten:
- gemeinsamer Zugriff über eine synchrone Schnittstelle
- zwei Zugriffsgranulate: Seiten und Einträge
- Nicht-Flüchtigkeit.
Aufgrund der beiden Zugriffsgranulate besteht der GEH intern aus
mehreren Seiten- und Eintragsbereichen. GEH-Seiten dienen vor
allem zur Aufnahme von DB- und Log-Seiten, um das E/A-Verhal-
ten sowie den Seitenaustausch zu optimieren. Mit GEH-Einträgen
sollen globale Datenstrukturen (Tabellen) realisiert werden, z.B.
zur systemweiten Synchronisation oder aber zur Verwaltung des
GEH selbst. Wie die Diskussion in Kap. 7.2 bereits zeigte, bestehen
die größten Nutzungsmöglichkeiten für Mehrrechner-DBS vom
Typ "DB-Sharing"; in Kap. 7.5 wird darauf im Detail eingegangen.
Eine allgemeine Optimierung im verteilten Fall ist jedoch, den
GEH zur beschleunigten Interprozessor-Kommunikation zu ver-
wenden. Nähere Einzelheiten dazu werden im nächsten Kapitel
diskutiert.
Weitere Alternativen beim Einsatz eines GEH ergeben sich bezüg-
lich der Verwaltung des GEH, insbesondere bezüglich der Verwal-
tung des GEH-Seitenbereiches (Austausch geänderter Seiten, glo-
baler DB-Puffer, Logging). Neben einer Verwaltung über zentrale
Datenstrukturen im GEH selbst kommt dabei auch ein sogenann-
ter partitionierter Ansatz in Frage, bei dem jeder Verarbeitungs-
rechner eine Partition des GEH kontrolliert und die dazu erforder-
lichen Datenstrukturen lokal verwaltet (z.B. zur Realisierung lo-











Abb. 7-2: Stellung des GEH in einem DB-Sharing-System
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speicherbasier-
teKommunika-
tionvorgestellt, wobei ein Rechner zwar Lesezugriffe auf den gesamten
gemeinsamen Speicherbereich (hier: GEH) vornehmen kann,
Schreibzugriffe jedoch nur bezüglich der von ihm kontrollierten
Partition. Daneben sind auch Mischformen aus einem solch parti-
tionierten Ansatz sowie der Verwendung zentraler Verwaltungs-
daten im GEH denkbar, wobei dies im einzelnen natürlich stark
von der vorgesehenen Verwendung der zu verwaltenden GEH-Da-
ten abhängt.
7.4 Nachrichtenaustausch über einen GEH
Die allgemeinste Einsatzform eines GEH im (lokal) verteilten Fall
ist seine Nutzung zum Nachrichtenaustausch zwischen Verarbei-
tungsrechnern. Die Bereitstellung einer solchen speicherbasierten
Kommunikation ist eine allgemeine Dienstleistung, die vom Be-
triebssystem bereitgestellt werden sollte. Der GEH-Einsatz zur
Kommunikation bleibt transparent für das DBS und kann daher
sowohl für Shared-Nothing als auch in DB-Sharing-Systemen ge-
nutzt werden. Die speicherbasierte Kommunikation soll vor allem
eine Reduzierung des CPU-Overheads im Vergleich zu allgemeinen
Kommunikationsprotokollen ermöglichen, jedoch auch schnellere
Transferzeiten, vor allem für große Datenmengen.
Soll eine Nachricht X von Rechner R1 über den GEH nach R2 ge-
bracht werden, so sind im wesentlichen drei Schritte vorzunehmen
(Abb. 7-3):
1. R1 schreibt X in den GEH.
2. R1 schickt eine Benachrichtigung (z.B. Interrupt) an R2, daß X vom
GEH eingelesen werden kann. Dabei wird auch die GEH-Adresse mit-
geteilt, an der X vorliegt.






Abb. 7-3: Nachrichtenaustausch über den GEH









m GEHDiese Vorgehensweise kann auf Nachrichten beliebiger Größe
angewendet werden. Kurze Nachrichten können auf GEH-Ein-
träge, lange auf GEH-Seiten abgebildet werden. So kann auch der
Austausch einer DB-Seite über den GEH als beschleunigtes Sen-
den einer "großen Nachricht" aufgefaßt werden. Die Benachrichti-
gung in Schritt 2 könnte zwar selbst wieder als eigene Nachricht
angesehen werden, jedoch nehmen wir an, daß für diese kurze Mit-
teilung fester Länge nur ein geringer Overhead anfällt. Insbeson-
dere könnte der Interrupt über eine spezielle GEH-Instruktion
ausgelöst werden.
Die Realisierung der angegebenen drei Schritte zum Nachrichten-
austausch über den GEH erfordert allerdings noch die Behandlung
folgender Verwaltungsaufgaben:
1. Bevor eine Nachricht in den GEH geschrieben werden kann, muß zu-
nächst ein Nachrichtenpuffer (ausreichende Anzahl von Einträgen
bzw. Seiten) im GEH lokalisiert werden, der frei ist bzw. überschrie-
ben werden kann.
2. Die in den GEH geschriebene Nachricht muß vor einem Überschrei-
ben durch andere Rechner geschützt werden (zumindest bis sie vom
Adressaten eingelesen wurde).
3. Nach Einlesen der Nachricht ist der betreffende Nachrichtenpuffer
im GEH freizugeben.
Wie schon in Kap. 7.3 erwähnt, kommen für diese Verwaltungsauf-
gaben unterschiedliche Strategien in Betracht, z.B. eine partitio-
nierte GEH-Verwaltung oder die Verwendung von zentralen Ver-
waltungsdaten im GEH. Beim partitionierten Ansatz kann jeder
Verarbeitungsrechner nur auf eine ihm zugeordnete GEH-Parti-
tion schreibend zugreifen (lesend dagegen auf den gesamten GEH),
so daß die Punkte 1 und 2 mit lokalen Datenstrukturen im Haupt-
speicher zu lösen sind. Punkt 3 erfordert jedoch, daß der Empfang
einer Nachricht quittiert wird, damit die betreffende GEH-Infor-
mation als überschreibbar gekennzeichnet werden kann. Dies
kann durch einen erneuten Interrupt geschehen oder über eine
Nachricht, die mit anderen gebündelt übertragen wird. Auch in
herkömmlichen Protokollen sind solche Quittierungen üblich, um
einen Verlust von Nachrichten erkennen zu können.
Die Verwaltung des Nachrichtenaustausches kann auch mit GEH-
Datenstrukturen erfolgen, z.B. über eine Bitliste. Dabei wird pro
"Nachrichtenbehälter" (GEH-Eintrag oder -Seite) ein Bit vorgese-
hen, das anzeigt, ob der zugehörige Behälter frei ist oder nicht. Zur
Allokation eines Nachrichtenpuffers ist die Bitliste vom GEH ein-





182 7 Mehrrechner- Datenbanksysteme mit naher Kopplungdurch Setzen der Bits zu reservieren. Die geänderte Bitliste ist dar-
aufhin mit der Compare&Swap-Operation zurückzuschreiben.
Diese Operation ist erfolgreich, wenn kein anderer Rechner in der
Zwischenzeit die Bitliste geändert hat (anderenfalls ist die Bitliste
erneut zu lesen, um einen Nachrichtenpuffer zu allokieren). Nach
Einlesen der Nachricht gibt der Empfängerknoten den Nachrich-
tenpuffer durch Zurücksetzen der entsprechenden Bits im GEH
frei. Damit werden pro Nachricht wenigstens vier weitere Zugriffe
auf GEH-Einträge notwendig. Doch selbst für große Nachrichten
sind aufgrund der schnellen GEH-Zugriffszeiten Verzögerungen
von unter 100 µs zu erwarten, so daß sich gegenüber herkömmli-
chen Protokollen starke Einsparungen ergeben. Der GEH-Spei-
cherplatzbedarf zur Nachrichtenübertragung ist gering, da Nach-
richtenpuffer i.a. nur für kurze Zeit belegt sind.




DB-Sharing7.5 Nutzung eines GEH bei DB-Sharing
Shared-Nothing-Systeme können, neben dem Einsatz einer spei-
cherbasierten Kommunikation, nur begrenzt Nutzen von einer na-
hen Kopplung machen, da bei ihnen eine Partitionierung der Ex-
ternspeicher vorliegt, so daß z.B. eine globale Pufferverwaltung
oder GEH-residente Dateien nicht genutzt werden können. Auch
die Synchronisation auf die Datenbank ist relativ unproblema-
tisch, da jeder Rechner Zugriffe bezüglich seiner Partition lokal
(ohne Kommunikation) synchronisieren kann. Höchstens zur Er-
kennung von Deadlocks könnte es sinnvoll sein, globale Wartein-
formationen in einem gemeinsamen Speicherbereich zu führen.
Für DB-Sharing dagegen ergeben sich weitergehende Nutzungs-
möglichkeiten. Für nahezu alle leistungskritischen Funktionen,
die den Kommunikationsbedarf bestimmen, sind Verbesserungen
durch eine nahe Kopplung realisierbar, insbesondere bezüglich
Synchronisation und Kohärenzkontrolle (Behandlung von Puffer-
invalidierungen). Um das Verständnis der folgenden Ausführun-
gen zu erleichtern, geben wir zunächst einen groben Überblick, wie
diese beiden Funktionen bei loser Kopplung gelöst werden können.
In Kap. 7.5.2 beschreiben wir dann, wie Synchronisation sowie Ko-
härenzkontrolle bei Einsatz eines GEH realisiert werden können.
Weitergehende Einsatzformen des GEH bezüglich globalem Log-
ging, globaler Pufferverwaltung und Lastkontrolle werden in Kap.
7.5.3 diskutiert. Die DB-Sharing-spezifischen Nutzungsarten eines
GEH sind durch die DBS (nicht im Betriebssystem) zu realisieren.
7.5.1 Synchronisation und Kohärenzkontrolle bei lose ge-
koppelten DB-Sharing-Systemen
Die Leistungsfähigkeit von DB-Sharing-Systemen ist wesentlich
von den gewählten Algorithmen zur globalen Synchronisation und
Behandlung von Pufferinvalidierungen abhängig, da der Kommu-
nikationsaufwand zur Transaktionsbearbeitung weitgehend durch
diese beiden Funktionen bestimmt ist. Dies gilt natürlich vor allem
bei loser Kopplung, wo die Minimierung von Kommunikationsvor-
gängen Hauptoptimierungsziel ist. Einen Überblick zu alternati-
ven Verfahren für Synchronisation und Kohärenzkontrolle bieten
[Ra89a, Ra91d], nähere Beschreibungen sind in [Ra88a] zu finden.
Im folgenden sollen einige wesentliche Lösungsansätze kurz skiz-
ziert werden.








Zur Synchronisation kommen in existierenden DB-Sharing-Syste-
men ausnahmslos Sperrverfahren zum Einsatz, welche zentrali-
siert oder verteilt realisiert werden können. Bei einem zentralen
Sperrverfahren nimmt ein dedizierter Rechner die globale Sperr-
verwaltung für die gesamte Datenbank vor. Im einfachsten Fall
sind sämtliche Sperranforderungen und -freigaben an diesen Rech-
ner zu schicken, was jedoch zu einem inakzeptabel hohem Kommu-
nikationsaufwand und starken Antwortzeitverzögerungen führt.
Der Kommunikations-Overhead läßt sich relativ leicht durch eine
Nachrichtenbündelung reduzieren, wobei mehrere Sperranforde-
rungen und -freigaben pro Nachricht übertragen werden; dies führt
aber zu einer noch stärkeren Antwortzeiterhöhung. Die Anzahl glo-
baler Sperranforderungen läßt sich jedoch reduzieren, indem man
die lokalen Sperrverwalter einzelner Rechner autorisiert, Sperren
ggf. lokal zu verwalten, ohne also Kommunikation mit dem zentra-
len Rechner vornehmen zu müssen. Dabei lassen sich zwei Arten
von Autorisierungen unterscheiden, die vom globalen Sperrverwal-
ter den lokalen Sperrverwaltern zugewiesen werden können:
- Eine Schreibautorisierung ermöglicht es dem lokalen Sperrverwal-
ter, sowohl Schreib- als auch Lesesperren für das betreffende Objekt
(z.B. Seite oder Satztyp) lokal zu vergeben. Eine solche Autorisie-
rung wird vom globalen Sperrverwalter erteilt, wenn zum Zeitpunkt
einer Sperranforderung kein weiterer Rechner eine Sperre auf dem
betreffenden Objekt angefordert hat. Eine Schreibautorisierung
kann jeweils nur einem Rechner (lokalem Sperrverwalter) zuer-
kannt werden. Eine Rückgabe der Schreibautorisierung ist erst er-
forderlich, wenn ein anderer Rechner dasselbe Objekt referenzieren
will.
- Eine Leseautorisierung ermöglicht es dem lokalen Sperrverwalter,
Lesesperren für das betreffende Objekt lokal zu vergeben. Eine sol-
che Autorisierung wird vom globalen Sperrverwalter erteilt, wenn
zum Zeitpunkt einer Sperranforderung kein weiterer Rechner eine
Schreibsperre auf dem betreffenden Objekt angefordert hat. Im Ge-
gensatz zur Schreibautorisierung können mehrere Rechner eine Le-
seautorisierung für dasselbe Objekt halten. Eine Rückgabe der Le-
seautorisierung(en) ist erst erforderlich, sobald ein Rechner einen
Schreibzugriff auf das betreffende Objekt durchführen will.
Ein Beispiel zum Einsatz dieser Autorisierungen zeigt Abb. 7-4.
Dabei besitzt Rechner R2 (genauer: der lokale Sperrverwalter
LLM2) eine Schreibautorisierung für Objekt O1, in den Rechnern
R1 und R3 liegt je eine Leseautorisierung für Objekt O2 vor. Damit
können in R1 sämtliche Sperranforderungen und -freigaben bezüg-
lich O1 ohne Kommunikationsverzögerungen behandelt werden, in








verfahrenR1 und R3 sind sämtlich Lesesperren auf O2 lokal gewährbar. Er-
folgt jedoch eine Referenz auf O1 zum Beispiel in Rechner R1, dann
führt die entsprechende Sperranforderung an den globalen Sperr-
verwalter (GLM) zum Entzug der Schreibautorisierung an R2. In
diesem Fall entstehen für die Sperranforderung in R1 zusätzliche
Verzögerungen und Nachrichten (ingesamt 4 Nachrichten).
Ebenso kann eine Schreibsperre auf O2 erst gewährt werden,
nachdem die beiden Leseautorisierungen entzogen wurden.
Obwohl also durch den Entzug von Schreib- bzw. Leseautorisierun-
gen zusätzliche Nachrichten eingeführt werden, zeigen Leistungs-
untersuchungen, daß die Nachrichteneinsparungen demgegenüber
i.a. deutlich überwiegen [Ra88b]. Dabei ist die Effektivität der
Schreibautorisierungen jedoch davon abhängig, inwieweit durch
die Lastverteilung ein günstiges Lokalitätsverhalten erreicht wer-
den kann, so daß bestimmte DB-Bereiche möglichst nur in einem
Rechner referenziert werden.
Da ein einzelner Rechner zur globalen Sperrverwaltung v.a. bei
größerer Rechnerzahl leicht zum Leistungsengpaß wird, empfiehlt
sich der Einsatz verteilter Sperrverfahren, bei denen die globale
Sperrverantwortlichkeit unter mehrere Rechner aufgeteilt wird.
Im einfachsten Fall kann dies z.B. dadurch geschehen, daß der für
ein Objekt zuständige Rechner durch Anwendung einer Hash-
Funktion auf dem Objektnamen ermittelt wird. Das Sperrprotokoll
selbst bleibt im Vergleich zum zentralen Fall davon weitgehend
unbeeinflußt, insbesondere können Schreib- und Leseautorisierun-
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Abb. 7-4: Einsatz von Schreib- und Leseautorisierungen








InvalidierungBeim Primary-Copy-Sperrverfahren [Ra86c] wird angestrebt, die
Sperrverantwortlichkeit so unter alle Verarbeitungsrechner aufzu-
teilen, daß dadurch bereits ein hoher Anteil lokaler Sperrgewäh-
rungen möglich wird. Denn sämtliche Sperren, für die der eigene
Rechner die globale Sperrverantwortung trägt, können lokal be-
handelt werden. Um diesen Anteil möglichst groß werden zu las-
sen, ist eine Abstimmung zwischen der Aufteilung der Sperrverant-
wortung, die einer logischen DB-Partitionierung gleichkommt, und
der Lastverteilung vorzunehmen. Damit läßt sich ähnlich wie
durch den Einsatz von Schreibautorisierungen Lokalität im Refe-
renzverhalten zur Einsparung globaler Sperranforderungen nut-
zen. Allerdings ist die Verteilung der Sperrverantwortung im Ge-
gensatz zu den Schreibautorisierungen stabil, und Verzögerungen
wie zum Entzug von Schreibautorisierungen kommen keine vor.
Der Einsatz der Leseautorisierungen ist auch beim Primary-Copy-
Sperrverfahren sinnvoll [Ra86c, Ra88a]. Damit können Lesesper-
ren auch für solche Objekte lokal behandelt werden, für die ein an-
derer Rechner die globale Sperrverantwortung trägt.
Kohärenzkontrolle
Da jeder Knoten eines DB-Sharing-Systems einen lokalen DB-Puf-
fer im Hauptspeicher führt, kommt es zu einer (dynamischen) Da-
tenreplikation in den Puffern und dem damit verbundenen Veralte-
rungsproblem (buffer invalidation problem) [Ra89a, Ra91d]. Zur
Behandlung von Pufferinvalidierungen (Kohärenzkontrolle) ist es
erforderlich, daß invalidierte Seiten im DB-Puffer eines Rechners
erkannt werden. Daneben ist dafür zu sorgen, daß eine Transaktion
stets die neuste Version einer DB-Seite erhält. Letztere Aufgabe
hängt davon ab, ob eine FORCE- oder NOFORCE-Strategie zum
Ausschreiben geänderter Seiten auf Externspeicher eingesetzt
wird. Bei einer FORCE-Strategie kann die neuste Version einer
DB-Seite stets vom gemeinsamen Externspeicher gelesen werden,
da jede Änderung unmittelbar dorthin durchgeschrieben wird. Für
NOFORCE sind dagegen Zusatzmaßnahmen erforderlich, um eine
Änderung, die nur im Puffer eines Rechners steht, anderen Rech-
nern zur Verfügung zu stellen.
Ein einfacher Ansatz zur Erkennung invalidierter Seiten erfordert,
daß jede Änderungstransaktion am Transaktionsende in einer
Broadcast-Nachricht allen anderen Rechnern mitteilt, welche Sei-
ten von ihr geändert wurden. Dieser Ansatz führt jedoch zu einem
hohen Kommunikationsaufwand sowie erhöhten Antwortzeiten, da
die Sperren einer Transaktion erst freigegeben werden können,







Sperrverfahrennachdem alle Rechner die Bearbeitung der Broadcast-Nachricht
quittiert haben. Wesentlich effizienter ist dagegen eine sogenannte
On-Request-Invalidierung, bei der die Erkennung invalidierter
Seiten in das Sperrprotokoll integriert ist. Hierbei wird durch Füh-
ren zusätzlicher Informationen (z.B. seitenspezifischer Änderungs-
zähler) in der globalen Sperrtabelle bei der Bearbeitung einer
Sperranforderung ("on request") festgestellt, ob für die betreffende
Seite eine Invalidierung vorliegt. Dies gestattet die Erkennung von
Pufferinvalidierungen ohne zusätzliche Kommunikation, verlangt
jedoch eine Synchronisation auf Seitenebene.
Bezüglich der Bereitstellung aktueller Seitenversionen bei NO-
FORCE kann in der globalen Sperrtabelle zusätzlich vermerkt
werden, welcher Rechner eine Seite zuletzt geändert hat. Bei einer
Sperranforderung eines anderen Rechners, der die betreffende
Seite noch nicht gepuffert hat (bzw. eine veraltete Version besitzt),
wird damit ersichtlich, bei welchem Rechner die Seite verfügbar
ist. In diesem Fall wird anstelle eines Externspeicherzugriffs eine
Seitenanforderung (page request) an den betreffenden Rechner
gestellt, der die Seite daraufhin in einer Antwortnachricht über
das Kommunikationsnetz zurückliefert. Wird eine geänderte Seite
auf Externspeicher ausgeschrieben, erfolgt eine Anpassung in der
globalen Sperrtabelle, die anzeigt, daß die aktuelle Seitenversion
nun vom Externspeicher gelesen werden kann.
Beim Primary-Copy-Sperrverfahren ist für NOFORCE eine andere
Strategie zum Austausch geänderter Seiten möglich, die ohne zu-
sätzliche Nachrichten für Seitenanforderungen auskommt. Dabei
werden am Transaktionsende geänderte Seiten stets an den Rech-
ner gesendet, der die globale Sperrverantwortung für die Seite
hält. Diese Übertragung kann mit der Nachricht zur Freigabe der
Schreibsperre kombiniert werden und führt zu keiner Antwortzeit-
erhöhung (die Übertragung einer "großen" Nachricht erfordert je-
doch einen höheren Kommunikations-Overhead). Kommunikation
ist daneben natürlich nur dann erforderlich, wenn nicht der eigene
Rechner (an dem der Zugriff erfolgte) die Sperrverantwortung hält.
Eine Folge dieser Vorgehensweise ist, daß die aktuelle Version ei-
ner Seite entweder bei dem Rechner erhältlich ist, der die globale
Sperrverantwortung besitzt, oder von Externspeicher eingelesen
werden kann (wenn die Seite nicht geändert wurde oder durch den
zuständigen Rechner bereits ausgeschrieben wurde). Dies bringt
den großen Vorteil mit sich, daß bei einer externen Sperranforde-
rung der zuständige Rechner die aktuelle Version der Seite mit der











BeispielSperrgewährung direkt mitschicken kann, falls sie bei ihm vorliegt.
Damit entstehen nach Erhalt der Sperre/Seite keine weiteren Ver-
zögerungen für Seitenanforderungen bzw. Externspeicherzugriffe.
In Abb. 7-5 ist ein Beispiel für das skizzierte Protokoll gezeigt. Da-
bei trägt Rechner R2 die globale Sperrverantwortung für die be-
trachtete Seite P. Die Erkennung von Pufferinvalidierungen (On-
Request-Invalidierung) erfolgt über Änderungszähler, die in den
Seiten selbst gespeichert und bei jeder Änderung inkrementiert
werden.
7.5.2 Synchronisation über den GEH
Ein nachrichtenbasiertes Protokoll für Synchronisation und Kohä-
renzkontrolle läßt sich auch bei naher Kopplung mit einem GEH
verwenden, wenn der GEH lediglich zur Beschleunigung der Kom-
munikation genutzt wird. Ein solcher Ansatz hat vor allem den Vor-
teil, daß sowohl Konfigurationen mit und ohne GEH ohne Auswir-
kungen auf das Synchronisationsprotokoll (sowie das DBS) genutzt
werden können.












Beispielszenarium für Seitentransfers beim Primary-Copy-Sperrverfahren
freigabe
anforderung
urde durch eine Transaktion in Rechner R3 geändert, wobei der Änderungszähler von
erhöht wird. Am Transaktionsende wird die aktuelle Version der Seite zusammen mit
abe der Schreibsperre an den zuständigen Rechner R2 übertragen, wo sie in den Puffer
men wird. In R2 wird daneben der aktuelle Wert des Änderungszählers in der globalen
lle vermerkt.
saktion in R1 fordert eine Sperre auf Seite P anf und teilt dabei dem globalen Sperrver-
R2 auch mit, daß eine Kopie der Seite in R1 mit Änderungszähler 17 bereits gepuffert
kennt daraufhin, daß die gepufferte Seitenversion veraltet ist, und überträgt die aktuelle
sion nach R1 zusammen mit der Nachricht, mit der die Sperre gewährt wird.




problemeEine Alternative besteht in der Nutzung einer globalen Sperrta-
belle (Global Lock Table, GLT) im GEH, auf die alle Rechner (DBS)
Zugriff haben. Darin sind Informationen über gewährte und war-
tende (inkompatible) Sperranforderungen zu führen, so daß jeder
Rechner über die Gewährbarkeit einer Sperranforderung entschei-
den kann. Änderungen an der globalen Sperrtabelle erfordern je-
weils mindestens zwei GEH-Zugriffe: einen zum Lesen des rele-
vanten Sperreintrages in den Hauptspeicher und einen zum Zu-
rückschreiben der Änderung in den GEH (mit Compare&Swap).
Bei Eintragszugriffszeiten von wenigen Mikrosekunden können so
im Vergleich zu nachrichtenbasierten Protokollen in lose gekoppel-
ten Systemen nahezu vernachlässigbare Verzögerungen zur Sperr-
behandlung erreicht werden.
Die Verwaltung einer globalen Sperrtabelle im GEH wird jedoch
durch die fehlende Instruktionsadressierbarkeit erschwert, da die
globale Sperrinformation vollständig auf GEH-Einträge fester
Länge abzubilden ist. Dazu ist eine Verwaltung der Sperrangaben
innerhalb einer Hash-Tabelle im GEH vorzusehen, da es nicht
möglich ist, für jedes sperrbare DB-Objekt a priori einen GLT-Kon-
trolleintrag zu reservieren. Aufgrund von Namenskollisionen bei
der Hash-Abbildung sind pro Hash-Klasse eine variable Anzahl
von Einträgen möglich, die in geeigneter Weise zu verketten sind.
Die Verwaltung solch variabler Datenstrukturen mit GEH-Einträ-
gen ist sehr umständlich und führt zu vermehrten GEH-Zugriffen
[HR90]. So sind beim Zugriff auf einen Sperreintrag im GEH ggf.
mehrere Einträge derselben Hash-Klasse einzulesen. Auch das
Einfügen eines neuen Eintrages in die Hash-Klasse erfordert meh-
rere GEH-Zugriffe, um einen freien GEH-Eintrag zu allokieren
und mit der Hash-Tabelle zu verketten.
Ähnliche Probleme entstehen bei der Verwaltung der Sperrkon-
trollblöcke selbst, da auch die Anzahl gewährter und wartender
Sperranforderungen pro Objekt variabel ist. Um die Komplexität
der Implementierung sowie die GEH-Zugriffshäufigkeit zu redu-
zieren, empfiehlt sich, im GEH nur eine reduzierte Sperrinforma-
tion fester Länge zu führen. Dies ist möglich, wenn im GEH die
Sperrangaben rechnerbezogen verwaltet werden, die transaktions-
spezifischen Angaben dagegen innerhalb von lokalen (Hauptspei-
cher-) Sperrtabellen der einzelnen DBS.










-freigabenEine denkbare Realisierung nutzt folgende Angaben innerhalb ei-
nes Sperrkontrollblocks im GEH:
Dabei wird von zwei Sperrmodi ausgegangen: lesenden (R-) und
schreibenden (X-) Sperranforderungen. NMAX bezeichne die maxi-
male Rechneranzahl im System. Zu einem Objekt gibt der Vektor
GRANTED-MODE für jeden Rechner an, ob Sperren und, wenn ja,
mit welchem höchsten Sperrmodus an Transaktionen des Rechners
vergeben sind (0 bedeutet, daß keine Sperren vergeben sind; R, daß
nur Lesesperren gewährt wurden, usw.). Auch die Angaben zu war-
tenden Sperranforderungen konnten auf eine feste Länge begrenzt
werden, obwohl die Anzahl wartender Transaktionen prinzipiell
unbegrenzt ist. Dazu wurde pro Rechner und Sperrmodus höch-
stens ein Warteeintrag vorgesehen, so daß bei zwei Sperrmodi ma-
ximal 2*NMAX Warteeinträge möglich sind. Wäre nur die restrik-
tivste Sperranforderung in der globalen Warteliste vermerkt wor-
den, hätten bei der Abarbeitung der Warteliste weniger Transak-
tionen als möglich gleichzeitig aktiviert werden können (z.B. kön-
nen nun mehrere Leseanforderungen verschiedener Rechner
gleichzeitig gewährt werden, auch wenn einer der Rechner eine X-
Sperre gefordert hat).
Die globale Sperrinformation ist sehr kompakt. Für NMAX=4 wer-
den für GRANTED-MODE nur 1 Byte, für #WE 4 Bits und für die
globale Warteliste 3 Bytes benötigt. Daneben sind ca. 6 Bytes für
die Objekt-ID und 2 Bytes für den Verweis auf den Nachfolger in-
nerhalb derselben Hash-Klasse vorzusehen, so daß eine Eintrags-
größe von 16 Bytes zur Aufnahme eines Sperrkontrollblockes aus-
reicht (dabei verbleibt noch etwas Platz für zusätzliche Angaben,
z.B. zur Behandlung von Pufferinvalidierungen, s.u.).
Eine Sperranforderung wird stets über die globale Sperrtabelle im
GEH entschieden. Dazu ist zunächst der betreffende Kontrollblock
von der Hash-Tabelle des GEH in den Hauptspeicher zu lesen.
Liegt noch keiner vor, so wird ein neuer Eintrag allokiert und die
Sperre kann gewährt werden. Anderenfalls wird mit den globalen
Sperrangaben entschieden, ob die Sperre mit bereits gewährten
Sperren verträglich ist. Liegen unverträgliche Sperrgewährungen
Object ID: ...;
GRANTED-MODE: array [1.. NMAX] of [0, R, X];
#WE: 0.. 2*NMAX;
{ aktuelle Anzahl von Warteeinträgen }
GWL: array [1..#WE] of (Rechner-ID, Modus);
{Globale Warteliste }
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Beispielbzw. bereits wartende Sperranforderungen vor, wird ein Warteein-
trag an die GWL angefügt, falls noch kein Eintrag für den betref-
fenden Rechner und Sperrmodus vorliegt. Bei gewährbarer Sperre
wird GRANTED-MODE, falls erforderlich, angepaßt. Eine Sperr-
freigabe erfordert einen GEH-Zugriff, falls sich für den Rechner
der maximale Modus gewährter Sperren reduziert (z.B. nach Frei-
gabe der letzten Lesesperre). Daraufhin wird GRANTED-MODE
angepaßt und festgestellt, ob wartende Sperranforderungen ge-
währbar sind. Ist dies der Fall, so wird dies den betreffenden Rech-
ner über eine Nachricht mitgeteilt. Geänderte GEH-Einträge wer-
den stets mit Compare&Swap zurückgeschrieben. Scheitert die
Compare& Swap-Operation, so ist die betreffende Sperranforde-
rung bzw. -freigabe von neuem zu bearbeiten.
Die Verwendung der eingeführten Datenstrukturen verdeutlicht
das Beispiel in Abb. 7-6 für drei Rechner. Für das betrachtete Ob-
jekt O gibt GRANTED-MODE an, daß eine Transaktion in Rechner
R3 eine X-Sperre hält; die lokalen Sperrangaben dieses Rechners
zeigen, daß Transaktion T1 die Sperre hält. Wie zu erkennen, lie-
gen auf Transaktionsebene (in den lokalen Sperrtabellen) 6 war-
tende Sperranforderungen vor, jedoch nur 4 Einträge auf Rechne-
rebene innerhalb der globalen Warteliste GWL. Nach Freigabe der
X-Sperre von T1 wird zunächst eine R-Sperrgewährung von R3
nach R2 geschickt und der GEH-Eintrag entsprechend angepaßt































Abb. 7-6: Beispielszenarium zur Verwaltung wartender Sperran-
forderungen
R2 R3





abschätzungfernen). In R2 werden daraufhin natürlich beide R-Anforderungen
befriedigt, obwohl die zweite R-Anforderung nicht im GEH gespei-
chert wurde. Nach Freigabe der letzten R-Sperre greift R2 auf die
globale Sperrtabelle zu und veranlaßt die weitere Abarbeitung der
globalen Warteliste, wobei dann die X-Anforderung aus R1 (T3) be-
friedigt wird. Erst nach Entfernen des zugehörigen X-Warteeintra-
ges für R1 aus der GWL kann nun die bereits länger gestellte X-An-
forderung von Transaktion T7 an den GEH weitergereicht werden,
wobei ein erneuter X-Warteeintrag für R1 an das aktuelle Ende der
GWL angefügt wird. Eine derart verzögerte Weitergabe wartender
Sperranforderungen ist erforderlich, um trotz der reduzierten War-
teinformation im GEH ein "Verhungern" von Transaktionen zu ver-
hindern.
Die Führung lokaler Sperrtabellen gestattet jedem Rechner eine
Erkennung lokaler Deadlocks, so daß nur noch globale Deadlocks
einer gesonderten Behandlung bedürfen. Am einfachsten ist hierzu
eine Timeout-Strategie. Eine Erkennung globaler Deadlocks kann
entweder durch ein nachrichtenbasiertes Protokoll oder unter Nut-
zung geeigneter Datenstrukturen im GEH erfolgen. Allerdings
wäre ein globaler Wartegraph mit GEH-Einträgen nur äußerst um-
ständlich zu realisieren und würde mühsame und häufige Ände-
rungsoperationen verursachen.
Ein weiterer Vorteil der eingeführten Redundanz ist, daß die glo-
bale Sperrinformation im GEH durch die Angaben in den lokalen
Sperrtabellen rekonstruierbar ist (Fehlertoleranz). So können z.B.
auch nach einem Rechnerausfall die GEH-Sperreinträge, die der
ausgefallene Rechner in Bearbeitung hatte, durch die Sperranga-
ben in den überlebenden Rechnern auf einen konsistenten Zustand
gebracht werden. Das Hauptproblem, nämlich die Erkennung der
von einem Rechnerausfall betroffenen Einträge, wird damit jedoch
nicht gelöst; hierzu muß i.a. ein Doppeltführen der globalen Sperr-
tabelle in Kauf genommen werden.
Das skizzierte Sperrprotokoll erfordert wenigstens zwei GEH-Zu-
griffe pro Sperranforderung und -freigabe. Geht man davon aus,
daß Namenskollisionen bei der Hash-Abbildung selten sind, erge-
ben sich ca. 4 bis 5 GEH-Zugriffe pro Sperre. Bei doppelter Haltung
der GLT sind die Schreiboperationen zweifach auszuführen, so daß
ca. 6 bis 7 GEH-Zugriffe pro Sperre anfallen. Für eine Transaktion
mit fünf Sperren ergibt dies 30 bis 35 GEH-Zugriffe mit einer Ge-
samtverzögerung in der Größenordnung von 100 µs. Auch bei ho-







ontrollehen Transaktionsraten bleibt die GEH-Auslastung gering (unter
10% für 1000 TPS).
Die GEH-Zugriffshäufigkeit kann weiter reduziert werden, wenn
nicht jede Sperranforderung über den GEH entschieden wird, son-
dern die Verarbeitungsrechner zur lokalen Vergabe von Sperren
autorisiert werden. Ein solch erweitertes Sperrverfahren kann
analog zu Vorschlägen zur Reduzierung globaler Sperranforderun-
gen bei nachrichtenbasierten Protokollen realisiert werden, insbe-
sondere durch Verwendung von Schreib- und Leseautorisierungen
(Kap. 7.5.1). Mit einer solchen Verfahrenserweiterung läßt sich
durch Nutzung von Lokalität die Anzahl der GEH-Zugriffe stark
reduzieren, allerdings auf Kosten einer erheblich gesteigerten
Komplexität des Sperrprotokolls. Außerdem werden durch die Au-
torisierungen lediglich GEH-Zugriffe eingespart, die sehr kurze
Verzögerungen verursachen. Der Entzug der Autorisierungen da-
gegen (nach einer unverträglichen Sperranforderung durch einen
anderen Rechner), ist auch bei GEH-Einsatz nur über Nachrichten
möglich, so daß die Verzögerungen hierfür die Einsparungen bei
den GEH-Zugriffen mehr als zunichte machen können.
Behandlung von Pufferinvalidierungen
Die Diskussion in Kap. 7.5.1 zeigte, daß eine effiziente Lösung zur
Kohärenzkontrolle durch Integration ins Sperrprotokoll möglich
ist, indem erweiterte Sperrinformationen genutzt werden (z.B. um
veraltete Seiten erkennen zu können, Angaben zum Aufenthaltsort
der aktuellen Seitenversion). Wird die globale Sperrtabelle im
GEH abgelegt, so können nun natürlich auch für geänderte DB-
Seiten die Angaben zur Behandlung des Veralterungsproblems in
Tabellen des GEH abgelegt werden. Desweiteren kann der GEH
zum beschleunigten Austausch geänderter Seiten zwischen den
Rechnern verwendet werden, und zwar sowohl bei einem nachrich-
tenbasierten Synchronisationsprotokoll als auch bei einer Synchro-
nisation über zentrale Sperrtabellen im GEH.
7.5.3 Weitere Einsatzmöglichkeiten des GEH
Logging
Jeder Rechner eines DB-Sharing-Systems führt zur Behandlung
von Transaktionsfehlern und Rechnerausfällen eine lokale Log-
Datei, in der Änderungen der an dem Rechner ausgeführten Trans-
aktionen protokolliert werden. Die Allokation der lokalen Log-Da-











aspekteim zentralen Fall möglich, da keine rechnerübergreifende Koordi-
nierung erforderlich ist. Zur Behandlung von Externspeicherfeh-
lern erfordert DB-Sharing jedoch auch die Konstruktion einer glo-
balen Log-Datei, in der die Änderungen sämtlicher Transaktionen
im System in chronologischer Reihenfolge protokolliert werden
[Ra91a]. In existierenden DB-Sharing-Systemen erfolgt die Erstel-
lung der globalen Log-Datei durch Mischen der lokalen Log-Daten
mit einem Dienstprogramm. Dieser Ansatz verursacht jedoch signi-
fikante Verfügbarkeitsprobleme, da nach einem Plattenfehler zu-
nächst das Dienstprogramm zur Erstellung der globalen Log-Datei
auszuführen ist. Eine bessere, jedoch komplexe Alternative ist das
Mischen der Log-Daten im laufenden Betrieb [MNP90]. Die Nut-
zung des GEH erlaubt eine wesentlich einfachere, aber effiziente
Alternative zur Erstellung der globalen Log-Datei. Dabei wird die
globale Log-Datei direkt im GEH erstellt, indem jede erfolgreiche
Transaktion ihre Änderungen an das aktuelle Ende des globalen
Logs schreibt, bevor sie die Sperren freigibt. Während diese einfa-
che Strategie bei Allokation der globalen Log-Datei auf einer Platte
einen Log-Engpaß zur Folge hätte, lösen die schnellen GEH-Zu-
griffszeiten dieses Problem.
In [Ra91b] wird die Verwendung des GEH zur Erstellung der glo-
balen Log-Datei im Detail beschrieben; hier sollen nur einige
Punkte herausgegriffen werden. Da der globale Log (im Gegensatz
zu den lokalen Log-Dateien) ständig wächst, wird nur das aktuelle
Ende des globalen Log-Datei im GEH geführt. Spezielle Schreibpro-
zesse in den Verarbeitungsrechnern müssen die Log-Daten ständig
vom GEH auf Hintergrundspeicher weiterleiten. Bei den GEH-Zu-
griffen auf die globale Log-Datei ist zum einen eine Synchronisa-
tion zwischen verschiedenen Transaktionen erforderlich, um das
aktuelle Ende der globalen Log-Datei fortzuschalten. Desweiteren
ist eine Synchronisierung der GEH-Lesezugriffe durch die Schreib-
prozesse mit den Schreibzugriffen von Transaktionen notwendig.
Diese Aufgaben können mit zwei speziellen GEH-Einträgen gelöst
werden, die den aktuellen Beginn sowie das aktuelle Ende des glo-
balen Log-Bereichs im GEH kennzeichnen. Weiterhin wird eine
Bitliste benötigt, die für GEH-Seiten im Log-Bereich angeben, ob
das Schreiben schon beendet ist, so daß ein Lesen durch die
Schreibprozesse erfolgen kann [Ra91b]. Techniken wie Gruppen-
Commit können problemlos genutzt werden, um den Log-Umfang
sowie die GEH-Zugriffshäufigkeit zu begrenzen.







Eine erweiterte Nutzung des GEH-Seitenbereiches ergibt sich,
wenn dieser nicht nur zur zum Austausch geänderter Seiten (bzw.
allgemein zur beschleunigten Interprozessor-Kommunikation) ein-
gesetzt wird, sondern auch zur Aufnahme von aus den lokalen DB-
Puffern verdrängten bzw. ausgeschriebenen Seiten. Hauptziele da-
bei sind das schnellere Ausschreiben geänderter Seiten sowie die
Einsparung von Lesevorgängen von Platte.
Leider zeigt sich, daß die Verwaltung eines globalen DB-Puffers
durch GEH-Datenstrukturen nur äußerst umständlich realisier-
bar ist. So werden Datenstrukturen zur Freispeicherverwaltung,
Lokalisierung von DB-Seiten sowie zur Realisierung der Seitener-
setzung (z.B. LRU-Ketten) benötigt. Dies ist zwar über GEH-Ein-
träge möglich, jedoch ergibt sich eine weit komplexere Realisierung
als etwa bei der Nutzung einer globalen Sperrtabelle. Eine prakti-
kablere Lösung zur Realisierung eines globalen DB-Puffers er-
scheint daher die Verwendung gemeinsamer (nicht-flüchtiger)
Platten-Caches, wobei jedoch ggf. die Pufferstrategien über eine
entsprechende Parametrisierung auf die DB-Anforderungen anzu-
passen wären.
Jeder Rechner kann natürlich wie im zentralen Fall einen erwei-
terten DB-Puffer unter lokaler Kontrolle im GEH führen. Die im
erweiterten DB-Puffer möglichen Pufferinvalidierungen können
dann wie für Seiten im Hauptspeicherpuffer behandelt werden.
Lastkontrolle
Erfolgt die Lastverteilung durch mehrere Rechner, dann kann bei
einer nahen Kopplung über einen GEH dieser zur
- effizienten Weiterleitung von Transaktionsaufträgen,
- zur schnellen Sicherung von Eingabenachrichten und
- zur Ablage gemeinsam benutzter Datenstrukturen (z.B. Routing-
Tabelle, Angaben zur aktuellen Last- und Verteilsituation, u.ä.)
genutzt werden. Dies verspricht eine effiziente Realisierung einer
dynamischen Lastverteilung, da globale Statusinformation in ein-
facher Weise mehreren Rechnern zugänglich werden. Diese Nut-
zungsform ist auch für Shared-Nothing relevant und vor allem
durch die TP-Monitore zu realisieren.









Zur quantitativen Bewertung nah gekoppelter Mehrrechner-DBS
wurde das in Kap. 6.5 vorgestellte Simulationssystem TPSIM er-
weitert. Die wesentlichen Erweiterungen werden im nächsten Ab-
schnitt kurz beschrieben. Danach folgen die Beschreibung der Si-
mulationsergebnisse für verschiedene Lasten (Debit-Credit und
reale Last), wobei u.a. verschiedene Strategien zur Lastverteilung
berücksichtigt werden, sowie ein Vergleich zwischen lose und nahe
gekoppelten DB-Sharing-Systemen.
7.6.1 Simulationsmodell
Da eine nahe Kopplung über einen GEH vor allem für DB-Sharing-
Systeme von Interesse ist, mußte das Simulationssystem für zen-
tralisierte Systeme (Kap. 6.5) hinsichtlich der Lösung DB-Sharing-
spezifischer Probleme erweitert werden. Dies betrifft insbesondere
die Realisierung eines globalen Synchronisationsprotokolls sowie
die Behandlung von Pufferinvalidierungen. Daneben sind die er-
zeugte Transaktionslast gemäß einer Routing-Strategie unter den
Verarbeitungsrechnern aufzuteilen und die Kommunikation zwi-
schen Rechnern nachzubilden.
Zur Synchronisation wird je ein Protokoll für lose und nahe Kopp-
lung unterstützt. Bei naher Kopplung wird das in Kap. 7.5.2 skiz-
zierte Protokoll verwendet, bei dem die Vergabe und Freigabe aller
Sperren über eine globale Sperrtabelle im GEH geschieht. Die ein-
zelnen Sperreinträge werden dabei im GEH explizit verwaltet und
über Eintragsoperationen zum Lesen und Schreiben (Compare&
Swap) manipuliert. Die GEH-Tabelle hält nur die reduzierte Sperr-
information auf Rechnerebene, während transaktionsbezogene An-
gaben in lokalen Sperrtabellen geführt werden. Bei loser Kopplung
ist ein nachrichtenbasiertes Protokoll zur globalen Synchronisation
erforderlich. Hierzu wurde das Primary-Copy-Sperrverfahren
(Kap. 7.5.1) implementiert, da dieses beim Leistungsvergleich ver-
schiedener Protokolle in lose gekoppelten DB-Sharing-Systemen
die besten Ergebnisse erzielte [Ra88a, Ra88b]. Die implementierte
Version des Protokolls unterstützt dabei den Einsatz von Leseauto-
risierungen, um eine lokale Vergabe von Lesesperren auch für Ob-
jekte zu ermöglichen, für die ein anderer Rechner die globale Sperr-
verantwortung hält.
Zur Behandlung von Pufferinvalidierungen wurde für beide









Tabelle7.5.1) realisiert. Damit können aufgrund erweiterter Informatio-
nen in der globalen Sperrtabelle (im GEH bzw. beim zuständigen
Rechner) Pufferinvalidierungen ohne zusätzliche Kommunikation
bzw. GEH-Zugriffe erkannt werden.
Bezüglich der Ausschreibstrategie werden für beide Synchronisati-
onsprotokolle sowohl die Wahl einer FORCE- als auch einer NO-
FORCE-Strategie unterstützt. Bei NOFORCE werden geänderte
Seiten stets über das Kommunikationsnetz zwischen den Rech-
nern ausgetauscht, es kommen dabei jedoch unterschiedliche An-
sätze für die beiden Sperrprotokolle zum Einsatz. Bei der Verwen-
dung einer globalen Sperrtabelle im GEH wird bei NOFORCE dort
vermerkt, welcher Rechner eine Seite zuletzt geändert hat. Dieser
Rechner wird dann aufgefordert, wenn erforderlich, die aktuelle
Seitenversion per Seitentransfer bereitzustellen. Für das Primary-
Copy-Sperrverfahren wird die in Kap. 7.5.1 skizzierte Alternative
eingesetzt, welche zusätzliche Nachrichten für solche Seitenanfor-
derungen vermeidet. Dabei erhält der Rechner mit der globalen
Sperrverantwortung stets die aktuelle Version von extern geänder-
ten Seiten, und sämtliche Seitentransfers werden mit regulären
Sperrnachrichten kombiniert.
Zur Lastverteilung werden mehrere einfache Strategien unter-
stützt. Zum einen kann für jede Last eine wahlfreie Lastvertei-
lung eingestellt werden, bei der für jede Transaktion der Verarbei-
tungsrechner über einen Zufallsgenerator ausgewählt wird. Der
Zufallsgenerator gewährleistet lediglich, daß jeder Rechner etwa
gleich viele Transaktionen zur Bearbeitung erhält. Daneben ist es
möglich, die Lastverteilung über eine Routing-Tabelle zu steuern,
die für jeden Transaktionstyp festlegt, auf welchem Rechner die
Verarbeitung erfolgen soll. Wie das Beispiel in Tab. 7-1 zeigt, ist es
dabei nicht erforderlich, daß ein Transaktionstyp vollständig auf
einem Rechner bearbeitet wird, sondern es kann eine partielle Zu-
ordnung auf mehrere Rechner spezifiziert werden (z.B. 70% der
Transaktionen vom Typ TT1 werden Rechner 1, 30% Rechner 2 zu-
R1 R2 R3 R4
TT1
TT2
0.7 0.3 - -
TT3
- 0.5 0.5 -
- - - 1.0
Tab. 7-1: Beispiel einer Routing-Tabelle für drei
Transaktionstypen und vier Rechner





Modellierunggeordnet). Bei der Bestimmung einer Routing-Tabelle kann das Re-
ferenzverhalten von Transaktionstypen berücksichtigt werden, um
Transaktionen, die dieselben DB-Bereiche referenzieren, zur Un-
terstützung von Lokalität demselben Rechner zuzuordnen. Eine
solche Lastverteilung wird auch als affinitätsbasiertes Transakti-
ons-Routing bezeichnet [Ra92b] (s. Kap. 8.1.3.1). Für das Primary-
Copy-Sperrverfahren sollte die Routing-Tabelle mit der Zuordnung
der Sperrverantwortung abgestimmt werden, um möglichst wenig
globale Sperrbearbeitungen vornehmen zu müssen*. Für die Debit-
Credit-Last schließlich wird eine spezielle affinitätsbasierte Last-
verteilung unterstützt, bei der die Rechnerzuordnung über die
Nummer der Zweigstelle erfolgt, für die die Transaktion ausgeführt
werden soll (s.u.).
Zur Nachbildung der Kommunikation wird ein Kommunikations-
netz mit einstellbarer Übertragungskapazität modelliert. Jede
Nachricht verursacht Kommunikations-Overhead im sendenden
und empfangenden Rechner, wobei die jeweilige Instruktionsan-
zahl (Parameter) von der Nachrichtengröße abhängt. Damit kann
für die Übertragung ganzer Seiten ein größerer Overhead als für
kurze Nachrichten berechnet werden. Eine Bündelung von Nach-
richten wird unterstützt, z.B. um beim Primary-Copy-Verfahren
die Freigabe mehrerer Sperren durch eine Nachricht an den zu-
ständigen Rechner zu veranlassen.
Für den GEH lassen sich für Eintrags- und Seitenzugriffe verschie-
dene Zugriffszeiten spezifizieren. Eine Nutzung des GEH zur E/A-
Optimierung ist analog zum zentralen Fall möglich. Insbesondere
können DB- und Log-Dateien für alle Rechner GEH-resident ge-
führt werden, und jeder Rechner kann einen erweiterten DB-Puffer
im GEH halten. Platten sowie Platten-Caches werden für DB-Sha-
ring mit allen Rechnern verbunden, so daß z.B. Seiten zwischen
Rechnern über einen gemeinsamen Platten-Cache ausgetauscht
werden können.
Weitergehende Einzelheiten zum Simulationsmodell finden sich in
[St91, We92].





Der Großteil der Experimente wurde für die Debit-Credit-Last
durchgeführt, deren Einfachheit die Analyse der Simulationser-
gebnisse erleichtert. Beide Ansätze zur Synchronisation sowie zur
Behandlung von Pufferinvalidierungen (GEH-Nutzung und Pri-
mary-Copy-Sperrverfahren) wurden hinsichtlich wichtiger Ein-
flußfaktoren untersucht, insbesondere der Rechneranzahl und
Lastverteilungsstrategie. Zunächst stellen wir die wichtigsten Pa-
rametereinstellungen für die Debit-Credit-Experimente kurz vor.
Die Diskussion der Ergebnisse erfolgt danach in zwei Teilen. Zu-
nächst konzentrieren wir uns auf die Resultate bei naher Rechner-
kopplung über einen GEH. Danach (Kap. 7.6.2.2) erfolgt der Ver-
gleich mit lose gekoppelten DB-Sharing-Systemen. Zum Abschluß
untersuchen wir noch Simulationsergebnisse für die reale Last.
7.6.2.1 Parametereinstellungen für die
Debit-Credit-Experimente
Tab. 7-2 zeigt die wichtigsten Parameterbelegungen für die Debit-
Credit-Experimente. Die fett markierten Angaben entsprechen Pa-
rametern, die im Mehrrechnerfall neu hinzugekommen sind bzw.
gegenüber den Experimenten des zentralen Falls (Tab. 6-6) neu be-
setzt wurden. Die Rechneranzahl wird von 1 bis 10 variiert, wobei
in den meisten Experimenten eine Transaktionsrate von 100 TPS
pro Rechner eingestellt wird. Die DB-Größe steigt linear mit der
Transaktionsrate, so wie es der TPC-Benchmark (Kap. 1.3) vor-
schreibt. So ergibt sich für 10 Rechner die 10-fache DB-Größe (100
Millionen ACCOUNT-Sätze) wie im 1-Rechner-Fall. Für die
BRANCH- und TELLER-Satztypen wurde wiederum eine Cluster-
bildung der Sätze unterstellt (Kap. 6.5.1.1).
Die CPU-Kapazität pro Rechner wurde auf 40 MIPS voreingestellt
(vier Prozessoren mit je 10 MIPS), was bei einer Pfadlänge von
250.000 Instruktionen pro Transaktion die Bearbeitung von 100
TPS zuläßt und dabei eine Auslastung von wenigstens 62.5% ver-
ursacht. Ein Puffer von 200 Seiten pro Rechner resultiert in eine
Gesamtpuffergröße im System, die doppelt so groß ist wie die
BRANCH/TELLER-Partition.
Das Senden sowie Empfangen einer kurzen Nachricht kostet je-
weils 5000 Instruktionen CPU-Overhead, für eine lange Nachricht
8000 Instruktionen. Eine externe Sperranforderung beim Primary-
Copy-Sperrverfahren erfordert demnach 20.000 Instruktionen;
eine Seitenanforderung dagegen 26.000 Instruktionen. Für die
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pro Eintragszugriff angesetzt (Erwerb und Freigabe einer Sperre
verlangen jeweils wenigstens 2 GEH-Zugriffe, s. Kap. 7.5.2).
Variiert wurden neben der Rechneranzahl und damit der Ankunfts-
rate die Strategie zur Lastverteilung, die Ausschreibstrategie
(FORCE vs. NOFORCE), die Puffergröße sowie die DB-Allokation
auf Externspeicher.
7.6.2.2 Leistungsverhalten bei naher Kopplung
(GEH-Synchronisation)
In den ersten Experimenten betrachten wir ausschließlich nahe ge-
koppelte DB-Sharing-Systeme mit Synchronisation über eine glo-
bale Sperrtabelle im GEH. Zunächst analysieren wir dazu den Ein-
fluß der Lastverteilung sowie der Ausschreibstrategie für die Debit-
Credit-Last. Danach betrachten wir die Auswirkungen unter-
schiedlicher Puffergrößen sowie der DB-Allokation.
Tab. 7-2: Parameterbelegungen für Debit-Credit
Parameter Einstellungen
Rechneranzahl 1 - 10
Ankunftsrate 100 TPS pro Rechner
DB-Größe BRANCH: 100 Sätze, Blockungsfaktor 1
(pro 100 TPS) TELLER: 1.000 Sätze, Blockungsfaktor 10
(geclustert mit BRANCH)
ACCOUNT: 10.000.000 Sätze, Blockungsfaktor 10
HISTORY: Blockungsfaktor 20
Pfadlänge 250.000 Instruktionen pro Transaktion
Sperrmodus Seitensperren für BRANCH, TELLER, ACCOUNT;
keine Sperren für HISTORY
CPU-Kapazität pro Rechner: 4 Prozessoren mit jeweils 10 MIPS
DB-Puffergröße (HS) 200 (1000) Seiten pro Rechner
GEH-Parameter 1 GEH-Server;
50 µs mittlere Zugriffszeit pro Seite
2 µs mittlere Zugriffszeit pro Eintrag
Kommunikation Übertragungsbandbreite: 10 MB/s
je 5000 Instr. für Senden/Empf. "kurzer" Nachr. (100 B)
je 8000 Instr. für Senden/Empf. "langer" Nachr. (4 KB)
E/A-Overhead 3000 Instr. (GEH: 300 Instr. Vorlaufkosten)
Plattenzugriffszeit 15 ms für DB-Platten;
5 ms für Log-Platten
sonst. E/A-Zeiten 1 ms Controller-Belegungszeit,









LastverteilungEinfluß von Lastverteilung und Ausschreibstrategie
Abb. 7-7 zeigt die mittlere Antwortzeit pro Debit-Credit-Transak-
tion für bis zu 10 Rechner und unterschiedlichen Ansätzen zur
Lastverteilung und Ausschreibstrategie (FORCE vs. NOFORCE).
Sämtliche Satztypen sowie die Log-Dateien wurden bei diesem Ex-
periment einer ausreichenden Anzahl von Magnetplatten (ohne
Platten-Cache) zugeordnet, so daß keine E/A-Engpässe auftraten.
Zur Lastverteilung wird neben einer wahlfreiem Zuordnung eine
affinitätsbasierte Strategie eingesetzt, die versucht, Lokalität im
Referenzverhalten zu optimieren. Dies ist für Debit-Credit relativ
einfach möglich, da die Mehrzahl der Transaktionen ausschließlich
DB-Sätze referenzieren, die derjenigen Bankfiliale (BRANCH) zu-
geordnet sind, für die die Transaktion ausgeführt werden soll. Da
in der Datenbank pro Rechner 100 Filialen vorgesehen sind, wer-
den mit der lokalitätsbezogenen Lastverteilung die Transaktionen
derart aufgeteilt, daß jeder Rechner ausschließlich Transaktionen
von jeweils 100 Filialen erhält (eine Transaktion von Filiale k wird
dazu dem Rechner j = 1 + (k DIV 100) zugeordnet). Damit wird er-
reicht, daß in jedem der Rechner die Referenzen auf BRANCH,
TELLER und HISTORY jeweils auf disjunkte und gleich große
Teilmengen dieser Satztypen entfallen. Lediglich für ACCOUNT
ist eine geringe Abweichung von diesem Verhalten möglich, da 15%
der ACCOUNT-Zugriffe eine andere Filiale betreffen, als diejenige,
an der die Transaktion abgewickelt wird. Bei wahlfreier Lastver-
teilung sind dagegen die Referenzen von Transaktionen jedes
Rechners i.a. über die gesamte Datenbank verstreut. Dies kann
hinsichtlich der Lastverteilung als Worst-Case-Ansatz angesehen
werden, der das Leistungsverhalten illustriert, wenn keine lokali-
tätsbezogene Lastverteilung erfolgt bzw. möglich ist.
Abb. 7-7 zeigt, daß bei lokalitätsbezogener Lastverteilung die Ant-
wortzeiten mit wachsender Rechneranzahl für beide Ausschreib-
strategien nahezu unverändert bleiben, trotz des linearen Durch-
satzwachstums von jeweils 100 TPS pro Rechner. Dies war mög-
lich, obwohl die Lokalität nicht für eine lokale Sperrvergabe ge-
nutzt wird, sondern jede Sperre über die globale Sperrtabelle im
GEH bearbeitet wurde. Aufgrund der sehr kurzen GEH-Zugriffs-
zeiten führte die globale Synchronisation jedoch zu vernachlässig-
baren Verzögerungen.
Bei wahlfreier Lastverteilung dagegen kommt es für beide Aus-
schreibstrategien mit wachsender Rechneranzahl zu einer zuneh-
menden Antwortzeiterhöhung, und zwar bei FORCE in größerem








betroffenAusmaß als bei NOFORCE. Die Ursache hierfür liegt nicht bei der
Synchronisation, da diese unabhängig von der gewählten Lastver-
teilung mit minimaler Verzögerung erfolgt. Ausschlaggebend für
die Antwortzeiterhöhung ist dagegen die Zunahme an Pufferinvali-
dierungen sowie die mit wachsender Rechnerzahl sich verringernde
Effektivität des Hauptspeicherpuffers. Diese Effekte gehen aus-
schließlich auf die BRANCH/TELLER-Seiten zurück, da für AC-
COUNT ohnehin keine Treffer erzielt werden und die HISTORY-
Seiten sequentiell beschrieben werden (s. Kap. 6.5.2.5). Bei wahl-
freier Lastverteilung werden dieselben BRANCH/TELLER-Seiten
in allen Rechnern referenziert/modifiziert, was zu einer mit der
Rechneranzahl zunehmenden Replikation der Seiten sowie deren
Invalidierung führt. So reduzierten sich die Trefferraten auf
BRANCH/TELLER-Seiten von 71% bei einem Rechner auf weniger
als 7% bei zehn Rechnern (34% bei zwei, 13% bei fünf Rechnern).
Bei lokalitätsbezogener Lastverteilung wurden in allen Mehrrech-
ner-Konfigurationen dieselben Trefferraten wie bei einem Rechner
erreicht.
Die bei wahlfreier Lastverteilung sich mit wachsender Rechnerzahl
verschlechternden Trefferraten wirken sich bei FORCE negativer
als bei NOFORCE aus. Bei FORCE verursacht jede Invalidierung
























Abb. 7-7: Einfluß von Lastverteilung (LV) und Ausschreibstrategie
bei Synchronisation über eine GEH-Sperrtabelle






FORCEtuelle Version der betreffenden Seite zu erhalten. Bei NOFORCE
wurden dagegen viele BRANCH/TELLER-Seiten über eine Page-
Request-Nachricht von einem anderen Rechner angefordert, wel-
che wesentlich schneller als ein Plattenzugriff abgewickelt wur-
den*. Da die Anzahl der Page-Requests mit der Rechneranzahl zu-
nahm, vergrößerte sich der Abstand zwischen FORCE und NO-
FORCE entsprechend (für zwei Rechner führten 33%, bei zehn
Rechnern 57% der BRANCH/TELLER-Zugriffe zu einem Page-Re-
quest).
Abb. 7-7 verdeutlicht, daß die durch das E/A-Verhalten bedingten
Antwortzeitverschlechterungen vor allem beim Übergang auf zwei
und fünf Rechner auftreten, während danach nur noch geringfü-
gige Antwortzeiteinbußen erfolgen. Dies ist durch die Einfachheit
der Debit-Credit-Last bedingt, bei der Unterschiede im E/A-Ver-
halten im wesentlichen nur für BRANCH/TELLER-Referenzen
auftreten. Bei wahlfreier Lastverteilung treten bereits bei fünf
Rechnern kaum Treffer für diesen Satztyp auf, so daß es bei weite-
rer Erhöhung der Rechneranzahl zu keinen signifikanten Ver-
schlechterungen mehr kommt.
Einfluß der Puffergröße
Da das E/A-Verhalten maßgeblich durch die Puffergröße bestimmt
ist, wurden die Simulationsreihen mit einer erhöhten Puffergröße
von 1000 Seiten pro Rechner wiederholt. Abb. 7-8 zeigt die für
FORCE und NOFORCE erzielten Antwortzeitergebnisse und stellt
sie denen bei einer lokalen Puffergröße von 200 Seiten gegenüber.
Es werden nur die Ergebnisse bei wahlfreier Lastverteilung ge-
zeigt, da bei lokalitätsbezogener Lastverteilung die Antwortzeiten
im Mehrrechnerfall wiederum nahezu unverändert blieben. Man
erkennt, daß NOFORCE weit stärker als FORCE von der Vergrö-
ßerung der Puffergröße profitiert. Für beide Ausschreibstrategien
reduziert sich mit wachsender Rechneranzahl der Vorteil des ver-
größerten Puffers; bei FORCE werden für fünf und mehr Rechner
kaum noch Antwortzeitverbesserungen durch den größeren Puffer
erreicht.
Im 1-Rechner-Fall wird mit dem vergrößerten Puffer ein optimales
E/A-Verhalten erzielt, da alle BRANCH/TELLER-Seiten gepuffert
* Ein Page-Request verursachte eine mittlere Verzögerung von etwa 6.5
ms, bis die angeforderte Seite zurückgeliefert wurde, während ein Plat-
tenzugriff mehr als 16.4 ms für die gewählten Parametereinstellungen
erfordert. Der Großteil der Page-Request-Verzögerung entfällt auf CPU-
Zeiten (inklusive Wartezeiten) zur Kommunikationsabwicklung.
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Allokation der
BRANCH/ TEL-
LER-Partitionwerden können. Mit wachsender Rechneranzahl kommt es jedoch
wiederum zu replizierter Pufferung der BRANCH-/TELLER-Seiten
und zunehmender Invalidierungshäufigkeit, und zwar in stärke-
rem Umfang als bei dem kleineren Puffer. So beträgt die Treffer-
rate auf BRANCH/TELLER bei dem großen Puffer bereits bei zwei
Rechnern nur noch etwa 50% und reduziert sich auf 12% bei 10
Rechnern. NOFORCE litt weniger stark unter dieser Entwicklung
als FORCE, da in nahezu allen Fällen eine Fehlseitenbedingung
auf BRANCH/TELLER schnell durch eine Seitenanforderung an ei-
nen der anderen Rechner befriedigt werden konnte. Bei kleinerem
Puffer war dies nur für einen Teil der Fehlseitenbedingungen mög-
lich (s.o.), so daß noch Plattenzugriffe auf BRANCH/TELLER-Sei-
ten erforderlich waren. Auf der anderen Seite verursachten die Sei-
tenanforderungen eine höhere CPU-Auslastung und damit ver-
stärkte CPU-Wartezeiten für NOFORCE im Vergleich zu FORCE
und NOFORCE mit kleinerem Puffer. FORCE ermöglicht demnach
auch etwas höhere Transaktionsraten als NOFORCE (s.u.).
Einfluß der DB-Allokation
Da die hohe Zugriffsdichte auf die BRANCH-/TELLER-Partition
bei der Debit-Credit-Last für das E/A-Verhalten ausschlaggebend
ist, wurde in einem weiteren Experiment diese Datei vollständig in
den GEH gelegt. Abb. 7-9 vergleicht für beide Ausschreibstrategien
die damit erzielten Ergebnisse mit den bereits vorgestellten Resul-































-taten für eine Allokation auf Platte. Für alle übrigen Dateien er-
folgte eine Allokation auf Magnetplatte.
Abb. 7-9a zeigt, daß bei NOFORCE für beide Lastverteilungsstra-
tegien die Antwortzeitkurven dicht beieinander liegen. Dies bedeu-
tet, daß die Allokation der BRANCH/TELLER-Partition in den
GEH für NOFORCE nahezu keine Wirkung zeigt, während für
FORCE (Abb. 7-9b) starke Antwortzeitverbesserungen erreicht
werden. Bei NOFORCE treten bei lokalitätsbezogener Lastvertei-
lung und Puffergröße 1000 keine E/A-Verzögerungen auf
BRANCH/TELLER auf, so daß die Allokation dieser Partition in
den GEH wirkungslos bleibt. Bei wahlfreier Lastverteilung werden
für NOFORCE Fehlseitenbedingungen auf BRANCH/TELLER
über Page-Requests zwischen Rechnern behandelt, so daß die Allo-
kation der Partition in den GEH auch keine Verbesserung bewirkt.
Eine Antwortzeitreduzierung durch die GEH-Allokation ist für
NOFORCE also nur für kleine Hauptspeicherpuffer möglich, wenn
nicht alle Fehlseitenbedingungen vermieden bzw. durch Page-Re-
quests behandelt werden können. Der GEH könnte daneben zur
schnelleren Behandlung von Page-Requests genutzt werden, in-
dem eine angeforderte Seite über den GEH zurückgeliefert wird
anstatt über das Kommunikationsnetz.
Für FORCE dagegen bewirkt die GEH-Allokation stets eine signi-





































Abb. 7-9: Einfluß der Speicherallokation für die BRANCH-/TELLER
Partition (1000 S. Puffer pro Rechner)









invalidierungenGenerell entfällt durch die GEH-Allokation der Plattenzugriff für
das Ausschreiben der geänderten BRANCH/TELLER-Seite am
Transaktionsende*. Bei wahlfreier Lastverteilung können zusätz-
lich sämtliche Fehlseitenbedingungen (Pufferinvalidierungen) sehr
schnell über eine GEH-Zugriff befriedigt werden. Damit bleiben die
mit wachsender Rechneranzahl steigenden Fehlseitenraten nahezu
ohne Wirkung auf das Antwortzeitverhalten. Der Einsatz des GEH
zur Synchronisation sowie zur Speicherung der BRANCH/TEL-
LER-Partition erlaubt damit für FORCE auch bei wahlfreier Last-
verteilung praktisch die gleichen Antwortzeitergebnisse wie für die
lokalitätsbezogene Lastzuordnung!
Dies ist eine wesentliche Beobachtung, die verdeutlicht, daß durch
die nahe Kopplung über einen GEH die das Leistungsverhalten von
DB-Sharing-Systemen bestimmenden Funktionen, nämlich die
Synchronisation sowie die Behandlung von Pufferinvalidierungen,
sehr effizient gelöst werden können. Ferner ist dies unabhängig von
der Lastverteilung möglich, wenn die häufig geänderten Seiten
bzw. Partitionen im GEH gehalten werden sowie die Synchronisa-
tion über eine globale Sperrtabelle im GEH erfolgt. Dies erleichtert
die Aufgabe der Lastverteilung erheblich und reduziert Abhängig-
keiten im Leistungsverhalten zur Erreichbarkeit einer hohen Loka-
lität.
Ähnlich günstige Antwortzeitergebnisse wie bei GEH-Allokation
lassen sich für FORCE bei einer Speicherung der BRANCH-/TEL-
LER-Partition in SSD oder Pufferung in einem gemeinsamen nicht-
flüchtigen Platten-Cache erreichen. Weiterhin kann das Leistungs-
verhalten für FORCE wie im zentralen Fall weiter verbessert und
den NOFORCE-Ergebnissen angenähert werden, wenn die
Schreibvorgänge am Transaktionsende (für ACCOUNT, HISTORY
und Logging) durch einen Schreibpuffer beschleunigt werden.
7.6.2.3 Lose vs. nahe Kopplung
Zum Vergleich zwischen naher und loser Kopplung wurden die mei-
sten der vorgestellten Experimente auch mit einer Synchronisation
und Behandlung von Pufferinvalidierungen nach dem Primary-
Copy-Ansatz (Primary Copy Locking, PCL) durchgeführt. Dabei
wurde für jeden Satztyp die Sperrverantwortlichkeit gleichmäßig
unter allen Rechnern aufgeteilt. Dies geschah derart, daß mit der
* Die Antwortzeiten für FORCE bleiben höher als für NOFORCE, da für
ACCOUNT und HISTORY die Schreibvorgänge am Transaktionsende

















Lastverteilunglokalitätsbezogenen Lastverteilung alle Referenzen (bis auf höch-
stens 15% der ACCOUNT-Zugriffe) lokal synchronisiert werden
können. In Abb. 7-10 sind die damit erzielten Antwortzeitergeb-
nisse denen bei GEH-Synchronisation gegenübergestellt, wobei je-
weils zwei Alternativen zur Lastverteilung, Ausschreibstrategie
und Puffergröße berücksichtigt sind.
Als erstes Ergebnis ist festzuhalten, daß bei lokalitätsbezogener
Lastverteilung mit dem Primary-Copy-Ansatz in allen Fällen na-
hezu dieselben Antwortzeiten wie mit GEH-Synchronisation er-
reicht wurden. Dies war möglich, da aufgrund der Abstimmung
zwischen Lastverteilung und Zuordnung der Sperrverantwortlich-
keit auch für PCL nahezu keine Kommunikation zur globalen Syn-
chronisation anfiel. Daneben ergibt sich wiederum ein optimales
E/A-Verhalten ohne Replikation von Seiten und Pufferinvalidie-
rungen. Diese Ergebnisse unterstreichen die Gutmütigkeit der De-
bit-Credit-Last, die auch im verteilten Fall eine lineare Durchsatz-
steigerung ohne nennenswerte Antwortzeiterhöhung zuläßt.
Deutliche Unterschiede zwischen den verschiedenen Konfiguratio-
nen ergeben sich jedoch bei wahlfreier Lastverteilung. Hier schnei-
det das Primary-Copy-Verfahren stets schlechter ab als eine Syn-
chronisation über eine GEH-Sperrtabelle. Der Grund dafür liegt















































Abb. 7-10: Primary-Copy-Sperrverfahren (PCL) vs. GEH-Synchronis
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Durchsatznur bei PCL anfällt. Da der Kommunikationsaufwand mit zuneh-
mender Rechneranzahl ansteigt, erhöht sich der Abstand zwischen
den Konfigurationen mit loser und naher Kopplung. Denn bei zwei
Rechnern können mit dem Primary-Copy-Verfahren noch 50% aller
Sperren lokal behandelt werden, bei 10 Rechnern dagegen nur noch
10%. Da jedoch höchstens zwei Sperren extern anzufordern sind
(für ACCOUNT sowie BRANCH/TELLER) ist die maximale Nach-
richtenanzahl pro Transaktion für die Debit-Credit-Last eng be-
grenzt. Der Worst-Case wird bereits bei 10 Rechnern nahezu er-
reicht, so daß auch bei PCL und wahlfreier Lastverteilung bei wei-
terer Erhöhung der Rechneranzahl keine nennenswerten Antwort-
zeiteinbußen mehr auftreten.
Abb. 7-10 zeigt, daß der Abstand zwischen PCL und GEH-Synchro-
nisation für NOFORCE geringer ist als für FORCE und daß sich
der Abstand bei NOFORCE für Puffergröße 1000 im Vergleich zu
Puffergröße 200 nochmals verringert. Dies geht darauf zurück, daß
für NOFORCE die Behandlung von Pufferinvalidierungen mit dem
PCL-Ansatz effizienter erfolgt als bei GEH-Synchronisation. Bei
GEH-Synchronisation führen nämlich Pufferinvalidierungen zu
zusätzlichen Nachrichten für Page-Requests, während bei PCL die
Übertragung von Seiten stets mit Nachrichten zur Freigabe bzw.
Gewährung von Sperren kombiniert werden. Folglich erhöht sich
der Kommunikations-Overhead für Seitentransfers bei PCL nur ge-
ringfügig. Eine Erhöhung der Puffergröße erlaubt so zwar auch bei
PCL vermehrte Seitentransfers, ohne jedoch nenneswerte Zusatz-
verzögerungen auszulösen. Dennoch liegt natürlich der gesamte
Kommunikations-Overhead für PCL höher als bei GEH-Synchroni-
sation, da mehr als doppelt so viele globale Sperranforderungen als
Seitenanforderungen auftreten (für ACCOUNT werden keine Sei-
tenanforderungen gestellt, jedoch globale Sperranforderungen).
Der höhere Kommunikations-Overhead für PCL begrenzt natürlich
die Transaktionsraten im Vergleich zur nahen Kopplung. Dies wird
mit Abb. 7-11 illustriert, welche die erreichbare Transaktionsrate
pro Rechner zeigt, wenn die CPU-Auslastung auf 80% beschränkt
wird. Bei lokalitätsbezogener Lastverteilung entsteht nahezu kein
Overhead, so daß ein linearer Durchsatzanstieg möglich wird. Eine
wahlfreie Lastverteilung reduziert den maximalen Durchsatz um
etwa 15% für das nachrichtenbasierte PCL-Protokoll aufgrund des
Kommunikations-Overheads zur Synchronisation. FORCE erlaubt
bei wahlfreier Lastverteilung etwas höhere Transaktionsraten als







die reale Lastals Page-Requests verursachen. Die Page-Requests führen vor al-
lem bei GEH-Synchronisation einen merklichen Zusatzaufwand
ein, da sie im Gegensatz zum PCL-Verfahren hier nicht mit ande-
ren Nachrichten kombiniert werden.
7.6.2.4 Ergebnisse für die reale Last
Für eine weitergehende Bewertung des GEH-Einsatzes in DB-Sha-
ring-Systemen wurden für die bereits in Kap. 6.5 verwendete reale
Last (Tab. 6-5) eine Reihe trace-getriebener Simulationen durchge-
führt. Auch für diese Last sollen ein Vergleich zwischen GEH-Syn-
chronisation und dem Primary-Copy-Verfahren vorgenommen so-
wie der Einfluß der Rechneranzahl, Lastverteilung und Puffer-
größe analysiert werden. Zusätzlich werden verschiedene An-
kunftsraten betrachtet, um den Auslastungsgrad der Rechner zu
variieren. Als Ausschreibstrategie verwenden wir lediglich NO-
FORCE, da für FORCE aufgrund des geringen Anteils von Schreib-
zugriffen keine signifikanten Abweichungen im Leistungsverhal-
ten auftreten.
Neben einem wahfreien Transaktions-Routing untersuchen wir
wiederum eine lokalitätsbezogene (affinitätsbasierte) Lastvertei-
lung, die für die reale Last über eine Routing-Tabelle erreicht wird.
Zur Bestimmung der Routing-Tabelle wurde eine Heuristik ver-
wendet [Ra86b], die sowohl Lokalität im Referenzverhalten als
eine Lastbalancierung anstrebt, indem jeder Rechner etwa gleich

























Abb. 7-11: Durchsatz pro Rechner bei GEH-Synchronisation und PCL (10




terlastbereichwurde zugleich eine Datenverteilung bestimmt, welche für das Pri-
mary-Copy-Verfahren die Verteilung der Sperrverantwortlichkeit
festlegt. Während für die Debit-Credit-Anwendung eine effektive
Unterstützung von Lokalität und Lastbalancierung einfach er-
reicht werden konnte, war es für die reale Last aufgrund der un-
gleichmäßigen Referenzverteilung nur sehr eingeschränkt möglich,
die Transaktionen so aufzuteilen, daß Transaktionen verschiede-
ner Rechner unterschiedliche DB-Bereiche referenzieren. Denn wie
die Referenzmatrix in Tab. 6-5 zeigt, referenzieren die wichtigen
Transaktionstypen nahezu alle DB-Partitionen und die wichtigsten
DB-Bereiche werden von fast allen Transaktionstypen referenziert.
Erschwerend kommt hinzu, daß für die reale Last die DB-Größe
festgeschrieben ist und nicht wie für Debit-Credit linear mit der
Rechneranzahl erhöht werden kann. Für das Primary-Copy-Ver-
fahren führt das dazu, daß die DB-Partition, für die ein Rechner die
globale Sperrverantwortung besitzt, sich mit zunehmender Rech-
neranzahl verkleinert, was nahezu zwangsläufig zu einem steigen-
den Anteil globaler Sperren führt.
In Abb. 7-12 sind die Antwortzeitergebnisse für GEH-Synchronisa-
tion und Primary-Copy-Sperrverfahren (PCL) bei wahlfreier und
lokalitätsbezogener Lastverteilung dargestellt. Die Antwortzeit-
werte beziehen sich wie bereits in Kap. 6.5.2.6 auf eine künstliche
Transaktion mit der durchschnittlichen Anzahl von DB-Referen-
zen. Die Parameterbelegungen von Tab. 7-2 kamen auch für die
reale Last weitgehend zur Anwendung, insbesondere bezüglich
GEH, Plattenperipherie sowie CPU-Kapazität pro Rechner. Die
Rechneranzahl wurde jedoch nur zwischen 1 und 8 variiert. Pro
Rechner wurden zunächst eine Ankunftsrate von 10 TPS sowie eine
Puffergröße von 1000 Seiten gewählt.
Abb. 7-12 zeigt, daß die Ergebnisse primär durch die Lastverteilung
bestimmt sind und weniger durch das Synchronisationsprotokoll.
Die lokalitätsbezogene Lastverteilung führt zu einer mit der Rech-
nerzahl wachsenden Antwortzeitverbesserung gegenüber dem 1-
Rechner-Fall, während mit der wahlfreien Lastverteilung (wie bei
Debit-Credit) eine zunehmende Verschlechterung eintritt. Dieses
Verhalten geht vor allem auf das E/A-Verhalten zurück, das maß-
geblich von der Lastverteilung abhängt. Die Gesamtpuffergröße im
System erhöht sich proportional zur Rechnerzahl, während die DB-
Größe für die trace-getriebenen Simulationen gleich bleibt, so daß
im Mehrrechnerfall prinzipiell bessere Trefferraten als bei 1 Rech-
ner möglich sind. Dies konnte jedoch nur bei lokalitätsbezogener
7.6 Leistungsanalyse 211Lastverteilung genutzt werden. Bei wahlfreier Lastverteilung kam
es dagegen in wesentlich stärkerem Umfang zu einer replizierten
Pufferung derselben Seiten in mehreren Rechnern, wodurch die Ef-
fektivität der Pufferung gemindert wird. Daß die Trefferraten sich
bei wahlfreier Lastverteilung mit wachsender Rechnerzahl trotz
steigender Pufferkapazität sogar verschlechterten, deutet ferner
daraufhin, daß daneben im Mehrrechnerfall die Lokalität zwischen
Transaktionen schlechter als im 1-Rechner-Fall war. Pufferinvali-
dierungen sowie Sperrkonflikte spielten aufgrund der geringen
Häufigkeit von Schreibzugriffen keine nennenswerte Rolle.
Für das Primary-Copy-Verfahren kam es mit wachsender Rechner-
zahl zu einer steigenden Anzahl globaler Sperranforderungen, ins-
besondere bei wahlfreier Lastverteilung. Abb. 7-12 zeigt jedoch,
daß die Antwortzeiten davon wenig beeinflußt sind und praktisch
dieselben Ergebnisse wie mit GEH-Synchronisation erreicht wer-
den. Dies liegt zum einen daran, daß die CPU-Auslastung für 10
TPS sehr gering blieb (< 15%), so daß der Kommunikations-Over-
head nicht stark ins Gewicht fiel. Ferner ergab sich für das Pri-
mary-Copy-Verfahren ein besseres E/A-Verhalten als bei GEH-
Synchronisation, wodurch die Kommunikationsverzögerungen
weitgehend kompensiert wurden. Bei GEH-Synchronisation fan-
den nämlich aufgrund der geringen Änderungshäufigkeit nur we-
nige Seitentransfers zwischen Rechnern statt, so daß nahezu jede
Fehlseitenbedingung zu einem Plattenzugriff führte. Bei PCL da-



















Abb. 7-12: PCL vs. GEH-Synchronisation bei der realen Last
(10 TPS pro Rechner, 1000 S. lokale Puffergröße)
wahlfreie Lastverteilung
lokalitätsbezogene Lastverteilung




nisationgegen wird bei jeder globalen Sperranforderung im zuständigen
Rechner geprüft, ob dem anfordernden Rechner neben der Sperrge-
währung auch die aktuelle Version der Seite zugeschickt werden
kann, unabhängig davon, ob die Seite zuvor geändert wurde. Dies
war mit zunehmender Rechnerzahl immer häufiger der Fall, so daß
entsprechend weniger Plattenzugriffe als bei GEH-Synchronisa-
tion anfielen.
Eine wesentlich andere Situation ergibt sich jedoch bei höherer
Rechnerauslastung, wie Abb. 7-13 für eine Ankunftsrate von 50
TPS pro Rechner verdeutlicht. In diesem Fall schneidet die lose
Kopplung für beide Lastverteilungsalternativen wesentlich
schlechter ab als bei GEH-Synchronisation, wobei die Unterschiede
mit steigender Rechneranzahl zunehmen. Dies geht nahezu aus-
schließlich auf den zur Synchronisation erforderlichen Kommuni-
kations-Overhead zurück, da das E/A-Verhalten verglichen mit
dem Schwachlastfall im wesentlichen unverändert blieb. Bei GEH-
Synchronisation ergab sich für die erhöhten Ankunftsraten eine
mittlere CPU-Auslastung von etwa 45%, was nur zu wenig schlech-
teren Antwortzeiten verglichen mit 10 TPS pro Rechner führte. Bei
PCL verursachten die Synchronisationsnachrichten dagegen einen
mit der Rechnerzahl steigenden Kommunikations-Overhead; selbst
bei lokalitätsbezogener Lastverteilung war dies aufgrund der un-
günstigen "Partitionierbarkeit" der realen Last nicht zu verhin-
dern*. So betrug bei wahlfreier Lastverteilung die mittlere CPU-






















Abb. 7-13: PCL vs. GEH-Synchronisation bei der realen Last





PuffergrößeAuslastung bereits 78% für acht Rechner, wobei einzelne Rechner
mit über 85% ausgelastet waren. Dies führte zu signifikanten
CPU-Wartezeiten und verlängerte die Verzögerungen für externe
Sperranforderungen. Daneben ergeben sich natürlich erhebliche
Durchsatzeinbußen verglichen mit der nahen Kopplung. Bei acht
Rechnern liegt somit der mit loser Kopplung erreichbare Durch-
satz um rund 30% unter den bei naher Kopplung erzielten Werten,
bei wahlfreier Lastverteilung sogar um über 40%. Für die nahe
Kopplung konnte auch bei der realen Last ein lineares Durchsatz-
wachstum selbst bei wahlfreier Lastverteilung erzielt werden.
Zum Abschluß werden für die nahe Kopplung in Abb. 7-14 die Ant-
wortzeitauswirkungen unterschiedlicher Puffergrößen bei der rea-
len Last gezeigt. Dabei betrachten wir für beide Routing-Strate-
gien Puffergrößen von jeweils 1000 und 2000 Seiten pro Rechner.
Abb. 7-14 zeigt, daß im Gegensatz zur Debit-Credit-Last (Abb. 7-8)
auch bei wahlfreier Lastverteilung und höherer Rechneranzahl
* Der Anteil an Sperren, der aufgrund der Verteilung der Sperrverantwor-
tung lokal behandelt werden konnte, sank bei lokalitätsbezogener Last-
verteilung von etwa 63% bei zwei auf 35% bei acht Rechnern, bei wahl-
freier Lastverteilung von 50% auf 12.5%. Diese Anteile konnten durch
Einsatz der Leseautorisierungen deutlich verbessert werden. Diese Op-
timierung, welche bei den Ergebnissen in Abb. 7-12 und Abb. 7-13 An-
wendung fand, bewirkte für die lokalitätsbasierte Lastverteilung eine
lokale Sperrvergabe für 78% bei zwei und 65% bei acht Rechnern; bei
wahlfreier Lastverteilung konnten damit zwischen 65% (2 Rechner) und
33% der Sperren lokal vergeben werden.




















Abb. 7-14: Einfluß der Puffergröße bei der realen Last













Lastverteilungdurch die Vergrößerung des Puffers deutliche Leistungsgewinne er-
möglicht werden, da für die reale Last kaum Pufferinvalidierungen
auftreten. Wie die Ergebnisse für zwei Rechner verdeutlichen, las-
sen sich daher prinzipiell auch mit wahlfreier Lastverteilung durch
Vergrößerung des Puffers die Antwortzeitergebnisse bei lokalitäts-
bezogener Lastzuordnung erreichen.
7.6.3 Zusammenfassung der Simulationsstudie
Die Simulationsstudie ermöglichte einen Leistungsvergleich zwi-
schen nahe und lose gekoppelten DB-Sharing-Systemen. Bei naher
Kopplung erfolgte die Synchronisation über eine globale Sperrta-
belle im GEH, welche auch zur Erkennung von Pufferinvalidierun-
gen diente. Bei loser Kopplung wurde das Primary-Copy-Sperrver-
fahren mit integrierter Behandlung von Pufferinvalidierungen ein-
gesetzt. In beiden Fällen wird eine FORCE- oder NOFORCE-Aus-
schreibstrategie unterstützt, wobei für NOFORCE Seiten über das
Kommunikationsnetz ausgetauscht werden. Die Lastverteilung er-
folgte entweder wahlfrei oder lokalitätsbezogen.
Die Simulationsergebnisse bestätigten die Erwartung, daß mit ei-
ner GEH-Sperrtabelle die globale Synchronisation ohne nennens-
werten Overhead und mit vernachlässigbarer Verzögerung reali-
siert werden kann. Dies ermöglicht sowohl höhere Transaktionsra-
ten als auch bessere Antwortzeiten gegenüber lose gekoppelten DB-
Sharing-Systemen, die vielfach unter hohem Kommunikations-
Overhead leiden. Diese Vorteile zahlen sich besonders aus, wenn
durch die Lastverteilung kein hohes Ausmaß an lokaler Sperrver-
gabe erreicht werden kann. Dies ist vor allem für reale Lasten der
Fall, für die mit der nahen Kopplung ein lineares Durchsatzwachs-
tum erzielt werden kann. Dies gilt selbst für einfache Verfahren zur
Lastverteilung, da der Aufwand zur globalen Synchronisation un-
abhängig von Lokalitätsaspekten sehr gering gehalten wird.
Durch die Verwendung der GEH-Sperrtabelle reduziert sich somit
die Notwendigkeit einer lokalitätsbezogenen Lastverteilung. Sie
bleibt jedoch weiterhin wichtig, da sie das E/A-Verhalten maßgeb-
lich beeinflußt. Denn eine Lastverteilung, die das Referenzverhal-
ten nicht berücksichtigt, führt bei DB-Sharing unweigerlich zu ei-
ner Replikation derselben Seiten in den Puffern mehrerer Rechner.
Dies verringert zum einen die Trefferraten und verursacht daher
vermehrte Lesezugriffe auf die Externspeicher als mit lokalitätsbe-
zogener Lastverteilung. Für änderungsintensive Lasten führt die








Platten-Cachesgen, welche eine weitere Reduzierung der Trefferraten verursa-
chen sowie den Austausch geänderter Seiten zwischen Rechnern
verlangen. Während für leseintensive Lasten die durch die Repli-
kation bedingte Verringerung der Trefferraten mit einer Vergröße-
rung der Hauptspeicherpuffer kompensiert werden kann, trifft
dies bei änderungsintensiven Lasten nur bedingt zu. Denn für sie
steigt die Anzahl der Pufferinvalidierungen sowie der Seitentrans-
fers mit der Puffergröße, wenn eine wahlfreie Lastverteilung vor-
genommen wird.
Die Ergebnisse für die Debit-Credit-Last zeigten, daß die Auswir-
kungen von Pufferinvalidierungen wesentlich von der gewählten
DB-Allokation und Ausschreibstrategie abhängen. Residiert die
Datenbank auf Magnetplatten, dann schneidet eine NOFORCE-
Strategie wesentlich besser als eine FORCE-Strategie ab. Denn für
FORCE verlangt jede Fehlseitenbedingung einen Plattenzugriff,
während für NOFORCE Seiten in vielen Fällen wesentlich schnel-
ler über einen Page-Request von einem anderen Rechner geholt
werden können, insbesondere für große Puffer und bei höherer
Rechneranzahl. Auf der anderen Seite profitiert FORCE im Gegen-
satz zu NOFORCE sehr stark von einer DB-Allokation in schnelle
Speicher wie den GEH. Da in diesem Fall der Externspeicherzu-
griff wesentlich schneller als ein Page-Request abgewickelt werden
kann, führt der FORCE-Ansatz zu einer effizienteren Behandlung
von Pufferinvalidierungen. Dabei genügt die GEH-Allokation der
DB-Partitionen mit hoher Änderungsdichte, auf die nahezu alle In-
validierungen entfallen, um selbst bei wahlfreier Lastverteilung
den negativen Antwortzeiteinfluß von Pufferinvalidierungen fast
vollständig auszugleichen. Zudem entfällt der Kommunikations-
Overhead, der für NOFORCE zur Durchführung der Seitenanfor-
derungen entsteht, so daß höhere Transaktionsraten unterstützt
werden.
Für FORCE können ähnliche Ergebnisse wie bei GEH-residenter
Speicherung kritischer DB-Dateien erreicht werden, wenn eine
SSD-Allokation bzw. nicht-flüchtige Dateipuffer im Platten-Cache
genutzt werden. In letzterem Fall werden häufig geänderte Seiten
im gemeinsamen Platten-Cache gepuffert, wobei sie dort aufgrund
von FORCE stets in der aktuellen Version vorliegen. Für NO-
FORCE kann eine Leistungsverbesserung für die Seitenanforde-
rungen erzielt werden, wenn eine effiziente Kommunikation über
den GEH (Kap. 7.4) unterstützt wird. Im Gegensatz zur Synchro-
nisation über eine GEH-Sperrtabelle sind die Optimierungen be-
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Shared
Intermediate
Memoryzüglich DB-Allokation und Kommunikationsabwicklung transpa-
rent für das DBS möglich.
Weitere Untersuchungen
Das Leistungsverhalten nah gekoppelter DB-Sharing-Systeme
wurde auch in einigen anderen Forschungsarbeiten analysiert. So
wurde in [Yu87] der Einsatz eines Spezialprozessors ("lock engine")
zur globalen Synchronisation unterstellt, ohne daß jedoch auf Rea-
lisierungseinzelheiten eingegangen wurde. Als Bedienungszeiten
pro Sperranforderung wurden 100 bzw. 500 µs angenommen, so
daß weit geringere Transaktionsraten als bei Nutzung einer GEH-
Sperrtabelle möglich werden. Die Ergebnisse waren allerdings
mehr durch die ineffiziente Strategie zur Kohärenzkontrolle be-
stimmt, da hierzu eine Broadcast-Invalidierung in Kombination
mit einer FORCE-Ausschreibstrategie verwendet wurde.
In [DIRY89, DDY91] wurde die Verwendung eines gemeinsamen,
seitenadressierbaren Halbleiterspeichers für DB-Sharing-Systeme
mit analytischen Leistungsmodellen untersucht; die Architektur
wurde als "Shared Intermediate Memory (SIM)" bezeichnet. Im Ge-
gensatz zum GEH wurde der Zwischenspeicher jedoch lediglich zur
globalen Pufferung von DB-Seiten verwendet, wobei in [DDY91]
eine Pufferverwaltung durch den Speicher-Controller unterstellt
wurde (ähnlich wie bei Platten-Caches). Es wurde festgestellt, daß
die Leistungsfähigkeit eines DB-Sharing-Systems im Falle einer
FORCE-Ausschreibstrategie signifikant gesteigert werden kann,
wenn sämtliche Schreibvorgänge in diesen (nicht-flüchtigen) Halb-
leiterspeicher gehen. Dies war zum Großteil darauf zurückzufüh-
ren, daß die Schreibvorgänge am Transaktionsende sehr viel
schneller abgewickelt werden konnten (was jedoch keine DB-Sha-
ring-spezifische Optimierung darstellt wie unsere Ergebnisse in
Kap. 6 gezeigt haben). Daneben konnte - wie auch in unseren Expe-
rimenten der Fall - eine effizientere Behandlung von Pufferinvali-
dierungen erreicht werden, falls häufig geänderte Seiten im ge-
meinsamen Halbleiterspeicher gepuffert werden. In [DDY91] wur-
den verschiedene Alternativen betrachtet bezüglich der Auswahl
der Seiten (alle oder nur geänderte Seiten), die in den SIM geschrie-
ben werden sollen, sowie dem Schreibzeitpunkt. Im Gegensatz zu
unserer Untersuchung berücksichtigte [DDY91] lediglich den Fall
einer FORCE-Strategie; zudem wurde eine Broadcast-Invalidie-





In diesem Kapitel wird auf drei weitere Entwicklungsrichtungen
eingegangen, die zur Realisierung von Hochleistungs-Transakti-
onssystemen zunehmend an Bedeutung gewinnen werden. Zu-
nächst betrachten wir die Rolle der Lastkontrolle in zentralen und
verteilten Transaktionssystemen. Aufgabe einer solchen System-
komponente ist neben der Unterstützung einer hohen Leistungsfä-
higkeit vor allem die Vereinfachung der Systemadministration, in-
dem u.a. eine automatische Anpassung kritischer Systemparame-
ter durchgeführt wird. In Kapitel 8.2 wird dann auf Probleme und
Lösungsansätze einer parallelen DB-Verarbeitung eingegangen, wo-
bei Parallelität innerhalb von Transaktionen bzw. DB-Anfragen
zur Erlangung kurzer Bearbeitungszeiten eingesetzt wird. Kom-
merzielle relationale DBS nutzen bereits zunehmend eine solche
parallele DB-Verarbeitung auf Multiprozessoren bzw. innerhalb ei-
nes Mehrrechner-Datenbanksystems. Abschließend wird die Reali-
sierung einer schnellen Katastrophen-Recovery untersucht, die zur
Erfüllung hoher Verfügbarkeitsanforderungen benötigt wird.








ritäten im DBS8.1 Lastkontrolle in Transaktionssystemen
Unter der Bezeichnung "Lastkontrolle" (load control, workload
management) subsumieren wir alle Funktionen, die mit dem Sche-
duling von Lasteinheiten (Allokation von Betriebsmitteln) sowie
der Überwachung der Lastverarbeitung zusammenhängen. Einfa-
che Mechanismen zur Lastkontrolle bzw. Laststeuerung finden
sich bereits in Betriebssystemen, TP-Monitoren und auch Daten-
banksystemen. So regeln Betriebssystemfunktionen wie der CPU-
Dispatcher oder die Speicherverwaltung die Zuordnung physischer
Betriebsmittel (CPU, Hauptspeicher) zu Prozessen. TP-Monitore
treffen eine Zuordnung von Transaktionsaufträgen zu Ausfüh-
rungseinheiten (Anwendungs-Server). Ausführungseinheiten stel-
len logische Betriebsmittel dar, die z.B. durch Betriebssystempro-
zesse oder prozeßinterne Tasks realisiert werden. Die Anzahl
gleichzeitiger Transaktionsausführungen ist i.a. durch einen DC-
Parallelitätsgrad (multiprogramming level) des DC-Systems (Kap.
1.1, Kap. 2) begrenzt. In verteilten Transaktionssystemen ist
zudem ein Transaktions-Routing durchzuführen, um Transakti-
onsaufträge einem Rechner zuzuordnen, an dem das entsprechende
Transaktionsprogramm ausführbar ist. Das Datenbanksystem
kann eine weitere Beschränkung bezüglich der Anzahl von DB-
Operationen vorsehen, die gleichzeitig bearbeitet werden (DB-Par-
allelitätsgrad). Dann sind auch im DBS Scheduling-Maßnahmen
durchzuführen, um unter den rechenbereiten DB-Operationen eine
Auswahl zu treffen. Im Zusammenhang mit Lastkontrolle steht
auch die Query-Optimierung, da sie die Zerlegung einer DB-Opera-
tion in Basisoperatoren sowie die Verwendung von Indexstruktu-
ren und anderen Speicherungsstrukturen bestimmt.
Der Status-quo bezüglich der Lastkontrolle in heutigen Systemen
weist jedoch gravierende Schwachpunkte auf:
1. Unzureichende Steuerungsmöglichkeiten
Die vorhandenen Mechanismen zur Lastkontrolle sind nicht mächtig
genug, insbesondere innerhalb von Datenbanksystemen. So kennen
DBS meist keine Transaktionsprioritäten, sondern bearbeiten anste-
hende DB-Operationen z.B. in der Reihenfolge ihres Eintreffens.
Auch zur Behandlung von Sperrkonflikten, Deadlocks oder Puffe-
rengpässen ist es dringlich, die "Wichtigkeit" von Transaktionen zu
berücksichtigen. Zum Beispiel sollten komplexe Ad-Hoc-Anfragen
oder Batch-Transaktionen keine unzulässige Beeinträchtigung für
kritische OLTP-Transaktionen verursachen. Die Query-Optimierung
erfolgt in der Regel bereits zur Übersetzungszeit, so daß die aktuelle
Lastsituation bei der Ausführung einer Operation (verfügbarer Spei-












entscheidungencherplatz, CPU-Auslastung, Sperrsituation) nicht berücksichtigt
wird.
2. Fehlen automatischer Lastkontrollmechanismen
Kritische Systemparameter, die das Leistungsverhalten maßgeblich
beeinflussen und die zum Teil für Scheduling-Entscheidungen be-
nutzt werden, sind meist durch den Systemverwalter zu spezifizie-
ren. Beispiele sind etwa Prioritäten und Speicherbedarf von Prozes-
sen, Transaktionsprioritäten im DC-System, DC- und DB-Paralleli-
tätsgrad (bezogen auf alle Transaktionen oder getrennt nach
Transaktionstypen), Größe von DB-Puffer, Erzeugen/Löschen von In-
dexstrukturen, Allokation von Dateien zu Externspeichern oder die
Zuordnung von Terminals und Transaktionsprogrammen zu Verar-
beitungsrechnern. Dies resultiert in eine weitgehend statische Last-
kontrolle, da für Änderungen solcher Parameter manuelle Eingriffe
erforderlich sind. Das System ist somit meist nicht in der Lage, seine
Kontrollentscheidungen selbständig (automatisch) an sich ändernde
Situationen anzupassen, um so Leistungsprobleme zu vermeiden
bzw. zu korrigieren.
3. Komplizierte Systemverwaltung
Die Systemadministration ist äußerst komplex, da eine Vielzahl von
internen Parametern einzustellen ist, deren Auswirkungen auf
Durchsatz oder Antwortzeiten meist nicht einfach vorherzusehen
sind. Leistungsprobleme werden oft erst spät erkannt und die Be-
stimmung und Beseitigung ihrer Ursachen (Tuning) ist meist erst
möglich, nachdem Hilfsinformationen wie Monitordaten oder Traces
erstellt und ausgewertet wurden. In verteilten Systemen vervielfa-
chen sich die Probleme, da entsprechend mehr Parametereinstellun-
gen vorzunehmen und vielfältigere Leistungsprobleme zu behandeln
sind.
4. Mangelnde Kooperation zwischen Systemkomponenten
Es besteht kaum eine Kooperation zwischen den verschiedenen Last-
kontrollkomponenten im Betriebssystem, TP-Monitor und Daten-
banksystem. So sind Prozeßprioritäten nur im Betriebssystem und
Transaktionsprioritäten nur im TP-Monitor bekannt; das DBS kennt
i.a. keine dieser Vorgaben. Die manuelle Abstimmung von Parame-
tereinstellungen der verschiedenen Subsysteme durch den (die) Sy-
stemverwalter ist schwierig und inflexibel; auch kann sie nicht alle
Problemfälle vermeiden.
Ein bekanntes Phänomen ist etwa das sogenannte "Priority Inversi-
on"-Problem, das immer dann auftritt, wenn ein Auftrag höherer
Priorität auf die Beendigung von Aufträgen niedrigerer Priorität
warten muß. In Transaktionsanwendungen tritt dieses Problem u.a.
dadurch auf, daß DB-Operationen von Transaktionen niedriger Prio-
rität nach Start ihrer Bearbeitung durch das DBS aus Betriebssy-
stemsicht die i.a. hohe Priorität von DBS-Prozessen erhalten. Für
CPU-intensive Operationen (z.B. Ad-Hoc-Anfragen) können dann
auch für Transaktionen höherer Priorität starke Wartezeiten entste-
hen [En91]. Dieses Problem kann offenbar weder durch bestimmte
Parametereinstellungen noch durch Einführung von Transaktions-
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Lösungsansätzeprioritäten im DBS gelöst werden, sondern erfordert eine geeignete
Kooperation mit dem Betriebssystem.
Für einzelne Teilprobleme wie CPU-Scheduling oder Speicherver-
waltung in Betriebssystemen wurden bereits umfangreiche Stu-
dien durchgeführt. Auch im Bereich der Datenbankforschung ist in
letzter Zeit ein verstärktes Interesse an der Unterstützung effekti-
verer Lastkontrollmaßnahmen zu beobachten. Die Mehrzahl der
Untersuchungen betrachtet dabei jedoch lediglich eine automati-
sche Anpassung des Parallelitätsgrades, um das Ausmaß an Sperr-
konflikten zu kontrollieren [BBD82, CKL90, MW91, MW92, Th92].
In [CJL89, JCL90] werden daneben Algorithmen zur prioritätsge-
steuerten Pufferverwaltung analysiert (s. Kap. 5.1.1). Im Bereich
von Realzeit-Datenbanksystemen wurde ferner untersucht, wie
Prioritäten bei der Auflösung von Sperrkonflikten berücksichtigt
werden können, so daß vorgegebene Zeitschranken (Deadlines)
möglichst eingehalten werden können [AG88, BMHD89, SRL88].
Zur Lastkontrolle in verteilten Transaktionssystemen wurden bis-
her vor allem verschiedene Strategien zum Transaktions-Routing
untersucht (s. Kap. 8.1.3). Berührungspunkte bestehen daneben
zur verteilten bzw. parallelen Query-Bearbeitung (s. Kap. 8.2).
Auch hierbei wurden jedoch fast ausschließlich statische Verfahren
zur Verteilung/Parallelisierung von Anfragen betrachtet, bei denen
die Lastsituation zum Ausführungszeitpunkt unberücksichtigt
bleibt.
Den erwähnten Ansätzen ist gemein, daß sie selbst bezüglich der
Lastkontrolle innerhalb von Datenbanksystemen jeweils nur einen
relativ kleinen Ausschnitt abdecken, vor allem erfolgt i.a. nur eine
Optimierung bezüglich eines Leistungsaspekts (Sperrkonflikte,
E/A bzw. Kommunikation). Eine Ausnahme bildet das COMFORT-
Projekt, in dem eine möglichst umfassende Automatisierung von
Tuning-Maßnahmen zur DB-Verarbeitung angestrebt wird [We93].
Dabei soll insbesondere das während der Übersetzung von Trans-
aktionsprogrammen und Anfragen anfallende Wissen über Refe-
renzierungsverhalten und Betriebsmittelbedarf zur Lastkontrolle
bzw. zu einem automatischen Tuning genutzt werden. Einzelne
Untersuchungen beschäftigten sich bisher mit der Kontrolle von
Sperrkonflikten durch Anpassung des Parallelitätsgrades [MW91,
MW92] sowie einer automatischen Allokation von Dateien inner-
halb von Disk-Arrays [WZS91, WZ92]. Einzelheiten zur Integration
der Ansätze sowie zur Kooperation mit anderen Komponenten wie
dem TP-Monitor und dem Betriebssystem scheinen jedoch noch






Selbst-Tuningnicht geklärt. Zudem ist das Projekt derzeit im wesentlichen auf
zentralisierte DBS beschränkt.
Hier untersuchen wir, wie eine möglichst umfassende Lastkon-
trolle für zentralisierte und verteilte Transaktionssysteme reali-
siert werden könnte. Dazu gehen wir von lokalen Lastkontrollkom-
ponenten in jedem Verarbeitungsrechner aus, die mit einer globa-
len Lastkontrolle kooperieren. Bevor wir den Architekturvorschlag
vorstellen, sollen jedoch zunächst die wichtigsten Anforderungen
an die Lastkontrolle diskutiert werden. In Kap. 8.1.3 und 8.1.4 ge-
hen wir dann näher auf die Realisierung der globalen und lokalen
Lastkontrolle ein.
8.1.1 Anforderungen
Die Anforderungen an die Lastkontrolle ergeben sich zum Großteil
aus den herausgestellten Beschränkungen derzeitiger Systeme
bzw. Vorschläge:
Effektivität
Die Lastkontrolle soll primär eine hohe Leistungsfähigkeit bei der
Transaktionsverarbeitung unterstützen, so daß vorgegebene Lei-
stungsziele (Transaktionsraten, Antwortzeiten) erreicht werden.
Hierzu ist generell wesentlich, eine Verarbeitung mit einem Mini-
mum an Overhead bzw. Transaktionsunterbrechungen für Kom-
munikation, E/A oder Sperrkonflikte zu ermöglichen. Daneben
sind Überlastsituationen weitgehend zu verhindern, um Wartezei-
ten auf die Zuteilung von Betriebsmittel kurz zu halten.
Adaptive Lastkontrolle
Die Lastkontrolle soll weitgehend automatisch erfolgen, so daß auf
Änderungen im Systemzustand (Lastprofil, Auslastung von Be-
triebsmitteln, Rechnerkonfiguration, u.ä.) oder auf Leistungspro-
bleme selbständig reagiert werden kann. Im Rahmen von Korrek-
turmaßnahmen einer solchen adaptiven Lastkontrolle sind vor al-
lem kritische Systemparameter neu einzustellen (Änderung der
Lastverteilung, Zuordnung von Daten zu Rechnern oder Extern-
speichern, Parallelitätsgrad, Transaktionsprioritäten, ...). Voraus-
setzung dazu ist ein ständiges Monitoring und Analysieren ausge-
wählter Informationen, um die Notwendigkeit korrektiver Maß-
nahmen und deren Ursachen erkennen zu können. Im wesentli-
chen soll damit eine Automatisierung der Schritte erreicht werden,
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goal-oriented
workload
managementdie derzeit von den Systemverwaltern manuell durchzuführen sind.
Robustheit
Trotz der automatischen Anpassung von Kontrollparametern soll
der Ansatz robust sein, also nicht durch permanente Korrektur-
maßnahmen in einen instabilen Systemzustand geraten. Hierzu
sind Überreaktionen auf kleinere Änderungen im Systemzustand
zu vermeiden; zudem ist die Wirksamkeit der Korrekturen zu über-
prüfen. Kann ein Problem nicht automatisch gelöst werden, ist der
Systemverwalter zu benachrichtigen. Generell sollte der System-
verwalter die Möglichkeit haben, die automatische Lastkontrolle
zu übergehen, z.B. um bestimmte Einstellungen zu "erzwingen".
Enge Kooperation zwischen Systemkomponenten
Lastkontrollkomponenten in verschiedenen Subsystemen wie Be-
triebssystem, DBS oder TP-Monitor sind aufeinander abzustim-
men, um die Leistungsziele erreichen zu können. Im verteilten Fall
ist auch eine Abstimmung zwischen den verschiedenen Verarbei-
tungsrechnern erforderlich.
Erleichterung der Administration
Wie aus den vorangegangenen Ausführungen klar wird, ist nicht
daran gedacht, den Systemverwalter "abzuschaffen". Jedoch kann
seine Tätigkeit erheblich vereinfacht werden, da im Idealfall die
Lastkontrolle die Mehrzahl der Parametereinstellungen vorneh-
men sowie Tuning-Maßnahmen selbständig durchführen kann.
Eingriffe des Systemverwalters sollten so auf Ausnahmesituatio-
nen beschränkt sein.
Daneben sind natürlich Angaben zur Systemkonfiguration sowie
Leistungsvorgaben zu spezifizieren. Die Spezifikation der Lei-
stungsziele kann für einzelne Lastgruppen wie Transaktionstypen
erfolgen, wobei für Transaktionsanwendungen vor allem Antwort-
zeitrestriktionen wesentlich sind (z.B. durchschnittliche und maxi-
male Antwortzeiten). Weiterhin ist eine relative Priorisierung von
Lastgruppen sinnvoll, um die Wichtigkeit von Transaktionen fest-
zulegen, falls die Leistungsziele nicht erreicht werden können (z.B.
wegen permanenter Überlast). Damit kann in solchen Situationen
versucht werden, wenigstens für die wichtigsten Lastgruppen ak-
zeptable Leistungsmerkmale zu erreichen. Im Idealfall braucht der
Systemverwalter nur solche externen Leistungsziele zu definieren,
während die geeignete Einstellung interner Parameter vollkom-
men automatisch erfolgt. In [Ra89b, FNGD93] wurde ein solcher
Ansatz als "zielorientierte" Lastkontrolle (goal-oriented workload





Im verteilten Fall ist zur Erleichterung der Systemadministration
auch die Bereitstellung einer zentralen Bedienschnittstelle für alle
Verarbeitungsrechner wesentlich.
Effizienz
Der Overhead zur Durchführung der Lastkontrollmaßnahmen
sollte gering im Vergleich zu den erzielten Leistungsgewinnen
sein. Dies erfordert vor allem eine Beschränkung bezüglich der zu
sammelnden und auszuwertenden Informationen. Ferner ist es i.a.
nicht möglich, komplexe Optimierungsalgorithmen zur Bestim-
mung der "besten" Parametereinstellungen auszuführen. Stattdes-
sen ist vor allem auf einfache Heuristiken oder Faustregeln zu-
rückzugreifen, wie sie auch für manuelle Tuning-Entscheidungen
vorwiegend zur Anwendung kommen.
Einige der Anforderungen sind offenbar gegensätzlicher Natur,
insbesondere Effektivität und Effizienz. So verursachen dynami-
sche und adaptive Verfahren, welche den aktuellen Systemzustand
auswerten und ggf. korrektive Maßnahmen ergreifen, zwangs-
weise einen höheren Overhead als statische Verfahren. Adaptive
Verfahren sind daneben auch anfälliger gegenüber instabilem Sy-
stemverhalten.
8.1.2 Architekturvorschlag für eine mehrstufige
Lastkontrolle
Abb. 8-1 zeigt einen Architekturansatz für eine umfassende Last-
kontrolle in lokal verteilten Transaktionssystemen, mit dem die
genannten Anforderungen erfüllt werden können*. Zu bereits be-
stehenden Systemkomponenten kommen vor allem zwei (grau
markierte) Funktionen hinzu: eine lokale Lastkontrolle in jedem
Verarbeitungsrechner sowie eine globale Lastkontrolle. In beiden
Fällen handelt es sich im wesentlichen um ein Kontrollprogramm,
das in periodischen Zeitabständen ausgeführt wird bzw. wenn be-
stimmte Ausnahmebedingungen eintreten. Das Kontrollprogramm
greift auf Monitordaten über den aktuellen Systemzustand (Istzu-
stand) zu und wertet diese aus, um zu entscheiden, ob eine Abwei-
chung vom Sollzustand vorliegt (z.B. Verfehlung von Leistungszie-
* Die Beschränkung auf lokal verteilte Systeme wurde getroffen, da es
hierfür vergleichsweise billig ist, Informationen über den aktuellen Ver-
arbeitungszustand in den einzelnen Rechnern zu erhalten.
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lokale
Lastkontrollelen). Liegt eine solche Situation vor, wird versucht, die Ursache da-
für zu ermitteln und das Problem durch Einleiten entsprechender
Korrekturmaßnahmen zu beheben. Die Wirkung der ergriffenen
Maßnahmen kann durch Analyse neuer Monitordaten überprüft
werden. Diese Vorgehensweise entspricht offenbar der Verwen-
dung von Regelkreisen (feedback loops) zur adaptiven Systemkon-
trolle; ein Konzept, das sich bereits vielfach bewährt hat [Re86].
Aufgabe der lokalen Lastkontrolle ist die Verarbeitung innerhalb
eines Rechners zu überwachen. Dazu steht diese Komponente mit
Monitor- und Scheduling-Komponenten in Verbindung, die in exi-
stierenden Subsystemen (Betriebssystem, TP-Monitor, DBS) typi-
scherweise bereits zum Großteil vorhanden sind. Für diese Kompo-
nenten ist jetzt jedoch eine geeignete Schnittstelle zur lokalen Last-
kontrolle zu unterstützen, über die ein Austausch von Monitorda-
ten und Kontrollanweisungen erfolgt. Insbesondere liegt es in der
Verantwortung der lokalen Lastkontrolle, die einzelnen Subsy-
steme über diese Schnittstellen aufeinander abzustimmen. Die lo-
kale Lastkontrolle steht daneben mit der globalen Lastkontrolle in
Verbindung, um sie mit Informationen über den lokalen Systemzu-

























Abb. 8-1: Architekturvorschlag zur Lastkontrolle






SchleifenKontrollparameter nicht behoben werden konnten, weiterzumel-
den.
Die globale Lastkontrolle ist verantwortlich für die Überwachung
des gesamten Mehrrechnersystems. Wir gehen von einer zentrali-
sierten Realisierung dieser Funktion aus, das heißt, die globale
Kontrollschleife wird in einer Komponente (z.B. in einem Prozeß)
ausgeführt. Im Gegensatz zu einer verteilten Realisierung wird da-
mit die Entscheidung über globale Korrekturmaßnahmen erheb-
lich vereinfacht. Daneben kann die globale Lastkontrolle die zen-
trale Schnittstelle zur Systemverwaltung bilden, so daß über eine
Systemkonsole Kommandos bezüglich des gesamten Systems spe-
zifiziert werden können (Änderung von Leistungszielen, Anforde-
rung von Informationen, etc.). Die Schnittstelle zur lokalen Last-
kontrolle jedes Rechners wird zur Propagierung von Systemkom-
mandos bzw. eigenen Kontrollanweisungen sowie zum Empfang lo-
kaler Statusinformationen verwendet.
Neben der globalen Systemüberwachung ist auch die Lastvertei-
lung (das Transaktions-Routing) eine Aufgabe der globalen Last-
kontrolle. Diese Teilfunktion wurde in Abb. 8-1 separat gezeigt, da
sie durchaus verteilt realisiert werden kann. Die Lastverteiler kön-
nen dabei, wie auch die globale Kontrollkomponente, auf dedizier-
ten Front-End-Rechnern oder auf den Verarbeitungsrechnern
selbst ablaufen. Aufgabe der Lastverteilung ist vor allem Ein- und
Ausgabenachrichten zwischen Terminals und Verarbeitungsrech-
nern zu transferieren. Die Zuordnung von Transaktionsaufträgen
zu Verarbeitungsrechnern erfolgt nach einer gemeinsamen Rou-
ting-Strategie, die von der globalen Kontrollkomponente angepaßt
werden kann. Die Lastverteiler können daneben die Ankunftsra-
ten sowie die Transaktionsbearbeitungszeiten bestimmen und
diese Information der globalen Kontrollkomponente übergeben.
Der skizzierte Architekturvorschlag sieht also Lastkontrollmaß-
nahmen auf drei Ebenen vor: durch subsystemspezifische Schedu-
ling- und Monitoreinrichtungen, eine lokale Lastkontrolle pro Ver-
arbeitungsrechner sowie eine globale Lastkontrolle*. Diese Kompo-
nenten kooperieren eng miteinander, um globale Leistungsziele er-
reichen zu können. Ein adaptiver Ansatz wird durch Nutzung von
Feedback-Schleifen innerhalb der lokalen und globalen Lastkon-
* Für zentralisierte Transaktionssysteme entfällt natürlich die globale
Lastkontrolle; Aufgaben wie die Realisierung einer zentralen Admini-
strationsschnittstelle werden dann von der lokalen Lastkontrolle über-
nommen.
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Aufgabentrolle erreicht. Wesentlich für die Effizienz des Ansatzes ist die Be-
schränkung hinsichtlich der Informationen, die gesammelt und
ausgewertet werden. Ein kritischer Parameter ist auch, in welcher
Häufigkeit die lokalen und globalen Kontrollschleifen ausgeführt
werden. Hier gilt es einen guten Kompromiß zwischen Effizienz
(seltene Ausführung) und Reagibilität (häufige Ausführung) zu fin-
den. Eine einfache Administration wird durch die weitgehend auto-
matische Anpassung von Kontrollparametern sowie der Bereitstel-
lung einer zentralen Administrationsschnittstelle unterstützt.
Die Effektivität des Ansatzes hängt entscheidend davon ab, welche
Algorithmen und Ansätze innerhalb der einzelnen Lastkontroll-
komponenten gewählt werden und wie die Kooperation zwischen
ihnen erfolgt. Obwohl dies den eigentlichen Kern der Lastkontrolle
ausmacht, wurde darauf bisher bewußt nicht eingegangen, um die
relative Unabhängigkeit des gewählten Ansatzes von den einzelnen
Techniken zu unterstreichen. Zur Ausgestaltung der einzelnen
Lastkontrollkomponenten kommt prinzipiell das gesamte Spek-
trum an Algorithmen, Heuristiken und Faustregeln zum Schedu-
ling bzw. zur Einstellung bestimmter Parameter in Betracht, das in
theoretischen Untersuchungen vorgeschlagen wurde bzw. in exi-
stierenden Systemen sowie beim manuellen Tuning zur Anwen-
dung kommt. Obwohl eine detaillierte Behandlung dieser Ansätze
hier sicher nicht möglich ist, sollen einige Realisierungsaspekte zur
globalen und lokalen Lastkontrolle in den beiden folgenden Unter-
kapiteln näher diskutiert werden.
8.1.3 Realisierung der globalen Lastkontrolle
Zunächst betrachten wir Realisierungsalternativen zur Lastvertei-
lung, danach Aspekte der globalen Systemkontrolle.
8.1.3.1 Transaktions-Routing
Ziel der Lastverteilung ist die Allokation von Transaktionsaufträ-
gen zu Verarbeitungsrechnern, so daß eine effiziente Transaktions-
bearbeitung erreicht wird. Dazu ist i.a. eine Verarbeitung mit ei-
nem Minimum an Kommunikations-, E/A- und Sperrverzögerun-
gen sowie eine Lastbalancierung zur Vermeidung von Überlastsi-
tuationen anzustreben. Die Diskussion in Kap. 3 zeigte bereits, daß
in verteilten Transaktionssystemen mit einer Partitionierung von
Transaktionsprogrammen (v.a. in verteilten DC-Systemen) die
Lastverteilung trivial ist, jedoch auch keine Möglichkeiten zur
Lastbalancierung bestehen. Die größten Freiheitsgrade zur Last-







Lastenverteilung bieten Mehrrechner-Datenbanksysteme vom Typ
"Shared-Nothing" bzw. "DB-Sharing", auf die sich unsere weiteren
Ausführungen beziehen.
Wie in [YCDI87, Ra92b] näher dargelegt, erfordert eine effektive
Lastverteilung für diese Architekturen ein sogenanntes affinitäts-
basiertes Transaktions-Routing. Dabei wird neben einer Lastba-
lancierung vor allem eine Lastverteilung derart angestrebt, daß
Transaktionen verschiedener Rechner möglichst unterschiedliche
DB-Bereiche referenzieren. Eine somit erreichbare rechnerspezifi-
sche Lokalität kann für beide Systemarchitekturen zur Minimie-
rung von Kommunikationsvorgängen genutzt werden, insbeson-
dere wenn die Daten- und Lastverteilung geeignet aufeinander ab-
gestimmt werden*. Lokalität läßt sich weiterhin zur Einsparung
von E/A-Vorgängen nutzen; zudem kommt es weniger oft zu Sperr-
konflikten zwischen Transaktionen verschiedener Rechner. Die Si-
mulationsexperimente in Kap. 7.6 zeigten, daß vor allem für lose
gekoppelte DB-Sharing-Systeme die Unterstützung einer solchen
Lastverteilung einen leistungsbestimmenden Einfluß ausübt.
Leider sind Lastbalancierung und die Erlangung rechnerspezifi-
scher Lokalität oft gegenläufige Ziele, die umso schwerer zu verein-
baren sind, je mehr Rechner genutzt werden sollen. Dies gilt insbe-
sondere für "reale" Lasten, die Referenzverteilungen wie z.B. in
Tab. 6-5 aufweisen. Solche Lasten enthalten dominierende Trans-
aktionstypen, die auf mehreren Rechnern zu verarbeiten sind, falls
eine Überlastung einzelner Prozessoren vermieden werden soll.
Ferner greifen auf die wichtigsten DB-Bereiche nahezu alle Trans-
aktionstypen zu. Diese Charakteristika lassen keine Last- und DB-
Verteilung mit einem hohen Ausmaß an rechnerspezifischer Loka-
lität zu. Für DB-Sharing sind die Probleme weniger gravierend, da
z.B. bei zentralisierten Sperrprotokollen keine Datenverteilung
vorzunehmen ist. Alle Rechner können auf dieselben Objekte zu-
greifen und somit alle DB-Operationen ausführen. Allerdings ist
der Kommunikationsbedarf bei verteilten und auch bei zentrali-
sierten Sperrverfahren zum Teil vom Grad rechnerspezifischer Lo-
kalität abhängig [Ra89a]. Zudem führt eine geringe Lokalität zu ei-
ner verstärkten Replikation von Seiten im Hauptspeicher, welche
* Für DB-Sharing verwenden verteilte Synchronisationsverfahren wie
das Primary-Copy-Sperrverfahren (Kap. 7.5.1) eine logische Datenparti-
tionierung zur Festlegung der globalen Synchronisationsverantwortung
unter den Verarbeitungsrechnern [Ra89a, Ra91d]. Damit ist nur für sol-
che Sperranforderungen Kommunikation erforderlich, die eine Partition
betreffen, für die der eigene Rechner nicht die Verantwortlichkeit hält.





Anfragendie Effektivität des DB-Puffers reduziert; für änderungsintensive
Anwendungen kommt es weiterhin zu vermehrten Pufferinvalidie-
rungen.
Zur Implementierung einer Routing-Strategie bestehen vielzählige
Alternativen, die in [Ra92b] klassifiziert und beschrieben wurden.
Aus Effizienzgründen empfiehlt sich für Online-Transaktionen ein
tabellengesteuerter Ansatz, bei dem für einen Transaktionstyp aus
einer Routing-Tabelle der bevorzugte Verarbeitungsrechner ermit-
telt wird. Die Bestimmung sowie Anpassung der Routing-Tabelle
ist Aufgabe der globalen Lastkontrolle, wobei Referenzierungs-
merkmale und Betriebsmittelbedarf von Transaktionstypen be-
rücksichtigt werden, um eine affinitätsbasierte Lastverteilung zu
erreichen. Allerdings zeigten empirische Untersuchungen bereits,
daß mit einem tabellengesteuerten Ansatz allein meist keine effek-
tive Lastbalancierung erreicht werden kann [Ra88b]. Denn die Be-
rechnung der Routing-Tabelle basiert auf Erwartungswerten über
mittlere Ankunftsraten und Instruktionsbedarf pro Transaktions-
typ, während die tatsächliche Lastsituation von den Mittelwerten
meist signifikant abweicht. Zudem sind die durch Kommunikati-
ons-, E/A-, und Sperrverzögerungen bedingten Auswirkungen i.a.
in jedem Rechner verschieden und bei der Berechnung der Routing-
Tabelle kaum vorhersehbar. Aus diesen Gründen empfiehlt sich ein
gemischter Ansatz zum Transaktions-Routing, bei dem aus einer
vorbestimmten Tabelle der unter Lokalitätsaspekten bevorzugte
Rechner bestimmt wird, daneben jedoch auch die aktuelle Lastsi-
tuation berücksichtigt wird. Ist z.B. der bevorzugte Rechner zum
Zuweisungszeitpunkt bereits völlig überlastet, kann eine Zuteilung
zu einem weniger belasteten Rechner erfolgen, der auch eine teil-
weise lokale Bearbeitung zuläßt. Eine andere Heuristik wäre, eine
Transaktion dem Rechner zuzuordnen, wo vorherige Ausführungen
des Transaktionstyps ausreichend kurze Antwortzeiten erzielten.
Für Ad-Hoc-Anfragen liegt vor der Übersetzung kein Wissen über
Referenzierungsverhalten und Betriebsmittelbedarf vor, so daß
z.B. eine Zuweisung an den am geringsten ausgelasteten Rechner
vorgesehen werden kann. Wird bei der Query-Bearbeitung eine
Parallelisierung angestrebt, ist eine auf Lokalität ausgerichtete
Lastverteilung ohnehin wenig sinnvoll (s. Kap. 8.2).






Die globale Kontrollschleife wird im Normalfall in periodischen
Zeitabständen ausgeführt, wobei vor allem untersucht wird, ob die
im System befindlichen Lastgruppen ihre Leistungsziele erreicht
haben. Werden Leistungsprobleme erkannt, die nicht nur für
kurze Zeit auftreten, ist die Ursache dafür zu ermitteln, wozu i.a.
auf Informationen der lokalen Lastkontrolle zuzugreifen ist. Die je-
weilige Ursache der Leistungsprobleme bestimmt dann die Korrek-
turmaßnahmen der globalen Lastkontrolle. Korrekturmaßnahmen
können auch vorausschauend ergriffen werden, um künftige Lei-
stungsprobleme zu vermeiden, z.B. wenn aufgrund der Analyse der
Ankunftsraten eine starke Änderung im Lastprofil festgestellt
wird. Eine Aktivierung der globalen Lastkontrolle kann daneben
durch außergewöhnliche Ereignisse veranlaßt werden. Hierzu
zählt vor allem die Erkennung eines Rechnerausfalls, die eine Um-
stellung der Lastverteilung erfordert. Ebenso können Eingaben
des Systemverwalters eine Anpassung globaler Systemparameter
erfordern, z.B. bei Konfigurationsänderungen (zusätzlicher Rech-
ner, neue Transaktionstypen, etc.) oder modifizierten Leistungs-
zielen. Schließlich können Meldungen der lokalen Lastkontrolle
über lokal nicht behebbare Probleme zu globalen Korrekturmaß-
nahmen führen.
Im wesentlichen können durch die globale Lastkontrolle folgende
Korrekturmaßnahmen veranlaßt werden:
- Anpassung der Routing-Strategie
Dies ist die wichtigste Maßnahme, die der globalen Lastkontrolle
zur Verfügung steht. Sie ist immer dann angebracht, wenn eine un-
zureichende Lastbalancierung zu Leistungsproblemen führt, derart
daß einzelne Rechner bereits über längere Zeiträume überlastet
sind, während in anderen Kapazitäten frei sind. Eine weiterer
Grund zur Änderung der Lastverteilung ist gegeben, wenn damit
die Lokalität verbessert werden kann, so daß sich der Umfang an
Kommunikations- oder E/A-Verzögerungen oder die Anzahl globa-
ler Sperrkonflikte reduzieren läßt. Im allgemeinen ist die Lastver-
teilung nicht völlig neu zu gestalten, sondern es genügt, für beson-
ders betroffenen Lastgruppen die Rechnerzuordnung neu festzule-
gen (z.B. Umverteilung eines Transaktionstyps von überlasteten zu
weniger ausgelasteten Rechnern).
Die Umstellung der Lastverteilung kann wie erwähnt auch auf-
grund von Änderungen im Lastprofil oder Konfigurationsänderun-
gen durchgeführt werden. Ebenso kann nach einer Änderung der
Lastverteilung aufgrund von Leistungsproblemen eine Anpassung
vorgenommen werden, wenn sich die Situation entspannt hat.





Lastkontrolle- Änderung der Datenverteilung
Für Shared-Nothing hat die Datenverteilung maßgeblichen Einfluß
auf die Lastbalancierung und den Kommunikations-Overhead, da
damit der Ausführungsort von DB-Operationen bereits weitgehend
festgelegt ist. Eine Anpassung ist immer vorzusehen, wenn sich die
Rechneranzahl ändert, wobei die Bestimmung der neuen Datenver-
teilung und die Lastverteilung aufeinander abzustimmen sind, um
eine weitgehend lokale Transaktionsbearbeitung zu ermöglichen.
Eine Änderung der Datenverteilung bei unveränderter Rechneran-
zahl ist aufgrund des hohen Aufwandes (physisches Umverteilen der
Daten; keine Zugriffe auf die Daten während der Umverteilung) für
Shared-Nothing i.a. nur bei dauerhaften Leistungsproblemen tole-
rierbar. Bei DB-Sharing kann eine für Synchronisationszwecke ver-
wendete logische Datenpartitionierung mit geringerem Aufwand
umgestellt werden [Ra91a].
- Anpassung der Ressourcen-Kapazität
Da in vielen Systemen neben Transaktionsanwendungen noch ande-
re Anwendungen bearbeitet werden, kann durch eine temporäre Er-
höhung der für die Transaktionsbearbeitung verfügbaren Ressour-
cen-Anteile (CPU, Hauptspeicher) eine Behebung von Leistungspro-
blemen erreicht werden. Für DB-Sharing ist es auch denkbar, die
Anzahl der Verarbeitungsrechner, die zur Transaktionsverarbei-
tung genutzt werden, nach Bedarf zu variieren [Sh86] (für Shared-
Nothing scheidet dies i.a. aus, da jeder Rechner eine Partition der
Datenbank führt und Datenumverteilungen sehr aufwendig sind).
- Meldung des Problems an den Systemverwalter
Sind automatische Korrekturmaßnahmen nicht möglich oder nicht
erfolgreich, wird der Systemverwalter von dem Problem informiert.
Dabei können ggf. bereits nähere Angaben über die Art der Lei-
stungsprobleme und vermutete Ursachen mitgeteilt werden (z.B.
permanenter Hardware-Engpaß, dauerhafte Sperrprobleme auf-
grund von Hot-Spot-Objekten u.ä.), so daß manuelle Tuning-Maß-
nahmen erleichtert werden. Eine einfache "Lösung" wäre auch, we-
niger restriktive Leistungsziele zu verlangen.
8.1.4 Realisierung der lokalen Lastkontrolle
Pro Verarbeitungsrechner existieren Scheduling-Komponenten in-
nerhalb des Betriebssystems, TP-Monitors, DBS sowie anderen
Subsystemen. Deren Kontrollparameter werden weitgehend durch
die lokale Lastkontrolle angepaßt, da diese Komponente bezüglich
eines Rechners den Gesamtüberblick über den Lastzustand hat
und somit Parametereinstellungen verschiedener Subsysteme ko-
ordinieren kann. Wie bereits eingangs diskutiert wurde, ist jedoch
eine Erweiterung der subsystemspezifischen Scheduling-Maßnah-
men gegenüber heutigen Systemen erforderlich. So sollten Trans-
aktionsprioritäten innerhalb des DBS z.B. zur Behandlung von
Sperrkonflikten sowie zur Pufferverwaltung benutzt werden. Fer-




problemener sollte der CPU-Dispatcher nicht ausschließlich Prozeßprioritä-
ten, sondern auch Transaktionsprioritäten unterstützen, z.B. um
so das Priority-Inversion-Problem zu lösen. Die Transaktionsprio-
ritäten selbst können durch die lokale Lastkontrolle eingestellt
bzw. angepaßt werden, z.B. abgeleitet aus den Leistungszielen und
den bereits verbrauchten Ressourcen bzw. der bereits verstriche-
nen Bearbeitungszeit*.
Die lokale Lastkontrolle analysiert periodisch lokale Monitorda-
ten, um Leistungsprobleme sowie ihre Ursachen zu erkennen. Da-
bei kann grob zwischen Problemen bzw. Engpässen unterschieden
werden, die auf einzelne Lastgruppen beschränkt sind und sol-
chen, die die Mehrzahl der Transaktionen betreffen. Im ersteren
Fall kann das Problem z.B. bereits durch Vergabe einer höheren
Priorität für die betroffenen Lastgruppen gelöst werden, während
im anderen Fall Parameteranpassungen erforderlich werden, die
ggf. alle Transaktionstypen betreffen (z.B. Änderung des Paralleli-
tätsgrades). Kann ein Problem lokal nicht behoben werden, wird
die globale Lastkontrolle informiert, wobei Hinweise für eine glo-
bale Korrekturmaßnahme gegeben werden können (z.B. Umstel-
lung der Lastverteilung zur Reduzierung lokaler Überlast oder
Melden eines Sperrengpasses auf bestimmten Objekten an den Sy-
stemverwalter).
Zur Erkennung von Engpässen, die mehrere Lastgruppen betref-
fen, genügen oft bereits Auslastungsmerkmale bezüglich der wich-
tigsten Betriebsmittel (CPU-Auslastung, Paging-Raten, Länge von
Warteschlangen im DC-System, u.a.). Für gruppenbezogene Lei-
stungsaussagen sind jedoch aufwendigere Statistiken erforderlich,
mit denen z.B. erkannt werden kann, warum ein bestimmter
Transaktionstyp seine Antwortzeitvorgaben verfehlt hat. Die ge-
samte Bearbeitungszeit von Transaktionen kann im DC-System
leicht ermittelt werden. Um die Ursache für zu lange Antwortzei-
ten zu ermitteln, ist es daneben hilfreich, Statistiken über die Zu-
sammensetzung der Antwortzeiten zu führen. Dabei können z.B.
DC- und DB-spezifische Zeitanteile näher unterteilt werden, um
die mittlere Wartezeiten im DC-System, Verzögerungen aufgrund
von Sperrkonflikten, E/A- oder Kommunikationsvorgängen sowie
CPU-Anteile zu bestimmen. Der Aufwand zur Erstellung solcher
* Hier bestehen vielfältige Möglichkeiten, die zum Teil bereits in anderen
Kontexten untersucht wurden. Ein Verfahren aus dem Gebiet von Real-
zeit-DBS verwendet z.B. den aktuellen Zeitabstand zum Erreichen der
Deadline (maximalen Antwortzeit) eines Jobs als Priorität.





setzungStatistiken kann durch einen Sampling-Ansatz vergleichsweise ge-
ring gehalten werden, bei dem in bestimmten Zeitabständen ledig-
lich der aktuelle Bearbeitungszustand laufender Transaktionen
festgestellt wird (aktive CPU-Belegung, Warten auf die Zuordnung
einer Ausführungeinheit im DC-System, Warten auf CPU-Zutei-
lung, Warten auf eine Sperre, Warten auf eine E/A-Beendigung, ...)
und entsprechende Zähler angepaßt werden. Da dies typischer-
weise mit geringem Aufwand möglich ist, kann die Zustandsüber-
prüfung häufig ausgeführt werden (z.B. alle 20 ms). Nach einer
ausreichend großen Anzahl solcher Sampling-Intervalle kann auf-
grund der Zählerwerte die Zusammensetzung der Antwortzeiten
innerhalb der Meßperiode zumindest in Annäherung ermittelt wer-
den. Waren z.B. Transaktionen eines Transaktionstyps für 10% der
Zustandsüberprüfungen im Zustand "Warten auf Sperre", so zeigt
dies, daß etwa 10 % der Antwortzeiten durch Sperrwartezeiten be-
stimmt sind. Eine Schwierigkeit bei der Erstellung der Statistiken
ist, daß dabei verschiedene Monitore im DC-System, DBS und Be-
triebssystem involviert sind, deren Ergebnisse durch die lokale
Lastkontrolle zu mischen sind. Vor allem ist eine Koordinierung
der Monitore dahingehend notwendig, daß die Zähler für dieselben
Lastgruppen (Transaktionstypen) geführt werden.
Die Analyse der Antwortzeitzusammensetzung durch die lokale
Lastkontrolle gestattet in vielen Fällen, die Ursache für die Verlet-
zung von Antwortzeitrestriktionen zu bestimmen. Ist z.B. ein Groß-
teil der Antwortzeit durch Warten auf eine Sperre verursacht, dann
deutet dies offenbar auf einen Sperrengpaß hin, der z.B. durch Ab-
senken des Parallelitätsgrades gemildert werden kann*. Allerdings
bestimmt nicht immer der größte Antwortzeitanteil den Engpaß, da
z.B. E/A-Verzögerungen oft einen Großteil der Antwortzeiten aus-
machen, selbst wenn keine Leistungsprobleme vorliegen. Auch
können sich Engpässe in mehreren Antwortzeitkomponenten nie-
derschlagen, wodurch die Bestimmung des eigentlichen Leistungs-
problems erschwert wird. Liegt z.B. ein Sperrengpaß vor, sind viele
* In bisherigen Studien wurden unterschiedliche "Regeln" zur Erkennung
eines Sperrengpasses vorgeschlagen, der die Reduzierung des Paralleli-
tätsgrades empfiehlt. Beispiele dazu sind ein durch Sperrwartezeiten
verursachter Antwortzeitanteil von über 23 % oder wenn von den gestar-
teten Transaktionen mehr als 30 % auf eine Sperre warten [Th92]. Zur
Behebung von Sperrproblemen, die auf bestimmte Transaktionstypen
beschränkt sind, empfiehlt sich die Nutzung von Statistiken, die zeigt,
zwischen welchen Transaktionstypen es vorwiegend zu Sperrkonflikten
kommt. Damit kann dann eine gezielte Reduzierung von Sperrkonflikten
erreicht werden, indem nur die Anzahl der gleichzeitigen Aktivierungen
konfliktträchtiger Transaktionstypen beschränkt wird.
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lokale Korrek-
turmaßnahmenTransaktionen und damit Ausführungseinheiten blockiert, so daß
es zu einem langen Rückstau im DC-System kommen kann. Die
Zusammensetzung der Antwortzeiten deutet daraufhin, daß War-
tezeiten im DC-System die Leistungsprobleme verursachen. Eine
Erhöhung des Parallelitätsgrades, um diese Wartezeiten zu verrin-
gern, bringt natürlich keine Lösung, sondern vielmehr noch eine
Verschärfung der Sperrkonflikte. Zur Engpaßbestimmung sind
also ggf. verschiedene Heuristiken oder Faustregeln zu verwenden.
Daneben ist es hilfreich, längerfristige Statistiken über die Ant-
wortzeitzusammensetzung von Transaktionsausführungen zu hal-
ten, bei denen keine Leistungsprobleme auftraten. Größere Abwei-
chungen zu den längerfristigen Mittelwerten lassen dann mit grö-
ßerer Sicherheit eine Engpaß-Bestimmung zu.
Der von der lokalen Lastkontrolle vermutete Engpaß bestimmt na-
türlich die Korrekturmaßnahmen. Dabei gibt es für jeden Engpaß
eine Vielzahl von Möglichkeiten, auf die hier jedoch nicht näher
eingegangen werden kann (s. [Ra89b]). Wie bereits erwähnt, ist es
generell wichtig, daß keine Überreaktion auf temporäre Probleme
erfolgt und daß die Wirksamkeit der ergriffenen Maßnahmen kon-
trolliert wird. Ansonsten können leicht instabile Systemzustände
erzeugt werden, wobei die lokale Lastkontrolle z.B. nur eine Verla-
gerung von Engpässen bewirkt, ohne das Grundproblem zu erken-
nen bzw. zu lösen. Dies ist insbesondere bei Leistungsproblemen
möglich, die durch Lastkontrollmaßnahmen nicht behoben werden
können (unzureichende Hardware-Kapazität, geringe Qualität der
Query-Optimierung, u.ä.). Ein großer Fortschritt wäre bereits,
wenn die häufigsten Problemfälle automatisch behandelt werden
und der Systemverwalter über die ungelösten Leistungsprobleme
informiert wird.







Mit einer parallelen DB-Verarbeitung soll vor allem die Bearbei-
tungszeit von Transaktionen bzw. Anfragen verkürzt werden, de-
ren sequentielle Bearbeitung inakzeptable Antwortzeiten verursa-
chen würde. Dies ist vor allem für DB-Operationen der Fall, deren
Bearbeitung aufwendige Berechnungen und/oder den Zugriff auf
große Datenmengen erfordert. Die parallele Verarbeitung auf meh-
reren Prozessoren führt dabei idealerweise zu einem linearen Ant-
wortzeit-Speedup (Kap. 4.1). Zugleich soll jedoch für OLTP-Trans-
aktionen ein linearer Durchsatz-Scaleup erreicht werden, so daß
die Transaktionsraten proportional zur Rechneranzahl zunehmen.
Untersuchungen zur Parallelisierung der DB-Verarbeitung began-
nen in den siebziger Jahren vor allem im Kontext von DB-Maschi-
nen. Die Mehrzahl der Vorschläge versuchte durch Nutzung von
Spezial-Hardware bestimmte Operationen zu beschleunigen
[Su88]. Im Rückblick ist festzustellen, daß diese Ansätze weitge-
hend gescheitert sind [DG92]. Der Grund liegt vor allem darin, daß
hardware-basierte Ansätze zur DB-Verarbeitung naturgemäß eine
nur eingeschränkte Funktionalität unterstützen, so daß nur be-
stimmte Operationen beschleunigt werden. Vor allem ist jedoch der
Aufwand und die Entwicklungszeit so hoch, so daß durch die star-
ken Leistungssteigerungen allgemeiner Prozessoren auch mit ein-
facheren und flexibleren Software-Lösungen ähnliche Leistungs-
merkmale erreicht werden.
Wie Teradatas DB-Maschine sowie Tandems NonStop SQL bewei-
sen, sind software-basierte Lösungen zur parallelen DB-Verarbei-
tung jedoch ein großer kommerzieller Erfolg [DG92]. Sie nutzen
konventionelle Mehrrechner-Architekturen (Shared-Nothing) mit
Standardprozessoren und -peripherie, wobei zur Zeit Installationen
mit über 200 Prozessoren bestehen. Insbesondere bei Einsatz von
Mikroprozessoren wird damit eine hohe Kosteneffektivität möglich;
zudem kann die rasante Leistungssteigerung bei Mikroprozessoren
(Kap. 4.2) unmittelbar genutzt werden. Ob die parallele DB-Verar-
beitung innerhalb einer dedizierten DB-Maschine (Teradata) oder
auf allgemeinen Verarbeitungsrechnern (Tandem) erfolgt, ist für
die Parallelisierung von eher untergeordneter Bedeutung. Die Ver-
wendung eines auf DB-Verarbeitung beschränkten Back-End-Sy-
stems hat den Vorteil, daß es hierbei i.a. einfacher ist, Mikroprozes-
soren zu nutzen und effiziente Mechanismen zur Kommunikation
bereitzustellen. Da TP-Monitor und Transaktionsprogramme typi-
scherweise auf den allgemeinen Verarbeitungsrechnern verbleiben,




Parallelitätist jedoch für jede DB-Operation ein Kommunikationsvorgang mit
dem Back-End-System durchzuführen. Dadurch können vor allem
für OLTP-Transaktionen signifikante Leistungseinbußen entste-
hen. Für Anfragen, die große Ergebnismengen zurückliefern, ent-
steht ebenfalls ein hoher Kommunikationsaufwand mit dem Back-
End-System.
Im folgenden werden zunächst verschiedene Formen der Parallel-
verarbeitung klassifiziert. Danach betrachten wir die wichtigsten
Alternativen zur Datenverteilung und gehen auf die Realisierung
von Intra- und Inter-Operatorparallelität ein. Im Anschluß disku-
tieren wir Aspekte zur Transaktionsverwaltung, insbesondere die
Verwendung von geschachtelten Transaktionen. Abschließend
werden einige offene Probleme der parallelen DB-Verarbeitung an-
gesprochen.
8.2.1 Arten der Parallelverarbeitung
Abb. 8-2 zeigt die verschiedenen Arten der Parallelverarbeitung
für DB-Anwendungen. Zunächst ist zu unterscheiden zwischen In-
ter- und Intra-Transaktionsparallelität. Die parallele Verarbei-
tung verschiedener Transaktionen (Inter-Transaktionsparalleli-
tät) entspricht dabei dem Mehrbenutzerbetrieb, der bereits in zen-
tralisierten DBS eingesetzt wird, z.B. um E/A-Verzögerungen von
Transaktionen zu überlappen. Diese Form der Parallelverarbei-
tung ist obligatorisch, um die CPU-Kapazität zur Erlangung aus-
reichender Transaktionsraten sowie eines linearen Durchsatz-
Scaleups (horizontales Wachstum) zu nutzen.
Hier ist jedoch vor allem Parallelität innerhalb von Transaktionen
(Intra-Transaktionsparallelität) von Interesse, weil nur damit die
Bearbeitungszeiten reduziert werden können. Dabei kann weiter
unterschieden werden zwischen Inter- und Intra-DML-Paralleli-
tät. Bei Inter-DML-Parallelität werden verschiedene DML-Be-
fehle (DB-Operationen) derselben Transaktion parallel bearbeitet.
Für die Debit-Credit-Transaktionen (Abb. 1-2) könnten z.B. die Zu-
griffe auf die vier Satztypen parallel erfolgen [SKPO88]. Durch den
Einsatz von Inter-DML-Parallelität allein sind jedoch i.a. nur be-
grenzte Antwortzeitverbesserungen möglich, da die Anzahl von
DB-Operationen eines Transaktionsprogramms den erreichbaren
Parallelisierungsgrad beschränkt*. Selbst dieser Parallelitätsgrad
läßt sich aufgrund von Präzedenzabhängigkeiten zwischen DB-
Operationen meist nicht erzielen. Solche Abhängigkeiten sind da-
bei durch den Programmierer zu spezifizieren, indem er angibt,




parallelitätwelche Operationen parallel bearbeitet werden können. Von Vorteil
ist, daß für das DBS diese Form der Intra-Transaktionsparallelität
am einfachsten zu unterstützen ist, da prinzipiell keine Erweite-
rungen hinsichtlich der Query-Optimierung erforderlich sind.
Relationale DBS mit ihren deskriptiven und mengenorientierten
Anfragesprachen wie SQL ermöglichen die Nutzung von Parallelar-
beit innerhalb einer DB-Operation (Intra-DML-Parallelität). Die
Bearbeitung einer DB-Operation erfordert i.a. die Ausführung
mehrerer relationaler Basisoperatoren wie Scan, Selektion, Projek-
tion, Join etc., deren Ausführungsreihenfolge durch einen Opera-
torbaum beschrieben werden kann. Damit lassen sich zwei weitere
Arten der Parallelisierung unterscheiden, nämlich Inter- und In-
tra-Operatorparallelität. In beiden Fällen erfolgt die Parallelisie-
rung vollkommen automatisch durch das DBS (den Query-Optimie-
rer) und somit transparent für den Programmierer und DB-Benut-
zer. Dies ist ein Hauptgrund für den Erfolg paralleler DB-Verarbei-
tung und stellt einen wesentlichen Unterschied zur
Parallelisierung in anderen Anwendungsbereichen dar, die i.a. eine
sehr schwierige Programmierung verlangen [Re92].
Beim Einsatz von Inter-Operatorparallelität werden verschiedene
Operatoren einer DB-Operation parallel ausgeführt. Auch hier be-
* Für Ad-Hoc-Anfragen ist Inter-DML-Parallelität offenbar nicht anwend-











Abb. 8-2: Arten der parallelen DB-Verarbeitung




Parallelitätstehen Präzedenzabhängigkeiten zwischen den einzelnen Operato-
ren, die die Parallelität einschränken; jedoch sind diese im Gegen-
satz zur Inter-DML-Parallelität dem DBS (Query-Optimierer) be-
kannt. Der erreichbare Parallelitätsgrad ist in jedem Fall durch die
Gesamtanzahl der Operatoren im Operatorbaum begrenzt. Bei der
Intra-Operatorparallelität schließlich erfolgt die parallele Ausfüh-
rung der einzelnen Basisoperatoren.
Die bisher diskutierten Parallelisierungsarten bezogen sich auf
unterschiedliche Verarbeitungsgranulate, die zur Parallelisierung
herangezogen werden können (Transaktionen, DB-Operationen,
Operatoren). Daneben kann zwischen Daten- und Pipeline-Paralle-
lität unterschieden werden, welche sowohl für Inter- als auch für
Intra-Operatorparallelität angewendet werden können (Abb. 8-2).
Datenparallelität basiert auf einer Partitionierung der Daten, so
daß verschiedene Operatoren bzw. Teiloperatoren auf disjunkten
Datenpartitionen arbeiten. So können z.B. Scan-Operatoren auf
verschiedenen Relationen parallel ausgeführt werden (Inter-Ope-
ratorparallelität); ein Scan auf einer einzelnen Relation läßt sich
auch parallelisieren, wenn die Relation in mehrere Partitionen auf-
geteilt wird (Intra-Operatorparallelität). Pipeline-Parallelität
sieht eine überlappende Ausführung verschiedener Operatoren
bzw. Teiloperatoren vor, um die Ausführungszeit zu verkürzen.
Für Operatoren im Operatorbaum bzw. Teiloperatoren eines Basis-
operators, zwischen denen eine Erzeuger-Verbraucherbeziehung
besteht, werden dabei die Ausgaben des Erzeugers im Datenfluß-
prinzip an den Verbraucher weitergeleitet. Dabei wird die Verar-
beitung im Verbraucherprozeß nicht verzögert, bis der Erzeuger
die gesamte Eingabe bestimmt hat. Vielmehr werden die Sätze der
Ergebnismenge inkrementell weitergeleitet, um eine frühzeitige
Weiterverarbeitung zu ermöglichen. Problematisch ist dabei der
Kommunikations-Overhead, da potentiell eine hohe Anzahl von
Nachrichten zwischen Erzeuger und Verbraucher auszutauschen
sind. Weiterhin ist der Nutzen eines Pipelining begrenzt, wenn
beim Verbraucher eine Sortierung bzw. Duplikateliminierung
durchzuführen ist, da hierzu die gesamte Ergebnismenge benötigt
wird.
Zu beachten ist dabei, daß die verschiedenen Formen der Paralle-
lisierung beliebig kombiniert werden können. Im Extremfall wer-
den also alle sechs Parallelisierungsformen aus Abb. 8-2 (Inter-
Transaktions-, Inter-DML- sowie die jeweils zwei Varianten von
Inter-Operator- und Intra-Operatorparallelität) zusammen ge-







rungennutzt. Existierende Systeme unterstützen jedoch typischerweise
nicht alle Arten von Intra-Transaktionsparallelität.
Zum Teil findet man in der Literatur unterschiedliche Bezeichnun-
gen für die eingeführten Parallelisierungsarten. So wird Inter-Ope-
ratorparallelität oft als Funktionsparallelität bezeichnet, in [Pi90]
verwirrenderweise als Programmparallelität. Datenparallelität
wird gelegentlich auch als horizontale, Pipeline-Parallelität als
vertikale Parallelität bezeichnet [Gr90].
Intra-Transaktionsparallelität wurde bisher vor allem für Multi-
prozessoren (Shared-Memory, Shared-Everything) und für Shared-
Nothing-Systeme untersucht sowie innerhalb von kommerziellen
DBS und Prototypen unterstützt. Die Nutzung von Multiprozesso-
ren zur Parallelverarbeitung kann dabei als erster Schritt aufge-
faßt werden, da er i.a. auf relativ wenige Prozessoren begrenzt ist
(Kap. 7.1). Die Verwendung eines gemeinsamen Hauptspeichers er-
leichtert dabei die Parallelisierung, da eine effiziente Kommunika-
tion zwischen Prozessen einer Transaktion und eine einfachere
Lastbalancierung möglich wird. Prototyp-Realisierungen paralleler
Shared-Memory-DBS sind u.a. XPRS [SKPO88] und Volcano
[Gr90]; auch kommerzielle DBS nutzen zunehmend Multiprozesso-
ren für Intra-Transaktionsparallelität [Ha90, Dav92]. Shared-Not-
hing-Systeme, aber auch DB-Sharing-Systeme, bieten eine größere
Erweiterbarkeit als Shared-Memory (s. Kap. 7.1), so daß eine ent-
sprechend weitergehende Parallelisierung unterstützt werden
kann. Kommerzielle Systeme wie Teradata [Ne86] und Tandem
NonStop-SQL [Ze90, Le91] sowie Prototypen wie Gamma [De90],
Bubba [Bo90], EDS [WT91, Sk92], Prisma [Ke88, Ap92] und Arbre
[LY89] verfolgen einen Shared-Nothing-Ansatz zur Parallelverar-
beitung. DB-Sharing-Systeme sind zur Zeit auf Inter-Transaktions-
parallelität beschränkt, auch Oracles "Parallel Server" [Or90].
8.2.2 Alternativen zur Datenverteilung
Voraussetzung für die Nutzung von Datenparallelität ist eine ge-
eignete Datenverteilung, so daß mehrere Prozesse auf disjunkten
Datenbereichen parallel arbeiten können. Um E/A-Engpässe zu
vermeiden, sind die einzelnen Datenpartitionen dabei verschiede-
nen Platten zuzuordnen, was i.a. ein Declustering der Daten erfor-
dert (Kap. 5.3.1). Im Falle von Shared-Nothing ergibt sich damit
gleichzeitig eine Datenverteilung über mehrere Rechner, da hierbei
ein Rechner oft nur eine Platte (bzw. einige wenige Platten) verwal-
tet.









DatenverteilungInsbesondere für die Nutzung von Intra-Operatorparallelität ist
eine sogenannte horizontale Datenverteilung vorzusehen, bei der
eine Relation satzweise über mehrere Platten verteilt wird. Ähn-
lich wie bei der Dateiallokation innerhalb von Disk-Arrays ist da-
bei zunächst zu klären, über wieviele Platten eine Relation aufge-
teilt werden soll. Dies ist vor allem für Shared-Nothing kritisch, da
nicht nur der durch Parallelisierung erreichbare Antwortzeitge-
winn, sondern auch der Kommunikations-Overhead zum Starten
von Teiloperationen sowie zum Zurückliefern von Ergebnissen mit
dem Verteilungsgrad anwächst. Ferner vermindert sich mit wach-
sender Rechneranzahl die pro Knoten zu verabeitende Satzmenge,
so daß das Verhältnis zwischen Kommunikations-Overhead und
Nutzarbeit zunehmend ungünstiger wird. Aus diesen Gründen ist
eine Verteilung einer Relation über alle Platten/Rechner ("full de-
clustering") i.a. nur für große Relationen gerechtfertigt, für die
häufig ein Relationen-Scan durchzuführen ist. Für solche Relatio-
nen würde eine Allokation zu einer kleineren Platten-/Rechneran-
zahl Leistungsnachteile mit sich bringen, da nicht die Kapazität
des gesamten Systems genutzt wird und in den Rechnern, auf die
die Bearbeitung beschränkt wird, verstärkte Behinderungen für
andere Transaktionen hervorgerufen würden (ungünstigere Last-
balancierung). Umgekehrt ist für kleine Relationen bzw. selektive
Anfragen, für die ein Index genutzt werden kann, i.a. nur ein be-
grenzter Parallelitätsgrad lohnend, da der Kommunikations-Over-
head sonst den Antwortzeit-Speedup zu stark beeinträchtigt. Der
"optimale" Verteilgrad ist also neben der Relationengröße vor al-
lem durch das Lastprofil bestimmt, das vor allem für Ad-Hoc-An-
fragen jedoch meist nur unzureichend bekannt ist. Heuristiken zur
Bestimmung des Verteilgrades für ein bekanntes Lastprofil finden
sich u.a. in [CABK88, GD90].
Neben der Bestimmung des Verteilgrades N ist bei der Datenver-
teilung noch festzulegen, wie die Sätze einer Relation den einzel-
nen Partitionen (Platten, Rechnern) zugeordnet werden. Wie Abb.
8-3 für den Fall eines Shared-Nothing-Systems verdeutlicht, kom-
men dazu im wesentlichen drei Ansätze in Betracht, welche unter-
schiedliche Folgen für die Anfragebearbeitung mit sich bringen:
- Round-Robin-artige Datenverteilung
Hierbei werden die Sätze reihum den Partitionen zugewiesen, so
daß der i-te Satz der Relation der Platte (i MOD N) + 1 zugeordnet
wird. Damit wird eine Aufteilung der Relation in N gleichgroße Par-
titionen erreicht. Dies führt zu einer günstigen Lastbalancierung,
falls die einzelnen Sätze der Relation mit gleicher Wahrscheinlich-
240 8 Weitere Entwicklungsrichtungenkeit referenziert werden. Da für die Datenverteilung keine Attribut-
werte berücksichtigt werden, ist i.a. für jede Anfrage auf der Relati-
on eine Bearbeitung aller N Partitionen erforderlich.
- Hash-Partitionierung
Bei diesem Ansatz wird ein Attribut der Relation (bzw. eine Menge
von Attributen), i.a. der Primärschlüssel, als Verteilattribut ver-
wendet. Die Verteilung wird dann durch eine Hash-Funktion auf
dem Verteilattribut festgelegt, die jeden Satz auf eine der N Parti-
tionen abbildet. Die Verteilung der Attributwerte sowie die Güte der
Hash-Funktion bestimmen, ob eine ähnlich gleichmäßige Datenver-
teilung wie bei Round-Robin erreicht werden kann. Von Vorteil ist,
daß die Bearbeitung von Exact-Match-Anfragen bezüglich des Ver-
teilattributes, welche nur Sätze zu einem festgelegten Attributwert
als Ergebnis liefern, durch Anwendung der Hash-Funktion auf ei-


























DB-Sharingonsaufwand). Auch für Join-Berechnungen, bei denen das Join-At-
tribut mit dem Verteilattribut übereinstimmt, ergeben sich signifi-
kante Einsparmöglichkeiten (s.u.).
- Range-Partitionierung (Bereichspartitionierung)
Ähnlich wie im vorherigen Ansatz wird ein Verteilattribut verwen-
det, wobei jetzt die Zuordnung zu Partitionen durch Wertebereiche
bezüglich dieses Attributes festgelegt werden. Damit lassen sich wie
für eine Hash-Partitionierung Exact-Match-Anfragen bezüglich des
Verteilattributes auf einen Rechner beschränken. Daneben können
aber auch Bereichsanfragen (range queries) bezüglich des Ver-
teilattributs auf die relevante Teilmenge der Rechner beschränkt
werden, so daß für sie eine effizientere Bearbeitung als bei Hash-
Partitionierung möglich wird.
Eine Einschränkung sowohl bei Hash- als bei Range-Partitionie-
rung ist, daß nur Anfragen bezüglich des Verteilattributs auf eine
Teilmenge der Rechner eingeschränkt werden können, für alle an-
deren Anfragen dagegen alle (datenhaltenden) Rechner zu invol-
vieren sind. Eine Abhilfemöglichkeit dazu, die in Bubba unter-
stützt wird, besteht darin, für andere Attribute spezielle Index-
strukturen zu führen, in denen zu jedem Attributwert vermerkt
wird, wo Tupel mit diesem Wert gespeichert sind*. Als Alternative
dazu wurde in [GD90, GDQ92] ein mehrdimensionales Verfahren
vorgeschlagen, bei dem mehrere Attribute gleichberechtigt zur De-
finition einer Bereichspartitionierung verwendet werden. Über ein
relativ kompaktes (Grid-)Directory kann dabei für jedes an der Be-
reichspartitionierung beteiligte Attribut festgestellt werden, wo re-
levante Tupel für eine Bereichs- oder Exact-Match-Anfrage vorlie-
gen (Abb. 8-4). In einer Simulationsstudie wurden für dieses Ver-
fahren bessere Ergebnisse erzielt als mit dem Bubba-Ansatz, für
den die Indexzugriffe einen erheblichen Zusatzaufwand verursach-
ten [GDQ92].
Für Shared-Memory und DB-Sharing bezieht sich die Festlegung
der Datenverteilung lediglich auf die Platten, nicht jedoch auf die
einzelnen Prozessoren. Die Verwendung von Hash- oder Range-
Partitionierung kann auch hierbei genutzt werden, um das zur An-
fragebearbeitung zu berücksichtigende Datenvolumen zu reduzie-
ren. Der Verteilgrad einer Relation bestimmt nicht in dem Maße
wie bei Shared-Nothing den Overhead zur Parallelisierung, da so-
wohl bei Shared-Memory als auch bei Shared-Disk alle Prozesso-
ren ohne Kommunikationsverzögerung auf Daten aller Platten zu-
* Mit solchen Indexstrukturen können auch bei einer Round-Robin-arti-
gen Datenverteilung Anfragen ggf. auf eine Teilmenge der Partitionen
beschränkt werden.
242 8 Weitere Entwicklungsrichtungengreifen können. Die Verteilung einer Relation über alle Platten ist
für Shared-Disk und Shared-Memory deshalb auch eher vertretbar,
um ein Maximum an E/A-Parallelität zu unterstützen. Allerdings
kann dies wiederum zu einer Behinderung paralleler Transaktio-
nen führen und somit den Durchsatz beeinträchtigen.
Werden zur Behandlung von Rechnerausfällen (bei Shared-Not-
hing) bzw. Plattenfehlern die Daten repliziert gespeichert, ist auch
für die Kopien eine Datenverteilung festzulegen. Methoden dazu,
wie der Einsatz von Spiegelplatten oder "interleaved declustering",
wurden bereits in Kap. 5.3.2.2 angesprochen.
8.2.3 Realisierung von Intra-DML-Parallelität
Im folgenden sollen einige Aspekte zur Realisierung von Intra- und
Inter-Operatorparallelität untersucht werden. Bisherige For-
schungsarbeiten und Implementierungen konzentrierten sich über-
wiegend auf Intra-Operatorparallelität. Die Untersuchungen zur
Inter-Operatorparallelität stehen noch am Anfang, gewinnen je-






























Die zweidimensionale Bereichspartitionierung einer Angestelltenrelation
über die Attribute Name und Gehalt erlaubt Exact-Match- und Bereichs-
anfragen auf 5 Rechner zu begrenzen, falls jedes der Fragmente einem ei-
genen Rechner zugeordnet ist. Eine einfache Bereichspartitionierung
könnte Anfragen bezüglich eines der Attribute auf 1 Rechner eingrenzen,
würde jedoch für Anfragen bezüglich des anderen Attributes alle 25
Rechner involvieren. Wenn beide Attribute mit gleicher Häufigkeit refe-
renziert werden, ergibt dies einen Durchschnitt von 13 Rechnern pro An-
frage gegenüber 5 für die zweidimensionale Bereichspartitionierung.
100 KŠ≥
Abb. 8-4: Mehrdimensionale Bereichspartitionierung (Beispiel)





Der Einsatz von Intra-Operatorparallelität basiert primär auf Da-
tenparallelität, jedoch kann für komplexere Operatoren (z.B. Join)
auch Pipeline-Parallelität genutzt werden. Im folgenden diskutie-
ren wir die Parallelisierung für einige wichtige Operatoren, wobei
wir von einer horizontalen Verteilung der Relationen ausgehen.
Selektion (Restriktion, Scan)
Die Parallelisierung dieser Operation ist sehr einfach, da auf jeder
der N Partitionen einer Relation die Selektion parallel ausgeführt
werden kann. Die Selektion kann ggf. auf eine Teilmenge der Par-
titionen beschränkt werden, wenn Verteil- und Selektionsattribut
übereinstimmen (s.o.). Kann ein Index genutzt werden, reduziert
sich die pro Partition auszuwertende Satzmenge entsprechend; an-
sonsten ist ein Einlesen aller Sätze erforderlich (Relationen-Scan).
Für Shared-Nothing ist Kommunikation zum Starten der Teilse-
lektionen sowie zum Zurücksenden und Mischen der Teilergeb-
nisse erforderlich. Für Shared-Memory entfällt der Kommunikati-
ons-Overhead, jedoch sind auch hier mehrere Prozesse zu initiali-
sieren und deren Teilergebnisse zu mischen. Bei DB-Sharing ent-
steht ein ähnlicher Kommunikations-Overhead wie bei Shared-
Nothing zum Starten von Prozessen in verschiedenen Rechnern.
Allerdings kann die Anzahl der Prozesse flexibel gewählt werden,
z.B. können in einem Prozeß die Daten mehrerer Partitionen ver-
arbeitet werden, da jeder Rechner auf alle Platten zugreifen kann.
Dies ist vor allem für selektive Anfragen (Index-Scan) sehr vorteil-
haft, da diese prinzipiell an einem Rechner bearbeitet werden kön-
nen, während für Shared-Nothing durch die statische Datenvertei-
lung oft ein hoher Kommunikationsaufwand vorgegeben ist. Im
Beispiel von Abb. 8-4 erlaubt DB-Sharing beide Anfragetypen auf
einem Rechner zu bearbeiten, während bei Shared-Nothing im
Mittel 5 bzw. 13 Rechner beteiligt sind. Im Gegensatz zu Shared-
Nothing kann bei DB-Sharing sowohl der Parallelitätsgrad frei ge-
wählt werden als auch welche Rechner die Selektion ausführen sol-
len, so daß sich ein weit höheres Potential zur dynamischen Last-
balancierung ergibt [Ra93a].
Bei DB-Sharing kann ferner Kommunikationsaufwand eingespart
werden, indem Teilergebnisse anstatt über Nachrichten zurück-
zuliefern in temporären Dateien auf den gemeinsamen Platten
(bzw. in einem gemeinsamen Halbleiter-Speicherbereich) abgelegt
werden. Die Speicherung auf Externspeicher ist vor allem für
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Duplikat-
eliminierunggroße Ergebnismengen vorteilhaft, die für den Mischvorgang nicht
vollständig im Hauptspeicher gehalten werden können, so daß eine
Speicherung auf Externspeicher ohnehin erforderlich ist.
Projektion
Die Parallelisierung dieses Operators kann analog zur Selektion er-
folgen. In vielen Fällen werden Projektion und Selektion ohnehin
zusammen ausgeführt, um die relevanten Daten nur einmal von
Platte zu lesen und den Umfang der Ergebnismengen zu reduzie-
ren. Bei der Bearbeitung eines DML-Befehls werden beide Opera-
toren meist als erstes durchgeführt (auf den Basisrelationen), da
sie zu einer starken Reduzierung der Datenmenge führen, die ggf.
durch andere Operatoren weiterzuverarbeiten ist. Die Projektion
verlangt ggf. eine Eliminierung von Duplikaten, die i.a. durch Sor-
tieren der Ergebnismenge erfolgt. Die Sortierung selbst kann in
vielfacher Weise parallelisiert werden [LY89, Sa90]. Zum Beispiel
kann die Ergebnismenge jeder Partition lokal sortiert und beim Mi-
schen die globale Sortierreihenfolge hergestellt werden, wobei in je-
dem Schritt eine Duplikateliminierung erfolgt.
Aggregatfunktionen
Die Berechnung von Extremwerten (MIN, MAX) kann für jede Par-
tition parallel durchgeführt werden, wobei anschließend aus dem
Extremwert jeder Partition das globale Minimum bzw. Maximum
bestimmt wird. Die parallele Berechnung von SUM, COUNT und
AVG ist in analoger Weise möglich, wenn keine Duplikateliminie-
rung erforderlich ist. Anderenfalls ist zuerst die Entfernung von
Duplikaten vorzunehmen [BEKK84].
Verbund (Join)
Die Wichtigkeit dieser Operation sowie ihre oft aufwendige Berech-
nung führten dazu, daß eine große Anzahl von parallelen Imple-
mentierungen vorgeschlagen wurde. In den meisten Fällen handelt
es sich dabei um parallele Versionen der drei sequentiellen Basisal-
gorithmen Nested-Loop-, Sort-Merge- und Hash-Join [ME92,
ÖV91, SD89]. Hier soll stellvertretend nur ein allgemeiner Ansatz
zur Parallelisierung eines Gleichverbunds (equi join) über eine
Hash-Partitionierung der beteiligten Relationen diskutiert werden.
Der Vorteil dabei ist, daß zur lokalen Join-Berechnung jeder se-
quentielle Join-Algorithmus verwendet werden kann. Der Ansatz
wird vor allem innerhalb von Shared-Nothing-Systemen verwendet
(u.a. in Tandem und Gamma), läßt sich jedoch auch für Shared-Me-
mory oder DB-Sharing nutzen.









zur paral-Die Idee bei der Hash-Partitionierung ist, die am Verbund beteilig-
ten Relationen mit derselben Hash-Funktion auf dem Join-Attri-
but auf mehrere Join-Prozesse aufzuteilen*. Damit wird erreicht,
daß die eigentliche Join-Berechnung lokal innerhalb der Join-Pro-
zesse erfolgen kann, da die Hash-Partitionierung gewährleistet,
daß die zusammengehörenden Tupel beider Relationen stets dem-
selben Join-Prozeß zugeordnet werden. Abb. 8-5 verdeutlicht dies
für Shared-Nothing und den allgemeinen Fall, in dem beide an dem
Verbund beteiligten Relationen R und S umverteilt werden. In dem
Beispiel werden zunächst an den fünf datenhaltenden Knoten par-
allel die Partitionen der beiden Relationen vollständig durch Scan-
Prozesse eingelesen. Dabei wird für jedes Tupel über die Hash-
Funktion der zuständige Join-Prozeß (Rechner) bestimmt, an den
es zu übertragen ist. Bei K Join-Prozessen führt dies zu einer Un-
terteilung jeder Datenpartition Ri bzw. Sk in K Fragmente Rij bzw.
Skj (j=1,...,K). Die Übertragung eines Fragments an den jeweiligen
Join-Rechner kann im Extremfall innerhalb einer großen Nach-
richt oder gebündelt in kleineren Einheiten erfolgen. Die Verwen-
dung großer Übertragungseinheiten reduziert zwar die Nachrich-
tenanzahl, mindert aber die (Pipeline-)Parallelität zwischen Einle-
sen der Daten und Weiterverarbeitung am Join-Rechner. Jeder
Join-Rechner speichert die eintreffenden Fragmente innerhalb
* Im Prinzip kann eine beliebige Verteilfunktion verwendet werden, die
eine Partitionierung der Relationen über die Werte des Join-Attributs
ermöglicht, z.B. über Wertebereiche wie bei der Range-Partitionierung.




















Abb. 8-5: Dynamische Datenumverteilung durch Hash-Partitionierung
lelen Join-Berechnung [Re92]
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parallele Join-
Berechnung bei
Shared-Memoryzweier temporärer Zwischenrelationen, die auf Platte zu schreiben
sind, falls sie nicht vollständig im Hauptspeicher gehalten werden
können. Die eigentliche Join-Berechnung erfolgt parallel durch die
einzelnen Join-Prozesse, welche jeden sequentiellen Join-Algorith-
mus (z.B. Hash-Join oder Sort-Merge) auf den erzeugten Zwischen-
relationen anwenden können. Das Gesamtergebnis der Join-Opera-
tion erhält man durch Mischen der Teilergebnisse aller Join-Pro-
zesse.
Die Beschreibung verdeutlicht, daß die Bearbeitung in mehreren
Phasen abläuft, in denen jeweils Parallelität genutzt wird: Einlesen
der Basisrelationen, Verteilung der Tupel auf die Join-Prozessoren
und Durchführung der lokalen Joins. Um eine effektive Paralleli-
sierung zu erreichen, sollte dabei in jeder Phase in jedem der betei-
ligten Rechner eine möglichst gleichmäßige Bearbeitungszeit ent-
stehen, da jeweils die langsamste Teiloperation die Gesamtdauer
der Operation bestimmt. Die Dauer der Scan-Operationen ist im
wesentlichen proportional zur Größe der Datenpartitionen und da-
mit durch die Datenverteilung festgelegt. Die Werteverteilung be-
züglich des Join-Attributs, die Güte der verwendeten Hash-Funk-
tion zur Datenumverteilung sowie Abweichungen im Umfang der
Scan-Ausgaben bestimmen weitgehend die Lastbalancierung wäh-
rend der Umverteilung und Join-Berechnung [DNSS92].
Der Ansatz der Hash-Partitionierung ist sehr flexibel, da die An-
zahl der Join-Prozesse K sowie die Rechner, an denen sie ausge-
führt werden, dynamisch wählbare Parameter darstellen [MR93,
RM93]. Bei Shared-Nothing kann jedoch der Kommunikationsauf-
wand für die vollständige Umverteilung für große Relationen sehr
hoch liegen. Eine Reduzierung des Kommunikationsumfangs ist of-
fenbar möglich, wenn die Join-Prozesse auf datenhaltenden Knoten
ausgeführt werden. Signifikante Einsparungen ergeben sich insbe-
sondere, wenn für eine oder beide Relationen eine Datenverteilung
über eine Hash-Funktion vorgenommen wurde und das Ver-
teilattribut mit dem Join-Attribut übereinstimmt. Im Idealfall
kann die Umverteilung beider Relationen vermieden werden. Dies
ist der Fall, wenn für beide Relationen Verteilattribut und Join-At-
tribut übereinstimmen und die Verteilung auf dieselben Knoten
(mit derselben Hash-Funktion) erfolgte.
In [KTN92] wird beschrieben, wie die Hash-Partitionierung für die
Join-Berechnung in Shared-Memory-Systemen genutzt werden
kann. Es ergibt sich dabei im Prinzip die gleiche Vorgehensweise,
nur entfällt das Verschicken der Relationen über ein Kommunika-




DB-Sharingtionsnetz. Die in Abb. 8-5 durch Pfeile angedeuteten Umverteilun-
gen finden vollkommen im Hauptspeicher statt, wobei sogar Ko-
piervorgänge vermieden werden können [KTN92].
Bei DB-Sharing besteht wiederum die Wahlmöglichkeit, ob die zur
Weiterverarbeitung benötigten Daten über das Kommunikations-
netz oder über die gemeinsamen Externspeicher ausgetauscht wer-
den. In letzterem Fall, der vor allem bei größeren Datenmengen
vorzuziehen ist, läßt sich der Kommunikationsaufwand zur Um-
verteilung der Relationen vollkommen vermeiden. Dies ist mög-
lich, indem jeder Prozeß, der die Partitionen der Basisrelationen
einliest, die durch Anwendung der Hash-Funktion gebildeten
Fragmente unmittelbar auf Platte ausschreibt (Abb. 8-6). Auf-
grund der Shared-Disk-Eigenschaft können die Join-Prozesse
dann diese Fragmente zur Join-Berechnung direkt einlesen, wie in
Abb. 8-6 angedeutet. Den Join-Prozessen ist natürlich mitzuteilen,
an welchen Plattenpositionen sie die sie betreffenden Fragmente
finden. Bei kleineren Fragmenten, die eine Join-Berechnung im
Hauptspeicher zulassen, können auch bei DB-Sharing die Frag-
mente über das Kommunikationsnetz an die Join-Rechner gesen-
det werden. Bei DB-Sharing sowie Shared-Memory entfällt natür-
lich ebenfalls die Umverteilung der Relationen, bei denen die Da-
tenverteilung auf Platte über eine Hash-Funktion auf dem Join-At-
tribut erfolgte.
Die Parallelisierung der Join-Operation durch Hash-Partitionie-
rung verdeutlicht, daß die sequentiellen Basisoperatoren für Scan
und Join weiterhin verwendet werden. Im Gamma-System genüg-
R1 R2 R3 S1
R11
Join-
R21 R31R12 R22 R32R13 R23 R33
Prozesse
S11 S21S12 S13
Abb. 8-6: Dynamische Datenumverteilung durch Hash-Partitionierung z
lelen Join-Berechnung bei DB-Sharing






Optimierungten so im wesentlichen zwei zusätzliche Operatoren, Merge und
Split, zur Realisierung der parallelen Query-Bearbeitung [DG92].
Die Merge-Operation nimmt das Mischen mehrerer Datenströme
(Tupelmengen) vor, die z.B. durch Scan-Operationen auf verschie-
denen Partitionen einer Relation erzeugt werden. Die Split-Opera-
tion realisiert dagegen die Aufteilung eines Datenstromes in meh-
rere Teilmengen, die verschiedenen Rechnern bzw. Prozessen zuge-
ordnet werden (z.B. über eine Hash-Funktion gesteuert). Im Vol-
cano-System sind die Split- und Merge-Funktionen durch einen
einzigen Operator (Exchange-Operator) realisiert [Gr90].
8.2.3.2 Inter-Operatorparallelität
Der Operatorbaum komplexer DB-Operationen besteht i.a. aus ei-
ner Vielzahl von Operatoren, die auf Basisrelationen sowie darauf
erzeugten Zwischenergebnissen arbeiten. Solche Anfragen entste-
hen vor allem bei deduktiven und objekt-orientierten Datenbanken
sowie allen Arten rekursiv formulierter DB-Operationen [Re92].
Zur Erlangung kurzer Antwortzeiten reicht in diesen Fällen die
Nutzung von Intra-Operatorparallelität oft nicht aus. Ziel der In-
ter-Operatorparallelität ist daher eine weitergehende Parallelisie-
rung durch Einsatz von Daten- und Pipeline-Parallelität. Daten-
parallelität läßt sich zur gleichzeitigen Bearbeitung derjenigen
Operatoren nutzen, die auf verschiedenen Relationen arbeiten*.
Pipeline-Parallelität wird zwischen benachbarten Operatoren im
Operatorbaum eingesetzt, die in einer Erzeuger-/Verbraucherbe-
ziehung zueinander stehen.
Die Erstellung "optimaler" Ausführungspläne mit Intra- und Inter-
Operatorparallelität ist ungleich schwieriger als die Bestimmung
sequentieller Pläne. Für jeden Operator bestehen bereits im loka-
len Fall mehrere Realisierungsalternativen, deren Anzahl sich
durch die Parallelisierung signifikant erhöht. Für das Leistungs-
verhalten sehr wesentlich ist auch die Ausführungsreihenfolge der
Operatoren, wofür bei Inter-Operatorparallelisierung die Anzahl
der Möglichkeiten ebenfalls beträchtlich zunimmt. Schließlich sind
geeignete Parallelisierungsgrade für einzelne Operatoren sowie
zwischen Operatoren zu bestimmen und die Allokation von (Teil-)
* Für Shared-Memory und DB-Sharing könnten sogar verschiedene (le-
sende) Operatoren auf denselben Relationen parallel abgewickelt wer-
den. Bei Shared-Memory werden die Daten in diesem Fall nur einmal ge-
lesen und durch verschiedene Prozesse weiterverarbeitet. Bei DB-
Sharing sind dazu dieselben Daten durch verschiedene Rechner zu lesen,
was jedoch möglicherweise E/A-Engpässe verursacht.
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XPRS-Ansatz
Mehrwege-
JoinsOperatoren zu Prozessoren festzulegen. Insbesondere letztere Ent-
scheidungen sind stark vom aktuellen Systemzustand während
der Bearbeitung abhängig, so daß zur Übersetzungszeit i.a. keine
befriedigenden Festlegungen möglich sind. Es wird also ein dyna-
mischer Ansatz benötigt, der eine Anpassung der Ausführungs-
pläne an aktuelle Bedingungen zur Laufzeit gestattet.
Um die Komplexität der Query-Optimierung zu reduzieren, wird in
XPRS ein zweistufiger Ansatz verfolgt, bei dem für eine DB-Opera-
tion zunächst ein sequentieller Ausführungsplan (Operatorbaum)
erstellt wird, für den dann in einem zweiten Schritt die Paralleli-
sierung vorgenommen wird [SKPO88, HS91, Ho92]. Dieser Ansatz
reduziert den Suchraum für die Optimierung, kann aber natürlich
zu suboptimalen Lösungen führen [Pi90]. Bei der Parallelisierung
wird in XPRS der Operatorbaum in mehrere Query-Fragmente
derart aufgeteilt, so daß innerhalb eines Fragments jeweils alle be-
nachbarten Operatoren aufgenommen werden, zwischen denen
Pipeline-Parallelität anwendbar ist. Zur Laufzeit wird dann ver-
sucht, jeweils ein Fragment, das primär CPU-Ressourcen benötigt,
mit einem E/A-intensiven Fragment parallel abzuarbeiten. Inner-
halb eines Fragmentes wird Intra-Operatorparallelität genutzt,
wobei eine dynamische Anpassung des Parallelitätsgrades vorge-
sehen ist [Ho92].
Eine Reihe von Arbeiten konzentrierte sich auf die Optimierung
von Mehr- bzw. N-Wege-Joins [Ze89, SD90, LST91, WAF91,
CYW92, CLYY92]. Ein solcher Join wird durch eine Folge von
Zwei-Wege-Joins realisiert, wobei aufgrund der Kommutativität
und Assoziativität des (inneren) Equi-Joins die Reihenfolge der
Join-Ausführungen ausschließlich unter Leistungsgesichtspunk-
ten gewählt werden kann. Allerdings steigt die Anzahl der mögli-
chen Berechnungsreihenfolgen exponentiell mit der Anzahl der Re-
lationen, so daß die Bestimmung einer günstigen Lösung sehr auf-
wendig wird. Um die Optimierung zu vereinfachen, werden häufig
nur zwei beschränkte Varianten untersucht (Abb. 8-7), nämlich so-
genannte links-tiefe (left deep) und rechts-tiefe (right deep) Opera-
torbäume [Ze89, SD90]. Werden Hash-Joins zur Join-Berechnung
verwendet*, dann unterscheiden sich beide Varianten vor allem
hinsichtlich ihres Ressourcen-Bedarfs sowie der erreichbaren Par-
allelität. Beim links-tiefen Baum (Abb. 8-7a) wird lediglich Pipe-
line-Parallelität genutzt, wobei nur in jeweils zwei Knoten eine
überlappende Verarbeitung unterstützt wird. Die Ergebnistupel
einer Join-Berechnung werden schubweise an den nächsten Join-






OperatorbäumeKnoten gesendet, der damit die Hash-Tabelle im Hauptspeicher
aufbaut. Dort wird die eigentliche Join-Berechnung (Phase 2 des
Hash-Joins) erst gestartet, wenn das komplette Ergebnis des vor-
ausgehenden Joins vorliegt. Beim rechts-tiefen Baum (Abb. 8-7b)
wird dagegen mehr Parallelität erzielt, da für einen N-Wege-Join
N-1 Relationen parallel in den Hauptspeicher geladen werden. Im
zweiten Schritt wird dann sukzessive die Join-Berechnung mit der
N-ten Relation unter Nutzung von Pipeline-Parallelität durchge-
führt. Dieser Ansatz kommt nur in Frage, wenn ausreichend
Hauptspeicherkapazität zum vollständigen Laden der N-1 Relatio-
nen vorhanden ist; in diesem Fall ergeben sich deutliche Vorteile
gegenüber links-tiefen Bäumen [SD90]. Links-tiefe Bäume verur-
sachen einen weit geringeren Hauptspeicherbedarf, vor allem bei
hoher Join-Selektivität.
In [CYW92, CLYY92] wurde gezeigt, daß mit unbeschränkten Ope-
ratorbäumen (bushy trees, Abb. 8-7c) i.a. erheblich kürzere Ant-
wortzeiten als mit links-tiefen und rechts-tiefen Bäumen erzielt
werden. Zur Bestimmung eines günstigen Operatorbaumes wurden
verschiedene Heuristiken vorgestellt, wobei das Vorziehen von
* Hash-Joins arbeiten in zwei Phasen [ME92]. In Phase 1 (building phase)
wird die erste Relation in eine Hash-Tabelle im Hauptspeicher gebracht,
wobei eine Hash-Funktion auf das Join-Attribut angewendet wird. In
Phase 2 (probing phase) wird die zweite Relation satzweise gelesen und
überprüft, ob zu dem Wert des Join-Attributs zugehörige Tupel der er-



















-7: Berechnungsfolgen für N-Wege-Joins (N=5)





bei DB-SharingJoins, für welche die kleinsten Ergebnismengen erwartet werden,
besonders wirkungsvoll war.
8.2.4 Transaktionsverwaltung
Der Einsatz von Intra-Transaktionsparallelität erfordert eine ge-
eignete Unterstützung durch die Transaktionsverwaltung des
DBS, um trotz der Parallelverarbeitung die (ACID-) Transaktions-
eigenschaften zu wahren. Das geeignete Konzept hierzu ist das der
geschachtelten Transaktionen (nested transactions), welches eine
hierarchische Zerlegung einer Transaktion in mehrere Sub- oder
Teiltransaktionen zuläßt [Mo85, HR87a, HR87b]. Für die gesamte
Transaktion gelten die herkömmlichen Transaktionseigenschaf-
ten; zur Unterstützung der internen Kontrollstruktur sind jedoch
Erweiterungen bezüglich Recovery und Synchronisation notwen-
dig. Ein großer Vorteil für die verteilte Ausführung ist, daß Teil-
transaktionen isoliert zurückgesetzt werden können, ohne daß die
Gesamttransaktion abgebrochen werden muß. Für die Sperrver-
gabe und -freigabe innerhalb einer Transaktion gelten besondere
Regelungen. So können Sperren unter bestimmten Bedingungen
an untergeordnete Teiltransaktionen "vererbt" werden; am Ende
einer Teiltransaktion gehen deren Sperren in den Besitz der über-
geordneten Transaktion über [HR87b]. Parallele Teiltransaktio-
nen konkurrieren um die Sperren, so daß unverträgliche Zugriffe
auf dieselben Objekte vermieden werden. Eine Konsequenz davon
ist, daß auch innerhalb einer Transaktion Deadlocks auftreten
können. Werden nur lesende Transaktionen bzw. DB-Operationen
parallelisiert, entstehen natürlich keine Sperrprobleme innerhalb
von Transaktionen, da keine Konflikte zwischen Teiltransaktionen
auftreten können.
Für DB-Sharing wirft der Einsatz von Intra-Transaktionsparalle-
lität weitere Probleme auf. Bei dieser Mehrrechnerarchitektur
werden ohne Intra-Transaktionsparallelität alle DB-Operationen
einer Transaktion an einem Rechner ausgeführt, da sämtliche Da-
ten direkt erreichbar sind. Kommunikation entsteht vor allem zur
globalen Synchronisation sowie zur Behandlung von Pufferinvali-
dierungen. Die Parallelisierung führt jetzt jedoch zu einer verteil-
ten DB-Verarbeitung innerhalb von geschachtelten Transaktio-
nen. Neue Probleme entstehen vor allem, wenn Änderungstrans-
aktionen verteilt (parallel) ausgeführt werden sollen. Dies betrifft
zum einen die Behandlung von Pufferinvalidierungen, da ein Ob-
jekt auch innerhalb einer Transaktion an verschiedenen Rechnern




bei DB-Sharinggeändert (bzw. invalidiert) werden kann. Die Recovery wird da-
durch auch erheblich verkompliziert, da die Log-Daten einer Trans-
aktion ggf. über mehrere Rechner verstreut sind. Damit kann i.a.
weder das Zurücksetzen einer Transaktion noch die Behandlung ei-
nes Rechnerausfalls wie bisher mit der lokalen Log-Datei eines
Rechners erfolgen. Zur Unterstützung geschachtelter Transaktio-
nen ist das Sperrprotokoll natürlich auch entsprechend zu erwei-
tern.
Wird die Parallelisierung bei DB-Sharing auf Lesetransaktionen
beschränkt, ergibt sich eine wesentlich einfachere Transaktions-
verwaltung. Insbesondere für Logging und Recovery sind in diesem
Fall keine Änderungen erforderlich. Die geschachtelte Transakti-
onsstruktur wird vor allem zur Sperrvergabe innerhalb einer
Transaktion genutzt. Erwirbt z.B. eine Transaktion eine Lese-
sperre auf einer Relation, kann diese Sperre an alle Teiltransaktio-
nen, die z.B. verschiedene Partitionen der Relation bearbeiten, ver-
erbt werden, um dort eigene Sperranforderungen zu vermeiden.
Am Ende einer Teiltransaktion gehen alle Sperren an die überge-
ordnete Transaktion, so daß für die Teiltransaktionen keine eige-
nen Nachrichten zur Sperrfreigabe anfallen. Besondere Vorkeh-
rungen sind zur Behandlung von Pufferinvalidierungen erforder-
lich, um eine Teiltransaktion stets mit den aktuellen Objektversio-
nen zu versorgen. Wird die Lösung dieses Problems wiederum mit
dem Sperrprotokoll kombiniert, so kann z.B. bei Erwerb einer Re-
lationensperre bereits festgestellt werden, für welche Seiten der
Relation überhaupt eine Invalidierung möglich ist. Nur für diese
Seiten ist dann bei der Ausführung der Teiltransaktionen ggf. Kom-
munikation erforderlich, um die gültige Version bei einem anderen
Rechner anzufordern.
In [CL89] wurde mit einer Simulationsstudie der Einfluß verschie-
dener Synchronisationsverfahren auf das Leistungsverhalten für
parallele Shared-Nothing-Systeme untersucht. Es wurde festge-
stellt, daß ein Zweiphasen-Sperrprotokoll auch bei Parallelverar-
beitung i.a. die besten Ergebnisse liefert. Da Intra-Transaktions-
parallelität die Antwortzeit verkürzt, ergibt sich dadurch i.a. eine
Reduzierung in der Häufigkeit von Sperrkonflikten.
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begrenzende
Faktoren8.2.5 Probleme der parallelen DB-Verarbeitung
Insbesondere für Shared-Nothing-Systeme konnte anhand von
Messungen [De90, Bo90, EGKS90] bzw. Simulationen [MR92]
nachgewiesen werden, daß die Leistungsziele "linearer Antwort-
zeit-Speedup" bzw. "linearer Durchsatz-Scaleup" unter günstigen
Bedingungen erreicht werden können. Dies ist vor allem für homo-
gene Anwendungslasten (1 Transaktionstyp) möglich, für die eine
gleichmäßige Daten- und Lastverteilung über alle Rechner ein-
stellbar ist. Für Transaktionslasten wie Debit-Credit können die
Transaktionsraten i.d.R. problemlos mit der Rechneranzahl gestei-
gert werden, da sich die Datenbank sowie die Last einfach über alle
Knoten partitionieren lassen (über Zweigstellen). Daneben ist der
Kommunikationsaufwand pro Transaktion sehr gering und na-
hezu unabhängig von der Rechneranzahl [MR92]. Ein linearer Ant-
wortzeit-Speedup läßt sich daneben für datenintensive (jedoch ein-
fache) relationale DB-Operationen durch Einsatz von Intra-Opera-
torparallelität erzielen, vor allem im Einbenutzerbetrieb [MR92].
Nach [DG92] sind es vor allem drei Faktoren, die den Antwortzeit-
Speedup und damit die Skalierbarkeit einer Anwendung beein-
trächtigen können:
- Startup- und Terminierungskosten
Das Starten und Beenden mehrerer Teiloperationen in verschiede-
nen Prozessen/Rechnern verursacht einen Overhead, der mit dem
Parallelitätsgrad zunimmt. Da umgekehrt die pro Teiloperation zu
verrichtende Nutzarbeit (z.B. Anzahl zu verarbeitender Sätze)
sinkt, vermindert sich der relative Gewinn einer Parallelisierung
mit wachsendem Parallelitätsgrad.
- Interferenz
Die Erhöhung der Prozeßanzahl führt zu verstärkten Wartezeiten
auf gemeinsam benutzten Systemressourcen. Vor allem der durch
die Parallelisierung eingeführte Kommunikations-Overhead kann
sich negativ bemerkbar machen, insbesondere im Mehrbenutzerbe-
trieb (Inter-Transaktionsparallelität).
- Skew (Varianz der Ausführungszeiten)
Die langsamste Teiloperation bestimmt die Bearbeitungszeit einer
parallelisierten Operation. Varianzen in den Ausführungszeiten,
z.B. aufgrund ungleichmäßiger Daten- oder Lastverteilung oder
Sperrkonflikten*, führen daher zu Speedup-Einbußen. Das Skew-
* Im Mehrbenutzerbetrieb sind natürlich auch für reine Lesetransaktio-
nen Sperrkonflikte mit Änderern möglich, selbst bei Verwendung "kur-
zer" Lesesperren. Da Sperrkonflikte i.a. nicht alle Teiltransaktionen
gleichermaßen betreffen, kommt es zu einer Verschärfung des Skew-
Problems. Die Verwendung eines Mehrversionenkonzepts zur Synchro-
nisation (s. Kap. 1.3) vermeidet dieses Problem.







DatenverteilungProblem nimmt i.a. auch mit wachsendem Parallelitätsgrad (Rech-
neranzahl) zu und beschränkt daher die Skalierbarkeit.
Eine Beschränkung bei Shared-Nothing ist, daß die Datenvertei-
lung zumindest für den Zugriff auf die Basisrelationen (Scan) den
Parallelisierungsgrad und damit Startup-Kosten sowie Lastbalan-
cierung bereits weitgehend festlegt. Für Shared-Memory und DB-
Sharing besteht dagegen keine Vorgabe, wieviele Prozessoren Ba-
sisdaten verarbeiten sollen, so daß ein größeres Potential zur Last-
balancierung besteht. Diese Flexibilität ist vor allem bei schwan-
kendem Lastprofil von Bedeutung. Shared-Nothing bietet jedoch
auch die Möglichkeit einer dynamischen Lastbalancierung für Ope-
ratoren, die auf abgeleiteten Daten arbeiten (z.B. zur Join-Verar-
beitung). Die effektive Realisierung einer dynamischen Lastbalan-
cierung ist zur Zeit jedoch ein noch weitgehend ungelöstes Problem.
Die Untersuchung in [MR92] zeigte, daß (bei Shared-Nothing) die
gleichzeitige Unterstützung von hohen Transaktionsraten für
OLTP-Transaktionen und kurzen Antwortzeiten für komplexe An-
fragen durch Intra-Transaktionsparallelität nur schwer möglich
ist. Dies liegt daran, daß die beiden Ziele zu Anforderungen führen,
die meist nicht vereinbar sind (s. Abb. 8-8). So ist ein Mehrbenut-
zerbetrieb (Inter-Transaktionsparallelität) für einen akzeptablen
Durchsatz unerläßlich, da bei serieller Transaktionsausführung
aufgrund von E/A- oder Kommunikationsunterbrechungen eine in-
akzeptable CPU-Auslastung entstünde. Der Mehrbenutzerbetrieb
geht jedoch zwangsweise zu Lasten der Antwortzeiten, da Warte-
zeiten auf gemeinsam benutzten Ressourcen entstehen (CPU, Plat-
ten, Sperren). Ein anderer Gegensatz besteht hinsichtlich des Kom-
munikationsverhaltens. Zur Erlangung hoher Transaktionsraten
ist die Minimierung des Kommunikations-Overheads vordringlich,
um die effektive CPU-Nutzung zu optimieren. Der Einsatz von In-
tra-Transaktionsparallelität zur Antwortzeitverkürzung führt je-
doch zwangsweise Kommunikations-Overhead ein, der damit den
Durchsatz beeinträchtigt, aber auch wieder erhöhte CPU-Warte-
zeiten verursacht (Interferenz).
Schließlich ist es - bei Shared-Nothing - vielfach nicht möglich, eine
Datenverteilung zu finden, die sowohl Intra-Transaktionsparalleli-
tät als auch eine Minimierung von Kommunikationsvorgängen un-
terstützt. Denn erstere Anforderung führt zu einem Declustering
der Daten (Relationen), während letzteres Teilziel oft eine hohe Lo-
kalität des DB-Zugriffs voraussetzt. Mit einer Bereichspartitionie-
rung von Relationen (range partitioning) können möglicherweise
beide Anforderungen befriedigt werden, da OLTP-Transaktionen
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her in einer Partition enthalten sein können. Selbst in diesem Fall
ist jedoch für viele Anfragen weiterhin eine Bearbeitung auf allen
datenhaltenden Rechnern erforderlich, was vielfach zu einem zu
hohen Kommunikationsaufwand führt.
DB-Sharing bietet in diesem Punkt signifikante Vorteile, da der
Parallelitätsgrad dem Anfrageprofil angepaßt werden kann. Insbe-
sondere können OLTP-Transaktionen stets auf einem Rechner ab-
gearbeitet werden, um den Kommunikationsbedarf für sie minimal
zu halten, während die Nutzung von Intra-Transaktionsparalleli-
tät nur bei komplexen Anfragen eingesetzt wird [Ra93a].
Andere Probleme, wie die Gefahr von Sperrengpässen aufgrund
langer Sperren von Ad-Hoc-Queries bzw. das sogenannte Prirority-
Inversion-Problem, wurden bereits in Kap. 1.3 bzw. 8.1 diskutiert.
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Abb. 8-8: Performance-Tradeoffs zwischen Durchsatz- und Antwort-
zeitoptimierung








Hohe Verfügbarkeit ist eine zentrale Anforderung an Hochlei-
stungs-Transaktionssysteme. Lokal verteilte Mehrrechner-DBS,
welche zur Realisierung solcher Systeme am geeignetsten anzuse-
hen sind, unterstützen die schnelle Behebung der häufigsten Feh-
lerbedingungen, insbesondere für Transaktionsfehler, Rechneraus-
fälle sowie Plattenfehler. Sogenannte "Katastrophen", welche den
kompletten Ausfall eines Rechenzentrums und damit des gesamten
Mehrrechner-DBS verursachen (z.B. aufgrund eines Erdbebens
oder eines Terroranschlags), können jedoch zu Datenverlust sowie
unvertretbar hohen Ausfallzeiten (z.B. mehrere Tage) führen. Der
traditionelle Recovery-Ansatz für einen solchen Fall besteht darin,
Archivkopien der Datenbank auf Magnetbändern an einem geogra-
phisch weit entfernten Ort vom Rechenzentrum aufzubewahren
[GA87]. Im Katastrophenfall wird die Verarbeitung auf der letzten
Archivkopie an einem anderen Rechenzentrum fortgesetzt. Dieser
Ansatz ist für OLTP-Anwendungen (z.B. zur Flugreservierung oder
in Banken) vielfach inakzeptabel, da sämtliche Transaktionen seit
Erstellung der letzten Archivkopie verloren sind und es i.a. zu
lange dauert, bis die Archivkopie installiert ist und die Verarbei-
tung fortgesetzt werden kann. Ferner entstehen große Verzögerun-
gen im Kommunikationsnetz, bis sämtliche Terminals mit dem
neuen Verarbeitungssystem verbunden sind [GA87].
Eine Lösung des Problems besteht darin, eine begrenzte Replika-
tion der Daten durch das Datenbanksystem zu unterstützen. Ein
solcher Ansatz wird bereits in einigen kommerziellen Produkten
wie Tandems RDF (Remote Data Facility) [Ly88, Ly90] sowie IBMs
Remote Recovery Data Facility für IMS unterstützt. Daneben be-
faßten sich mehrere konzeptionelle Arbeiten mit der Realisierung
einer derartigen Katastrophen-Recovery [GPH90, KHGP91, BT90,
MTO93]. In diesen Ansätzen führt das DBS eine Kopie der gesam-
ten Datenbank in einem geographisch entfernten Backup-System.
Das Backup-System wird nur im Fehlerfall genutzt, die eigentliche
DB-Verarbeitung findet also weiterhin im Primärsystem statt.
Sämtliche Änderungen des Primärsystems werden unmittelbar an
das Backup-System übertragen, so daß die DB-Kopie immer auf
dem aktuellen Stand gehalten werden kann. Nach Ausfall des Pri-
märsystems kann durch den Systemverwalter ein Umschalten auf
das Backup-System vorgenommen werden, wo die Verarbeitung ty-
pischerweise nach wenigen Sekunden fortgeführt werden kann*.







Transaktionenauch für geplante Unterbrechungen im Primärsystem genutzt wer-
den, etwa zur Hardware-Aufrüstung oder Installation neuer Soft-
ware-Versionen (z.B. für Betriebssystem oder DBS). Mit Tandems
RDF kann weiterhin die Rolle des Primär- und Backup-Systems
bezogen auf DB-Partitionen festgelegt werden. Damit ist es mög-
lich, daß ein Rechenzentrum für einen Teil der Datenbank die Rolle
des Primärsystems, für den anderen Teil dagegen die des Backup-
Systems übernimmt [Ly90]. Sämtliche Terminals sind mit beiden
Rechenzentren verbunden.
In den erwähnten Systemen bzw. Arbeiten wird die Aktualisierung
der DB-Kopie durch Übertragung der Log-Daten vom Primärsy-
stem zum Backup-System vorgesehen, wobei die Log-Daten im
Backup-System nochmals gesichert und auf die DB-Kopie ange-
wendet werden. Dieser Ansatz hat den Vorteil, daß im Primärsy-
stem ein geringer Zusatzaufwand anfällt, da dort die Log-Daten
ohnehin erstellt werden. Im Backup-System kann die Aktualisie-
rung der Datenbank durch Anwendung von Log-Daten mit be-
kannten Recovery-Konzepten und mit vergleichsweise geringem
CPU-Aufwand erfolgen.
Eine wesentliche Entwurfsentscheidung betrifft die Festlegung, ob
die Änderungen einer Transaktion sowohl im Primär- als im Bak-
kup-System zu protokollieren sind, bevor ein Commit möglich ist.
Diese Festlegung führt zur Unterscheidung von 1-sicheren (1-safe)
und 2-sicheren (2-safe) Transaktionen [MTO93]. Für 2-sichere
Transaktionen ist durch ein verteiltes Commit-Protokoll zwischen
Primär- und Backup-System zu gewährleisten, daß die Änderun-
gen einer Transaktion an beiden Systemen gesichert sind, bevor
die Commit-Entscheidung getroffen wird. Für 1-sichere Transak-
tionen erfolgt dagegen das Commit bereits nach Sicherung der Än-
derungen im Primärsystem; die Übertragung der Log-Daten an das
Backup-System geschieht asynchron. Der Vorteil 2-sicherer Trans-
aktionen liegt darin, daß auch im Katastrophenfall keine Änderun-
gen verlorengehen und die DB-Kopie auf den aktuellsten Zustand
gebracht werden kann. Andererseits ergeben sich signifikante Lei-
stungseinbußen, da die Antwortzeit sich um die Übertragungszeit
für die Log-Daten sowie die Schreibverzögerung im Backup-Sy-
stem erhöht. Weiterhin ist der Ansatz von der ständigen Verfüg-
* Eine automatische Umschaltung zwischen Primär- und Backup-System
ist i.a. nicht möglich/sinnvoll, da das System z.B. nicht zwischen einem
tatsächlichen Ausfall des Primärsystems und einem Ausfall im Kommu-
nikationssystem unterscheiden kann [Ly90].
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Log-Strömebarkeit des Backup-Systems abhängig, so daß sich ohne weitere
Vorkehrungen die Verfügbarkeit sogar reduzieren kann. Zur Ver-
meidung dieser Nachteile unterstützen existierende Systeme eine
asynchrone Aktualisierung der Backup-Kopie. Der Verlust einiger
weniger Transaktionen im Katastrophenfall wird dabei in Kauf ge-
nommen.
Wünschenswert wäre die Unterstützung sowohl von 1- als auch 2-
sicheren Transaktionen. Damit könnte für die Mehrzahl der Trans-
aktionen eine effiziente asynchrone Übertragung der Log-Daten
vorgenommen werden. "Wichtige" Transaktionen, z.B. Banktrans-
aktionen mit hohem Geldumsatz, könnten dagegen als 2-sicher ein-
gestuft werden, um ihren Verlust zu vermeiden. Bei der Realisie-
rung eines solchen gemischten Ansatzes ist zu beachten, daß im
Primärsystem Abhängigkeiten von 2-sicheren Transaktionen zu
zuvor beendeten 1-sicheren Transaktionen bestehen können. Diese
Abhängigkeiten müssen auch im Backup-System beachtet werden,
um die Rekonstruktion eines konsistenten DB-Zustands zu ermög-
lichen. Dies erfordert, daß die Log-Daten von 1-sicheren Transak-
tionen, die im Primärsystem vor einer 2-sicheren Transaktion be-
endet wurden, im Backup-System gesichert sind, bevor das Commit
der 2-sicheren Transaktion erfolgt [MTO93]. Dies kann relativ ein-
fach erreicht werden, wenn nur ein "Log-Strom" zwischen Primär-
und Bakkup-System zur Übertragung der Log-Daten verwendet
wird. In diesem Fall sind die Log-Daten im Backup-System ledig-
lich in der gleichen Reihenfolge anzuwenden, wie sie im Primärsy-
stem generiert wurden.
Die Verwendung eines einzigen Log-Stroms erfordert im Falle ei-
nes Mehrrechner-DBS am Primärsystem das Mischen der Log-Da-
ten vor der Übertragung. Dies ist für DB-Sharing zur Behebung
von Plattenfehlern ohnehin erforderlich [Ra91a], führt jedoch für
Shared-Nothing zu einem hohen Zusatzaufwand, der im Falle von
Tandems RDF in Kauf genommen wird. Für Shared-Nothing be-
steht die Alternative, daß jeder Rechner die Log-Daten seiner DB-
Partition in einem eigenen Log-Strom an das Backup-System sen-
det, wobei dort dann ebenfalls mehrere Log-Dateien geführt wer-
den. Der Vorteil dieses Ansatzes ist zum einen, daß das Mischen der
Log-Daten und damit ein potentieller Engpaß entfällt. Zudem kann
eine höhere Übertragungsbandbreite zwischen Primär- und Bak-
kup-System genutzt werden. Ein Problem bei Verwendung mehre-
rer Log-Ströme ist jedoch, daß es im Backup-System aufgrund der
asynchronen Log-Übertragung nicht ohne weiteres möglich ist, ei-
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nen zu den einzelnen DB-Partitionen i.a. einen unterschiedlichen
Änderungsstand reflektieren. Die Lösung dieses Problems erfor-
dert zusätzliche Synchronisierungsmaßnahmen im Primär- und






Gegenstand dieses Buchs war die Untersuchung aktueller Ent-
wicklungen hinsichtlich der Architektur von Hochleistungs-Trans-
aktionssystemen. Die behandelten Themenbereiche lassen sich
grob zwei Komplexen zuordnen: Optimierung des E/A-Verhaltens
(Kap. 5 und 6) sowie verteilte Transaktionssysteme (Kap. 3, 7 und
8). Der Optimierung des E/A-Verhaltens kommt aufgrund der stark
ungleichen Leistungsentwicklung bei Prozessoren und Magnet-
platten zunehmend Bedeutung zu. Verteilte Systemarchitekturen
zur Transaktionsverarbeitung sind notwendig, um Anforderungen
nach höchsten Transaktionsraten, Parallelisierung komplexer DB-
Operationen, hoher Verfügbarkeit und modularer Wachstumsfä-
higkeit erfüllen zu können.
Datenbanksysteme unterstützen typischerweise ein breites Spek-
trum an Maßnahmen und Algorithmen zur Optimierung des E/A-
Verhaltens, insbesondere bezüglich Zugriffspfaden, Systempuffer-
verwaltung und Logging (Kap. 5.1). Änderungen in der E/A-Archi-
tektur erlauben eine weitergehende Verbesserung des Leistungs-
verhaltens. Hierzu wurden vor allem drei Ansätze untersucht,
nämlich der Einsatz von Hauptspeicher-Datenbanken, von Disk-
Arrays sowie von erweiterten Speicherhierarchien. Hauptspei-
cher-Datenbanken (Kap. 5.2) bieten prinzipiell das beste E/A-Ver-
halten, weisen jedoch eine geringe Kosteneffektivität sowie Verfüg-
barkeitsprobleme auf. Denn die Speicherkosten für Magnetplatten
liegen immer noch weit unter den Kosten für Halbleiterspeicher;
die Speicherkosten für kleine Magnetplatten werden künftig vor-
aussichtlich sogar stärker zurückgehen als für Hauptspeicher







terspeichern[Ph92]. Die Kosteneffektivität von Magnetplatten reduziert sich
zwar, wenn ihre Kapazität zur Unterstützung ausreichend hoher
E/A-Raten nur teilweise genutzt wird. Diese Durchsatzprobleme er-
fordern jedoch nicht die Speicherung der gesamten Datenbank im
Hauptspeicher, da sie meist nur eine kleine Teilmenge der Daten
betreffen. Die Leistungsprobleme lassen sich zudem kostengünsti-
ger bereits durch einen ausreichend großen Hauptspeicherpuffer
bzw. durch seitenadressierbare Halbleiterspeicher lösen (s.u.).
Hauptspeicher-Datenbanken haben große Verfügbarkeitspro-
bleme, da jeder Rechnerausfall die Recovery der gesamten Daten-
bank ausgehend von einer Archivkopie erfordert. Kosteneffektivi-
tät und Verfügbarkeit sind umso geringer, je größer die Datenbank
ist.
Disk-Arrays (Kap. 5.3) unterstützen eine höhere Leistungsfähig-
keit als konventionelle Magnetplatten durch Nutzung von E/A-Par-
allelität. Die Verwendung einer großen Anzahl kleiner (und preis-
günstiger) Platten ermöglicht höhere E/A-Raten als mit größeren
Platten hoher Kapazität. Die Zugriffszeit auf Blockmengen wird
verkürzt, wenn die Daten über mehrere Platten verteilt sind (De-
clustering) und die Plattenzugriffe parallel abgewickelt werden.
Eine automatische Behebung von Plattenfehlern ist aufgrund der
hohen Plattenzahl erforderlich, wobei vor allem die Nutzung von
Spiegelplatten oder eine Fehlererkennung über Paritätsinformatio-
nen in Betracht kommen. Letzterer Ansatz erlaubt dabei mit einem
begrenzten Grad an Speicherredundanz (z.B. 10%) eine deutliche
Verbesserung der Ausfallwahrscheinlichkeit gegenüber konventio-
nellen Platten. Ein Nachteil von Disk-Arrays vor allem hinsichtlich
Transaktionsverarbeitung ist, daß die Zugriffszeiten auf einzelne
Blöcke i.a. noch höher als für konventionelle Magnetplatten liegen.
Aufgrund der zur automatischen Behandlung von Plattenfehlern
zu wartenden Datenredundanz (z.B. Paritätsinformationen) gilt
dies für Schreibzugriffe.
Seitenadressierbare Halbleiterspeicher (Kap. 6) wie Platten-Ca-
ches, Solid-State-Disks (SSD) oder erweiterte Hauptspeicher (EH)
stellen Erweiterungen konventioneller Speicherhierarchien dar,
mit denen die "Zugriffslücke" zwischen Hauptspeicher und Magnet-
platten geschlossen werden kann. Sie unterstützen weit bessere
E/A-Raten und Zugriffszeiten als Magnetplatten zu geringeren Ko-
sten als Hauptspeicher. Bei nicht-flüchtiger Auslegung dieser Spei-
cher (z.B. über eine Reservebatterie) können nicht nur Lese-, son-
dern auch Schreibzugriffe auf Magnetplatten eingespart bzw. be-
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Speichertypen
und
Einsatzformenschleunigt werden. Die größten E/A-Verbesserungen ergeben sich,
wenn DB- oder Log-Dateien vollständig in solche nicht-flüchtige
Halbleiterspeicher gelegt werden (SSD oder EH). In diesem Fall
kann ein ähnliches Leistungsverhalten wie mit Hauptspeicher-Da-
tenbanken erreicht werden, jedoch ohne deren Verfügbarkeitspro-
bleme und zu geringeren Kosten. Die Realisierung sogenannter
Schreibpuffer innerhalb nicht-flüchtiger Halbleiterspeicher (Plat-
ten-Cache oder EH) gestattet die asynchrone Durchführung schrei-
bender Plattenzugriffe, so daß die Plattenzugriffszeit die Antwort-
zeiten nicht erhöht*. Eine Einsparung lesender Plattenzugriffe
wird möglich durch Pufferung von DB-Seiten in einem flüchtigen
oder nicht-flüchtigen Zwischenspeicher (EH oder Platten-Cache).
Die Realisierung einer solchen mehrstufigen Pufferverwaltung
sollte eine Koordinierung der verschiedenen Ebenen vorsehen, um
eine replizierte Pufferung derselben Seiten zu vermeiden. Dies
kann z.B. für Hauptspeicher- und EH-Puffer in einfacher Weise
durch das Datenbanksystem erfolgen. Wie unsere Leistungsana-
lyse zeigte, kann mit einem solch kombinierten Hauptspeicher/EH-
Puffer dasselbe Leistungsverhalten wie mit einem größeren
Hauptspeicherpuffer erreicht werden, jedoch zu geringeren Spei-
cherkosten.
Der Einsatz seitenadressierbarer Halbleiterspeicher führt fast im-
mer zu signifikanten Antwortzeitverbesserungen. Dadurch kommt
es zu einer entsprechenden Reduzierung von Sperrkonflikten, so
daß auch Durchsatzprobleme aufgrund von Sperrengpässen viel-
fach behoben werden können. Durchsatzbeschränkungen aufgrund
von Plattenengpässen können durch die Zwischenspeicher natür-
lich ebenfalls beseitigt werden. Eine generelle Erkenntnis aus un-
serer Leistungsstudie war, daß nicht-flüchtige Halbleiterspeicher
die Notwendigkeit von DBS-Optimierungen wie Gruppen-Commit,
NOFORCE-Ausschreibstrategie oder einem vorausschauenden
Ausschreiben geänderter Seiten reduzieren.
Zur Realisierung verteilter Transaktionssysteme bestehen viel-
zählige Alternativen, die in Kap. 3 klassifiziert und gegenüberge-
stellt wurden. Die Systemarchitekturen wurden grob in horizontal
und vertikal verteilte Ansätze sowie in verteilte DC-Systeme und
Mehrrechner-Datenbanksysteme eingeteilt. Zur Realisierung von
Hochleistungs-Transaktionssystemen kommen in erster Linie lo-
* Der Einsatz von Schreibpuffer kann daher auch effektiv mit der Nut-
zung von Disk-Arrays kombiniert werden, um sowohl hohe E/A-Raten
als auch kurze Zugriffszeiten für Schreibzugriffe zu erreichen.









Shared-Nothingkal verteilte Mehrrechner-DBS in Betracht, und zwar vor allem die
beiden Architekturklassen "Shared-Nothing" und "DB-Sharing".
Sie bieten gegenüber Anwendungen vollkommene Verteiltranspa-
renz und erlauben damit die höchsten Freiheitsgrade für die Allo-
kation von Transaktionsprogrammen sowie zum Transaktions-
Routing. Mehrere DBS-Aktivierungen teilen sich eine Datenbank,
so daß auch nach Ausfall einzelner Rechner die DB-Verarbeitung
fortgesetzt werden kann. Eine lokale Verteilung unterstützt eine
Rechnerkopplung über ein Hochgeschwindigkeitsnetz und bietet
die besten Voraussetzungen für eine dynamische Lastkontrolle und
Parallelisierung von DB-Operationen. Eine begrenzte Unterstüt-
zung geographischer Verteilung ist jedoch erforderlich, wenn eine
schnelle Katastrophen-Recovery unterstützt werden soll (Kap. 8.3).
Die Beurteilung von DB-Sharing und Shared-Nothing erfolgt im-
mer noch kontrovers in der Fachwelt. Für beide Ansätze gibt es Im-
plementierungen, die ihre prinzipielle Eignung zur Realisierung
von Hochleistungs-Transaktionssystemen zeigen. Ein wesentlicher
Vorteil der DB-Sharing-Architektur (Shared-Disk) liegt darin, daß
keine physische Aufteilung der Datenbank unter mehreren Rech-
nern erforderlich ist. Dies verspricht ein hohes Potential zur Last-
balancierung, da jeder Rechner alle DB-Operationen ausführen
kann. Shared-Nothing-Systemen wird vielfach eine bessere Ska-
lierbarkeit zugeschrieben, da jede Platte nur einem (bzw. zwei)
Rechner(n) zuzuordnen ist und nicht allen. Außerdem kann das
Pufferinvalidierungsproblem die Erweiterbarkeit für DB-Sharing
in ähnlicher Weise beeinträchtigen, wie das Cache-Kohärenzpro-
blem in Multiprozessoren. Andererseits wird die Verknüpfung ei-
ner großen Rechneranzahl mit allen Platten in Systemen mit einer
nachrichtenbasierten E/A-Schnittstelle bereits effizient gelöst (z.B.
in Hypercube-Systemen wie Ncube). Das Pufferinvalidierungspro-
blem besteht daneben nur für änderungsintensive Lasten; für "gut-
mütige" Lasten wie Debit-Credit kann zudem das Problem durch
eine affinitätsbasierte Lastverteilung ebenfalls gelöst werden. Die
effektive Nutzung einer größeren Rechneranzahl konnte für
Shared-Nothing auch nur für diese Lasttypen nachgewiesen wer-
den. Denn diese Architektur hängt aufgrund der vorzunehmenden
Datenverteilung noch stärker von einer günstigen "Partitionierbar-
keit" der Last ab.
Die Leistungsfähigkeit von Mehrrechner-DBS auf Basis lose gekop-
pelter Rechner ist stark vom Kommunikations-Overhead zur Rea-
lisierung globaler Systemfunktionen bestimmt. Da selbst in lokalen






DB-SharingNetzen Nachrichtenübertragungen vielfach einen hohen Overhead
verursachen, ist die Minimierung der Kommunikationsvorgänge
ein primäres Optimierungsziel beim Entwurf globaler Kontrollal-
gorithmen. Dennoch bleiben für das Leistungsverhalten starke Ab-
hängigkeiten zu den Lastprofilen, da vor allem für reale Anwen-
dungen vielfach keine günstigen Last- und Datenverteilungen er-
reicht werden können, die eine weitgehend lokale Transaktionsbe-
arbeitung erlauben. Mit einer nahen Rechnerkopplung soll eine
Verbesserung des Leistungsverhaltens erzielt werden, indem z.B.
gemeinsame Halbleiterspeicher für bestimmte Funktionen genutzt
werden (Kap. 7). Eine allgemeine Strategie dabei ist, spezielle
Kommunikationsprotokolle mit einem sehr schnellen Nachrichten-
austausch über solche gemeinsamen Speicher zu realisieren (Kap.
7.4). Damit wird eine Leistungsverbesserung ohne Änderungen in-
nerhalb des Transaktionssystems unterstützt. Weitergehende Op-
timierungsmöglichkeiten bestehen für DB-Sharing, da für das Lei-
stungsverhalten kritische Systemfunktionen (Synchronisation, Be-
handlung von Pufferinvalidierungen, globales Logging) durch eine
nahe Kopplung sowohl effizienter als auch einfacher realisiert wer-
den können.
Zur nahen Rechnerkopplung untersuchten wir die Verwendung ei-
nes speziellen Speichertyps, GEH (Globaler Erweiterter Haupt-
speicher) genannt. Dieser Speichertyp ist aus Gründen der Fehler-
isolierung nicht instruktionsadressierbar. Neben Seitenzugriffen
unterstützt der GEH Operationen auf sogenannten Einträgen als
weiteres Zugriffsgranulat, mit dem globale Datenstrukturen reali-
siert werden können. Erfolgt z.B. bei DB-Sharing die Synchronisa-
tion über eine globale Sperrtabelle im GEH, kann diese Funktion
mit nahezu vernachlässigbar geringem Overhead und minimaler
Verzögerung realisiert werden. Dies führte im Leistungsvergleich
mit lose gekoppelten DB-Sharing-Systemen zur klar besserem Lei-
stungsverhalten. Selbst für reale Lasten konnte so bei Synchroni-
sation über eine globale Sperrtabelle im GEH durch den weitge-
henden Wegfall des Kommunikations-Overheads ein lineares
Durchsatzwachstum erzielt werden. Aufgrund der reduzierten Ab-
hängigkeiten von den Referenzierungsmerkmalen der Last, wer-
den hohe Transaktionsraten auch mit einfachen Verfahren zur
Lastverteilung erreichbar. Die negativen Leistungsauswirkungen
von Pufferinvalidierungen können vor allem für FORCE weitge-
hend beseitigt werden, indem die häufig geänderten DB-Bereiche
im GEH (bzw. einem sonstigen nicht-flüchtigen Halbleiterspei-
cher) gehalten werden. Zusammenfassend läßt sich sagen, daß sich








verarbeitungmit dem GEH die wesentlichen Vorteile von Shared-Memory (effi-
ziente Kommunikation und Kooperation, einfache Lastbalancie-
rung) und Shared-Disk (größere Verarbeitungskapazität und Ver-
fügbarkeit) kombinieren lassen.
Der Einsatz einer nahen Rechnerkopplung über einen Speicher wie
den GEH bringt allerdings auch Nachteile mit sich. Zum einen han-
delt es sich um spezielle Hardware, die durch eigene Maschinenin-
struktionen zu unterstützen ist. Dies führt zu hohen Hardware-Ko-
sten und macht die Nutzung solcher Speicher primär für lokal ver-
teilte Mainframe-Konfigurationen interessant. Die Eintrags-
schnittstelle des GEH eignet sich nur zur Realisierung einfacher
Datenstrukturen, da die Wartung von Informationen variabler
Länge umständlich ist und eine hohe Anzahl von Speicherzugriffen
verursacht. Die Nutzung gemeinsamer Halbleiterspeicher kann da-
neben die Erweiterbarkeit und Fehlerisolierung gegenüber loser
Kopplung beeinträchtigen. So können Rechnerausfälle zu inkonsi-
stenten Zuständen in globalen Datenstrukturen führen, die im
Rahmen der Crash-Recovery schnell zu erkennen und beseitigen
sind.
Eine hohe Kosteneffektivität kann daher eher mit einer losen Rech-
nerkopplung erreicht werden, insbesondere wenn Mikroprozesso-
ren zur Transaktionsverarbeitung genutzt werden. Dafür beson-
ders geeignet erscheinen Workstation-/Server-Konfigurationen,
bei denen Teile der DC-Verarbeitung innerhalb von Workstations
(bzw. PCs) und die DB-Verarbeitung auf Server-Seite erfolgen. Die
Nutzung von Workstations zur Realisierung komfortabler Benut-
zerschnittstellen sowie zur Nachrichtenaufbereitung stellt einen
ersten Schritt zur Nutzung von Mikroprozessoren dar, der bereits
eine starke Entlastung im Server-System bewirkt. Eine weiterge-
hende Einsatzform, die zunehmend an Bedeutung gewinnt, ist die
(teilweise) Ausführung der Anwendungsfunktionen auf den Work-
stations. Für OLTP-Anwendungen erscheint es dabei aus Lei-
stungsgründen (sowie zur Vereinfachung der Administration) wei-
terhin sinnvoll, häufig benutzte Transaktionsprogramme auf Ser-
ver-Seite auszuführen (z.B. als "stored procedure"), da ansonsten
eine hohe Kommunikationshäufigkeit zwischen Front-End- und
Server-System erforderlich wird. Eine weitergehende Steigerung
der Kosteneffektivität wird möglich, wenn Mikroprozessoren auch
zur Realisierung des Server-Systems verwendet werden. Für Hoch-
leistungs-Transaktionssysteme ist eine verteilte Realisierung des
DB-Servers gemäß eines Shared-Nothing- oder DB-Sharing-Ansat-




Lastkontrollezes erforderlich. Solche verteilten Server-Systeme werden gele-
gentlich auch als parallele DB-Server bezeichnet, wenn eine grö-
ßere Anzahl von Prozessorelementen unterstützt wird.
Für komplexe und datenintensive Transaktionen bzw. DB-Opera-
tionen ist eine parallele Transaktionsverarbeitung (Intra-Trans-
aktionsparallelität) erforderlich, um für den Dialogbetrieb akzep-
table Antwortzeiten zu erreichen (Kap. 8.2). Besonders die Paralle-
lisierung einfacher, jedoch datenintensiver DB-Operationen wird
in derzeitigen Systemen bereits effektiv unterstützt (Intra-Opera-
torparalleität), wobei im Einbenutzerbetrieb durch Nutzung von
Datenparallelität vielfach ein linearer Antwortzeit-Speedup erzielt
werden konnte. Der Einsatz von Inter-Operator- und Inter-DML-
Parallelität ist dagegen nur beschränkt möglich und wird noch
kaum genutzt. Die effiziente Bearbeitung von OLTP-Anwendun-
gen sowie komplexen Anfragen auf derselben Datenbank ist ein
noch weitgehend ungelöstes Problem. Denn die gleichzeitige Un-
terstützung hoher Transaktionsraten für OLTP sowie die Antwort-
zeitverkürzung komplexer Anfragen durch Intra-Transaktionspar-
allelität sind gegensätzliche Optimierungsziele, die nur bedingt
vereinbar sind. DB-Sharing-Systeme bieten in dieser Hinsicht ein
größeres Optimierungspotential als Shared-Nothing. Denn bei
DB-Sharing lassen sich OLTP-Transaktionen stets an einem Rech-
ner ausführen (minimaler Kommunikationsaufwand), während für
komplexe Operationen Intra-Transaktionsparallelität genutzt
werden kann. Dabei kann der Parallelitätsgrad (und damit der
Kommunikationsaufwand) dynamisch gewählt werden, ebenso die
Rechner, welche eine Transaktion/Query bearbeiten sollen. Die
Untersuchungen zur Nutzung von Intra-Transaktionsparallelität
bei DB-Sharing stehen derzeit allerdings noch am Anfang.
Die Realisierung einer automatischen Lastkontrolle ist ein weite-
res wichtiges Problem, das in existierenden Transaktionssystemen
noch nicht gelöst ist. Neben der Unterstützung einer hohen Lei-
stungsfähigkeit soll damit vor allem eine Vereinfachung der Sy-
stemadministration erreicht werden, indem die Einstellung von
Systemparametern und Tuning-Maßnahmen weitgehend automa-
tisch erfolgen. Idealerweise sind durch den Systemverwalter nur
externe Leistungsziele wie Antwortzeitrestriktionen zu spezifizie-
ren, die dann mit Hilfe der Lastkontrolle selbständig eingehalten
werden. Hierzu wurde in Kap. 8.1 ein Realisierungsansatz mit glo-
balen und lokalen Lastkontrollkomponenten vorgestellt. Aufgabe
der globalen Lastkontrolle ist die Lastverteilung (Transaktions-





onskonzeptesRouting), die Überwachung des gesamten Systems sowie die Bereit-
stellung einer zentralen Administrationsschnittstelle. Eine lokale
Lastkontrolle in jedem Rechner überwacht die Verarbeitung loka-
ler Transaktionen und koordiniert Lastkontrollkomponenten im
Datenbanksystem, TP-Monitor und Betriebssystem. Eine notwen-
dige Erweiterung betrifft die Unterstützung von Transaktionsprio-
ritäten im Datenbanksystem.
In Zukunft ist damit zu rechnen, daß Funktionen des TP-Monitors
zunehmend ins Betriebssystem verlagert werden. Diese Entwick-
lung ist bereits im Gange, z.B. die Unterstützung eines allgemeinen
RPC-Mechanismus zur Kommunikation in heterogenen Systemen
im Rahmen des DCE-Standards (Kap. 3.2). Aufgaben der Transak-
tionsverwaltung können ebenfalls durch das Betriebssystem reali-
siert werden, etwa die Durchführung eines verteilten Commit-Pro-
tokolls. Werden vom Betriebssystem sogenannte "leichtgewichtige"
Prozesse (lightweight processes) unterstützt, können TP-Monitore
und DBS auf ein eigenes Multi-Tasking verzichten, so daß sich für
sie eine einfachere Realisierung ergibt.
In vielen Anwendungsbereichen ist das herkömmliche Transakti-
onskonzept (Kap. 1.2) zu restriktiv, um die anfallenden Verarbei-
tungvorgänge adäquat nachbilden zu können. Zur Realisierung
langlebiger Aktivitäten oder komplexen Vorgängen mit Interaktio-
nen mehrerer Benutzer sind daher erweiterte Transaktionsmodelle
erforderlich. Ihre Realisierung erfordert entsprechende Erweite-
rungen in der Software-Architektur, z.B. zur Ablaufsteuerung oder
Fehlerbehandlung. Obwohl eine Vielzahl erweiterter Transaktions-
modelle vorgeschlagen wurde, erscheint die Mehrzahl davon auf
eine bestimmte Anwendungsklasse beschränkt zu sein. Die Prü-
fung der Realisierbarkeit bzw. Tauglichkeit im praktischen Einsatz
steht für die einzelnen Vorschläge zur Zeit noch weitgehend aus.
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