Improved understanding of complex soil system's change over time and space can advance our forecasts and plans for changes related to critical societal needs. Taking a holistic and evolutionary view, this paper synthesizes three general principles of soil change and pedogenesis in time and space (especially time). First, the principle of conservation plus evolution provides the reconciliation of fast and slow changes in multiphase soil systems. Incomplete closure and partial irreversibility of many cyclic processes of soil functioning produce a range of residual solid products that are accumulated over time, giving rise to structured and informative soil profi les. Second, the principle of dissipation plus organization explains the simultaneous occurrence of soil matrix and soil structure during pedogenesis. Soil entropy changes provide potential indices for the degree of soil weathering (residuals) and soil structural development (fl uxes) once appropriate quantifi cation is made. Th ird, the principle of space plus time highlights the fundamental diff erences and intimate links between time and space. While space is reversible, conservative, and structured, time is irreversible, evolutionary, and nonstructured. Both time and space, however, share the common characteristics of preferentiality and threshold that govern soil functions and soil evolution. Many unknowns, however, remain regarding how complex soil systems work. Th e three principles off er useful perspectives for modeling and predicting soil change and pedogenesis. Considerable eff orts are needed to reach a more quantitative treatment of the complex interaction between soil systems and their environment across time and space. Th is is an important direction for future soil science and its sustained contributions to societal needs.
increased internal structure (e.g., aggregates, horizons, and profi les) (Rode, 1947; Volobuyev, 1963; Runge, 1973; Smeck et al., 1983; Johnson and Watson-Stegner, 1987; Targulian and Goryachkin, 2004; Rasmussen et al., 2005; Lin, 2010a Lin, , 2010b . Hence, soil systems as a whole may be viewed as "(semi-)living" entities in that soils "grow" with continuous intake and output of energy and matter, together with changes in soil system's internal structure and information (which can be linked to soil entropy changes), via exchanges with the surrounding environment (Fig. 1) .
Entropy, as used in this paper, has a dual meaning (Table  1) : (i) a quantity of energy consumed in irreversible processes (energetic entropy) and (ii) an indicator of a system's orderliness and information (statistical entropy). Th ese two concepts may be linked, with the former representing a macroscopic view and the latter a microscopic view. Th is is because the irreversible consumption of energy in a complex system essentially drives the generation of orderliness and information in the system. In the case of soils, orderliness refers to soil structure, horizonation, and profi le organization, while information refers to morphology, composition, and other features recorded in soils that can be observed or analyzed (and thus can be interpreted and communicated) (see illustrations in Fig. 2 ). Both orderliness and information are part of natural soil profi le and its "memory" refl ecting the past interactions between the soil and its surrounding environment. As elaborated later in this paper, soil entropy changes during pedogenesis could be used to indicate the degree of soil weathering and soil structural development.
Classical thermodynamics states that the entropy of an isolated system not in equilibrium will tend to increase over time, approaching a maximum at equilibrium (Clausius, 1864) . Th is means that an isolated system's internal diff erences (e.g., pressure, density, temperature, chemical potential, and other properties) will diminish over time, moving toward no diff erence at equilibrium (called "thermal death" by Clausius, 1864) . Real-world soil systems, however, are open and frequently in disequilibrium, thus generally unsuited for treatment in equilibrium thermodynamics. Th e principle for non-equilibrium thermodynamics, however, is still an open issue (Kleidon and Schymanski, 2008) . It has been proposed that the principle of maximum entropy production can address such a defi ciency (Ozawa et al., 2003; Dewar, 2005; Martyushev and Seleznev, 2006; Kleidon et al., 2010) , which states that complex systems far from thermodynamic equilibrium organize in such a way that the rate of entropy production is maximized at steady state. In other words, far-from-equilibrium systems evolve to an organization that most effi ciently dissipates entropy (Nicolis and Prigogine, 1989; Bejan, 2000) . However, additional investigations are needed to prove the applicability or limitations of this principle in various real-world systems including soils (Kleidon et al., 2010) . Classical sciences, including soil science, have been rooted deeply in the conservation of energy and mass and the reversibility of space (oft en under the assumptions of equilibrium, homogeneity, steady state, and/ or fi xed boundary). Modern evolutionary science, however, emphasizes the cumulative nature of orderliness and information and the irreversibility of time, with the realization of non-equilibrium, heterogeneity, dynamic state, and open boundary (Prigogine and Stengers, 1984; Tiezzi, 2006; Jørgensen et al., 2008; Ulanowicz, 2009a Ulanowicz, , 2009b . "Conservation without evolution is death. Evolution without conservation is madness." Th ese words of Gregory Bateson (1979) underline a fundamental characteristic of complex natural systems (including soils) and the tight coupling between conservation and evolution in the development of natural systems. Cross fertilization between the principles of conservation (i.e., mass and energy balance) and of evolution (i.e., gradual change, especially towards a more Fig. 1 . The general framework on which this paper is organized, showing three principles that govern soil change and pedogenesis. The upper boundary of a complex soil system (e.g., a soil profi le in the landscape) is the land surface and the lower boundary is the soilbedrock interface, while a soil profi le's horizontal boundary is less well-defi ned because of soil continuum in the landscape. ∆S residual is the summation of the entropy change of all residual components cumulated in the soil profi le over a time period, and ∆S transfer is the net transferred entropy change across the boundaries of a soil profi le with its surrounding environment over the same time period (see Fig. 5 and text for more details). complex form, including orderliness and information accumulation over time) is essential to understanding natural laws that govern the structure and function of soil systems. Increasingly, scientific communities have recognized that energy and mass balances alone are insufficient to fully describe complex systems, because orderliness and information are essential as well (e.g., Haken, 2006; Tiezzi, 2006; Jørgensen et al., 2008; Kauffman, 2008; Ulanowicz, 2009a Ulanowicz, , 2009b Mitchell, 2009) .
Complex systems contain many interconnected and nonlinearly interacting components that give rise to organized, but often difficult to predict, behaviors as well as sophisticated information (Fig. 2) . Simultaneous presence of order (organization or regularity) and disorder (random or irregularity) are pervasive in Earth surface systems (Phillips, 1999) . Natural systems are commonly characterized by the duality of being both highly organized and chaotically changing. Quantitative definitions of order-disorder are thus indispensable for understanding complex systems; however, such definitions and their measurability remain a challenge (Mitchell, 2009) . Another increasingly recognized key property of complex systems is information contained within the system. But, like orderliness, how to define and measure information in a complex system remain hotly debated (Mitchell, 2009 when a process involves a temperature change. This destruction is proportional to the entropy increase of the system together with its surrounding; -∆S (entropy export) measures the net amount of entropy exported from a system to its surrounding (Prigogine, 1955) Engineering thermodynamics (Rant, 1956) 3 Statistical S = k lnW S : entropy of a system W: quantitative measure of system's atomistic disorder (e.g., total number of microstates possible) k: Boltzmann's constant (1.38066 × 10 23 J K -1 ) S measures the degree of a system's disorder, that is, the higher the S, the greater the system's randomness;
-S (negative entropy) measures a system's internal order (Schrödinger, 1945) Statistical mechanics (Boltzmann, 1896) k: a positive constant depending on unit choice I measures the lack of a system's information or microscopic details, that is, the higher the I, the more randomized (or more uncertain) in getting a message; -I measures the information content a system contains (Wiener, 1948; Brillouin, 1962) Communication and information science (Shannon, 1948) 2008). Many complex systems scientists have used information to characterize and measure order-disorder (e.g., Rapoport, 1956; Wicken, 1987; Gell-Mann, 1995; Haken, 2006) . A complete account of how information and orderliness develop and decay is the holy grail of complex systems science (Haken, 2006; Mitchell, 2009 ). Prigogine and Stengers (1984) argued that traditional science in the Age of the Machine tended to emphasize abiotic, stability, order, uniformity, equilibrium, closed systems, linear relationships (in which small inputs uniformly yield small results), and atemporality (i.e., timeless or time invariant). Th is was the context in which equilibrium thermodynamics seemed to provide explanations in many fi elds. Th e modern science in the Age of the Environment, however, embraces biotic, instability, disorder, diversity, disequilibrium, open systems, nonlinear relationships (in which small inputs can trigger massive consequence), and temporality (i.e., the heightened sensitivity to the fl ow of time) (Tiezzi, 2006) . Th is is the context in which non-equilibrium thermodynamics has particular signifi cance.
Time is of essence in the emerging environmental observatories across scientific disciplines, such as Critical Zone Observatories (Anderson et al., 2008; Lin et al., 2011) and long-term soil-ecosystem experiments . The famous "Keeling Curve" of long-term atmospheric CO 2 data demonstrated the value of continuous recording of a seemingly routine measurement, which turned out to be a vital sign of the Earth's warming climate (Keeling, 1998) . Similarly, the long-term studies at the Hubbard Brook Experimental Forest have helped the discovery of "acid rain" in North America (Likens et al., 1972) . Long-term recording of soil health-through monitoring its "blood pressure" (soil water potential), temperature, respiration, carbon, and other key signs of global land change-is fundamental to the sustainability of soils and ecosystems. The principle of biological evolution dictates that at any time living systems are different from what they were an instant before (Tiezzi, 2006) , thus recording or monitoring is essential to understanding changes in "(semi-)living" soil systems. Meanwhile, soils have the memory of landscape development over time, that is, storing information about environmental conditions through their complex interactions with the environment. Thus, decoding soils information over time is highly valuable for global change studies (Arnold et al., 1990; Targulian and Goryachkin, 2004) .
Th e spatial dimension of soil systems also requires a renewed perspective, which can be linked to the concepts of dissipative structure (i.e., structure formed away from equilibrium by energy dissipation), self-organization (i.e., a process of attraction and repulsion in which the internal organization of a system increases in complexity without being guided by an outside source), and emergent property (i.e., properties that a system possesses in addition to the sum of its components or as the scale changes). Th ese concepts portray organized heterogeneity or underlying structure that governs the direction and effi ciency of the transfer and transformation of energy, matter, entropy, and information (Tiezzi, 2006; Lin, 2010b Lin, , 2010c . Heterogeneity here diff ers from randomness in that the former is associated with order while the latter is linked to disorder. Because of heterogeneity of all kinds, evolutionary processes have been made possible by the fl ow of energy, mass, entropy, and information that are driven by various gradients (Tiezzi, 2006) . For example, biodiversity is rooted in the enormous variability of life conditions in space and time ( Jørgensen, 2006) . Organized heterogeneity thus challenges the conventional comparison of space that does not adequately consider the internal structure and age of space.
Th e objective of this paper is to stimulate a holistic and evolutionary view of soils and their changes across time and space (especially time) from the perspective of complex systems, and to synthesize three general principles that are useful to improve the modeling and prediction of soil change and pedogenesis. Th e paper is organized around these three principles ( Fig. 1 ): (i) I fi rst review the classical understanding of soil change and pedogenesis, including various time scales and diverse pedogenic models. Reconciliation of fast and slow changes in multiphase soil systems and information recorded in pedogenesis are highlighted; (ii) I then review the thermodynamic understanding and applications in soils to explore nonclassical and theoretical underpinning of complex soil systems. Th e dual-partition of pedogenesis (dissipation and organization) and the four dimensions of soil change (mass, energy, structure, and information) are emphasized; (iii) Lastly, I review fundamental diff erences between time and space and their links to the conservative vs. evolutionary aspects of soil change and various principles governing soil functions. Common characteristics of preferentiality and threshold in both time and space are highlighted. In each of the three sections, some future outlooks are suggested. Th e three principles are then summarized in the end.
CLASSICAL UNDERSTANDING OF SOIL CHANGE AND PEDOGENESIS AND THE PRINCIPLE OF CONSERVATION PLUS EVOLUTION General Types of Soil Change
Th e gaseous, liquid, solid, and biotic phases of soils have diff erent rates of response to environmental change, thus they need diff erent time periods to reach possible quasi-equilibrium. Th is time, called characteristic response time (CRT) (Arnold et al., 1990) , refl ects the temporal changeability of soil properties, which have the following general order of increasing CRT: gaseous phase < liquid phase < biotic phase < solid phase. Because of vertical layering in soil profi les, soil CRT to external perturbations also generally increases with increasing soil depth (Lin, 2010c) .
Considering the multiphase nature of soil systems, it is impossible to fully determine soil change by only one characteristic. Each soil phase and property has its own CRT: Very labile soil properties have CRT almost coinciding with that of the atmosphere (such as soil air, soil moisture, and soil temperature), while very stable soil properties have long CRT close to that of the lithosphere (such as soil crystalline minerals and particle density). Many soil properties have CRTs falling in between (such as soil carbon content, biomass, and oxides). Th e range of CRT for diff erent components of soils, therefore, requires a comprehensive and long-term study to truly unveil the wide spectrum of soil changes across time scales. Th e reconciliation of the geological and biological time scales of soil changes, for example, is critical to the understanding of soil system's evolution and dynamic functions in the Critical Zone (Lin, 2010c) .
To facilitate a general understanding, soil changes may be divided into the following three groups (Varallyay et al., 1990) , which are relative (i.e., without a sharp boundary of time scales) and with possible overlaps (i.e., many soil properties may cut across multiple groups):
1. Random changes: including numerous short-term changes (such as daily soil temperature in the surface, hourly soil moisture content, soil air composition, and actual microbial activity) and many human-induced changes; 2. Periodic changes: these changes are mostly related to the cyclic changes of pedogenic factors such as diurnal fl uctuation of soil temperature, seasonal changes in soil moisture, and yearly changes in leaf litter, as well as some of human activities (such as annual tillage, seasonal fertilization, and summer irrigation); 3. Trend changes: these longer-term changes show a defi nite tendency toward a certain direction, which could be a linear, curvelinear, spiral-like, threshold-like, or other types of decrease or increase over time ( Fig. 3  and 4) . Most pedogenic changes belong to this type. Figure 3 illustrates the link between annual tree growth and litter accumulation (periodic changes) and four-decades' trend change in mineral soil N content in a southern pine ecosystem (Richter et al., 2000) : When pines establish themselves on old agricultural fi elds, young trees initially take up large amounts of soil N, mainly to produce N-rich foliar canopies. Forests then return relatively large amounts of N back to the soil surface in leaf litter where it can potentially be remineralized later on. Over time, N is depleted in the upper 60 cm of mineral soil, particularly during the fi rst 25 yr of forest growth, leading to the 40-yrold Calhoun forest growing into a state of acute N defi ciency (Fig. 3A) . Such depletion of N greatly altered the quality of soil organic matter (e.g., C/N ratio) as well as processes aff ecting the forest nutrient cycle as the ecosystem aged (Fig. 3B) . While decadal time scale is closely linked to biological and human activities, soil formation and evolution oft en refer to trend changes in hundreds to thousands or more years (Fig. 2) , where the cumulative eff ects of shorter-time random and periodic changes become irreversible. Th e shorterand longer-time scale soil changes are intertwined, with interactions, feedbacks, thresholds, and cumulative eff ects (Fig. 4) . Because of growing interests in sustainability and global change, both shorter-and longer- term changes of soil systems must be considered simultaneously. One way to reconcile such changes across time scales is to treat soil development as a continuous evolutionary process that may involve signifi cant changes in diff erent stages but each stage is built on small changes accumulated over time (Fig. 4) .
For example, soil moisture is highly dynamic, exhibiting random and periodic changes based on daily weather and seasonal climate. Th ese changes obey the conservation principle of energy and mass. At the same time, each pulse of water moving through the soil profi le causes varying degrees of physical translocation of materials, chemical reactions, and/or biological responses, thus imprinting certain marks of change in the soil profi le. No matter how small these marks may be, the cumulative eff ect of such small changes over long periods of time could be signifi cant, leading to noticeable and permanent changes in soil developmental history (such as gleization or rubifi cation, salinization or desalinization, horizonation or homogenization). Such trend changes obey the principles of both conservation and evolution, including structural and informational accumulations in soil profi les over time.
Soil Functioning Processes vs. Specifi c Pedogenic Processes
Distinctions between shorter-term soil functioning processes (SFPs) (also called microprocesses or soil life by Rode, 1947) and much longer-term specifi c pedogenic processes (SPPs) (also called macroprocessses or elementary pedogenic processes by Neustruev, 1926) have long been recognized by Russian pedologists. Th ese important distinctions have been promoted recently by Targulian and coworkers (e.g., Targulian and Goryachkin, 2004; Targulian, 2005; Targulian and Krasilnikov, 2007) . Each SPP is characterized by a defi nite set of solidphase pedogenic features (also called solid residual products) formed over hundreds to thousands or more years that could not be reproduced because of the irreversible and nonlinear nature of each SPP, while SFPs are predominantly short and cyclic processes (e.g., diurnal, seasonal, and annual) and may be reproduced within a relatively short timeframe (Targulian, 2005) . It is important to recognize that many SFPs and related cycles are not completely closed, and many input-output fl uxes are not necessarily balanced (Rode, 1947; Targulian and Goryachkin, 2004) . Such non-closed cycles and off -balanced fl uxes of SFPs generate some residual solid-phase products in soil profi le over time (Fig. 4) . Each single cycle and fl ux may generate a microamount of newly-formed or transformed solid products, which may hardly be detected; but being produced repeatedly over long periods of time these micro-amounts accumulate into macroamounts that are detectable morphologically and/or analytically (Targulian and Goryachkin, 2004) . Th ese residual solid-phase products are the basis for modern-day soil classifi cation and mapping (Fig. 2) .
Soils are complex, coupled bio-abiotic systems that exhibit self-organization (Targulian and Sokolova, 1996; Young and Crawford, 2004) . Targulian (2005) discussed SPPs resulting from the self-organization of soil systems. In the course of soil functioning (or soil life), self-organization of internal structure takes place, and aft er being formed such internal structure preserves its stability and provides the continuation of the system's functioning (Targulian and Goryachkin, 2004) . Generally speaking, the processes that result in changes in stable or very slowly changing soil properties are practically irreversible (or slightly reversible), while the quick changes in the labile soil properties are mostly reversible (or partially irreversible). Rode (1947) stressed that the processes of soil functioning usually have cyclic character and tend to be partially irreversible. According to Targulian (2005) , it was Rode (1947) who was the fi rst to formulate clearly the fundamental driving mechanism of soil formation and evolution (thus it is called the rule of Rode): owing to the incomplete closure and partial irreversibility of many cyclic processes of soil functioning, a range of residual products (including liquid, gaseous, and solid-phase products) are produced, which accumulate over time (provided that they are stable thermodynamically, geochemically, physically, and biologically). Over time, stable residual products (mainly solidphase products) of repeated soil functioning build up; while unstable ones can be either completely destroyed or transformed into more stable products (Targulian, 2005) . Th us, a gradual transformation and rearrangement of initial parent material into structured soil profi le take place on the long-term functioning of the soil system (Fig. 2, 3 , and 4).
Although the process of soil functioning may be indefi nitely long, the self-organization capacity of a soil system may have a limit. Th e considerable retardation or end of this selforganization has been referred to as (quasi-)climax, steady state (dynamic equilibrium), or aging of a soil system (Targulian, 2005) . For example, Yaalon (1971) called the excessive clay fi lm development in argillic horizon "self-terminating, " which results in reduced capacity to transmit matter and energy vertically. Targulian and Krasilnikov (2007) grouped nine types of selfterminating or quasi-equilibrium for various SPPs. In addition, regressive soil-forming processes (such as erosion, sedimentation, dust input, or fi re) also produce major markers in soil profi les that can alter soil system's self-organization (especially in regions with a marked history of climate change). Increasing anthropogenic impacts may also completely reset the self-organization capacity of a soil system (see later section on New Emphases in Understanding and Modeling Soil Change and Pedogenesis).
Information Recorded in Pedogenesis
Soil formation and evolution may also be perceived as an informative process of compiling and retaining environmental conditions within the soil profi le (Arnold et al., 1990; Targulian and Goryachkin, 2004; Phillips, 2009a) . Targulian and Sokolova (1996) called this "soil memory" (or pedomemory or pedorecord). Th e triad formula of "factors → processes → features" is the fundamental paradigm of pedology, indicating that resistant soil features can be understood as the carriers of soil memory created by pedogenic processes under the infl uence of soil-forming factors (Dokuchaev, 1893; Jenny, 1941; Yaalon, 1971; Arnold, 1983; Targulian and Goryachkin, 2004) . Targulian and Sokolova (1996) modifi ed this to a four-links chain: "factors → SFPs → SPPs → features, " which refl ects better the CRT diff erence between fast and slow processes. Th is chain may be perceived as information transfer from environmental factors to resistant soil features, written in "special language" of soil nano-and micromolecules and minerals, soil aggregates and biomaterials, soil horizons and pedons, catenas and soilscapes, and many other soilrelated features at diff erent scales (Brewer, 1964; Fridland, 1974; Kozlovskiy and Goryachkin, 1996; Pate, 2006a, 2006b; Targulian and Goryachkin, 2004; Schaetzl and Anderson, 2005; Phillips, 2009a) . Th us, various combinations of stable solid features hierarchically arranged in a soil profi le carry tremendous information that can be decoded for understanding soil and environmental change over time (Fig. 2) .
Each of the recognized SPPs (such as those listed by Buol et al., 2003; Schaetzl and Anderson, 2005; Targulian and Krasilnikov, 2007) focus mostly on detectable solid-phase features. Th e carriers of soil memory, however, have not been fully tracked down and understood thoroughly (Targulian and Goryachkin, 2004) . Morphological, mineralogical, geochemical, biological, textural, and structural carriers of soil memory could be biogenic or abiogenic, natural or anthropogenic, pedogenic or lithogenic, mineral or oganic or organo-mineral, local or aeral, homogenous or heterogeneous, isomorphic or polymorphic, and relic or current. Given the well-known complexity of soils, the carriers of soil memory can be perceived using a hierarchical organization (Wilding, 2000; Targulian and Goryachkin, 2004 ). In such a hierarchy, all levels of solid-phase organization-from molecular through crystal, particle, aggregate, ped, horizon, and pedon, up to catena, landscape, regional, and global soil distribution patterns-should be considered. Various methods could be used to extract the information stored at each of these hierarchical levels. Targulian and Goryachkin (2004) reviewed soil memory carriers across these hierarchical scales and concluded that soil memory is a palimpsest-like (being written on the same page more than once, with the earlier writing incompletely erased) pathway of environmental recording, which is complementary to the book-like (being written on once per page) sedimentary memory. Compared to sedimentary records, however, soil memory has more exact space resolution but less exact time resolution (Targulian and Goryachkin, 2004) .
In deciphering soil information recorded in soil profi les (Fig. 2) , some knowledge gaps remain and the diff erentiationconnection between SFPs and SPPs should be further studied. Some examples are:
1. Isomorphism vs. polymorphism: Th e former refers to one specifi c soil feature being generated by more than one type of soil-forming environment, while the latter refers to one environment resulting in a successive set of features that record diff erent stages of pedogenesis under stable or changing environments (Targulian and Goryachkin, 2004) ; 2. Interpedal vs. intrapedal features: Interfaces between peds are particularly important in soil memory, because they expose more to the movement of air, water, particles, roots, and microbes. Th us, interface memory is more sensitive, labile, and fast-forming but less resistant, while intrapedal features are more inert to environmental changes (recording pedogenic changes much slower but retain the information much longer) (Targulian, 2005) ; 3. Aggregation vs. disaggregation: Th e processes of organizing or reorganizing soil fi ne particles without signifi cant alteration of its composition are weakly refl ected in the existing recognized SPPs, and there are virtually no attempts to distinguish between qualitatively diff erent processes of soil structure formation (Targulian and Goryachkin, 2004) , especially in subsoils (Buol et al., 2003) . Th is is a critical knowledge gap important for understanding soil changes and soil functions.
Time Factor in Pedogenic Models
Numerous pedogenic models have been proposed over the past >100 yr, which range from conceptual or qualitative frameworks to empirical or quantitative simulations (Table 2) . A number of reviews have been published on this subject (e.g., Yaalon, 1975; Hoosbeek and Bryant, 1992; Amundson et al., 1994; Phillips, 1989 Phillips, , 1998 Hoosbeek et al., 2000; Schaetzl and Anderson, 2005; Targulian and Krasilnikov, 2007; Minasny et al., 2008; Samouelian and Cornu, 2008; Bockheim and Gennadiyev, 2010) . Th us, no attempt is made here to review these models in details. Rather, I group various pedogenic models according to the way the time factor is handled, as listed in Table 2 , because time factor is critical in all cases regardless of whether time is explicitly considered or not in these models.
Two relevant aspects are worth further discussion here:
1. While Jenny's (1941) state factor model presents a powerful conceptual framework for the holistic understanding of pedogenesis, it treats time on equal footing as space:
where s represents the state and history of a soil, cl is climate, o is organisms, r is topography, p is parent materials, t is time, and the dots indicate additional unspecifi ed factors (such as anthropogenic impacts or catastrophic events such as earthquakes). However, as detailed later in this paper, time and space are fundamentally diff erent. Th e cl, o, r, and p are spatiallyoriented environmental variables that are all timedependent (until a possible quasi-steady state, which is oft en questionable). Hence, this challenges Jenny's assumption of independence among the soil-forming factors. In fact, soil environments change continuously through time, a point stressed by Dokuchaev and others (e.g., Rode, 1947; Johnson et al., 1990) . 
E PPT : heat flux associated with effective precipitation; E NPP : specific enthalpy from NPP; P eff : precipitation minus actual ET; ∆T: ambient temperature minus 273 (K); c w : specific heat of water; NPP: net primary production of biomass; E bio : biomass specific energy content Rasmussen et al. (2005 Rasmussen et al. ( , 2011 Incremental time step considered in simulation models: 
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To address this concern, a more appropriate expression of the total change of a soil profile over a pedogenic time period t = t n -t 0 (where t n is the current time and t 0 is the beginning of pedogenesis) should be expressed as:
l t o t p t r t dt . [2]
This captures the cumulative effects of all four timedependent spatial factors on pedogenesis. Since spatial soil-forming factors could be grouped into flux factors (cl and o) and site factors (p and r), Eq. [2] can be more explicitly expressed as:
which indicates the cumulative effects of climate and organisms on pedogenesis as conditioned by parent material and topography. Interestingly, Wilde (1946) and Stephens (1951) also integrated the effect of soil-forming factors with time in their respective soilforming equations (Table 2 ).
2. Space-for-time substitution has been commonly used in soil chronosequence studies, which unquestionably has improved our knowledge of soil development. However, it also has encountered criticisms from the beginning (e.g., Nikiforoff, 1949; Stevens and Walker, 1970; Fitzpatrick, 1971; Chesworth, 1973a Chesworth, , 1973b Bockheim, 1980; Huggett, 1998; Richter and Markewitz, 2001; Buol et al., 2003; Sommer et al., 2008; Johnson and Miyanishi, 2008 
New Emphases in Understanding and Modeling Soil Change and Pedogenesis
Important trends have emerged (or re-emerged) in recent years in soil change and pedogenesis, which are briefly reviewed below, including anthropogenic impacts, pedogenic quantification using hydrology or energy, and co-evolution of soil and landscape.
1. Anthropogenic dominance: Richter (2007) has made a compelling argument that humanity's transformation of soils is a new frontier in pedology. Pedological frontier in Dokuchaev's era was focused on the natural formation of virgin soils, but this has now changed to the science and management of human-affected soils (Richter, 2007) . Anthropogenic era has considerably accelerated the alteration of cl, o, r, and p around the globe and within a much shorter timeframe-down to decades or years or even shorter (e.g., Richter and Markewitz, 2001; McKenzie et al., 2004; Brantley et al., 2006) . Human activities range from rapid land use/land cover changes, drastic modifications of landform, profound interference with the climate and biota, to accelerated erosion, compaction, disturbance, fertilization, irrigation, and quick formation of highly-disturbed new soils. Jenny (1941) recognized man as a soil-forming factor, but implicitly contained that in the o factor. Yaalon and Yaron (1966) suggested a framework for man-made soil changes by recognizing various metapedogenesis (Table  2) . Amundson and Jenny (1991) attempted to explicitly conceptualize the role of humans by using human genotype and cultural inheritance as independent state factors. Dudal et al. (2002) argued that humanity should be recognized as a "fully fl edged" soil-forming factor. Despite the widespread recognition of anthropogenic impacts on soil change and pedogenesis, a satisfactory approach of modeling and quantifying such impacts remains elusive.
Hydrology central:
Nearly all soil-forming processes involve water in signifi cant ways: Water adds material through deposition of eroded sediment and precipitation of dissolved minerals; water can also entirely remove soil materials through leaching and erosion; water transforms soil materials through weathering and other chemical reactions, and translocates solid and dissolved materials within soil profi les. With perhaps few exceptions, SPPs all involve water in various ways, particularly the cumulative eff ects of water fl uxes through soil profi les over long periods of time. Jenny (1941) recognized the importance of hydrology in soil formation, but included it in the cl and r factors. Rode (1947) suggested adding water (surface, soil, and ground waters), gravity, and human activities to Eq. [1]. Samouelian and Cornu (2008) distinguished two types of deterministic modeling of pedogenesis: classical soil science approaches based exclusively on solid phase, and other disciplinary approaches based on combined geochemistry, water and solute transport, and plant growth (in which circulating water is a key). Th e combination of these two approaches is essential. Th e interactions and feedbacks between the solid and other phases of the soil system and the reconciliation of fast and slow processes (Fig.  4) are oft en dictated by hydrologic fl uxes, which then drive other physical, chemical, and biological processes in soils. Lin et al. (2005) suggested that hydrology may off er a way to translate the conceptual model of pedogenesis into operational quantitative formulae. Rasmussen et al. (2005 Rasmussen et al. ( , 2011 have explicitly used eff ective precipitation in their energy-based pedogenic model (Table 2) .
Energetics of pedogenesis:
Th e most important driving force for pedogenesis is energy related, yet the energy of soil formation and evolution is rarely quantifi ed and largely remains unknown (Minasny et al., 2008) . Rode (1947) and Nikiforoff (1959) were among the fi rst to recognize the importance of energetics involved in soil formation. Th e soil energy models of Volubuyev (1963) and Runge (1973) were a few early works (Table 2) . Rasmussen et al. (2005 Rasmussen et al. ( , 2011 recently revisited the approach and suggested the concept of eff ective energy and mass transfer in soil formation (Table 2 ). Phillips (2009b) emphasized biological energy in landscape and soil evolution, and indicated that the energy density of net primary production is, on average, three to seven orders of magnitude greater than the potential/kinetic energy of denudation and uplift . Phillips (2009b) also showed that the energy fl ux associated with evapotranspiration is four orders of magnitude larger than biological productivity, indicating the critical importance of hydrologic fl uxes. Meanwhile, a few other attempts have been made to relate soil formation to thermodynamics (Smeck et al., 1983; Johnson and Watson-Stegner, 1987; Addiscott, 1995; Khabirov, 1996) , but mainly in a conceptual way. In the section Th ermodynamic Understanding of Soil Change and Pedogenesis and the Principle of Dissipation plus Organization of this paper, thermodynamic applications to soils are further examined and its potential for quantifying soil change and pedogenesis is discussed.
Co-evolution of soil and landscape:
Modern geomorphology research is increasingly demonstrating the close interdependence of soils and landscape evolution. Patterns of landforms are matched, oft en on a one-to-one correspondence, by soil patterns (Gerrard, 1981; Wilding, 1994; Wysocki et al., 2000) . In reviewing quantitative models for pedogenesis, Minasny et al. (2008) pointed out that landscape evolution modeling and soil profi le modeling have yet to be linked. Sommer et al. (2008) called for better modeling of soil-landscape development at diff erent time scales by coupling (local) geological-historical information with spatially-distributed recent dynamics of relevant processes (e.g., soil erosion in landscapes of high anthropogenic impacts). Roering et al. (2010) synthesized a suite of observations from steep, forested hillslope in the Oregon Coast Range and demonstrated that the topographic signature of forest-driven soil and bedrock disturbance is pervasive. Co-evolution of soils, landforms, and ecosystems is increasingly recognized, with the indispensible role of biology in soil formation and evolution (e.g., Schwartzman and Volk, 1991; Drever, 1994; Lucas, 2001; Corenblit et al., 2007 Corenblit et al., , 2008 Phillips, 2009a Phillips, , 2009b Šamonil et al., 2010) . Eagleson (2002) and Lapenis (2002) showed that organisms, particularly vegetation, may serve to maximize the rates of moisture cycling. Pate (2006a, 2006b ) documented the bioengineering of soil profi les by plants and their microbiological associations. Even in environments with essentially no vegetation, biological eff ects could be signifi cant, as illustrated by the eff ects of biological crusts in drylands (Viles, 2008) and bioturbation in Antarctica (Cannone et al., 2008) . Phillips (2009a Phillips ( , 2009b called for a more comprehensive consideration of the biological subsidy to landscape and soil evolution. Th e complex interplays of biological, physical, and chemical processes in pedogenesis and landscape evolution require more integrated studies. Th e emerging Critical Zone science off ers such a promising potential for the future of soil science (NRC, 2001; Lin, 2010c; Lin et al., 2011) .
THERMODYNAMIC UNDERSTANDING OF SOIL CHANGE AND PEDOGENESIS AND THE PRINCIPLE OF DISSIPATION PLUS ORGANIZATION Thermodynamic Theory and the Dual Meaning of Entropy
Classical sciences have relied heavily on the fi rst law of thermodynamics (i.e., energy conservation), while the second law of thermodynamics (i.e., entropy maximization) has yet to make further advances. Over the years, the second law has been expressed in various forms outside its original engineering applications (Table 1) to interpret many important workings of nature and society (e.g., Prigogine and Stengers, 1984; Kline, 1999; Demirel and Sandler, 2004; Jørgensen et al., 2008; Muschik, 2008; Mitchell, 2009) . Th is has caused both fascinations and problems as confusions and controversies have emerged since the last century. Kline (1999) described entropy as chameleon-like (as it depends on the light with which we view it) and octopus-like (in that various statements of entropy can be derived by logic from the others). Although quantitative formulations for many entropy defi nitions can be mathematically derived from one another (e.g., Tsallis, 2002) , their physical interpretations are diverse and remain debatable for some.
In this paper, I focus on two common, interlinked concepts of entropy that are relevant to thermodynamic applications in soil change and pedogenesis (Table 1): 1. Energetic entropy: Th is is associated with energy conversion involving temperature change. Th is is the original concept of entropy that represents the macroscopic view of energetic heat fl ow (no. 1 in Table 1 ) or the conversion of available energy (no. 2 in Table 1 ). As energy is consumed in irreversible processes (i.e., energy cannot be recovered should the process be reversed because of friction, mixing, absorption, reaction, convection, conduction, diff usion, compression, or other processes), entropy is generated in the system by dissipation in the form of heat. Th e irreversible energy conversion is proportional to the entropy increase of the system together with its surrounding. Entropy itself is a nonconserved state function, and its change (either increase inside a system or decrease by exporting internally-generated entropy to the surrounding) refl ects the degree of a system's irreversible change. It is such irreversible changes that give rise to a system's evolution and drive the generation of a system's orderliness and information buildup over time (as in soil formation and evolution); 2. Statistical entropy: Th is entropy concept is associated with the description of a system's state including orderliness and information. Th is is the extended concept of entropy that represents the microscopic view of a system's atomic and molecular orderliness (e.g., the statistics of a molecule's velocity and position in a system, as originally used in no. 3 and 4 in Table   1 ), and, by analogy, a system's microscopic details or information (no. 5 in Table 1 ). While entropy itself is a system's property, its change over time meters important processes involved. Th is is because entropy change is associated with various fl uxes of energy and mass across system boundaries during irreversible processes. Th us, when considering entropy change over time (especially in continuous, small time intervals), process understanding may be gained, including the direction of a system's evolution, the formation of structure, and the accumulation of information.
Because of the diffi culty of directly and precisely determining entropy, structure, and information in an open, nonequilibrium system, the operation of entropy and its link to orderliness and information remain both challenging and intriguing, as well as controversial at times (e.g., Kline, 1999; Tiezzi, 2006; Mitchell, 2009 ). However, Jørgensen et al. (2008) emphasized that it is the metaphorical quality of entropy, not its measurability, which is most valuable. Th ey argued that it is not always necessary or possible in science to be able to make exact measurements. Oft en concepts and theories, not only measurements, make science interesting and useful ( Jørgensen et al., 2008 ). An excellent example in soil science is Jenny's state factor model of soil formation (Eq. [1]), which has never been solved but has had profound impacts in many disciplines. Von Bertalanff y (1968) also argued for "explanation in principle"-a qualitative argument that could lead to interesting consequences. A good example is computer modeling, many of which are indeed conceptual and only approximate part of reality. Relative comparisons of diff erent systems (relative to a reference as it is oft en done with entropy) can also be quite informative. Such relative measure, for example, can indicate how far a system is away from thermodynamic equilibrium and thereby its degree of development. Th is kind of assessment is particularly helpful in the holistic understanding of complex soil systems where actual processes are oft en too complex and dynamic to be precisely tracked and quantifi ed, but their net results may be meaningfully compared.
Phenomenological Interpretation of Soil Change and Pedogenesis using Nonequilibrium Thermodynamics
Soil development can be conceptualized as consuming energy and exporting entropy in order to "grow" and preserve its internal order to function. As energy dissipates and entropy exports, complex structures are formed through the system's self-organization to increase the effi ciency in processing available energy. Th is idea of dissipative structure and order through self-organization encapsulates the main aspects of nonequilibrium thermodynamics (Prigogine, 1955 (Prigogine, , 1967 Kondepudi and Prigogine, 1998) . Soils use highlyordered solar energy (through either direct short-wave radiation or indirect photosynthetic organic matter) and then return to the environment degraded energy (i.e., entropy export) to maintain or further develop its internal structure for continued functioning.
Th e dissipative and selforganizing nature of soil systems may be characterized by quantifying the net result of complex irreversible soil processes using total entropy change in the system (dS total ), which can be partitioned as (Prigogine, 1967) :
where dS i is internal, endogenous contribution due to system state (which is always positive as dictated by the second law), and dS e ( = S in -S out ) is external, exogenous contribution due to exchange with the environment across system boundaries. Soil processes giving rise to entropy production include various external and internal interactions: the totality of the interactions between a soil system and external soil-forming factors, and the totality of internal interactions among various soil components (Targulian and Goryachkin, 2004) . Th ese external and internal functions are interconnected and are oft en hard to be clearly separated. However, the net result of these complex sets of processes are either (i) the formation of smaller units toward soil solid residuals or matrix (dissipative processes), or (ii) the formation of larger units toward soil structure (organizing processes, involving various fl uxes that lead to net entropy export from the soil to the surrounding). Simultaneous occurrence of dissipating and organizing processes during pedogenesis has long been recognized (e.g., Hole, 1961; Smeck et al., 1983; Johnson and Watson-Stegner, 1987; Johnson et al., 1990; Addiscott, 1995; Rasmussen et al., 2005; Lin, 2010a Lin, , 2010b . Th erefore, we may approximate the net result of total entropy change in a soil system (ΔS total ) over a pedogenic time period as (Fig. 5): ΔS total = ΔS residual + ΔS transfer [5] where ΔS residual is the summation of the entropy change of all residual components accumulated in the soil over the time period considered, and ΔS transfer is the net transferred entropy change across the boundaries of the soil system with the environment over the same time period. Th e ΔS residual may be approximated by (Volobuyev and Ponomarev, 1977; Lin, 2010a) :
where s i and s j are specifi c entropy (entropy per unit mass) for mineral components i = 1 … k and organic components j = 1 … l in the soil, respectively, and Δm is their respective mass change over the time period considered. As weathering progresses (and assuming no new inputs of weatherable minerals via deposition, no bioturbation at the weathering front, or no erosional exposure), ΔS residual will increase over time, leading to higher ΔS residual in more weathered soils ( Fig. 5 and 6 ). Volobuyev and Ponomarev (1977) showed some interesting patterns among diff erent groups of soils based on their calculations using a simplifi ed Eq.
[6] ( Fig.  6 ): one group is accompanied by a decrease in Gibbs free energy and an increase in specifi c entropy of residuals, leading to more weathered soils with large quantities of minerals and oxides that refl ect higher intensity of leaching and more resistance to further weathering (such as Oxisols, Ultisols, and Spodosols), and the other group is just the opposite showing more "reactive" soils that are less weathered (such as Vertisols, Histosols, and Aridisols) (Fig. 6) . Continued physical and chemical weathering through time results in the accumulation of more acidic and stable minerals within the soil profi le such as quartz (sand particles), secondary clay minerals (such as kaolinite, smectite, and illite), and Fe and Al oxides (such as hematite, goethite, and gibbsite), which have higher entropy values per unit mass (Fig. 6 ). Entropy transfer to or from a system occurs through two mechanisms: heat transfer and mass fl ow. Th erefore, ΔS transfer may be approximated by (Çengel and Boles, 2011) : 
where entropy transfer by heat (ΔS heat ) is the integration over the process (or summation if appropriate) of the ratio of the heat transfer (δQ) at a location to the absolute temperature (T) at that location (if temperature condition is not uniform, then δQ k is the heat transfer through the boundary at temperature T k at location k), and entropy transfer by mass fl ow (ΔS mass ) is the integration of specifi c entropy (s) and mass change (dm) during the process. In contrast to ΔS residual , ΔS transfer in soil development is generally negative (i.e., net entropy export from the soil to the surrounding), leading to ΔS total generally decreasing over time as more order is developed in soils (Fig. 5) . Smeck et al. (1983) explained that soil systems experience infl uxes and outfl uxes of energy and mass, but the net balance must favor energy infl uxes and entropy outfl uxes for soil development to proceed. Most soils formed in nature are progressively more ordered than their precursors (until they degrade and assuming negligible regressive pedogenesis), thus suggesting an overall reduction in a soil system's net ΔS total over time ( Fig. 2 and 5 ). Th ere are three possibilities for the entropy budget in a system ( Jørgensen et al., 2008) : (i) dS total /dt > 0, (ii) dS total /dt < 0, or (iii) dS total /dt = 0, where t is time. In the fi rst case, the system loses order; in the second case, the system gains order; and in the third case, the system is in stationary or steady state. For a soil system to continuously develop its structure and/or to remain thermodynamically ordered (thus functional and sustainable), dS total /dt must be ≤0 (Fig. 5 ). Th is is only possible if -dS e ≥ dS i ≥ 0, or -ΔS transfer ≥ ΔS residual ≥ 0. Th is means that a soil system must have net entropy export (i.e., ΔS transfer ≤ 0) in an amount that is greater than or equal to internallygenerated entropy (i.e., -ΔS transfer ≥ ΔS residual ). Otherwise, the soil system will start to degrade. It will be interesting to test this hypothesis.
Thermodynamics Applications in Soils: A Brief Review and Future Outlook
Th e applications of thermodynamics to soils (including soil science and other soil-related disciplines) have seen an exponential growth since the fi rst such paper appeared in 1935 (Fig. 7) . Most of these applications have been about mineral transformations or chemical reactions, adsorption, ion exchange, complexation, and solubility because of increasing concern for environmental pollution. Vast majority of these papers, however, have focused on classical equilibrium thermodynamics (where mineral and chemical reactions in laboratory controlled settings are well suited), with only 35 papers dealing with nonequilibrium thermodynamics (Fig. 7) . However, the occurrence of equilibrium states in open soil systems in the real-world has been seriously challenged since the 1960s (e.g., Cline, 1961; Th orp, 1965; Groenevelt and Bolt, 1969; Chesworth, 1973a Chesworth, , 1973b Bockheim, 1980; Muhs, 1982 Muhs, , 1984 Boardman, 1985; Johnson et al., 1990; Hillel, 1998; Phillips, 2010) . Instead, evolutionary view of soil development has gained more acceptance (e.g., Smeck et al., 1983; Johnson and Watson-Stegner, 1987; Johnson et al., 1990; Phillips, 1993 Phillips, , 2009a Huggett, 1995; Targulian and Goryachkin, 2004) .
A number of attempts have been made to apply thermodynamic principles to the retention and movement of soil water. Indeed, the fi rst papers on thermodynamic application in soils were all on soil water (Schofi eld, 1935; Gardner, 1939; Day, 1942; Edlefsen and Anderson, 1943; Gardner and Chatelain, 1947) . As early as 1907, when introducing the concept of capillarity potential, Buckingham (1907) recognized the importance of thermodynamic reasoning to avoid the restrictions imposed on soil water content and solute salt content. Richards (1928) also envisaged a more general treatment of soil water derived from thermodynamics. Th e nonequilibrium thermodynamics approach to coupled soil moisture and heat transport was fi rst presented by Cary (1960, 1964) . Chu (1981, 1982 ) discussed thermodynamic analysis of unsaturated soil, and deduced that the fundamental Richards' equation was a special case of internal energy balance for water. Th e thermodynamic treatments in these works have two common features: (i) soil water is homogeneous and (ii) temperature (T), external pressure (P), and volumetric water content (θ) are adopted as state variables such that the diff erential form of the specifi c free energy or chemical potential (total potential) of water in soil (μ) with a rigid matrix can be expressed as (Iwata et al., 1995) :
where S and v represent the partial entropy and the partial volume of water in soil, respectively, and n j is the number of moles of the jth solute. Despite the potential of greater generality soil water energenics using thermodynamics, challenges remain that have impeded progress. Th is is refl ected by the total number of papers dealing with "thermodynamics" and "soil water" (or "soil moisture") reaching only 96 so far (Fig. 7) , which is in sharp contrast to the exponential increase of equilibrium thermodynamics applications to soil chemicals and minerals. Th is diffi culty comes from a number of challenges. Babcock and Overstreet (1955) argued that soil systems are so complex that a relatively large number of state variables would have to be fi xed to apply the laws of thermodynamics (e.g., the aggregation state, the microbial population, and the organic matter composition). Enderby (1955) pointed out that systems exhibiting hysteresis (such as soil moisture) are subject to some limitations in thermodynamic analysis. Hillel (1998) noted that an apparent advantage of nonequilibrium thermodynamics approach is that it makes no a priori assumptions regarding transport mechanisms; however, the disadvantage of the approach is precisely in its limit to provide insights into the actual process details. Despite all these, Kleidon and Schymanski (2008) introduced the application of nonequilibrium thermodynamics along with the principle of maximum entropy production to the water budget on land. Zehe et al. (2010) employed nonequilibrium thermodynamics to innovatively simulate the evolution of Helmholtz free energy and rapid water fl ow in a cohesive soil with diff erent populations of worm borrows.
Th ermodynamic study of total soil system (including water, solids, air, and biota) is far from suffi cient. Jenny (1980) postulated that the quantifi cation of free energy and entropy of the entire soil or ecosystem is still far in the future, but recognized the value of thermodynamics in understanding the transition from disorder to order in soil formation and ecosystem functioning. Nevertheless, several attempts have been made to apply thermodynamics to soil formation and evolution. Nikiforoff (1959) emphasized the energetics involved in soil formation. Volobuyev (1963) , Volobuyev and Ponomarev (1977), and Volobuyev et al. (1980) calculated Gibbs free energy and entropy for many soil types using standard thermodynamic constants of idealized mineral components (Fig. 6) . Following the concept of Runge's (1973) pedogenic energy model, Smeck et al. (1983) presented a detailed conceptual account of nonequilibrium thermodynamics in pedogenesis, largely based on qualitative understanding of various soil-forming processes and diff erent soil profi le features as related to entropy change (Fig. 2) . Lin (2010a Lin ( , 2010b reconciled the contrasting entropy concepts of Volobuyev (1963) and Smeck et al. (1983) using Eq.
[4] and [5] . More recently, Addiscott (1995 Addiscott ( , 2010 ) discussed the conceptual utility of entropy in understanding soil systems and their links to ecosystem sustainability. Rasmussen et al. (2011) proposed an open system framework for integrating structure and function in the Critical Zone based on thermodynamic theory.
Based on the above review, some future outlooks for thermodynamic applications in soil systems are noted below:
1. Both energetic and statistical entropies and their possible linkage should be further explored and quantifi ed for various soil systems, which could off er considerable potential in advancing theoretical soil science and the holistic and evolutionary understanding of soil systems. Energetic entropy is particularly helpful to understanding the generation and evolution of soil structure and information in soil profi les from a macroscopic point of view, while statistical entropy off ers the possibility of quantifying soil system's orderliness and information from a microscopic point of view as well as improved estimation of various soil parameters used in modeling; 2. Available energy (also called exergy) is more intuitive and thus favored by some researchers. However, energy entering a soil system may be used, or stored and thus unused (Fig. 1) . Th e energy consumed may also be linked to either reversible or irreversible processes. In contrast, entropy change refl ects the actual amount of energy consumed in all irreversible processes, and thus may indicate more fully actual changes already occurred in a complex system. Th e quantifi cation of this irreversibility requires the tracking of both available energy and temperature changes in the system (no. 2 in Table 1 ). Equations [6] and [7] provide the fi rst approximation of such changes in weathering residuals and various fl uxes across soil system boundaries, respectively. While theoretically attractive, the practical applications of Eq.
[6] and [7] in real-world soils require further work. It is likely that both available energy and entropy need to be considered for a fuller understanding of complex soil system's dynamics, where available energy sheds more light on the input end while entropy sheds more light on the output end (Fig. 1); 3. Two contrasting trends are noticeable in Fig. 7 exponential growth for equilibrium thermodynamics applications in soils (mostly chemicals or minerals) and nearly fl at in nonequilibrium thermodynamics applications in soils. However, some studies have already suggested a general dismissal of the suitability of equilibrium thermodynamics for all minerals except perhaps the simplest (e.g., Helgeson, 1968; Helgeson et al., 1969; Churchman and Jackson, 1976; Churchman, 2000 Churchman, , 2006 . In addition, life defi es equilibrium thermodynamics through promoting entropy decrease (e.g., Schrödinger, 1945; Tiezzi, 2006; Jørgensen et al., 2008) . Th us, innovative approaches are needed to improve the applications of nonequilibrium thermodynamics in open soil systems. Investigations are also needed to test the applicability of the maximum entropy production principle (Kleidon et al., 2010) in natural soils.
FUNDAMENTAL DIFFERENCES AND SIMILARITIES BETWEEN TIME AND SPACE AND THE PRINCIPLE OF SPACE PLUS TIME
Misperception of fundamental diff erences between time and space has appeared in many fi elds (Prigogine, 1967; Tiezzi, 2006) . By combining space and time into a single continuum, physicists have signifi cantly simplifi ed many theories, as well as described in a more uniform way the workings of the universe from the supergalactic to subatomic levels (Schrödinger, 1950) . However, evolutionary physics now challenges the assumption of space-time continuum and the use of time as the fourth dimension of space (e.g., Tiezzi, 2006; Leon and Johnson, 2009) . While all other physical laws are reversible in time, the second law of thermodynamics is unique as it distinguishes between past and future ("future" here refers to the direction of time in which entropy increases) (Mitchell, 2009 ). Prigogine's work introduced the transition from a space culture to a time culture, ascribing a scientifi c revolution to dissipative structure, self-organization, emerging properties, bifurcation phenomena, and other features in the evolution of complex systems (Kondepudi and Prigogine, 1998; Tiezzi, 2006; Ulanowicz, 2009a Ulanowicz, , 2009b .
Time and space are reciprocally irreducible quantities (i.e., they are orthogonal to each other). Th is is because they belong to diff erent philosophical and logical types: space is reversible, conservative, and structured, while time is irreversible, evolutionary, and unstructured (Tiezzi, 2006; Jørgensen et al., 2008) . At the same time, space and time are intimately connected and are oft en tightly woven together. Two features common to both time and space are: (i) preferentiality-preference over diff erent locations (space) or trajectories (time) and (ii) threshold-abrupt change over space or time. Th ese diff erences and commonalities between time and space are further elaborated in the following, which provide useful insights and some future outlooks into the understanding and modeling of soil change and pedogenesis.
Reversible vs. Irreversible
Space is reversible because one can return to the same location (even though things located in a place may change over time, but the location itself remains unchanged). However, time is irreversible because one can never go back to the same time as time is always moving forward and cannot be rewound. Coupled with irreversible processes common to natural systems, the exact conditions cannot occur again in nature (Tiezzi, 2006) . Such an irreversibility principle implies that (i) experimental reproducibility in natural soils and ecosystems is challenged (hence experimental design and appropriate statistical inference is of paramount importance in soil science); (ii) choices and chances presented at each time step in a system govern the outcome, and new possibilities may emerge that cannot be predicted from pure deterministic manner; and (iii) time should be considered as an integral property of space and matter (Tiezzi, 2006) .
Soil moisture and its impacts on pedogenesis is a good example to illustrate this space reversibility vs. time irreversibility: Th e same soil moisture content may be repeated in the same location over time (e.g., periodic change), but the time associated with each pulse of water in a soil profi le cannot be rewound. Each pulse of water passing through a soil profi le cannot be reversed physically, because water will interact with other materials in the soil (e.g., chemical reaction, microbial use, root uptake, or leaching), which cannot be reversed spontaneously. In other words, work has to be done (i.e., using external source of energy) to possibly reverse water fl ow in a soil. In the meantime, each pulse of water fl owing through a soil profi le will always leave some marks (no matter how small the mark may be) and thus contribute to the evolutionary change of a soil profi le over the course of a long time.
Conservative vs. Evolutionary
Space is conservative in terms of energy and mass balance, that is, they cannot be created or destroyed, but can be transferred and/or transformed. In comparison, time is evolutionary as it always changes and has cumulative and memory eff ects. In fact, life is only possible if it does not start from zero for every new generation; rather, mechanisms to store information gained make the evolution of life possible ( Jørgensen, 2006) . Th ere is a tendency in the universe toward the heat form of energy (Kleidon and Lorenz, 2005) , which is a degraded form because it cannot be totally converted back to work should the associated process be reversed. What diminishes is not the amount of energy, but its capacity to perform work (Tiezzi, 2006 ). As energy is irreversibly consumed, entropy is produced. Consequently, inherent in entropy are time passage, transformation direction, dissipative structure, and information accumulated (thus, entropy is also called an "arrow of time") (Tiezzi, 2006; Jørgensen et al., 2008) . Beven (2006) noted that hydrological fl ows (e.g., soil water fl uxes) must be consistent with the balance equations for mass, energy, and momentum; however, the search for appropriate closure schemes remains a scientifi c holy grail of hydrology. Beven (2006) alerted that a general solution for closure might ultimately prove to be impossible to fi nd. Besides the lack of appropriate techniques for measuring integrated fl uxes and storages at useful scales and the lack of a mature theory for nonequilibrium systems, such closure problem is also linked to the evolutionary nature of hydrologic systems that oft en drive, and are driven by, life. With growth or aging comes with changes in boundary conditions and internal fl ow architectures-two critical aspects that are essentially ignored (or greatly simplifi ed) in classical hydrologic theories. But both boundary conditions and fl ow confi guration are dynamic in the real world (Beven, 2006; Bejan, 2007) . Furthermore, as described by the rule of Rode (1947) mentioned above, the incomplete closure and partial irreversibility of many cyclic soil processes (including soil hydrologic fl uxes) also produce residual products that can accumulate over time, leading to irreversibly-changed soil system with a diff erent internal structure and boundary condition.
Structured vs. Unstructured
Space is structured in three dimensions, with diverse forms and organizations. In comparison, time itself is free from any structure in that it always moves uniformly in one dimension. With time passage or sequence of events, however, various temporal trends emerge, displaying certain patterns of evolution or growth. Th e sequences of events are oft en transformed into a system's structure, information, and quality (Kondepudi and Prigogine, 1998; Tiezzi, 2006; Jørgensen et al., 2008) . Jørgensen et al. (2008) and Ulanowicz (2009a) suggested that singular events are not rare in nature; rather, they are copious as they occur everywhere, all the time, and at all scales. Such widespread singular phenomenon is probably linked to the irreversible nature of time, dissipative processes, and/or location uniqueness in the real world. Elsasser (1969) warned that natural systems are rife with unique events that cannot be treated with known statistical tools. Prigogine (1955 Prigogine ( , 1967 suggested that all natural systems are essentially dissipative (i.e., they are thermodynamically open systems operating far from equilibrium in an environment with which they exchange energy, mass, entropy, and information); thus dissipative structure is everywhere in soils and ecosystems. Ulanowicz (2009a) noted that the development of dissipative structure in ecosystems is a continuous tearing down (dissipation) vs. building up (organization): in one direction a continuous stream of perturbations works to erode existing structure and coherence; meanwhile, this drift is opposed by the workings of autocatalytic confi gurations, which drive development and growth as well as provide repair to the system. It is the balance between these two opposing tendencies that represents a system's self-organization: moving away from thermodynamic equilibrium vs. slippage back toward it (Ulanowicz, 2009a (Ulanowicz, , 2009b . Th e net result is that evolution progresses toward more and more complex and organized systems (until aging or extinction) ( Jørgensen et al., 2008) . Soil evolution may be conceptualized in a similar way, as depicted in Fig. 5 .
Preferentiality in Time and Space
Both space and time share the common characteristic of preferentiality, that is, preference over diff erent locations (space) or trajectories (time). Preferentiality over space is related to ubiquitous heterogeneity and diverse spatial patterns in nature, while preferentiality over time is linked to deterministic and stochastic components of evolution. Examples of preferentiality in space include preferential fl ow in diverse soils (e.g., Lin, 2010b) , preferential attachment in networks of various kinds (e.g., Barabási and Albert, 1999) , membranes with selective permeability and active transport of metabolites in biological systems (e.g., Tiezzi, 2006) , preferential adsorption of chemicals onto clay surfaces in geochemical systems (e.g., Huang et al., 1996) , and various "hot spots" of biogeochemical cycles in ecosystems (e.g., McClain et al., 2003) . Examples of preferentiality in time include preferred selections made by living organisms in their evolutionary history (e.g., Darwin, 1859) , preferred goals that drive living systems far from equilibrium in various ecosystems (e.g., Fath et al., 2001) , preferential states among multiple steady states in far-from-equilibrium systems (e.g., Kleidon and Lorenz, 2005) , and preferential trajectory in fl ow systems that lead to diverse networks (e.g., Bejan, 2000) .
Based on numerous observations and three theories (nonequilibrium thermodynamics, constructal theory, and evolving network theory), Lin (2010b) justifi ed the likely universality of preferential fl ow in natural soils-meaning that the potential for preferential fl ow of water and transport of chemicals in nature can occur everywhere, although the actual occurrence will depend on local conditions. For example, there are abundant networks in soils, including root branching networks, mycorrhizal mycelial networks, animal borrowing networks, crack and interpedal networks, man-made subsurface drainage networks, and others that will provide preferential fl ow paths in various soils (Lin, 2010b) . Th e theory of evolving networks (Albert and Barabási, 2002) sheds light on diverse fl ow networks in soils that increase the effi ciency of matter, energy, entropy, and information transfer in the subsurface, because networks are part of the organization resulting from minimum energy dissipation and far-from-equilibrium thermodynamics.
Threshold in Time and Space
In contrast to gradual changes, abrupt changes also occur commonly in the evolution of complex systems (called state or regime shift in ecology, May, 1977;  or phase transition in statistical physics, Strogatz, 2005) . Such abrupt changes in time or space are termed thresholds in this paper. Schumm (1977) distinguished extrinsic (caused by external infl uence) and intrinsic (caused by abrupt internal shift ) thresholds in physical systems. Th resholds may be reached either through (i) gradual change whose cumulative impacts exceeds a certain level (internal threshold) or (ii) due to rapid exogenous or endogenous change whose rate is faster than the adaptive capacity of the system (external threshold) (Schumm, 1977) . In the evolution of natural systems, the combination of chance and selection can give rise to unexpected events and may take the form of abrupt transitions, a multiplicity of states, new patterns, or irregular and unpredictable outcomes (e.g., Monod, 1970; Nicolis, 1989 Nicolis, , 1995 Tiezzi, 2006; Rinaldo et al., 2006) .
Th resholds in soil systems can be caused by external forcing/disturbance or internal structural abrupt change or limits/depletions of certain elements. Both extrinsic and intrinsic thresholds in soil change and pedogenesis have been widely recognized (e.g., Yaalon, 1971; Torrent and Nettleton, 1978; Duchaufour, 1982; Muhs, 1982 Muhs, , 1984 Paradise, 1995; Chadwick and Chorover, 2001; Phillips, 2003; Sommer et al., 2008) . For example, Muhs (1984) gave a number of examples of intrinsic soil thresholds in a wide variety of environments (ranging from cool/humid to warm/arid to hot/humid regions), including leaching of carbonates before clay movement can take place, minimum clay mineral ratios before a pedogenic regime dominated by pedoturbation can occur, and minimum levels of sesquioxides for immobilization of organic matter in spodic horizons. Chadwick and Chorover (2001) reviewed pedogenic thresholds, and Chadwick et al. (2003) provided evidence to support the concept that heterogeneity of soil pore space and soil morphology contributes to threshold and nonlinear leaching trends over time.
SUMMARY AND CONCLUSIONS
Improved understanding and prediction of soil change and pedogenesis are critical to many societal needs (such as sustainability, climate change, environmental quality, ecosystem services, and food security). Besides long-term monitoring and enhanced means of quantifying soil changes, advances in systems understanding and theoretical underpinning of complex soil systems are also important.
Soils in nature are open, dissipative, self-organizing, and evolving, which suggest that (i) energy and mass conservation and (ii) structure and information accumulation are at work simultaneously in soil formation and evolution. While the conservation of energy (and mass) follows the fi rst law of thermodynamics, the evolution of structure and information can be linked to the second law of thermodynamics. Multiphase soil systems accumulate small irreversible changes over time into specifi c pedogenic features that are recorded in soil profi les. Fast and slow changes in complex soil systems thus require an evolutionary and holistic approach to account for their connections and to quantify structural and informational accumulation alongside energy and matter conservation. Th ese multiple dimensions of soil change are interlinked ingredients for decoding short-and long-term changes in soils over various time scales (e.g., from biological to geological time scales).
Nonequilibrium thermodynamics theory off ers a potential phenomenological treatment of complex interactions between soil systems and their surrounding environment. Despite conceptual nature at this stage, it is clear that both soil energy (which is quantitative, conservative, and spatial) and soil entropy (which is qualitative, accumulative, and temporal) are important for a fuller understanding of soil change across time and space. Soil entropy changes in simultaneous dissipating and organizing soil processes (ΔS residual and ΔS transfer , respectively) are potential indices for the degree of soil weathering (residuals) and soil structural development (fl uxes), respectively. Apparently, considerable eff orts remain needed to achieve a more quantitative application of the second law to complex soil systems.
Overall, three principles can be summarized from this review and synthesis that can enhance the modeling and prediction of soil change and pedogenesis across time and space ( Fig. 1): 1. Principle of conservation plus evolution: Incomplete closure and partial irreversibility of many cyclic processes of soil functioning produce a range of solid residual products that accumulate over time, giving rise to structured and informative soil profi les (this is called the Rode's rule). Both the principle of conservation and the principle of evolution hold in soil change across time scales;
Principle of dissipation plus organization:
Simultaneous processes of dissipation (forming soil matrix) and organization (forming soil structure) occur in the formation and evolution of natural soil systems, which is consistent with the theory of dissipative structure and self-organization. In addition to energy and mass changes, entropy change and its link to a complex system' s orderliness and information need to be quantifi ed to gain a fuller understanding of soil complexity; 3. Principle of space plus time: Time should be considered as an integral property of space, and a combination of time integration (indicating accumulated total change) and time diff erentiation (indicating the rate of change at a particular time) is needed to quantify the evolutionary and conservative nature of soil change. Preferentiality and threshold are important features across both time and space in soil change and pedogenesis.
