Abstract. We show the cardinality of a particular nonabelian cohomology associated to cyclic division algebras is equal to a certain partition number. This computation helps us interpret the number of conjugacy classes of maximal tori defined over an abelian extension.
Introduction
The history of cyclic algebras goes back to the 1920s, when Wedderburn proved what is now called Wedderburn's criterion for cyclic division algebras [9] . In particular, Hasse summarized the number theory of cyclic algebras [3] up till what was known then in the 1930s. There has also been the study of cyclic algebras recently. For example, in [4] Hazrat and Wadsworth studied maximal subgroups of the multiplicative group of the quaternions, which is an example of a cyclic division algebra. In [1] Akbari, Ebrahimian, Kermani, and Golsefidy studied maximal subgroups of the general linear group over a division ring, which is related to cyclic algebras as the Artin-Wedderburn theorem implies central simple algebras are isomorphic to a matrix ring over a division ring. Our work in this paper is closely related to understanding maximal tori of cyclic division algebras, which we recall its definition now.
Let K/L be a finite Galois extension, with Gal(K/L) a cyclic group of order n. Picking b ∈ L × and a generator σ of Gal(K/L), define the cyclic algebra A := K{1, j, . . . , j n−1 } j n = b jk = k σ j for all k ∈ K .
A is a central simple algebra over L, and [A : L] = n 2 . Our aim is to study the number of maximal tori of the unit group A × in the case when A is a cyclic division algebra. In particular, we would like to find a bound for the number of its conjugacy class using cohomological methods.
Note that we can view A × as a subgroup of the general linear group GL n (K) by looking at the right multiplication map on A. In fact, A is a finite-dimensional simple algebra of rank n 2 over L, and furthermore K is its splitting field, so we have an isomorphism between A ⊗ L K and the set of n × n matrices over K. This means that A × can be viewed as an L-form of GL n (K). By using this fact, we can define an action of µ n = σ on GL n (K) fixing A × so that we can make sense of some first nonabelian cohomology groups. Recall that for a group G and a G-module M , where M is not necessarily abelian, the first nonabelian cohomology is defined to be the set
where
, and write N to be the normalizer of K × in A × .
Theorem 1.1. Assume A is a cyclic division algebra. Then H 1 (µ n , N ) injects into the set of n-torsion elements of the symmetric group S n modulo conjugation. In particular, H 1 (µ n , N ) has cardinality at most p n , where p n is the number of partitions (λ 1 , λ 2 , . . . ) of n such that each λ i divides n.
It should be noted that there is a known asymptotic bound for p n [2] . If we write τ (n) as the number of divisors of n, then
Let us now explain our motivation for, and an interpretation of, theorem 1.1. For any linear algebraic group G over a field L of characteristic zero, say that a torus T of rank d is a subgroup such that, when viewed over a separable closure
. Choose a maximal torus T in G. Over L sep , every maximal torus T is conjugate to one another, implying its rank is well-defined. This is not true if we do not base change up to L sep , so it is of interest to understand the degree in which maximal tori are not conjugate to one another. An approach is via Galois cohomology as outlined below.
If N is the normalizer of a maximal torus T in G, then the quotient G/N is the set of maximal tori in G. Furthermore, if we let the absolute Galois group Γ = Gal(L sep /L) act on G, then X = (G/N ) Γ is in bijection with the set of maximal L-tori of G over L. Letting G act on X by conjugation, the set of G Γ orbits Orb G Γ (X) are the conjugacy classes of maximal L-tori in G. A result of Galois cohomology (see [7] and [8] ) tells us that there is a bijection
By letting G be the general linear group, the nonabelian version of Hilbert's theorem 90 (see [7, chapter III]) tells us that Orb G Γ (X) ∼ = H 1 (Γ, N ). We wish to study the case when G Γ = A × . This proves to be a formidable task, so we simplify this problem in this paper by restricting ourselves to looking the the case when we replace Γ by a cyclic group. The fundamental theorem of Galois theory tells us that
H /L has finite degree. Furthermore, nonabelian cohomology tells us that each set
Notice that this set computes the conjugacy classes of maximal L-tori in G that are defined over (L sep ) H . Therefore our simplification in this paper sheds some light on the original problem. In particular, our computation bounds the number of tori which base changes to the standard maximal one in GL n ((
Restricting to the case when Γ is finite, theorem 1.1 implies that there are at most two conjugacy classes for the maximal tori of A × . This follows from the Artin-Schreier theorem on Γ after noting p 1 = 1 and p 2 = 2. The case |Γ| = 1, i.e. that K is separable, is a well-known fact. When |Γ| = 2, we can further determine that H 1 (Γ, N ) must have cardinality two by demonstrating two functions of Z 1 (G, N ) that cannot be identified under the equivalence relation (c.f. corollary 2.3). Theorem 1.1 also tells us an obstruction to proving a result of compact Lie groups to linear algebraic groups. Let G be a compact Lie group with a maximal torus T , and let W be the Weyl group of G with respect to T . Consider its representation ring R(G) over some field k. Then there is a restriction map
W , where W acts by conjugation, since representations are isomorphic up to conjugation. A theorem of Cartan-Weyl tells us this restriction map is in fact a ring isomorphism, and the proof of it implicitly uses the fact that maximal tori of compact Lie groups are unique up to conjugation. However, by the discussion above, this is not true in general even for GL n (R).
We end the introduction by explaining the organization of the paper. Section 2 explains how we can view A × as a subgroup of the general linear group GL n (K), so that we can define an action of µ n = σ on GL n (K) fixing A × and to make sense of the cohomology group in theorem 1.1. Section 3 proceeds to prove this main theorem using cohomology twisting and the long exact sequence for nonabelian cohomology. After demonstrating why we can always choose b ∈ L × to make cyclic algebras division algebras in section 4, we conclude the paper by giving such choices of b for the algebra
2. The action of µ n on GL n (K) Always let A be a cyclic division algebra unless otherwise stated. Note that we can view A × as the following subset
: not all a 1 , . . . , a n ∈ K equal zero
. This is clear by looking at the matrices gotten from the right multiplication map on A, and in fact a computation tells us this set is in fact a group under matrix multiplication. Hence we can view elements of A × as matrices. We next define the action of µ n on GL n (K) that makes sense of the cohomology group in theorem 1.1. Let us recall the following standard result of matrix groups. Proposition 2.1. Let N be the normalizer of the standard maximal torus (K × ) n in GL n (K) respectively, and let W = N/(K × ) n be the Weyl group. Then W ∼ = S n .
Proof. It is easy to see that the group N consists of the generalized permutation matrices respectively. Therefore its Weyl group has every equivalence class represented by a matrix with value 1 for a nonzero entry and 0 otherwise.
The next proposition gives us the action we want.
The induced action on W is well-defined. Furthermore, σ · ω = σωσ −1 for ω ∈ W , where we treat σ as the n-cycle (1 2 · · · n) on the right hand side.
Proof. Firstly, to check the given action is a group action we just need to check σ n (a i,j ) = (a i,j ) for any n× n matrix (a i,j ) in GL n (K), since associativity is automatic. This is easy to see by looking at each diagonal, since at some point an a i,j will gain a factor of b and b −1 respectively (so they cancel out), and a σ n i,j = a i,j . We now need to check this action acts via homomorphisms. By induction it suffices to check this when σ acts on two n × n matrices (a ij ) and (b ij ) in GL n (K). Computing,
Also we have that
An observation says these two computations agree.
Next to check GL n (K) µn = A × . The backward inclusion follows by the following computation:
The diagonal entries give a 1,1 = a σ n,n = a
2,2 , so the diagonal is of the form satisfied by elements of A × . Now look at the (i, j) entry for i < j. We have
Similarly, looking at the (i, j) entry for i > j, we have
This says the other diagonals are also of the form corresponding to an element of A × , so (a i,j ) ∈ A × . Finally, for the last part, we know by proposition 2.1 that every element in W can be represented by a corresponding permutation matrix of S n . Hence the action of σ on W corresponds to the diagonal shifting action on S n , which we know is conjugation by (1 2 · · · n).
Following the discussion at the end of the introduction, we now give an application of theorem 1.1. Corollary 2.3. Suppose K has characteristic zero. Let K sep be a separable closure of K such that its absolute Galois group Γ = Gal(K sep /K) has cardinality two. Then H 1 (Γ, N ) has cardinality 2.
Proof. Theorem 1.1 tells us it suffices to find two elements of Z 1 (µ 2 , N ) that cannot be identified under the equivalence relation of
where σ = (1 2) ∈ S 2 . They are distinct because K is not of characteristic two. If f ∼ g, then there exists a matrix ω ∈ N with f (σ) = ωg(σ)(σ · ω −1 ). Note that
for some x, y ∈ K × . In the first case we would have
giving a contradiction as this implies 1 = b = −1. In the second case we would have
3. Proof of theorem 1.1
Let us write G := µ n and preserve the notations in section 2. Since T is normal in N , it is known [7, chapter I, proposition 38 ] that the exact sequence 0 −→ T −→ N p − −→ W −→ 0 induces an exact sequence of pointed sets
where the first set is a group, the basepoints of the other two sets are the trivial maps x → Id n , and p * is defined by p * (f ) = pf . We first show that:
Write each element of T as (t 1 , . . . , t n ), where the column vector t i has only nonzero entry at entry i. Abusing notation we will also say t i is its nonzero entry. To show H 1 (G, T ) = 0, we need to show that
For the forward inclusion, we check that indeed (t
For the reverse inclusion, suppose (t 1 , . . . , t n ) has the property of the right hand side. We want to find u 1 , . . . , u n such that (u Note that H 1 (G, T ) = 0 does not imply p * is injective in general, but in our case it does. Let us first grant ourself this result. Then it remains to show that H 1 (G, W ) has cardinality the claimed value p n . Notice every function f in H 1 (G, W ) can be specified by just knowing f (σ). This is because the condition of f implies
In particular 1 = (f (σ)σ) n since f (1) = f (1)(1 · f (1)) = f (1) 2 implies f (1) = 1. Hence we can associate each f ∈ Z 1 (G, W ) with the value f (σ). Let S be the set of n-torsion elements in S n , and P be the set S modulo conjugation. We need to show P is in bijection with H 1 (G, W ). Define a map
This map is clearly injective. For surjectivity, if τ ∈ Z 1 (G, W ) then by assumption (τ σ) n = 1, hence τ σ ∈ S maps to τ . Notice the map above also preserves relations, since if k
. Therefore this descends to a bijective map
