Abstract -In this work the database index for approximate string search is proposed. In particular the task of finding strings from some data domain which have a distance from given string less than given number is considered. Some kind of editorial string distance is used in capacity of string distance. Some subclass of regular expressions is used in the capacity of tree node predicates. The analysis of performance tests was performed and the areas of further researches were surveyed.
I. INTRODUCTION
raditional database queries support a limited number of predicates. The limitation of standard search queries is caused in part by lack of implementation of required data types and search predicates in DBMS. This limitation is also caused by finite data structures on which database indexes are based. Search predicate support by database index frequently is required in order for a database to be scalable in terms of data amount incensement. The traditional search query predicates which are supported by database indexes are equality and linear range predicates [1] .
Modern database applications tend to extend their functionality. Part of this functionality can be implemented without extension of DBMS, but the other part is not. Modern database applications frequently require the support of nonstandard data types and nonstandard search query predicated from a DBMS. An example of an application of nonstandard data types and nonstandard search query predicates is geographical informational systems (GIS). In these systems the geometrical data types which are nonstandard in DBMS are used. Also, the search predicates like overlap and containment are non-standard on DBMS. The spatial indexes are used for search optimization of these predicates [2] .
This work considers the implementation of a database index for approximate stirng searching. The search predicate is based on the editorial distance between strings. The database index was implemented as an extension of GiST, which is a universal framework for database index implementation.
II. APPROXIMATE STRING SEARCH
An approximate string search is implied as a string search when search pattern or search domain can suffer from some kind of distortion. Some examples of approximate string search are finding DNA subsequences after possible mutations [3, 4, 5] and searching for typing and spelling errors in text [6, 7, 8] .
In this work the searching data domain is the set S of strings s i ; S = {s 1 , s 2 , … , s n }. The search predicate is the assertion that the editorial distance from the element of domain s i to the search string p is less or equal than fixed number d, i.e. ed(s i , p) ≤ d. The editorial distance between string s 1 and string s 2 is the minimal number of editorial actions required to transform s1 to s 2 . In this work the Levenshtein distance [9] is used in the capacity of editorial distance. In the Levenshtein distance there are three editorial actions: character insertion, character deletion, and character replacement. This type of search predicate can be applied to search for a misspelled word in the dictionary. However, the application of this search predicate is not limited by described case.
Various implementations of database indexes for approximate string search in this definition already exist [10] . In this work the search index implementation based on a generalized search tree is presented. The pg_trgm module which is an implementation of approximate string search indexes already exists for GiST [11] . However in the pg_trgm the amount of matching trigrams is used in the capacity of string distance whereas in this work the Levenshtein distance is used.
III. GENERALIZED SEARCH TREE
Generalized search tree presents a very general solution of the generalization of database access methods. GiST is the data structure which is extensible in terms of search queries as well as in terms of indexing data types. GiST defines the set of interface functions, for which implementation defines search indexes. These interface functions only depend on indexing data type and search predicates, but these functions are abstracted from data pages, records, query processing, etc. Thus to implement a search index using GiST it is not Database index for approximate string matching Alexander Korotkov National Research Nuclear University "MEPhI" Moscow, Russia email: aekorotkov@gmail.com T required to write a code which maintains data structure [12] . Additionally, GiST generalizes the majority of currently existing search trees. For example B+-tree and R-tree can be implemented as GiST extensions [13] .
At this moment GiST is fully implemented in open source postrelational DBMS PostgreSQL, though the result of GiST researches is used in the majority of commercial DBMSs such as Oracle and DB2. Several reasons for implementation of search index based on GiST in this work can be noted:
 To provide open source and license free solutions for approximate string searching  To see completely new application of GiST  Simplicity of GiST extension implementation IV. USING GIST FOR APPROXIMATE STRING SEARCH As it was noted before the Levenshtein distance is used in the capacity of string distance. The Levenshtein distance is the minimum number of elementary operations needed to transform one string to another one. There are the following elementary operations:
 Insertion of arbitrary character to arbitrary position of string  Replacement of arbitrary character of string with another arbitrary character  Deletion of arbitrary character of string The two sequences alignment algorithm [14, 15] can be used in order to calculate the distance between strings a and b. The two modifications of this algorithm were introduced in this work. Next let's consider this algorithm in detail.
The The distance between strings a and b is introduced as:
The d(a,b) represents the distance between characters a and b. In the case of Levenshtein distance d(a,b) is defined below:
The matrix D is introduced as the distance between prefixes of strings a and b.
There are following rules of matrix filling: A. Search predicate In this work the optimizable search predicate is P(x) = (levenshtein (s,x) ≤ d), where levenshtein -the function of Levenshtein distance calculation, s -given string, d -given nonnegative number. Thus this predicate is true for strings which have Levenshtein distance to a given string less than or equal to a given number. Considering Levenshtein distance as metrics (it is possible because this distance has metrics properties) set of strings satisfying this predicate can be represented as solid sphere with center in s string and d radius.
B. Tree node predicate
The selection of tree node predicate is critical for GiST extension implementation. All the characteristics of the resulting tree generally depend on selected tree node predicate. In this work the predicate of matching to some class of regular expressions was selected. The description of a selected class of regular expressions is below. Each expression of a selected class can be represented as a concatenation of n (n is nonnegative integer) sub-expression. Each sub-expression can be defined in one of the ways below:
 One character from set of m characters (format of subexpression is "[a 1 a 2 …a m ]")  One character from set of m characters or empty string (format of sub-expression is "[a 1 a 2 …a m ]?")  Any character or empty string (format of subexpression is ".?") In this work when the term "regular expression" is used this class of regular expressions is mentioned.
C. GiST interface methods implementation
The GiST interface consists of 7 methods. The purpose of these methods is considered below.
1) compress and decompress -these two methods are responsible for key compression and decompression (in keys should be suitable to work with them but it is frequently reasonable to compress a key before storing it to disc) 2) consistent -this method calculates compatibility of tree node key and search query (The search optimization performs at the expense of this method. If the predicate of the tree node is incompatible with the search predicate then all the sub-tree should be skipped) 3) union -this method returns the union of two keys (all the values which conform to any of source keys should conform to the resulting key) 4) penalty -this method returns the measure of growth of the source key after addition of another key to it (this value should represent the measure of growth of values set which conforms to the key predicate) 5) picksplit -this method splits an array of keys into two arrays. It is desirable that union keys of the resulting two arrays have a minimal size (the size of the key is assumed to be the size of set of values which conform to the key predicate) 6) same -this methods checks if two keys are the same In this work the compression of keys before writing them to the disc is not used. This is why the implementation of the compress and decompress methods was trivial. The implementation of same method also was trivial because all the regular expressions are stored in same manner. The penalty and picksplit methods were implemented using the keys union function and key size measurement function. The penalty method calculates keys union and calculates the difference between keys union size and source key size. The picksplit method is based on the Guttmann's clusterization algorithm. The union and consistent methods use the modification of two strings alignment algorithm.
1) Consistent method
The consistent method implementation uses the modification of two strings alignment algorithm [14] which makes it possible to find the minimal Levenshtein distance between any string which conforms to regular expression and the search query string. The resulting minimal distance can be represented by the expression: d = min{levenstein(s,x)|x~r} where s -search query string, r -regular expression, "~" -operator of regular expression conformance.
The decision on compatibility of search query and regular expression is made by comparing the resulting value and maximum distance of the search query.
The modification of two strings alignment algorithm is used in calculations of minimal distance. In this modification alignment between s = s 1 s 2 …s n and r = r 1 r 2 …r m is produced. The minimal distance between a string which conforms to r and s is calculated by expression: 2) Union method In the union method some other modification of the two strings alignment algorithm was used. The following distance function between two sub-expressions was used:
There u 1 -the number of unique characters in the first subexpression (the number of characters which are allowed by the first sub-expression and are not allowed by the second sub-expression), u 2 -the number of unique characters in the second sub-expression and c -number of common characters in sub-expressions. The empty string is assumed to be a separate character.
The case of equality of one sub-expression to ".?" should be considered separately (when the both sub-expressions are equal to ".?", it is evident that distance should be assumed as zero). In this case following measure was used:
There c 2 -the number of characters of second subexpressions and n -the total number of characters in the alphabet used.
In the case of one sub-expression being skipped, the following measure was used:
There u = 0, when an empty string was allowed by subexpression, u = 1, otherwise; c -the number of characters in sub-expression.
In this modification of alignment it is not only necessary to calculate the distance but also to find the union expression. Let's consider alignment of two expressions a = a 1 a 2 … a n and b = b 1 b 2 …b m . 
V. THE PERFORMANCE TESTING
Two tasks should be completed in order to perform synthetic testing of a database index. These tasks are to prepare test data domain and to prepare the test set of queries. The English dictionary with a volume of 61 505 words was used as test date domain.
After that the test was generated. There are two kinds of generated tests. The first kind of test is with random generated words. The second kind of test is with random distortion in existing words.
In the tests with random generated words the sequence of random characters of English alphabet with a length between 3 and 18 was generated. After that a random number between 1 and   n/5 was generated. This number was used as the radius of the search query. The expression   n/5 was used as the upper boundary in order to prevent the radius of the search query from being too high in comparison with word length.
In the tests with random distortion in existing words the random word from the dictionary was selected. Let's assume the length of this word as n. After that the random distortions (insertion, replacement and deletion of character) with number between 1 and   n/5 was applied to the selected word.
Eventually the random number between 1 and   n/5 is selected as the radius of search query.
The results of the tests are presented in the tables. In the table 4 the results of testing of search queries with random distortion in existing words. The dependence of average speedup (S), average search time without index (NI) and average search time with index(I) on radius of search query and number of distortion in source word is presented. The speedup (S) calculates as S = T woi / T i , where T woi and T i are the time of search without using of index and the time of search with using of index respectively. As it is shown in the table the quotient of NI and WI is less then S as the rule. There is no contradiction because the average of quotient is not the quotient of average. This argues that the faster queries have higher speedup than slower ones.
In the table 5 the results of testing of search queries with random generated words are shown. In this table the same data as in the table above is presented but it depends on the length of generated word and radius of search query. As it is shown in the table the speedup increases as the length of generated word increases, and speedup decreases as the search radius increases. 
VI. CONSLUSION
In this work the development of a new search index for the approximate string search based in GiST was considered. The new search index which allows searching in the domain of strings S = (s 1 , s 2 , … s n ) such s i that levenshtein(si, p) ≤ d was developed. The index testing with the English dictionary with the volume of 61 505 words in the capacity of a data domain was performed. The average speedup in the tests with random distortions in existing words was 3.19 times. The average speedup in the tests with random words was 25.88 times.
There are following directions of further researches:  To research the developed index behavior on the different data domains. To understand which domain can be used with considerable performance improvement and which is not.  To improve the performance of the index. There are two ways to improve the performance. The first way is to change the implementation of some GiST interface methods (in particular the PickSplit method). The second way is to change the class of regular expressions used in the capacity of tree node predicates.  To apply the developed index for other search predicates.
These predicates are the following: predicate based on the editorial distance different than Levenshtein distance, the regular expressions in the capacity of search predicate.
