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Abstract
The reduced basis method was introduced for the accurate online evaluation of
solutions to a parameter dependent family of elliptic partial differential equations.
Abstractly, it can be viewed as determining a “good” n dimensional space Hn to be
used in approximating the elements of a compact set F in a Hilbert space H. One, by
now popular, computational approach is to find Hn through a greedy strategy. It is
natural to compare the approximation performance of theHn generated by this strategy
with that of the Kolmogorov widths dn(F) since the latter gives the smallest error that
can be achieved by subspaces of fixed dimension n. The first such comparisons, given in
[1], show that the approximation error, σn(F) := dist(F ,Hn), obtained by the greedy
strategy satisfies σn(F) ≤ Cn2ndn(F). In this paper, various improvements of this
result will be given. Among these, it is shown that whenever dn(F) ≤ Mn−α, for all
n > 0, and some M,α > 0, we also have σn(F) ≤ CαMn−α for all n > 0, where
Cα depends only on α. Similar results are derived for generalized exponential rates of
the form Me−an
α
. The exact greedy algorithm is not always computationally feasible
and a commonly used computationally friendly variant can be formulated as a “weak
greedy algorithm”. The results of this paper are established for this version as well.
1 Introduction
1.1 The reduced basis method
Many design problems in engineering can be formulated as optimal control problems with
parametric PDE constraints. Typically, solving these control problems requires the frequent
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numerical solution of a PDE depending on dynamically updated parameters. A model situa-
tion that should serve as a guiding example, may be sketched as follows. Let H be a Hilbert
space with norm ‖ · ‖ and let (aµ)µ∈D be a family of symmetric, continuous and elliptic
bilinear forms
aµ : H×H → R,
depending on parameters µ ∈ D, where D is a compact set in Rd, such that all the norms
‖ · ‖µ := aµ(·, ·)1/2 are uniformly equivalent to ‖ · ‖, i.e.
c∗‖v‖ ≤ ‖v‖µ ≤ C∗‖v‖, v ∈ H,
holds for some constants 0 < c∗ ≤ C∗ independent of µ. For a given linear functional L ∈ H′,
we denote by uµ the solution of the variational problem
aµ(uµ, v) = L(v), v ∈ H. (1.1)
A typical problem is to control a functional quantity J(uµ) through the parameter µ. For
example, one may wish to drive the values ℓ(uµ) towards some target value ℓ
∗, where ℓ ∈ H′
is a given linear functional. If such an optimization is to be performed online, it would
be infeasible to employ a standard highly accurate numerical solution of the PDE for each
parameter value µ ∈ D, arising e.g. in the course of a descent procedure.
The reduced basis method (see [1, 3, 4, 5, 6, 8]) has been introduced as a strategy to deal
with such tasks by exploiting the fact that the set
F := {uµ : µ ∈ D}
of all parameter dependent solutions is compact in the energy space H. This allows a
model reduction along the following lines. One determines first oﬄine (possibly at high
computational cost) a fixed subspace Hn of the energy space (of possibly small dimension
n) from which any element in the compact set F can be well approximated. For instance,
a low dimensional Galerkin scheme based on Hn could be used for rapidly computing an
approximate solution for any parameter query. The subspace itself is often generated as the
span of solutions fj := uµj , j = 0, . . . , n− 1, to specific parameters µj , forming the reduced
basis.
A key question therefore is to find “good” parameters µj , or equivalently, good basis
functions fj ∈ F in the preprocessing step. Here “good” means that relatively few basis
functions suffice in order to warrant a desired accuracy for any parameter query.
1.2 A Greedy Algorithm
One by now prominent approach to the problem of finding a good parameter selection in
the above setting is to employ a greedy strategy, see e.g [1, 3, 4, 5, 8]. For conceptual clarity
we shall describe first a somewhat idealized version in the following abstract setting. We
are given a compact set F in a Hilbert space H. The problem is then to find functions
{f0, f1, . . . , fn−1} so that each f ∈ F is well approximated by the elements of the subspace
Fn := span{f0, . . . , fn−1}.
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The greedy algorithm for generating f0, f1, . . . proceeds as follows. First, one chooses a
function f0 such that ‖f0‖ = maxf∈F ‖f‖, where again here and later ‖ · ‖ is the norm on H
induced by its inner product 〈·, ·〉. We define
σ0 := σ0(F) := ‖f0‖.
The space F1 := span{f0} is the first subspace used to approximate the elements of F . At
the general step, if f0, f1, . . . , fn−1 have been chosen, Fn := span{f0, f1, . . . , fn−1} and Pn is
the projector onto Fn, then for any f ∈ F , we denote by
σn(f) := ‖f − Pnf‖
its error of best approximation in Fn. We define
σn := σn(F) := max
f∈F
σn(f),
which is the error in approximating the set F using the elements of Fn. We now choose fn
as
fn := argmax
f∈F
σn(f), (1.2)
as the next element in the greedy selection. Notice that the sequence f0, f1, . . . is generally
not unique and neither is the sequence (σn(F))n≥0 since it depends on this selection.
We emphasize that this greedy algorithm differs from those which aim at approximating
one given function f by a finite linear combination of elements from a given dictionnary
(see [7] for a complete survey on this type of greedy algorithms). In the algorithm described
above the objective is to simultaneously approximate all the functions in the class F using
finite dimensional subspaces generated from elements of F .
The space Fn is an n-dimensional subspace of H and to assess its quality it is natural
to compare this subspace with the best n-dimensional subspace that would minimize the
projection error for the whole class F over all n-dimensional subspaces. This minimal error
is given by the Kolmogorov width
dn(F) := inf
dim(Y )=n
sup
f∈F
dist(f, Y ), (1.3)
where dist(f, Y ) := ming∈Y ‖f − g‖ = ‖f −PY f‖ with PY denoting the orthogonal projector
onto Y , and where the infimum is taken over all n dimensional subspaces Y of H. We refer
to [2] for a general discussion on Kolmogorov width. We also define
d0(F) := max
f∈F
‖f‖ = σ0(F),
which corresponds to approximating by zero dimensional spaces.
Of course, if σn(F) decayed at a rate comparable to dn(F), this would mean that the
greedy selection provides essentially the best possible accuracy attainable by n-dimensional
subspaces. The central objective of this paper is to establish estimates for the sequence
σn(F) in terms of the widths dn(F).
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A startling result in this regard was recently given in [1] where it was proved that
σn(F) ≤ Cn2ndn(F), (1.4)
with C an absolute constant. While this is an interesting comparison, it is only useful if
dn(F) decays to zero faster than n−12−n. On the other hand, since by assumption F is com-
pact, we always have σn(F)→ 0 as n→∞. A first central theme in this paper is to improve
on (1.4) in the general Hilbert space setting regarding the following central questions: first,
is (1.4) sharp? and second, what can be said for the whole range of possible decay rates of
the widths dn(F) between polynomial and exponential where (1.4) gives no information?
1.3 The Weak Greedy Algorithm
Before explaining our results in a bit more detail, let us pause to remark that, for the original
motivation of the reduced basis method for solving parametric PDEs, the execution of the
algorithm in the above form (1.2) is computationally not feasible, even in oﬄine mode. In
fact, to solve (1.2), either one would have to solve the PDE for essentially all parameters in
(a highly resolved discretized) parameter domain or possibly employ a descent strategy to
find this maximum, which would also involve a large number of such solves.
However, a variant of the greedy strategy (1.2) has been shown to become practically
feasible in the context of (1.1) (see e.g. [5]) when replacing the error ‖f−Pnf‖ by a surrogate
rn(f) satisfying
crrn(f) ≤ ‖f − Pnf‖ ≤ Crrn(f), f ∈ H, (1.5)
for some fixed constants cr, Cr. In fact, in the context of (1.1), one can find surrogates
satisfying (1.5) such that
fn := argmaxf∈Frn(f), (1.6)
can be computed in a much more efficient way (at least for a wide class of bilinear forms aµ)
than the exact greedy step (1.2).
What is important for us, is that the numerically feasible variant (1.6) produces an
element fn ∈ F that actually satisfies
‖fn − Pnfn‖ ≥ cr
Cr
max
f∈F
‖f − Pnf‖,
as one easily checks, where cr, Cr are the constants from (1.5).
This allows us to embed such practical variants into a general abstract setting by consid-
ering the following weak greedy algorithm. This algorithm depends on a constant 0 < γ ≤ 1
(in the above example γ = cr/Cr) which represents the relative accuracy to which we can
compute norms. At the first step of the algorithm, one chooses a function f0 such that
‖f0‖ ≥ γσ0, where σ0 := σ0(F) := max
f∈F
‖f‖.
At the general step, if f0, . . . , fn−1 have been chosen, Fn := span{f0, . . . , fn−1}, and Pn is
the projector onto Fn, then for any f ∈ F we again denote by
σn(f) := ‖f − Pnf‖
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its best approximation error onto Fn and define
σn := σn(F) := max
f∈F
σn(f),
which is the error in approximating the class F using the elements of Fn. We now choose fn
as an element in F such that
σn(fn) ≥ γmax
f∈F
σn(f), (1.7)
as the next element in the greedy selection. Note that if γ = 1, then the weak greedy
algorithm reduces to the greedy algorithm that we have introduced above.
Notice that similar to the greedy algorithm, (σn(F))n≥0 is also monotone decreasing. Of
course, the weak greedy algorithm does not give a unique sequence f0, f1, . . . , nor is the
sequence (σn(F))n≥0 unique. In all that follows, the notation reflects any sequences which
can arise in the implementation of the weak greedy selection for the fixed value of γ.
Although not explicitly phrased in the framework of weak greedy schemes, it was also
shown in [1] that, employing a surrogate as in (1.6), one obtains an estimate of the form
σn(F) ≤ Cnβndn(F),
where β > 2 is a constant depending on cr, Cr in (1.5). Since β > 2, this further reduces the
range of decay rates for which one obtains any information. Therefore, the same questions
asked for the greedy algorithm can be posed for the weak greedy algorithm as well.
1.4 Objective, results and layout of the paper
Our central objective is to quantify the performance of the greedy and weak greedy algorithm
by relating the distances σn(F) to the widths dn(F). We address these issues in the general
setting where H is an arbitrary separable Hilbert space and F ⊂ H is any compact subset.
Since the greedy algorithm can be viewed as the particular instance γ = 1 of the weak greedy
algorithm, we formulate most of our results in the setting of the weak greedy algorithm.
In §2, we reformulate the problem in sequence space and present a matrix formulation of
the weak greedy algorithm that will be used throughout the remainder of the paper. Using
this formulation, we establish a fundamental lemma that expresses the following property:
if σn(F) is flat in the sense that it does not decay more than a prescribed amount θ between
the index n and n + qm where q is a given constant, then σn(F) is controlled by dm(F).
In §3, we use this lemma to compare the rate of decay of σn(F) and dn(F). Our main
result shows that for any α > 0, whenever dn(F) ≤ Mn−α for all n > 0 then σn(F) ≤
CMn−α for all n > 0, where C only depends on α and γ. In the same spirit, we show
that the exponential decay dn(F) ≤ Me−anα with M, a, α > 0 implies a certain (different)
exponential decay of σn(F), giving a somewhat better resolution of the range of decay rates
slower than 2−n. We show that these estimates for σn(F) are robust in the following sense:
if the fj are computed up to an error of the order ε, we obtain similar estimates up to
the addition of Cε. In the context of (1.1), such error typically results from the space
discretization process when computing the fj , e.g. by the finite element method.
As to directly comparing σn(F) with dn(F), note first that the optimal subspaces in
(1.3) need not be spanned by elements of F . In fact, we show in §4 that subspaces spanned
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by elements of F itself will in general not give rise to distances that decay as fast as the
n-widths, see Theorem 4.1. In particular, we can therefore not expect any result of the form
σn(F) ≤ Cdn(F). On the other hand, we give for the exact greedy algorithm (γ = 1) an
improvement of (1.4) in that the factor n can be removed, and we show that the resulting
bound cannot be improved.
2 A matrix formulation of the weak greedy algorithm
In general, the weak greedy algorithm does not terminate and we obtain an infinite sequence
f0, f1, f2, . . . . In order to have a consistent notation in what follows, we shall define fm := 0,
m > N , if the algorithm terminates at N , i.e. if σN = 0. By (f
∗
n)n≥0 we denote the
orthonormal system obtained from the fn by Gram-Schmidt orthogonalization, so that
Pnf =
n−1∑
i=0
〈f, f ∗i 〉f ∗i ,
and in particular
fi = Pi + 1fi =
i∑
j=0
ai,jf
∗
j , ai,j = 〈fi, f ∗j 〉, j ≤ i.
There is no loss of generality in assuming that the infinite dimensional Hilbert space H is
ℓ2(N∪{0}) and that f ∗j = ej , where ej is the vector with a one in the coordinate indexed by
j and all other coordinates zero, i.e. (ej)i = δj,i. We adhere to this assumption throughout
the paper.
We consider the lower triangular matrix
A := (ai,j)
∞
i,j=0, ai,j := 0, j > i.
This matrix incorporates all the information about the greedy algorithm on F . The following
two properties characterize a lower triangular matrix A generated by such a greedy algorithm.
With the notation σn := σn(F), we have
P1: The diagonal elements of A satisfy γσn ≤ |an,n| ≤ σn.
P2: For every m ≥ n one has ∑mj=n a2m,j ≤ σ2n.
Indeed, P1 follows from
a2n,n = ‖fn‖2 − ‖Pnfn‖2 = ‖fn − Pnfn‖2,
combined with the weak greedy selection property (1.7). To see P2 we note that for m ≥ n
m∑
j=n
a2m,j = ‖fm − Pnfm‖2 ≤ max
f∈F
‖f − Pnf‖2 = σ2n.
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Remark 2.1 If A is any matrix satisfying P1 and P2 with σn a strictly decreasing sequence,
then the rows of A form a compact subset of ℓ2(N ∪ {0}). If F is the set consisting of these
rows, then one of the possible realizations of the weak greedy algorithm with constant γ will
choose the rows in order and A will be the resulting matrix.
The following result plays a key role in our subsequent analysis of the convergence rate
of the weak greedy algorithm.
Lemma 2.2 Fix any value 0 < θ < 1 and define q := ⌈2γ−1θ−1⌉2. Suppose that for some
m,n ∈ N, we have
σn+qm ≥ θσn. (2.1)
Then,
σn(F) ≤ q 12dm(F).
Proof: We consider the (qm+ 1)× (qm+ 1) submatrix A′ of A given by the entries of A in
the rows and columns with indices in {n, . . . , n + qm}. We denote by gj, j = 0, 1, . . . , qm,
the rows of A′. These are each vectors in Rqm+1 whose coordinates we index by 0, 1, . . . , qm.
Let Y be an m-dimensional space which realizes dm(F) and let Ym be the restriction of Y
to the coordinates in {n, n+1, . . . n+ qm}. Then, for each j the projection yj of gj onto Ym
satisfies
‖gj − yj‖ ≤ dm := dm(F), j = 0, 1, . . . , . . . , qm.
We can without loss of generality assume that dim(Ym) = m. Let φ1, . . . , φm be an orthonor-
mal basis for Ym. Since each φi = (φi(j))
qm
j=0, i = 1, . . . , m, has norm one, for at least one
value of j ∈ {0, . . . , qm}, we have
m∑
i=1
|φi(j)|2 ≤ q−1. (2.2)
We fix this value of j and write yj =
∑m
i=1〈gj, φi〉φi. This means that the j-th coordinate
yj(j) of yj satisfies
|yj(j)| =
∣∣∣
m∑
i=1
〈gj, φi〉φi(j)
∣∣∣ ≤ (
m∑
i=1
|〈gj, φi〉|2
)1/2( m∑
i=1
|φi(j)|2
)1/2
≤ q− 12‖gj‖ ≤ q− 12σn,
where we have used (2.2) and Property P2. From P1, (2.1) and the definition of q, we have
|gj(j)| = |an+j,n+j| ≥ γσn+j ≥ γθσn ≥ 2q− 12σn.
It follows that
q−
1
2σn ≤ |gj(j)− yj(j)| ≤ ‖gj − yj‖ ≤ dm,
which completes the proof of the lemma. 
3 Convergence estimates
In this section we use Lemma 2.2 to estimate the rate of decay of σn(F) for the weak greedy
algorithm from the rate of decay of the Kolmogorov width dn(F).
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3.1 Polynomial Decay
We first consider the case where dn(F) has polynomial decay and show that in such a case
σn(F) inherits the same rate of decay.
Theorem 3.1 Let 0 < γ ≤ 1 be the parameter in the weak greedy algorithm. Suppose that
d0(F) ≤M and
dn(F) ≤Mn−α, n > 0,
for some M > 0 and α > 0. Then,
σn = σn(F) ≤ CMn−α, n > 0, (3.1)
with C := q
1
2 (4q)α and q := ⌈2α+1γ−1⌉2.
Proof: First, we choose θ = 2−α. It follows that q = ⌈2γ−1θ−1⌉2 which is the relation needed
in Lemma 2.2. Next, we define N0 := 4q. Note that q ≥ 9 and N0 ≥ 36. Then, the definition
of C shows that (3.1) holds for 1 ≤ n ≤ N0 since
σn ≤ σ0 ≤M ≤ MNα0 n−α ≤ CMn−α, n ≤ N0.
We suppose now that (3.1) does not hold for some n > N0 and draw a contradiction. To
start with we let N be the smallest integer N > N0 for which (3.1) does not hold. Then
CMN−α < σN . (3.2)
We define n as the smallest integer for which nαN−α ≥ θ, i.e. n := ⌈θ1/αN⌉ = ⌈N/2⌉. We
then have
σn ≤ CMn−α = CMNαn−αN−α ≤ θ−1σN .
We now take this value of n and take m as the largest integer such that n + qm ≤ N , i.e.
m := ⌊(N − n)/q⌋. We can apply Lemma 2.2 and conclude that
σN ≤ σn ≤ q 12dm(F) ≤ q 12Mm−α = (q 12Nαm−α)MN−α. (3.3)
Since N > N0 > 4q − 2, it follows that
4qm = 4q⌊(N − n)/q⌋
≥ 4(N − n− q + 1)
= 4N − 2(2⌈N/2⌉)− 4q + 4
≥ 2N − 2− 4q + 4 ≥ N,
where we have used the fact that if a and b are positive integers, then a⌊ b
a
⌋ ≥ b− a+ 1 and
a⌈ b
a
⌉ ≤ b+ a− 1. Therefore, we have N
m
≤ 4q. Combining (3.2) with (3.3), we obtain
C < q
1
2 (N/m)α ≤ q 12 (4q)α.
This contradicts the definition of C. 
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3.2 Exponential Rates
We next use the same ideas to derive bounds when dn(F) decays to zero like Me−anα for
some M, a, α > 0.
Theorem 3.2 Let 0 < γ ≤ 1 be the parameter in the weak greedy algorithm. Suppose that
dn(F) ≤Me−anα , n ≥ 0,
for some M, a, α > 0. Then setting β := α
α+1
, one has
σn(F) ≤ CMe−cnβ , n ≥ 0, (3.4)
whenever for any fixed 0 < θ < 1, one takes c := min{| ln θ|, (4q)−αa}, C := max {ecNβ0 , q 12},
q := ⌈2γ−1θ−1⌉2 and N0 := ⌈(8q)
1
1−β ⌉ = ⌈(8q)α+1⌉.
Proof: The proof is similar to that of Theorem 3.1. By our definition of C we find that
(3.4) holds for n ≤ N0 since we have
σn ≤ σ0 ≤ σ0ecN
β
0 e−cn
β ≤ CMe−cnβ , n ≤ N0.
We suppose now that (3.4) does not hold for some n > N0 and draw a contradiction. Let
N > N0 be the smallest integer for which
CMe−cN
β
< σN .
We now let m be any positive integer for which
ec(N−qm)
β
e−cN
β ≥ θ, or equivalently c(Nβ − (N − qm)β) ≤ | ln θ|. (3.5)
Then, using that (3.4) holds for N − qm, (3.5) yields
σN−qm ≤ θ−1σN .
Now we can apply Lemma 2.2 and conclude that
σN ≤ σN−qm ≤ q 12dm(F) ≤ q 12Me−amα .
We are left to show that there is a choice of m satisfying (3.5) and such that
q
1
2Me−am
α ≤ CMe−cNβ , (3.6)
since this will be the desired contradiction. Taking logarithms, (3.6) is equivalent to
1
2
ln q − lnC ≤ amα − cNβ . (3.7)
Now to show that there is an m which satisfies both (3.7) and (3.5), we consider
m := ⌊N
1−β
2q
⌋.
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Clearly m ≤ N
2q
and therefore N − qm ≥ N/2. From the mean value theorem, we have for
some ξ ∈ (N − qm,N)
Nβ − (N − qm)β = βξβ−1qm ≤ qmβ(N/2)β−1 ≤ N
1−β
2
β(N/2)β−1 ≤ 2−ββ ≤ 1.
Thus, (3.5) will be satisfied for the definition of c. Now let us check (3.7). We first remark
that since N > N0, we have m ≥ 4 and therefore m ≥ N1−β4q . From the definition of c, we
thus have
amα − cNβ ≥ a
(
N1−β
4q
)α
− cNβ = (a(4q)−α − c)Nβ ≥ 0.
Since by definition C ≥ q 12 , we have verified (3.7) and completed the proof. 
Remark 3.3 Let us also note that under the assumptions of Theorem 3.2 for the exact
greedy algorithm, (1.4) gives
σn(F) ≤ CMn2ne−anα . (3.8)
This latter estimate is asymptotically sharper than (3.4) in Theorem 3.2 as long as α > 1,
whereas (3.4) is asymptotically sharper for α < 1. For α = 1, (3.8) is asymptotically sharper
provided a > ln 2, and not if a ≤ ln 2.
3.3 Robustness
In a PDE context, for example as described by (1.1), the reduced basis functions fj cannot
be computed exactly. Instead, one relies on a space discretization, such as by finite elements,
in order to approximate them by functions fˆj with some prescribed accuracy. This leads to
a modification of the spaces Fn generated by the weak greedy algorithm that we shall now
describe and analyze.
We denote by ε > 0 the accuracy to which a given element f ∈ F is computed when it
is chosen as a member of the reduced basis. At the first step of the weak greedy algorithm
we determine f0 ∈ F such that ‖f0‖ ≥ γ supf∈F ‖f‖. However, rather than receiving f0 we
receive the noisy version fˆ0 which is not even necessarily in F . All we know about fˆ0 is that
‖f0 − fˆ0‖ ≤ ε.
This means that our first space is now Fˆ1 := span{fˆ0} and it is used for the selection of f1.
In general, if fˆ0, . . . , fˆn−1 have been found and Fˆn := span{fˆ0, . . . , fˆn−1} then we determine
fn such that dist(fn, Fˆn) ≥ γ supf∈F dist(f, Fˆn). Rather than fn we receive the noisy version
fˆn for which we only know ‖fn − fˆn‖ ≤ ε. Let us define
σˆn(F) := sup
f∈F
dist(f, Fˆn),
which is the performance of this noisy-weak greedy algorithm on F .
The following shows that the result of Theorem 3.1 is robust with respect to this pertur-
bation.
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Theorem 3.4 Suppose that d0(F) ≤M and
dn(F) ≤Mn−α, n > 0, (3.9)
for some M,α > 0. Then,
σˆn(F) ≤ Cmax{Mn−α, ε}, n > 0, (3.10)
with C := (1 + 2α)C(α, γ
2
), where C(α, γ
2
) is the constant of Theorem 3.1 for α and γ
2
.
Proof: Let N be the largest integer such that MN−α ≥ ε. We shall first prove
σˆn(F) ≤ Cmax{Mn−α, ε}, 1 ≤ n ≤ N + 1. (3.11)
Fix a value of n ∈ {1, . . . , N}. If σˆn(F) ≤ Cε, then we have verified (3.11) for this value of
n, as well as for the next ones. So we can assume σˆn(F) > Cε. This implies that σˆj(F) > Cε
for all j = 1, · · · , n.
We define Fn := F∪{fˆ0, . . . , fˆn−1} and first examine the Kolmogorov widths of Fn. Since
each of the fˆj are within ε of an element from F , using (3.9) we have for any 1 ≤ m ≤ 2N ,
dm(Fn) ≤Mm−α + ε ≤ (1 + 2α)Mm−α.
For m > 2N , using the fact that Fn has been obtained by adding n functions to F , we have
dm(Fn) ≤ dm−n(F) ≤M(m− n)−α ≤M(m/2)−α ≤ 2αMm−α.
In summary,
dm(Fn) ≤ (1 + 2α)Mm−α, m > 0.
Next, we examine the weak greedy algorithm applied to Fn with the weakness parameter
γ
2
. We claim that the functions fˆ0, . . . , fˆn could be chosen in this order by this algorithm.
First, we define Fˆ0 := {0}, and therefore for any f , dist(f, Fˆ0) = ‖f‖. Observe that for
m = 0, . . . , n,
dist(fˆm, Fˆm) ≥ dist(fm, Fˆm)− ε ≥ γ sup
f∈F
dist(f, Fˆm)− ε ≥ γ sup
f∈Fn
dist(f, Fˆm)− 2ε,
and since supf∈Fn dist(f, Fˆm) ≥ σˆm(F) > Cε and C = (1+ 2α)C(α, γ2 ) ≥ 4γ−1, we also have
ε <
γ
4
sup
f∈Fn
dist(f, Fˆm).
Therefore,
dist(fˆm, Fˆm) ≥ γ
2
sup
f∈Fn
dist(f, Fˆm).
We have thus verified that fˆ0, . . . , fˆn is an allowable sequence to choose under the hypothesis
of Theorem 3.1 for the set Fn and the parameters α and γ2 . If we apply the theorem, we
thus obtain that for m > 0,
σˆm(Fn) ≤ C(α, γ
2
)(1 + 2α)Mm−α ≤ CMm−α.
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Since fˆ0, . . . , fˆn is an allowable sequence,
σˆm(F) = sup
f∈F
dist(f, Fˆm) ≤ σˆm(Fn), 1 ≤ m ≤ n+ 1.
Thus, we have proved (3.11) for 1 ≤ n ≤ N + 1. Finally, if n > N + 1, then
σˆn(F) ≤ σˆN+1(F) ≤ CM(N + 1)−α ≤ Cε.
This shows that (3.10) holds for n ≥ N as well. 
By similar arguments, one obtains the following robust version of Theorem 3.2.
Theorem 3.5 Suppose that
dn(F) ≤Me−anα , n ≥ 0,
for some M, a, α > 0. Then, setting β := α
1+α
, one has
σˆn(F) ≤ Cmax{Me−cnβ , ε}, n ≥ 0,
where c, C are constants that depend on a, α and on the weakness parameter γ.
We do not provide the proof which is similar to the proof of Theorem 3.4.
4 Direct comparison between σn(F) and dn(F)
The results of the previous section show that estimates on the rate of decay of σn(F) may
be derived from estimates on the rate of decay of dn(F), but they do not provide a direct
comparison between the individual quantities σn(F) and dn(F). In this section, we discuss
such comparison and show, in particular, that estimates of the form σn(F) ≤ Cdn(F) cannot
be met.
4.1 Good approximating subspaces
The optimal subspace for the Kolmogorov width dn(F) is not necessarily generated by ele-
ments from F . However, we are considering only subspaces of the latter type in our approx-
imation algorithms. Thus, it is of interest to understand how well we can approximate F
when using spaces Y of dimension n, where Y is spanned by n elements from F . That is,
Y = span{g1, . . . , gn}, where gi ∈ F , i = 1, . . . , n. We define Mn(F) to be the collection of
all such subspaces Y and set
d¯n(F) := inf
Y ∈Mn(F)
sup
f∈F
dist(f, Y ).
Clearly d¯n(F) ≥ dn(F). The following result draws a comparison between dn and d¯n.
Theorem 4.1 The following holds:
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(i) For any compact set F and any n ≥ 0, we have d¯n(F) ≤ (n+ 1)dn(F).
(ii) Given any n > 0 and ǫ > 0, there is a set F such that d¯n(F) ≥ (n− 1− ǫ)dn(F).
Proof: To see (i), let Y be the optimal Kolmogorov space for F of dimension n. We let
φ1, . . . , φn be an orthonormal basis for Y and let P be the projection onto Y . Therefore, for
any f ∈ F ,
Pf =
n∑
j=1
〈f, φj〉φj,
and ‖f − Pf‖ ≤ dn(F), f ∈ F . For any {f1, . . . , fn} ⊂ F , we consider the determinant
D(f1, . . . , fn) := det(〈fi, φj〉) and choose f1, . . . , fn to maximize the absolute value of this
determinant. For any f ∈ F , we can write Pf =∑ni=1 αiPfi, where
αi =
D(Pf1, . . . , P fi−1, P f, Pfi+1, . . . , P fn)
D(Pf1, . . . , P fn)
=
D(f1, . . . , fi−1, f, fi+1, . . . , fn)
D(f1, . . . , fn)
,
because P is an orthogonal projector. From the definition of f1, . . . , fn, we have that |αi| ≤ 1.
Now, we can write
f −
n∑
i=1
αifi = f − Pf +
n∑
i=1
αi[Pfi − fi].
It follows that
‖f −
n∑
i=1
αifi‖ ≤ (n + 1)dn(F),
as claimed.
As for (ii) let µ > 0 and F = {f1, f2, . . . , fn, fn+1, 0, . . . , 0, . . .}, where fj := ej + µen+1,
j = 1, . . . , n, and fn+1 :=
∑n
j=1 ej + µen+1. By choosing Y
∗ := span{e1, . . . , en}, we see
that dn(F) ≤ µ. Now consider any n dimensional space Y = span{g1, . . . , gn} with the
gj ∈ F . If fn+1 is not one of the gj, then the only choice of Y is Y = span{f1, . . . , fn}.
For this choice of Y , the vector y := −en+1 + µ
∑n
j=1 ej is orthogonal to Y and has
norm ‖y‖ =
√
1 + nµ2. So the error in approximating fn+1 by the elements of Y is
(1 + nµ2)−1/2〈y, fn+1〉 = (1 + nµ2)−1/2(n − 1)µ. On the other hand, if fn+1 is included as
one of the g1, . . . , gn, then one of the fj , j = 1, . . . , n, is not included. Without loss of gen-
erality, we can assume that this is f1. Now, we can take y := (n− 2)µe1 − µ
∑n
j=2 ej + en+1
which has norm
√
1 + µ2(n2 − 3n+ 3). This gives that the error in approximating f1 is
(n− 1)µ(1 + µ2(n2 − 3n + 3))−1/2. So for either of these two cases, if we take µ sufficiently
small we obtain (ii). 
Remark 4.2 Since σn(F) ≥ d¯n(F), an immediate consequence of the second item in the
above theorem is that given any n > 0 and ǫ > 0, there is a set F such that σn(F) ≥
(n− 1− ǫ)dn(F). In particular, this shows that one cannot expect a general estimate of the
form σn(F) ≤ Cdn(F). Note also that there is no contradiction between this second item
and the result of Theorem 3.1 concerning polynomial rate of decay.
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4.2 An improvement of (1.4)
We shall now show that (1.4) can be improved by replacing the factor n2n by 2n. Here, we
work in the specific setting of the exact greedy algorithm corresponding to γ = 1, and use the
matrix formulation of the greedy algorithm introduced in §2. The main vehicle for proving
this upper estimate is to understand how well the coordinate vectors ei can be represented
as a linear combination of the fj , j = 0, 1, . . . , i. This information is provided by the inverse
of the matrix A. We shall need the following lemma reflecting this fact.
Lemma 4.3 For each n ≥ 1, we can write
σnen =
n∑
j=0
bn(j)fj, (4.1)
where
n∑
j=0
|bn(j)| ≤ 2n. (4.2)
Proof: Bounds of this type were given in [1]. For completeness, we repeat the simple proof.
Let bn := (bn(j))
n
j=0 and An be the submatrix of A formed by all entries ai,j , 0 ≤ i, j ≤ n.
The j-th row (aj,i)
n
i=0 of A can be identified with fj and (4.1) can be then rephrased as
Atnbn = σnen.
Since this is an upper triangular system, it can be solved by back substitution which yields
bn(n) = 1 and for j = n− 1, . . . , 0,
σjbn(j) = −
n∑
i=j+1
bn(i)ai,j . (4.3)
From P2, we have |ai,j| ≤ σj , i ≥ j + 1. Using this in (4.3) gives
|bn(j)| ≤
n∑
i=j+1
|bn(i)|.
Since bn(n) = 1, we obtain |bn(n− 1)| ≤ 1 and in general |bn(n− j)| ≤ 2j−1, 1 ≤ j ≤ n. We
obtain (4.2) by adding these inequalities. 
Theorem 4.4 Let F be an arbitrary compact set in a Hilbert space H. For each n = 1, 2, . . .
we have
σn(F) ≤ 2
n+1
√
3
dn(F). (4.4)
Proof. Let Y be a space of dimension n which attains dn(F). Then, in particular, we have
dist(fj , Y ) ≤ dn(F), j = 0, . . . , n. (4.5)
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Since the k-th coordinate of each of the vectors fj, j = 0, . . . , n, is zero for k ≥ n + 1,
we can achieve (4.5) for a space Y of dimension n contained in the span{e0, . . . , en}. By
(4.5), we can find for each j = 0, . . . , n, a yj ∈ Y such that ‖fj − yj‖ ≤ dn(F). Setting
vi :=
∑i
k=0 bi(k)yk ∈ Y , it follows from Lemma 4.3 that
dist(σiei, Y ) = ‖σiei − vi‖ ≤ 2idn(F), i = 0, 1 . . . , n.
Now Y can be characterized by a unit vector y = (y(0), . . . , y(n)) ∈ span{e0, . . . , en} which
is orthogonal to Y . For this y, we have from (4.2) that
σn|y(i)| ≤ |σiy(i)| = |〈σiei, y〉| = |〈σiei − vi, y〉| ≤ ‖σiei − vi‖ ≤ 2idn(F), i = 0, . . . , n.
Thus,
σ2n = σ
2
n
n∑
i=0
|y(i)|2 ≤ dn(F)2
n∑
i=0
22i ≤ 2
2n+2 − 1
3
dn(F)2 ≤ 2
2n+2
3
dn(F)2,
which completes the proof of the theorem. 
For any n > 0, we finally present an example of a set F = Fn such that for the exact
greedy algorithm
σn(F) ≥ (1− ε)2ndn(F) for all ε > 0,
which reveals that Theorem 4.4 is sharp safe for the constant 2/
√
3. An example with a
similar type of implication was also given in [1]. In our example, the lower triangular matrix
A, defined in §2, has the following form: the j- th column has σj in position (j, j) and all
entries in positions (i, j) with 0 ≤ j < i ≤ n will equal a fixed constant aj . All rows of A
with indices i > n are identically zero.
Let t0 = 1, t1, t2, ..., tn be positive real numbers. We define
σ0 := 1, σk+1 :=
k∏
j=0
2
√
tjtj+1
tj + tj+1
= σk
2
√
tktk+1
tk + tk+1
, k = 0, . . . , n− 1.
Since each factor in the product is less or equal to 1, the sequence σk is non-increasing.
Furthermore, we define ak := σk
tk − tk+1
tk + tk+1
. These values for ak serve to define the matrix A
as described above. We note that σ2k = a
2
k + σ
2
k+1, k = 0, . . . , n− 1, from which we derive
σ2k +
k−1∑
j=0
a2j = 1, k = 0, ..., n. (4.6)
We define fk as the k-th row of A and F = {f0, f1, f2, . . . }. Thus, A satisfies properties
P1 and P2 and, according to Remark 2.1, it follows that A is a matrix that represents a
possible scenario of the weak greedy algorithm applied to F . In fact, since aj,j = σj , this
scenario corresponds to the particular case of the exact greedy algorithm. Note also that by
(4.6) each fk has norm one.
We want now to show that with a suitable choice of the tk, the Kolmogorov width
dn(F) will be quite small. For this, it will be enough to construct a unit length vector
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y =
∑n
j=0 y(j)ej, whose inner product with each of the fk, k = 0, . . . , n, is small. We
define ε := 1√Pn
j=0 tj
and y(j) := ε
√
tj which gives that ‖y‖ = 1. We first note that
〈f0, y〉 = σ0ε
√
t0 = ε. We can compute the other inner products of y with the fk by using
the following equality
〈fk+1, y〉 = σk+1ε
√
tk+1 +
k∑
j=0
ajε
√
tj
= σk+1ε
√
tk+1 + akε
√
tk +
k−1∑
j=0
ajε
√
tj
= σkε
{√
tk+1
2
√
tktk+1
tk + tk+1
+
√
tk
tk − tk+1
tk + tk+1
}
+
k−1∑
j=0
ajε
√
tj
= σkε
2tk+1
√
tk + tk
√
tk − tk+1
√
tk
tk + tk+1
+
k−1∑
j=0
ajε
√
tj
= σkε
√
tk +
k−1∑
j=0
ajε
√
tj
= 〈fk, y〉 , k = 0, . . . , n− 1.
Thus 〈fk, y〉 = ε for k = 0, ..., n. If we take Y as the linear space contained in span{e0, . . . , en}
which is orthogonal to y, then Y has dimension n and therefore
dn(F) ≤ ǫ.
As a particular choice, we now choose tk := r
k, k = 0, . . . , n, where r is large. Then,
one checks that σn = 2
nr−n/2(1 + 1/r)−n. In addition, 1
ε
=
√∑n
j=0 r
j =
√
rn+1−1
r−1
≥ rn/2.
Therefore,
σn(F)
dn(F) ≥ 2
n(1 + 1/r)−n.
If we let r →∞ with n fixed, we see that in general we cannot have an estimate better than
that given in (4.4) save for the factor
√
4/3.
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