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We study the SYK4 model with a weak SYK2 term of magnitude Γ beyond the simplest
perturbative limit considered previously. For intermediate values of the perturbation strength,
J/N  Γ J/√N , fluctuations of the Schwarzian mode are suppressed, and the SYK4 mean-field
solution remains valid beyond the timescale t0 ∼ N/J up to t∗ ∼ J/Γ2. Out-of-time-order correla-
tion function displays at short time intervals exponential growth with maximal Lyapunov exponent
2piT , but its prefactor scales as T at low temperatures T ≤ Γ.
Introduction. The Sachdev-Ye-Kitaev model [1–4]
presents a rare example of an analytically tractable the-
ory of strongly correlated fermions. While the original
SYK4 model with only fourth-order terms in the Hamil-
tonian looks exotic from the condensed matter perspec-
tive, the inclusion of quadratic terms brings the the-
ory closer to the world of strongly interacting electrons.
Thus, the SYK4 Hamiltonian with a small SYK2 per-
turbation is a reasonable model in this regard. In the
mean-field approximation (which is exact in the limit of
infinite number of Majorana modes N), the SYK2 term
is always dominant at temperature T = 0 [5–10]. More
exactly, the saddle point solution for the SYK4 Green
function, Gsp4(t) ∝ 1/
√
t, turns to Gsp2(t) ∝ 1/t (char-
acteristic of a Fermi liqid) at longer times. At finite N ,
the SYK4 phase is stable to quadraic perturbations below
some threshold [11] due to soft mode fluctuations, which
change the asymptotic behavior of the Green function to
Gfluc(t) ∝ 1/t3/2 at t  t0 ∼ N/J [4]. The stability
result, originally obtained via straightforward perturba-
tion theory [11], was later generalized to several related
models (tunnelling between different SYK grains, com-
plex fermions) and to the renormalization group (RG)
framework [12, 13]. The threshold value of perturbation
strength Γ was estimated as Γc ∼ J/N and is more ac-
curately determined below. If Γ > Γc, then the system
behaves as a Fermi liquid at the longest times.
In the present Letter, we extend the results [11–13] in
two important directions. First, we present a method
to analyze the SYK4+SYK2 model beyond perturbation
theory or its RG-like variant. Second, our new method
works at a finite temperature (which is assumed to be
greater than the temperature Tgl of an expected [14]
glass transition). In particular, we study a previously
unexplored range of intermediate strengths of the SYK2
term, J/N  Γ J/√N . In this regime, the quadratic
perturbation is weak at the time scale t ≤ t0 ∼ N/J ,
where the saddle-point (conformal) solution Gsp4 is ap-
plicable. Paradoxically, we find that the perturbation
stabilizes the conformal solution Gsp4(t) ∼ 1/
√
t for ex-
tended times, t  t0, where the Green function of the
pure SYK4 model is modified by the soft mode fluctu-
ations. Only at the longest time scale, t ≥ J/Γ2  t0,
the conformal solution Gsp4 gives way to the Fermi-liquid
solution Gsp2(t) ∝ 1/t.
Our results are best undersood using the geometric
interpretation [15] of the Schwarzian theory in terms of
an auxiliary particle whose trajectories are closed curves
in the hyperbolic plane. The quadratic perturbation is
then described as the particle being coupled to a free
scalar Bose field. For sufficiently strong coupling, Γ 
J/N , a polaron-type bound state is formed, resulting in
increased rigidity of the curve and the suppression of its
fluctuations.
The model and basic equations. The Hamiltonian in-
volves N Majorana operators χ1, . . . , χN and has the fol-
lowing form:
H =
1
4!
∑
i,j,k,l
Jijklχiχjχkχl +
i
2!
∑
Γijχiχj . (1)
Here (Jijkl) and (Γij) are anti-symmetric tensors. Each
of their components is a Gaussian random variable with
zero mean and the following variance: J2ijkl =
3!J2
N3
and Γ2ij =
Γ2
N . We assume that Γ  J . When
averaging over disorder (i.e. over Jijkl and Γij), the
Green function is taken to be diagonal in replicas. This
is self-consistent above the glass transition tempera-
ture Tgl, where
√
N ≤ ln(J/Tgl) ≤ 23s0N with s0 =
0.4648.., see [16]. We consider the problem in imagi-
nary time, introduce new fields G(τ, τ ′), and impose the
constraint G(τ, τ ′) = −(1/N)∑Ni=1 χi(τ)χi(τ ′) using La-
grange multiplier fields Σ(τ, τ ′). By performing the func-
tional integral over the Grassmann variables χi, we ob-
tain an effective action for G and Σ. The result has the
form S = SSYK + S2, where
2
N
SSYK = tr ln(−∂τ − Σ)
+
∫ [
Σ(τ, τ ′)G(τ, τ ′)− J
2
4
G(τ, τ
′)4
]
dτ dτ ′
(2)
2
N
S2 = −Γ
2
2
∫
G(τ, τ ′)2 dτ dτ ′. (3)
The action SSYK with the derivative term neglected —
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2which is applicable for t  1/J — is invariant under
reparametrizations of time. In particular, this abridged
action has a degenerate saddle: along with a unique con-
formal (i.e. PSL(2,R)-invariant) saddle point (Gc,Σc),
there is a manifold of related points (Gϕ,Σϕ). It is
parametrized by functions ϕ that map the circle of length
β = 1/T to the circle of length 2pi:
Gϕ(τ1, τ2) = J
−2∆Gc
(
ϕ(τ1), ϕ(τ2)
)
ϕ′(τ1)∆ϕ′(τ2)∆,
Gc(ϕ1, ϕ2) = −b∆ sgn(ϕ12)|ϕ12|−2∆,
(4)
where ∆ = 14 , b =
1
4pi , and ϕ12 = 2 sin
ϕ1−ϕ2
2 . (The cor-
responding expressions for Σ differ by the replacement
∆→ 1−∆ and an overall factor of J2.) The term with
∂τ in the original action (2) lifts the degeneracy and leads
to the “Schwarzian action” defined on the soft mode man-
ifold (4). Thus, the complete action (together with the
quadratic term) becomes
S[ϕ] = − γ
J
∫ β
0
Sch(eiϕ(τ), τ) dτ
− NΓ
2
4
∫
Gϕ(τ1, τ2)
2 dτ1 dτ2
(5)
where Sch(f(x), x) =
(
f ′′
f ′
)′ − 12( f ′′f ′ )2 is the Schwarzian
derivative, γ = αSN , and αS ∼ 0.01 is a numerical con-
stant [2, 3]; also see a comment on that matter in [11].
The use of action in the form of Eq. (5) needs some
explanation. Although the second term in that equa-
tion is equal to S2 defined by (3), the function Gϕ in it
belongs to the soft mode manifold. In contrast, the G
in the original action SSYK + S2 is completely general,
so S2 plays a dual role: i) it competes with the main
term SSYK in determining the saddle point solution, and
ii) it reduces soft mode fluctuations since its very pres-
ence breaks down the reparametrization symmetry. The
strength of the first effect is controlled by the parameter
Γ/J and does not depend on N . This is why for small
values of Γ/J , it is natural to start our analysis from ef-
fect ii), which is captured by Eq. (5). We will see that
the second term suppresses soft-mode fluctuations and
extends the domain where the SYK4 conformal solution
is valid.
Geometric interpretation and the polaron analogy. The
following picture is conceptually important, but we will
do most calculations by a different method. Therefore,
this section will be brief; more details can be found in
the Supporting Material.
The geometric interpretation of the Schwarzian ac-
tion [15] is based on a correspondence between functions
ϕ as described above and closed curves on the hyper-
bolic plane. Such curves may be parametrized by the
proper length ` = Jτ , which will be used instead of τ
for the purpose of this discussion. In the Poincar disk
model with metric ds2 = 4(1−r2)2 (dr
2 + r2dϕ2), the curve
is given by the equations ϕ = ϕ(`) and r = 1 − ϕ′(`).
This representation is valid if ϕ′′(`)  ϕ′(`)  1, which
is true for a typical curve of length L = Jβ  1 in
the statistical ensemble. Under the same conditions, we
have Sch(eiϕ(`), `) = K − 1, where K is the extrinsic
curvature of the curve at the given point. This allows
for an elegant representation of the Schwarzian action
SSch = −γ
∫ L
0
Sch(eiϕ(`), `) d` in terms of the length of
the curve and the enclosed area; however, some regu-
larization is necessary in order to define the functional
integral [15]. Replacing the function ϕ with the curve X,
we may rewrite Eq. (5) as follows:
S[X] = SSch[X]− 1
2
∫
GΦ
(
X(`1), X(`2)
)
d`1 d`2, (6)
where GΦ(r1, ϕ1; r2, ϕ2) ∝ |ϕ12|−2∆(1 − r1)∆(1 − r2)∆
near the disk boundary. The function GΦ can be identi-
fied with the propagator of a scalar boson Φ. Thus, the
nonlocal interaction between different points of the curve
is decoupled, such that the action (32) is obtained from
S[X,Φ] = SSch[X] + SΦ[Φ] +
∫ L
0
Φ(X(`)) d` (7)
by integrating out Φ.
The action (7) is similar to the polaron problem, where
an electron in a crystal interacts with an elastic deforma-
tion. By analogy with the heavy polaron, we will look for
a mean-field solution where the field Φ forms a potential
well close to the boundary of the Poincare disk. The gen-
eral form of Φ in this region is Φ(r, ϕ) = Λ(ϕ)(1 − r)∆,
and the solution in question is Λ(ϕ) = const. The curve
roughly follows the circle r = 1− 2piL and slightly wiggles.
This behavior may be understood as a localized state
of a quantum particle, whose coordinate is conveniently
defined as ξ = − ln(γ(1− r)).
Adiabatic action and its saddle. We proceed with a
formal solution for the polaron. It is convenient to rescale
time as τ → Jτγ and to introduce a similarly rescaled
inverse temperature β˜ and a new coupling constant g:
β˜ =
Jβ
γ
, g =
b2∆
2
NΓ2
J2
γ2−4∆ =
Nγ
4
√
pi
Γ2
J2
. (8)
Then the action (5) reads:
S[ϕ] = −
∫ β˜
0
Sch(eiϕ(τ), τ) dτ − g
2
∫
Gϕ(τ1, τ2)
2 dτ1 dτ2.
(9)
Now we reduce the path integral with this action to
some solvable quantum mechanical problem. To imple-
ment this idea, we introduce new time-dependent vari-
ables ξ(τ) = − ln (ϕ′(τ)) and Ξ(τ) = [ϕ′(τ)]1/2, and the
corresponding Lagrange multipliers λ(τ) and Λ(τ). This
means inserting δ(ϕ′− e−ξ) = ∫ +i∞−i∞ exp(λ(ϕ′− e−ξ)) dλ2pii
and δ(Ξ−e−ξ/2) (expressed likewise using Λ) in the func-
tional integral. Thus, the action takes the form
3S[ϕ, ξ, λ,Ξ,Λ] =
∫ β˜
0
(
ξ′2
2
− λ (ϕ′ − e−ξ)− 1
2
e−2ξ − Λ
(
Ξ− e−ξ/2
))
dτ − g
2
∫∫
Ξ(τ1)Ξ2(τ2)
|ϕ12| dτ1 dτ2. (10)
We assume that β˜  1 so that the term 12e−2ξ is rela-
tively small. It will be neglected in our analysis.
We treat action (10) using adiabatic approximation,
with ξ being the fast variable. That is, the functional
integral of e−S over ξ is performed under the assumption
that ϕ′(τ), λ(τ), Ξ(τ), and Λ(τ) are constant at a suitable
time scale τ∗ (to be determined later). The result has the
form e−Seff , where
Seff [ϕ, λ,Ξ,Λ] =
∫ β˜
0
(
E0(λ,Λ)− λϕ′ − Λ Ξ
)
dτ
− g
2
∫
|ϕ12|−1Ξ(τ1)Ξ(τ2) dτ1 dτ2
(11)
and E0(λ,Λ) is the ground state of the effective Hamil-
tonian for the variable ξ,
Hˆλ,Λ = −1
2
∂2ξ + Λe
−ξ/2 + λe−ξ. (12)
This Hamiltonian has bound states with energies
En = − (κ− 1− 2n)
2
32
, n = 0, . . . ,
⌊
κ− 1
2
⌋
, (13)
where κ = −
√
8
λΛ. The corresponding eigenfunctions
ψn(ξ) are provided in the Supporting Material. The char-
acteristic time for the adiabatic approximation can be
estimated as τ∗ ∼ (E1 − E0)−1 = 8κ−2 . Such an esti-
mate is certainly correct for a harmonic oscillator, where
the oscillation period is the only relevant time scale. The
Hamiltonian (12) is similar if κ 1. We will see that the
last condition actually guarantees adiabaticity, i.e. that
φ′, λ, Ξ, Λ do not fluctuate at the time scale τ∗. In fact,
the fluctuations at all time scales are small enough to be
considered Gaussian.
Our next goal is to derive an effective action for ϕ.
To this end, we find the saddle point of the action (11)
with respect to the other variables. The saddle point
conditions for λ, Λ, and Ξ read:
ϕ′ = ∂E0∂λ =
κ−1
32
κ
λ , Ξ =
∂E0
∂Λ = −κ−116 κΛ , (14)
Λ(τ1) = −g
∫
dτ2
Ξ(τ2)
|ϕ12| . (15)
Eqs. (14) allow one to eliminate λ and Λ from various
formulas; in particular, the definition of κ is equivalent
to the relation Ξ2 = κ−1κ ϕ
′. The integrand in the first
term of the action (11) can be written as
E0(λ,Λ)− λϕ′ − Λ Ξ = κ− 1
32
, (16)
and Eq. (15) becomes an equation for κ(τ):
κ2(τ1) η(τ1) = 16g
∫
dτ2
η(τ2)
√
ϕ′(τ1)ϕ′(τ2)
|ϕ12| , (17)
where η(τ) =
√
1− κ−1(τ). Finally, the effective action
is reduced to
S =
∫ β˜
0
κ− 1
32
dτ − g
2
∫
dτ1dτ2
η(τ1)η(τ2)
√
ϕ′(τ1)ϕ′(τ2)
|ϕ12| .
(18)
Now, let κ 1 so that η(τ) ≈ 1. Furthermore, we will
assume (and later verify) that the fluctuations are small,
and hence, both ϕ′ ≈ 2pi/β˜ and κ are nearly constant.
Then Eq. (17) is simplified as follows:
κ2 = 16g
∫
dϕ(τ2)∣∣∣2 sin(ϕ(τ1)−ϕ(τ2)2 )∣∣∣ ≈ 32g ln
(
κβ˜
16pi
)
, (19)
where we have used the cutoff |τ1 − τ2| > τ∗ ≈ 8κ for the
logarithmic integral. As for the effective action (18), its
first term may be neglected (see Supporting Material).
Expressing ϕ′ as a function of ϕ, namely, ϕ′(τ) = ε(ϕ),
we get:
S ≈ −g
2
∫ 2pi
0
∫ 2pi
0
dϕ1
ε(ϕ1)
dϕ2
ε(ϕ2)
(
ε(ϕ1)ε(ϕ2)
ϕ212
)1/2
. (20)
This action attains its minimum at the constant field
configuration, ε(ϕ) = 2pi/β˜, as well as all configurations
related to it by PSL(2,R) symmetries.
The minimum value of the action, Smin ≈ −β˜κ2/32,
determines a correction to the SYK free energy:
F ≈ E0 −Ns0T − J
γ
κ2
32
. (21)
Thus, the entropy of the system is equal to Ns0 − gJγT .
Note that this function vanishes at T ∼ Γ2/J , which is
roughly the temperature at which the SYK4 conformal
Green function gives way to the Fermi liquid behavior.
Fluctuations. Let us estimate the fluctuation of ε(ϕ)
around ε0 = 2pi/β˜ and show that they are small. In addi-
tion to the adiabatic action S given by Eq. (20), we need
the first non-adiabatic correction. The latter is identical
to the Schwarzian action (see Supplement). We consider
the Fourier series ε(ϕ) = ε0 +
1
2pi
∑
n δεne
inϕ, expand
the effective action SSch + S up to the second order in
δεn with n 6= 0, and calculate the Gaussian expectation
values 〈δεnδε−n〉. (Note that δε0 is determined by the
equation
∫
dϕ
ε(ϕ) = β˜.) This calculation, which can be
found in the Supplement, gives the following result:
Kε(n) ≡ 〈δεnδε−n〉
ε20
=
2piε0
ε20(n
2 − 1) + (g/2)ψ˜(n) (22)
where ψ˜(n) = ψ(n+ 12 )−ψ(− 12 ) and ψ(x) is the digamma
function; thus, ψ˜(n) ≈ ln(n) for n  1. Eq. (22) is ac-
curate for n  n∗ ≡ (ε0τ∗)−1 = κβ˜/(16pi) because it
4was derived from the effective action that is valid at suf-
ficiently long times, τ  τ∗ = 8/κ. However, no incon-
sistency occurs at greater values of n: for n & n∗, the
first term in the denominator of (22) starts to dominate
over the second one, and the fluctuations are suppressed.
The summation of the r.h.s. of Eq. (22) over all n, or just
those with |n| ≤ n∗, leads to the estimate
〈(δε)2〉
ε20
≈ 1
0n∗
=
8
κ
 1. (23)
Thus, the fluctuations of ε(ϕ) are much smaller than its
typical value if κ 8.
As parameter κ decreases toward unity, the fluctua-
tions become strong and the adiabatic approximation
breaks down. At κ ∼ 1, we expect a transition into
another phase of our model, where the SYK2 term is
irrelevant at all time scales [11]. In terms of the origi-
nal parameters of the model, the transition occurs when
Γ becomes smaller than its critical value given by the
equations
Γc ∼ J√
Nγ lnn∗
, n∗ =
J
16piγT
 1, (24)
where γ = αSN . Note that critical value Γc decreases
logarithmically with the decrease of the physical temper-
ature T .
Fermion Green functions. The estimate (23) confirms
that dynamics of our combined SYK4+SYK2 problem
is described by the saddle-point approximation as long
as parameter κ is large. In particular, it means that
the fermion Green function G(ϕ,ϕ′), see Eq.(4), can be
calculated within saddle-point approximation ε(ϕ) = ε0,
if κ  1 and all relevant time-scales are long, β > |τ −
τ ′|  8/κ. Now we need to account for the modification
of the saddle-point due to S2 term in the action. Coming
back to the original units of time and energy and using
Eq.(19), we find that the SYK4 conformal solution (4) is
applicable (if Γc ≤ Γ J/
√
N) at
max(T, ) ≥ Γ
2
J
(25)
At lower temperature/energy scales modification of the
saddle-point equation for the action (2) due to the Γ-term
(3) should be taken into account; it is known [5–10] to
produce a Fermi-liquid behavior at low energy scales.
Conformal solution (4) describes single-particle
fermionic Green function of the original problem with
Hamiltonian (1). Additional information on its quantum
dynamics is provided by higher-order fermion Green
functions defined as G(p)(τ, τ ′) ≡ (− 1N ∑i χi(τ)χi(τ ′))p.
It can be shown (see Supplementary Material, sec.III)
that the functions G(p)(τ, τ ′) with p  N can be
calculated by means of the effective action (20) and its
propagator (22). To find them, we need just to average
p-power of the conformal solution (4) over fluctuations of
variables ξ and ϕ described by the polaron bound-state:
G(p)(τ1, τ2) = (−1)p〈
[
be−ξ1−ξ2 sin−2( 12 (ϕ1 − ϕ2))
]p/4〉.
The result of calculations (provided in the SM, sec.III)
reads (remember that κ N):
G(p)(τ1 − τ2)
[G(τ1 − τ2)]p = exp
[
p2
4κ
(1 + f(θ12))
]
(26)
where θ12 = 2piT (τ1 − τ2) and function f(θ) is provided
below (n∗ε0 = κ/8):
f(θ) =
2 + n∗θ
(n∗θ)2
[
2n∗θ cosh
(
n∗θ
2
)
− 4 sinh
(
n∗θ
2
)]
exp
{
−n∗θ
2
}
=
{
1 n∗θ  1
θn∗
3 n∗θ  1
(27)
Two terms in the exponent of Eq.(26) come from the
averaging over fluctuations of ξ1,2 (1st term) and angular
variables ϕ1,2.
OTOC The Out-of-Time Order Correlator is defined
as the following irreducible average:
F(θ1, θ2; θ3, θ4) = 〈〈G(θ1, θ2)G(θ3, θ4)〉〉 (28)
where 〈..〉 means averaging w.r.t. fluctuations of δε(ϕ).
We assume that Re θ3 > Re θ1 > Re θ4 > Re θ2. The
function F depends, in general, on 4 independent vari-
ables but here we consider the special case θ1 =
pi−θ
2 ,
θ2 =
−pi−θ
2 , θ3 =
pi+θ
2 , θ4 =
−pi+θ
2 , see for example
Ref. [17]. It is convenient to introduce the function
f(θ) = F(θ1,θ2;θ3,θ4)G(θ1,θ2)G(θ3,θ4) ; we calculate its major term of the
order of O(1/N) in the limit N  1. After the calcula-
tion of f(θ) within the imaginary time technique, we need
to perform analytical continuation to real times by the
substitution f(θ → −iε0t) ≡ F (t). Exponential growth
of F (t) at short times demonstrate quantum-chaotic be-
haviour of the system.
To calculate f(θ) we first write G(θ1, θ2) =
〈G(θ1, θ2)〉+ δG(θ1, θ2), where
δG(θ1, θ2)
G(θ1, θ2)
=
1
2pi
∑
m6=0,±1
(imeimθ1 + imeimθ1 +
+ cot
(
θ1 − θ2
2
)(
eimθ2 − eimθ1)) εm
imε0
(29)
The same expansion is used for G(θ3, θ4), and the re-
sults are substituted into Eq.(28), leading to the follow-
5ing Fourrier series:
f(θ) =
1
(2pi)2
∑
m 6=0,±1
4 cos2(
mpi
2
) cos(mθ)Kε(m) (30)
=
1
pi2
∑
n 6=0
e2inθKε(2n)
where Kε(m) is provided by Eq.(22). The series in (30)
can be calculated by the transformation to the integral
over dn, which is determined (after analitic continuation
to real t and in the limit t  1/T ) by the contribution
of the single pole of Kε(2n) at n =
1
2 . Finally, we obtain
F (t) ≈ i ε0 e
2piTt
2ε20 + g(
pi2
4 − 2)
(31)
with ε0 = 2pi/β˜ ≡ 2piγT/J . The Lyapunov exponent
λ = 2piT is the same as in the pure SYK4 model, but the
pre-exponential factor is considerably modified, as second
term in denominator of Eq.(31) dominates at T  Γ.
Conclusions. We have shown that moderately strong
quadratic perturbation to the SYK4 model of N strongly
correlated Majorana fields can be described in terms of
a self-consistent polaron-type solution. The presence of
such a perturbation with a strength Γ in the range J/N ≤
Γ ≤ J/√N stabilizes conformal saddle-point solution for
the Majorana Green functionG() ∼ √ within a broader
energy/temperature range, down to T ∗ ∼ Γ2/J , where
crossover to a Fermi liquid occurs. However, fine fea-
tures of the obtained solution differ considerably from
the ”simple conformal limit”: higher-order Green func-
tions G(p)(τ) display exponential growth with p, Eq.(26),
and the prefactor of the OTO correlation function (31)
scales ∝ T at low temperatures T ∗ < T  Γ.
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I. THE EFFECTIVE ACTION
In this part, we will describe the solution of the problem using a geometrical approach. The logic will be the
same as in the main text. We derive the effective action in adiabatic approximation and then the first non-adiabatic
correction. Full action is provided in Eq.(53).
A. Adiabatic approximation
The action of the SYK model at the Hyperbolic plane (we use Poincar disk model) was presented at the main text.
After proper regularization it has the form:
S =
∫ β˜
0
{
1
2
gµνX˙
µX˙ν − γωµX˙µ
}
dτ − gγ
4
∫ β˜
0
dτ1dτ2χ
1/2
z(τ1),z(τ2)
(32)
Here gµν is a metric tensor and ωµ is the spin connection. We also introduced the following notations:
β˜ =
Jβ
γ
, g =
b2∆
2
NΓ2
J2
γ2−4∆ =
Nγ
4
√
pi
Γ2
J2
. χ =
(1− |z1|2)(1− |z2|2)
|1− z∗1z2|2
(33)
Here z is a complex coordinate of the point at the model. We will use coordinates ξ and ϕ which are defined as
z = tanh(ξ/2)eiϕ to solve our problem. We also perform HubbardStratonovich transformation, as a result the action
of the problem will be:
SSYK =
1
2
∫ β˜
0
[
ξ˙2
2 + sinh
2(ξ) ϕ˙
2
2 − γ cosh(ξ)ϕ˙
]
dτ
SΦ =
1
4gγ
∫
dµΦ(x)(−L− 14 + δ2)Φ(x)
Sint =
∫ β˜
0
Φ(x(τ))dτ (34)
Here L is the Laplace operator and dµ is the invariant measure on the hyperbolic plane and we should take a limit
δ → 0. If we integrate the bosonic field Φ we will obtain the previous action. We employ an adiabatic approximation,
assuming that the motion along the phase ϕ is much slower than along radial coordinate ξ. Then functional integral
over trajectories ξ(τ) can be done at fixed value of ϕ, which is the way to find an effective action for ϕ˙(τ). Since
parameter γ  1, we can use saddle point approximation for ϕ˙, which leads to the relation ϕ˙ = γ cosh(ξ)
sinh2(ξ)
. The effective
action is then defined in the following way:
Seff [ϕ(τ)] = ln
(∫
DΦDξδ
(
ϕ˙− γ cosh(ξ)
sinh2(ξ)
)
e−S
)
(35)
A Lagrange variable λ(τ) is used to remove the δ-function. Then we need to calculate the functional integral with
the action dependent of trajectories ξ(τ) and λ(τ):
S = SΦ + Sint +
∫ β˜
0
[
ξ˙2
2
− 1
2
γ2
cosh2(ξ)
sinh2(ξ)
− λ(τ)
(
ϕ˙− γ cosh(ξ)
sinh2(ξ)
)]
dτ (36)
' SΦ + Sint +
∫ β˜
0
[
1
2
ξ˙2 − λ(τ)
(
ϕ˙− 2γe−ξ(τ)
)]
dτ −
∫ β˜
0
2γ2e−2ξ(τ)dτ (37)
Representation (37) follows from Eq.(36) since the condition γ  1 leads also to ξ  1; we also omit irrelevant constant
γ2/2. Now calculation of the functional integral over ξ(τ) is reduced to the solution of the 1D quantum-mechanical
problem with the Hamiltonian
H = −∂
2
ξ
2
+ 2γλ(τ)e−ξ + Φ(ξ, ϕ(τ)) (38)
7It is the same Hamiltonian as one presented in the main text. Its eigenfunctions and eigenvalues will be presented
below. Last term in the action (37) was neglected in the Hamiltonian (38) due to its smallness w.r.t. other terms;
however, we will need this term later. The term Φ(ξ, ϕ) in Eq.(38) came from Sint term in Eq.(37). Explicit form of
Φ(ξ, ϕ) is to be obtained variationally. Variation of the full action over Φ leads to the relation
Φ0(ϕ, ξ) = −
∫
GΦ(ξ, ϕ|ξ′, ϕ′)ψ2g(ξ′, ϕ′)
dϕ′
ε(ϕ′)
dξ′ (39)
where GΦ is the Green function of the operator −L − 14 + δ2, and the limit δ → 0 is implied. Full analysis of this
Green function is provided in Sec.IV below; here we need its asymptotic expression only (it coinsides with Eq.(80) in
the end of Sec.IV). GΦ(ξ1, ϕ1|ξ2, ϕ2) = 2gγ
(
e−ξ1−ξ2
ϕ212
)1/2
, where ϕ12 = 2 sin(
ϕ1−ϕ2
2 ).
Using Eq.(39) and the result of variation of the full action over λ(τ), we obtain, as explained in the main text:
Φ0(ξ, ϕ) = −κ
√
λγ
2
e−ξ/2 where λ(τ) =
κ(κ− 1)
32ϕ˙
and κ2 = 32g ln
(
κβ
16pi
)
(40)
We start our analysis of Eq.(38)) from the simplest case of ϕ˙ = ε0 ≡ 2pi/β˜. Then Schrodinger equation (38) with
potential (40) allows for exact ground-state ψg and excited bound-state solutions ψn. We provide these functions
below together with corresponding eigenvalues, assuming κ > 1:
ψg(χ) =
e−χ/2χκ/2−1/2√
2Γ(κ− 1) ; Eg = −
(κ− 1)2
32
(41)
ψn(χ) =
1√
2Γ(n+1)Γ(κ−n)
κ−2n−1
e−χ/2χ(−1−2n+κ)/2U(−n,−2n+ κ, χ) ; En = − (1 + 2n− κ)
2
32
(42)
where χ = 8
√
γλe−ξ/2 and U(n,m, χ) is confluent hypergeometric function; line (42) is valid for 1 + 2n < κ.
Now we need to generalize the above result for non-constant but slowly varying ϕ˙ ≡ ε(ϕ). Our goal is to determine
effective action Seff [ϕ(τ)]; equivalent representation can be obtained in terms of Seff [ε(ϕ)], since it is always assumed
that ϕ˙ ≡ ε(ϕ) > 0. Formally, this functional can be written as
Seff [ϕ(τ)] =
[
SΦ +
∫ β
0
Eg(λ(τ),Φ)dτ −
∫ β
0
λ(τ)ϕ˙dτ
]
saddle
(43)
where ”saddle” means that Φ and λ should be determined from the saddle point equations.
To find the energy of the ground state for a general choice of ε(ϕ) it is convenient to consider three terms in the
Hamiltonian (38) separately and notice that the term which contains λ(ϕ) is canceled out in the effective action (43).
Then we need to calculate the average of the two other terms in the Hamiltonian over the deformed ( dependent on
ε(ϕ)) ground state:
E˜g =
κ− 1
32
−
∫
GΦ(ξ, ϕ|ξ′, ϕ′)ψ2g(ξ′, ϕ′)ψ2g(ξ, ϕ)
dϕ′
ε(ϕ′)
dξ′dξ (44)
The first term in (44) comes from kinetic term in the Hamiltonian (38), its dependence on ε(ϕ) is weak and we neglect
it in the following. We will estimate its influence below. The second term, together with SΦ term in Eq.(43), combine
to our final result for the action in the adiabatic approximation:
Seff = −1
2
∫
GΦ(ξ, ϕ|ξ′, ϕ′)ψ2g(ξ′, ϕ′)ψ2g(ξ, ϕ)
dϕ′dϕ
ε(ϕ′)ε(ϕ)
dξ′dξ = −g
2
∫
κ− 1
κ
(
ε(ϕ1)ε(ϕ2)
ϕ212
)1/2
dϕ1dϕ2
ε(ϕ1)ε(ϕ2)
(45)
For the applicability of our adiabatic approximation strong inequility κ 1 is needed, thus κ−1κ ≈ 1.
B. Main non-adiabatic correction
The aim of this Section is to find the first non-adiabatic correction to the action. This correction is due to virtual
transitions between the levels of the 1D quantum mechanical problem with the Hamiltonian (38) which describes
motion along coordinate ξ. General form of such a correction to Seff is
δSeff =
[∑
n
∫ β
0
dτ
(∂τH)ng(∂τH)gn
(En(τ)− Eg(τ))3
]
saddle
(46)
8Here En is an energy of the excited state n which adiabatically depends on τ and (∂τH)ng is a matrix element of the
operator ∂τH between ground state and n-th state. Equation (46) can be obtained applying quantum-mechanical
perturbation theory with respect to time-dependent terms in the Hamiltonian. The expression (46) comes in the next
order after the Berry phase term.
To employ general form (46) for our purpose, it is convenient to introduce the following notations:
Mnα =
∫ ∞
0
ψn(χ)ψg(χ)χ
α 2dχ
χ
=
1√
Γ(n+1)Γ(κ−n)Γ(κ−1)
κ−2n−1
Γ(−1− n+ κ+ α)Γ(α+ n)
Γ(α)
(47)
In the limit κ 1 we have: Mnα = Γ(n+α)Γ(α) κα−n/2. Time derivative ∂H/∂τ can be written in the form
∂τH = 2γ∂τλe
−ξ − κ
√
γλ∂τλ
4λ
e−ξ/2 =
∂τλ
32λ
(
χ2 − κχ) (48)
Using Eq.(48) and notations (47) we write:
(∂τH)gn =
1
32
∂τλ
λ
(Mn2 − κMn1) = 1
32
∂τλ
λ
nκ2−n/2
√
Γ(n+ 1) (49)
Here the limit of large κ was used to obtain the last result. As En = − 132 (−κ + 2n + 1)2 and κ  1 the leading
contribution to the Seff comes from the first term in the sum. It brings us to the following expression:
δSeff =
1
2
∫ β
0
(
∂τλ
λ
)2
dτ =
1
2
∫ 2pi
0
dϕ
ε(ϕ)
(∂ϕε(ϕ))
2
(50)
The last expression follows from the expression for λ in (40).
Now we recall the last term in the action (37), which was not taken into account in the adiabatic approximation. In
the limit of large κ the contribution of this term into the ground-state energy can be evaluated as −2γ2 ∫ dξψ2g(ξ)e−2ξ.
Thus its contribution to the effective action is
δS = −1
2
∫ β
0
∫
dξψ2g(ξ)(2γe
−ξ)2 ≈ −1
2
∫ 2pi
0
dϕ
ε(ϕ)
ε2(ϕ) (51)
Combining the terms in Eqs.(50,51) we find total non-adiabatic contribution to the action
δSeff = −
∫ β
0
Sch
{
eiϕ(τ), τ
}
dτ (52)
which exactly reproduces the Schwarzian action known for the SYK4 theory. Full action is given by the sum of Eq.(52)
and Eq.(45):
Seff =
1
2
∫ 2pi
0
dϕ
ε(ϕ)
(
(∂ϕε(ϕ))
2 − ε(ϕ)2
)
− g
2
∫ (
ε(ϕ1)ε(ϕ2)
ϕ212
)1/2
dϕ1dϕ2
ε(ϕ1)ε(ϕ2)
(53)
In the next Section we will evaluate fluctuations of ε(ϕ) controled by the action (53).
II. FLUCTUATION CORRECTIONS
In the Section we analyze Gaussian fluctuations of the function ε(ϕ) using the action provided in Eq.(53), and
estimate corrections to the fermion Green function related to these fluctuations.
A. Gaussian fluctuations of the ε(ϕ) function
Consider the 2nd-order expansion of the action over Fourrier-components δεm defined as
ε(θ) = ε0 +
1
2pi
∑
m
δεme
imθ (54)
9We will assume δε(θ) ε0; equivalently, we write ϕ = θ + u(θ) and u(θ) 1. Do derive the action up to quadratic
terms in fluctuations, we need to expand ε(ϕ) up to a second order:
ε(ϕ) = ε0
dϕ
dθ
= ε0(1 + u
′(θ)) ≈ ε0(1 + u′(ϕ)− u(ϕ)u′′(ϕ)) (55)
The first term in Eq.(53) leads to:
1
2
∫ 2pi
0
dϕ
ε(ϕ)
(
(∂ϕε(ϕ))
2 − ε(ϕ)2
)
≈ ε0
2
∫ 2pi
0
dϕ
(
(u′′)2 − (1 + u′u′)
)
=
1
4piε0
∑
m
δεmδε−m(m2 − 1) (56)
The second term in Eq.(53) is not quite trivial to handle, since the integral over (ϕ1 − ϕ2) formally diverges, so
some regularization is needed. Explicit regulariation with invariant short-scale cut-off ϕ212/ε(ϕ1)ε(ϕ2) > l can be
used to demonstrate that higher harmonics εm are free from this log-divergency. Since this calculation is relatively
cumbersome, we present here simpler derivation based on dimensional regularization. Namely, we replace power 12
in the 2-nd term in (53) by some d < 12 and then take the limit d → 12 − 0. At d < 12 straightforward Fourrier-
transformation leads to (with the accuracy up to terms quadratic in εm):
g
4γ
∫ (
ε(ϕ)ε(ϕ′)
ϕ12
)d
dϕ′dϕ
ε(ϕ′)ε(ϕ)
=
1
2
g
4γ
∑
m 6=0
umu−m
m2
∫ 2pi
0
dϕ
2pi
2(d− 1)ε2d−40
(
1
4 sin2(ϕ)
)d
((d− 1) cos(2mϕ) + d)(57)
Then last integral in Eq.(57) can be calculated using the following formula:∫ 2pi
0
dϕ
2pi
(
1
4 sin2(ϕ)
)d
e2imϕ =
1
2 cos(pid)
Γ(m+ d)
Γ(2d)Γ(1 +m− d) (58)
where m is any integer number. We are interested in the m-dependent coefficients which are obtained by derivative
of the ratio Γ(m+ d)/Γ(m+ 1− d) over d, evaluated in the limit d→ 12 . The result reads
Seff ≈ 1
4piε0
∑
m
δεmδε−m(m2 − 1) + g
2
∑
m
ψ˜(m)
4piε30
δεmδε−m (59)
Here ψ˜(x) = Ψ(x + 1/2) − Ψ(−1/2) and Ψ(x) = (ln Γ(x))′ is the polygamma function. This action leads to the
following correlation function:
〈δεmδε−m〉 = 2piε
3
0
ε20(m
2 − 1) + g2 ψ˜(m)
(60)
We use it below for calculations of the corrections to fermion Green function.
B. Estimation of the fluctuations of the kinetic term
The contribution to the action from the kinetic term has the form:
Skin =
∫
κ
32
dτ κ2 = 32g ln
(
κ
8ε(ϕ)
)
(61)
Assuming smallness of fluctuations we can write κ = κ0 + δκ where κ0 is defined by ε(ϕ) = ε0. We will also define
a parameter α = 32g
κ20
 1. The connection between δκ and δε can be obtained from the definition of κ and has the
form:
δκ =
κ0
2
(
α
2
(
δε
ε0
)2
− αδε
ε0
)
(62)
This expression leads to the following form of the above action:
Skin =
1
2pi
g
2κ0
∑
n
δεnδε−n
ε20
(63)
One can see smallness of this part due to the factor 1κε0  1 with respect to the second term in the (59)
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C. Correction to the Green function
Fermion Green function can be obtained as an average of the field Gˆ(θ1, θ2), evaluated with the effective action
(53), where
Gˆ(θ1, θ2) = −
bγ2 ε(θ1)ε(θ2)
4 sin2
(
ϕ(θ1)−ϕ(θ2)
2
)
∆ (64)
The saddle point approximation (ϕ(θ) = θ) leads to 〈Gˆ(θ1, θ2)〉 = Gc = −
(
bγ2
ε20
θ212
)∆
. We are interested in the
quadratic correction to the Green’s function. So we need to find the second-order correction by δε to Gˆ :
δGˆ(θ1,θ2)
Gc(θ1,θ2)
= 12
∑
m6=±1,0〈δεmδε−m〉Om(θ1 − θ2)
Om(θ) = − ∆(2pi)2 sin2( θ2 )ε20m2 ((∆(1−m
2) + 1) cos(mθ) + cos(θ)
(
(∆− 1)m2 −∆ + ∆ (m2 + 1) cos(mθ))
−∆ (m2 + 1)+m2 + 2∆m sin(θ) sin(mθ)− 1)
For large κ only terms with large m will be important. In this case: Om(θ) =
2∆
(2piε0)2
(∆ − 1 + ∆ cos(mθ)) ∼ 2∆(2piε0)2
so we can write
δGˆ(θ1, θ2)
Gc(θ1, θ2)
∼ 1
2
2∆
(2piε0)2
∑
m 6=±1,0
〈δεmδε−m〉 = 1
2
2∆
2pi
∑
m6=±1,0
ε0
ε20(m
2 − 1) + g2 ψ˜(m)
∼ ∆
pi
1
ε0m∗
(65)
Here m∗ is defined us ε20(m
2
∗ − 1) = g2 ψ˜(m∗). For large κ we can write, using Eq.(40): ε0m∗ = κ8 , thus corrections to
fermion Green function are small at any θ.
III. HIGHER ORDERS OF THE FERMIONIC GREEN FUNCTION.
The major object of our theory is the Majorana Green function G(τ) averaged over disorder variables which enter
the Hamiltonian, Eq.(1) of the main text. However, local Majorana Green function Gi(τ, τ
′) = −〈χi(τ)χi(τ ′)〉 contains
more information about system’s dynamics. One of the methods to extract this additional information is to consider
higher-order Green functions, defined below:
G(p)(τ, τ ′) ≡ 〈
(
− 1
N
∑
i
χi(τ)χi(τ
′)
)p
〉 (66)
Here we restrict ourselves by the region of moderately high p N , where it is easy to show that
G(p)(τ1, τ2) = (−1)p
〈[
b
e−ξ1−ξ2
sin2( 12 (ϕ1 − ϕ2))
]∆p〉
= (−1)pC2∆p
〈[
b
4γ
ε(ϕ1)ε(ϕ2)
sin2( 12 (ϕ1 − ϕ2))
]∆p〉
Sϕ
(67)
Angular brackets in the middle formular of the above equation mean averaging over quantum action Seff , see Eq.(11)
of the main text. Formula in the R.H.S. of (67) is obtained after we take average over fluctuations of ξ1 and ξ2 over the
polaron groundstate ψg(ξ), and also use definition of the function Cα, see Eq.(15) of the main text and its equivalent
below:
Cα =
(
2γ
ε(ϕ)
)α ∫
e−αξψ2g(ξ, ϕ)dξ =
Γ(κ+ 2α− 1)
Γ(κ− 1) κ
−α(κ− 1)−α ≈ exp
(
2α2
κ
)
(68)
Final averaging over Sϕ in the R.H.S. of Eq.(67) should be done with the full phase-dependent action given by Eq.(53).
Last expression in Eq.(68) is valid in the main order of approximation for κ 1 and α 1.
Consider now the effect of integration over fluctuations of angular modes ε(ϕ) and define relevant measure for these
fluctuations
gp(τ1, τ2) =
〈G(p)(τ1, τ2)〉
C2∆pG
p
c(τ1, τ2)
= 〈exp [∆pδg(θ1, θ2)]〉 = exp
(
(∆p)2
2
〈(δg(θ1, θ2))2〉
)
(69)
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where Gc(τ1, τ2) is the conformal saddle-point Green function, while the function δg(θ1, θ2) is defined via the relation
ε(ϕ1)ε(ϕ2)
4 sin2(ϕ1−ϕ22 )
·
[
ε0ε0
4 sin2( θ1−θ22 )
]−1
≡ 1 + δg(θ1, θ2) = 1 + u′(θ1) + u′(θ2) + cot
(
θ1 − θ2
2
)
(u(θ2)− u(θ1)) (70)
We use here definitions ϕ = θ + u(θ) and ε(ϕ) = ε0
dϕ
dθ . To calculate the average in the R.H.S. of Eq.(69) we need to
expand the R.H.S. of Eq.(70) up to linear terms in u(θ) and then use Fourrier series:
δg(θ1, θ2) =
1
2pi
∑
m
(
imeimθ1 + imeimθ1 + cot
(
θ1 − θ2
2
)(
eimθ2 − eimθ1))um (71)
Now we can average R.H.S. of Eq.(69) in the Gaussian approximation, using representation (71) and correlation
function defined in (60). Correlation function in the θ-representation is (below θ = θ1 − θ2):
〈δg2(θ1, θ2)〉 = 1
(2pi)2
∑
m
(
2m cos
(
mθ
2
)
− 2 cot
(
θ
2
)
sin
(
mθ
2
))2
〈umu−m〉 (72)
≈ 1
2piε0
Re
∑
m 6=0,±1
1
m2
1
m2 +m2∗
[
2m2
(
1 + eimθ
)
+ 4im cot
(
θ
2
)
eimθ + 2 cot2
(
θ
2
)(
1− eimθ)]
=
1
ε0
(2 +m∗θ)
m3∗θ2
[
2m∗θ cosh
(
m∗θ
2
)
− 4 sinh
(
m∗θ
2
)]
exp
{
−m∗θ
2
}
≡ 8
κ
f(θ)
where ε0m∗ = κ/8 and last equality just defines a convenient notation. Asymptotic limits for the function f(θ) are
given by
f(θ) =
{
1 m∗θ  1
θm∗
3 m∗θ  1
(73)
Finally, combining Eqs.(67,68,69,72) and replacing ∆→ 14 we obtain
G(p)(τ1, τ2)
[G(τ1, τ2)]p
= exp
[
p2
4κ
(1 + f(θ12))
]
(74)
IV. THE GREEN FUNCTION OF THE BOSON FIELD ON THE HYPERBOLIC PLANE.
The action of the bosonic field is
SΦ =
1
2g
∫
dµΦ(x)(−L− 1
4
+ δ2)Φ(x) (75)
Here L is the Laplace operator and dµ is an invariant measure on the hyperbolic plane and δ → 0. We use the
Poincare´ disk model. The Green function of the bosonic field satisfy the following equation:
(−L− 1
4
+ δ2)G(z1, z0) = g
δ(z1 − z0)√
g(x0)
(76)
All objects here are invariant under SL(2, R) transformations so let us use transforms which maps z0 7→ 0 in this case
z1 7→ z1−z01−z1z¯0 . In new coordinates the form of equation will be the same but δ function will be localized in the origin
of the hyperbolic plane so we expect the rotation invariant solution. It leads us to the equation:[
−(1− u)2(u∂2u + ∂u)−
1
4
+ δ2
]
G(z) = g
δ(u)
4pi
(77)
Here u = |z|2. This equation can be written as the homogeneous equation with boundary conditions: the Green
function should decay faster than (1− u)1/2 at u → 1, while at u  1 it should behave as G(u) → − ln(u)4pi . Then we
come to the following result:
G(u) = g
1
4
(1− u) 12+δ2F1
(
1
2
+ δ,
1
2
+ δ, 1 + 2δ, 1− u
)
(78)
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Here 2F1(a, b, c;x) is a hypergeometric function. In the limit δ → 0
G(z1, z0) = g
√
wK(w)
2pi
where w =
(1− |z1|2)(1− |z0|2)
(1− z1z¯0)(1− z0z¯1) (79)
Here K(w) is the complete elliptic integral of the first kind. In the limit w → 0 we have:
GΦ(z1, z0) ≈ g
4
w1/2 (80)
It is the last form (80) for the Bose field Green function GΦ, which we use in the main text and in Sec.I above.
