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Global Stability Analysis of Nonlinear
Sampled-Data Systems using Convex Methods
Matthew M. Peet and Alexandre Seuret
Abstract In this chapter, we consider the problem of global stability of nonlinear
sampled-data systems. Sampled-data systems are a form of hybrid model which
arises when discrete measurements and updates are used to control continuous-time
plants. In this paper, we use a recently introduced Lyapunov approach to derive
stability conditions for both the case of fixed sampling period (synchronous) and
the case of a time-varying sampling period (asynchronous). This approach requires
the existence of a Lyapunov function which decreases over each sampling interval.
To enforce this constraint, we use a form of slack variable which exists over the
sampling period, may depend on the sampling period, and allows the Lyapunov
function to be temporarily increasing. The resulting conditions are enforced using
a new method of convex optimization of polynomial variables known as Sum-of-
Squares. We use several numerical examples to illustrate this approach.
1 Introduction to the Problem of Stability of Sampled-Data
Systems
Consider an aircraft in combat being remotely piloted by an operator. Directed en-
ergy or some other form of electronic warfare is used to deny portions of the electro-
magnetic spectrum and thus reduce the communication bandwidth between vehicle
and operator. The change in bandwidth restricts the rate at which information can be
transmitted to the vehicle. The question we ask is what is the minimum rate of trans-
fer of information the aircraft can tolerate before it becomes unstable. This situation
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is similar to the use of electronic countermeasures on an active radar-guided missile.
In both cases, there is a set of continuous-time dynamics representing the dynamics
of the controlled system. These continuous dynamics are regulated by continuous
real-time feedback using digital sensing and actuation. During normal operation, the
controller is updated continuously and so the digitization of the controller does not
affect the dynamics of the closed-loop system. When interference occurs, however,
the update rate of the controller may be sparse or unpredictable. In this case, the
system becomes neither discrete nor continuous, but rather a special type of hybrid
system referred to as a Sampled-Data system, modeled as
x˙(t) = f(x(t), x(tk)) for t ∈ [tk, tk + Tk], k = 1, · · · ,∞.
where tk+1 = tk+Tk for all k and Tk is the sampling period which may be constant
or may depend on k. Typically, systems of this form arise when the dynamics depend
on external updates - often through the use of a controller so that f(x(t), x(tk)) =
f∗(x(t), u(t)) with u(t) = k(x(tk)). The sampling period Tk may be thought of
as the time between updates from an external controller. In the scenarios described
above, Tk would vary with k - the so-called ‘asynchronous’ case. However, there are
certain situations when Tk may not vary from update to update - such as when as
when the controller is implemented using using an A/D converter with step-times.
We refer to this situation as the ‘synchronous’ case.
Linear Sampled-Data systems have been well-studied in the literature [1–4], in-
cluding work on nonlinear systems in [5, 6]. One popular approach has been to
regard the system in continuous-time and use a discontinuous, time-varying delay
to represent the hybrid part of the dynamics [7]. Unfortunately, this approach has
not been completely successful, as the understanding of nonlinear systems with
time-varying delay is itself a difficult problem. An alternative approach has been
to regard the system in discrete time [8–10], where the update law is given by the
solution map of the continuous-time system over a period Tk. For a linear system,
this solution map is well-defined using matrix exponentials. For nonlinear systems,
it can be approximated over bounded intervals using methods such as the extended
Picard iteration [11]. The difficulty with this approach is that the update law is dif-
ferent for every sampling period - meaning that although the approach may work
well for a fixed sampling period, for unknown and time-varying sampling period,
one has to verify stability over a family of potential solutions. Even in the linear
case, this means verification of stability with parametric uncertainty which enters
through the exponential. If we have a nonlinear sampled-data system, then even if
the vector field is polynomial, the extended Picard iteration yields a polynomial ap-
proximation to the solution map - meaning we must test stability of a complicated
polynomial vector field with parametric uncertainty - an NP-hard problem.
In this chapter, we consider the use of a new Lyapunov-based approach to sta-
bility analysis of sampled-data systems. Specifically, we rely on a Lyapunov result
which states that while Lyapunov functions must experience a net decrease over the
sampling period, it may be instantaneously increasing [12]. This constraint can be
implemented in a Lyapunov context through the use of ‘spacing functions’ - func-
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tions which are required to vanish at the endpoints of the sampling period. The main
idea behind these functions is that instead of requiring negativity of the Lyapunov
function over the entire sampling interval, we only require the sum of the Lyapunov
function and the spacing function to be decreasing for all time. The inspiration for
this approach came from the previous work on spacing functions for Lyapunov-
Krasovskii functionals for stability of time-delay systems in [13]. In [14], we con-
sidered the use of this approach for construction of quadratic Lyapunov functions
for linear sampled-data systems in both the synchronous and asynchronous cases.
The contribution of this chapter is to show how this approach can be extended to
prove global stability of nonlinear sampled-data systems.
This chapter is organized as follows. In Section 2, we introduce the sampled-data
system model and define our concepts of stability. We then give the Lyapunov theo-
rem whose conditions we will test. We then introduce the Sum-of-Squares approach
to optimization of polynomial variables, including the use of Positivstellensatz re-
sults to enforce local positivity. In Section 3, we show how the Sum-of-Squares
framework can be used to enforce the stability conditions of Section 2. Finally, in
Section 4, we apply the results of the chapter to several cases of nonlinear stability
analysis in both the synchronous and asynchronous cases.
2 Background
In this section we will first describe the Lyapunov theorem we will use and dis-
cuss the conditions that a Lyapunov function must satisfy. Following this, we will
briefly discuss the computational framework we will use to enforce the conditions
of the Lyapunov theorem. Specifically, we will give background on optimization of
polynomials using the Sum-of-Squares methodology (SOS).
2.1 Sampled-Data Systems
In this chapter, we consider the stability of solutions of equations of the form
x˙(t) = f(x(t), x(tk)) for t ∈ [tk, tk + Tk], k = 1, · · · ,∞.
x(t) = x0 (1)
where t0 = 0, tk+1 = tk + Tk for all k ≥ 0 and Tk is the sampling period which
may be constant or may depend on k. We assume that Tk satisfies some upper bound
Tk ≤ Tmax for all k. When it exists, we define the continuous-time flow-map Γ (s)
to be any function which satisfies d
ds
Γ (s)z = f(Γ (s)z, z) for all s ∈ [0, Tmax] and
Γ (0)z = z. If Γ exists, then the sampled-data system can be reduced to a discrete-
time system as xk+1 = Γ (Tk)xk . For the linear sampled-data system
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x˙(t) = A0x(t) +A1x(tk),
we have the explicit solution
Γ (s)z =
(
eA0s +
∫ s
0
eA0(s−θ)A1dθ
)
z.
For a nonlinear system, the solution map Γ is difficult to find - although it may be
approximated using such methods as Picard iteration.
Definition 1. We say the Sampled-Data System (1) is globally exponentially stable
if there exist positive constants K, γ such that for any initial condition x0 ∈ Rn, and
any x satisfying (1), we have ‖x(t)‖ ≤ K‖x0‖e−γt for all t ≥ 0.
For a linear sampled-data system with a uniform bound on Tk, global exponential
stability is equivalent to ρ
(
eA0s +
∫ s
0 e
A0(s−θ)A1dθ
)
< 1.
Definition 2. We say the Sampled-Data System (1) is locally exponentially stable
on domainX if there exist positive constants K, γ such that for any initial condition
x0 ∈ X , and any x satisfying (1), we have x(t) ∈ X and ‖x(t)‖ ≤ K‖x0‖e−γt for
all t ≥ 0.
2.2 A Lyapunov Theorem
In this theorem, we assume global existence and continuity of solutions.
Notation: For a given solution, x, of System (1), define the function xk(s) =
Γ (s)x(tk) for s ∈ [0, Tk]. Associated with xk ∈ C[0, Tk], we denote the supremum
norm ‖xk‖∞ = sups∈[0, Tmax]‖xk(s)‖.
Theorem 1. [12] Suppose V : Rn → R+ is continuously differentiable and
µ1‖x‖
2 ≤ V (x) ≤ µ2‖x‖
2, for all x ∈ Rn. (2)
for positive scalars µ1, µ2 with µ1 > µ2 > 0. Then for any positive constants
α, Tmin and Tmax such that Tk := tk+1 − tk ∈ [Tmin, Tmax] for all k ∈ N, the
following are equivalent.
(i) There exists positive constants ǫ such that for all solutions x of Equation (1),
and for all k ≥ 0,
V (x(tk+1)) < e
−2αTkV (x(tk))− ǫ‖x(tk)‖
2.
(ii) There exists a positive constant δ and continuously differentiable functions
Qk : [0, Tk]× C[0, Tk]→ R which satisfy the following for all k ≥ 0.
Qk(Tk, z) = e
−2αTkQk(0, z) for all z ∈ C[0, tk] (3)
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and such that for all solutions of Equation (1), and for all t ∈ [tk, tk+1]
d
dt [V (x(t)) +Qk(t− tk, xk)] + 2αV (x(t)) + 2αQk(t− tk, xk) < −δ‖xk‖∞.
(4)
Moreover, if either of these statements is satisfied, then System (1) is globally expo-
nentially stable about the origin with decay rate γ = α.
Note that the function Q is an operator on an infinite-dimensional vector space.
Parametrization of a dense subspace of such operators is impossible using digital
computation. However, in this paper, we avoid this difficulty by choosing the oper-
ator Q to have the form of Q(s, z) = F (s, z(0), z(Tk), z(s)). This choice for the
structure of Q comes from the proof of Theorem 1 and is non-conservative.
2.3 Sum-of-Squares Optimization
Theorem 1 reduces the question of global exponential stability of sampled-data sys-
tems to the existence of a Lyapunov functionV and a piecewise-continuous ‘spacing
function’ Q, which jointly satisfy certain pointwise constraints. Specifically, using
the structure Qk(s, z) = Fk(s, z(0), z(Tk), z(s)), we require
Qk(Tk, z) = Fk(Tk, z(0), z(Tk), z(Tk))
= e−2αTkFk(0, z(0), z(Tk), z(0))
= e−2αTkQk(0, z)
and
d
dt [V (x(t)) +Qk(t− tk, xk)] + 2αV (x(t)) + 2αQk(t− tk, xk)
= ∇V (x)T f(x(t), x(tk)) +∇xFk(t− tk, x(t), x(tk+1), x(tk))
T f(x)
+
d
dt
Fk(t− tk, x(t), x(tk+1), x(tk)) + 2αV (x(t))
+ 2αFk(t− tk, x(t), x(tk+1), x(tk)) < −δ‖x(t)‖
for all x(t), x(tk+1), x(tk) ∈ Rn and t− tk ∈ [0, Tk].
To find the functions Fk and V and enforce these constraints, we must optimize
functional variables subject to positivity constraints. While this is a very difficult
form of optimization, there has been recent progress in this area through the use of
sum-of-squares variables. Specifically, we assume the functions F and V are poly-
nomials of bounded degree. The vector space of polynomials of bounded degree is
finite dimensional and can be represented using e.g. a set of monomial basis func-
tions. Specifically, if we define the vector of monomials in variables x of degree d
or less as Zd(x), then we can assume that Fk has the form
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Fk(s, x, y, z) = c
TZd(s, x, y, z)
for some vector c ∈ Rn. To enforce the positivity constraints, we assume that any
positive polynomial, h can be represented as the sum of squared polynomials as
h(x) =
∑
i
gi(x)
2.
While this assumption is somewhat conservative, the conservatism is not significant,
as Sum-of-Squares polynomials are known to be dense in the set of positive poly-
nomials. The key advantage to requiring positive polynomials to be sum-of-squares
is that the set of sum-of-squares polynomials of bounded degree is precisely param-
eterized by the set of positive semidefinite matrices with size corresponding to the
degree of the polynomials. That is, a polynomial y(x) = cTZ2d(x) is SOS if and
only if
y(x) = cTZ2d(x) = Zd(x)
TQZd(x)
for some positive semidefinite matrix Q and where recall Zd is the vector of mono-
mials in variables x of degree d or less. Thus the constraint that y be a SOS poly-
nomial is equivalent to a set of linear equality constraints between the variables c
and Q, as well as the constraint that Q ≥ 0. Thus optimization of SOS polynomi-
als is actually a form of semidefinite programming - for which we have efficient
numerical algorithms and implementations - e.g. [15, 16].
Notation: We denote the constraint that a polynomial p be Sum-of-Squares as
p ∈ Σs.
While polynomials which are SOS will always be globally positive, we occa-
sionally would like to search for polynomials which are only positive on a subset of
R
n
. This is typically accomplished through the use of SOS multipliers, formalized
through certain ‘Positivstellensatz’ results.
Lemma 1. Suppose that there exists polynomials ti and SOS polynomial si ∈ Σs
such that
v(x) = s0(x) +
∑
i
si(x)gi(x) +
∑
j
ti(x)hj(x)
Then v(x) ≥ 0 for any x ∈ X := {x ∈ Rn : gi(x) ≥ 0, hi(x) = 0}.
Thus if we can represent the subset of interest X as a semialgebraic set, then we
can enforce positivity on this set using SOS and polynomial variables. Note that v
in Lemma 1 is not itself a Sum-of-Squares.
As an example, if we wish to enforce positivity of Fk(s, x, y, z) on the interval
s ∈ [0, Tk], then we can search for SOS functions s0, s1 such that
Fk(s, x, y, z) = s0(s, x, y, z) + s1(s, x, y, z)g(s)
where g(s) = s(Tk−s). This function g was chosen because s ∈ [0, Tk] if any only
if g(s) ≥ 0. Positivstellensatz results [17–19] give conditions under which Lemma 1
is not conservative.
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Polynomial positivity and Sum-of-Squares have been studied for some time. For
additional information, we refer the reader to the references [13, 20–23].
3 Main Results
Now that we have described our approach, the main results of the paper follow di-
rectly. We will describe both the synchronous and asynchronous cases and consider
global exponential stability. Note that in the following theorems, we restrict Q to
have the structure
Qk(s, z) = Fk(s, x(0), x(s)).
That is, there is no dependence on x(Tk). This was done in order to be consistent
with our approach to linear Sampled-Data systems described in [14] and also to re-
duce the computational complexity of the stability conditions. This restriction may,
however, introduce additional conservatism and should be considered carefully by
the user.
3.1 The Synchronous Case
We first consider stability in the ‘synchronous’ case - that is, when Ti = Tj for all
i, j > 0. In this case, the updates to the state occur after regular intervals. As we have
argued before, this case is often unrealistic. However, there exist certain scenarios
where this model is relevant - such as in the case of an A/D converter. Synchronous
sampled-data systems are well-represented by conversion to a discrete-time system
as the resulting state update law
xk+1 = f(xk)
will not depend on k. However, as we mentioned before, derivation and stability
analysis of the resulting nonlinear discrete-time system are still difficult problems.
For this reason and others, the method we outline in this section will not rely on
conversion to discrete-time, but will use SOS programming to perform global expo-
nential stability analysis while retaining the full hybrid model of the dynamics.
Theorem 2. Suppose there exist polynomials V , F , s0, and s1 such that
V (x)− µ1‖x‖
2 ∈ Σs (5)
∇V (z)T f(z, x) +∇zF (t, x, z)
T f(z, x) +
d
dt
F (t, x, z) + 2αV (z) + 2αF (t, x, z)
= −s0(t, x, z)− s1(t, x, z)t(T − t) (6)
F (T, x, y) = e−2αTF (0, x, x) (7)
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then if Tk = T for all k > 0, System 1 is globally exponentially stable.
Proof. Using V as given and Qk(t, z) = F (t, z(0), z(t)) for all k > 0, we first get
from Condition (5) that
V (x(t)) − µ1‖x(t)‖
2 ≥ 0
and hence
V (x(t)) ≥ µ1‖x(t)‖
2.
Furthermore, since V is a polynomial, it is upper bounded by some function µ2‖x‖p
for sufficiently large µ2 and p.
Next, we see that from Condition (7),
Qk(Tk, z) = F (T, z(0), z(T ))
= e−2αTF (0, z(0), z(0))
= e−2αTkQk(0, z).
Finally, we have from Condition (6) and Lemma 1 that
d
dt [V (x(t)) +Qk(t− tk, xk)] + 2αV (x(t)) + 2αQk(t− tk, xk)
= ∇V (x(t))T f(x(t), x(tk)) +∇3F (t, x(tk), x(t))
T f(x(t), x(tk))
+∇1F (t, x(tk), x(t)) + 2αV (x(t)) + 2αF (t, x(tk), x(t))
≤ 0
for all s ∈ [0, T ]. Thus the conditions for exponential stability in Theorem 1 are
satisfied. We conclude that System (1) is stable if T = Tk for all k > 0.
3.2 The Asynchronous Case
In this Subsection, we consider the case when the sampling period is time-varying,
yet is known to lie within some interval [Tmin, Tmax]. To illustrate, suppose that dur-
ing a Denial-of-Service attack the rate of controller updates is reduced, but still does
not drop below the rate of one packet per second. Thus implies a maximum sam-
pling period of Tmax = 1s. However, it is possible and even likely that the duration
between most of the updates updates during and after the attack may be significantly
less that this Tmax. Hence, there is also a minimum sample time determined to be
either Tmin = 0 or possibly to be the communication delay between controller and
system if the application is tele-operation.
To address the problem where we have Tk ∈ [Tmin.Tmax], we allow the ‘spacing
function’ F to vary with Tk. This is allowable since the spacing function is not part
of the storage function, V .
Note that we do not allow V to be a function of Tk. The restriction that V not vary
with k is similar to the Quadratic Stability condition for general classes of switched
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systems. However, which quadratic stability is known to be conservative for gen-
eral classes of hybrid system, for sampled-data systems it is not known whether
quadratic stability is conservative.
Theorem 3. Suppose there exist polynomials V , F , s0, and s1 such that
V (x)− µ1‖x‖
2 ∈ Σs (8)
∇V (z)T f(z, x) +∇zF (t, x, z, T )
Tf(z, x) +
d
dt
F (t, x, z, T ) + 2αV (z)
+ 2αF (t, x, z, T )
= −s0(t, x, z, T )− s1(t, x, z, T )t(T − t)− s2(t, x, z, T )(T − Tmin)(Tmax − T )
(9)
F (T, x, y, T ) = e−2αTmaxF (0, x, x) (10)
then if Tk ∈ [Tmin, Tmax] for all k > 0, System (1) is globally exponentially stable.
Proof. The proof is similar to the synchronous case. We use V (x) as given and
define Qk(t, z) = F (t, z(0), z(t), Tk) for all k > 0. From Condition (8) we have
that
V (x(t)) ≥ µ1‖x(t)‖
2.
As before, since V is a polynomial, it is upper bounded by some function µ2‖x‖p
for sufficiently large µ2 and p.
Next, we see that from Condition (10),
Qk(Tk, z) = F (Tk, z(0), z(Tk), Tk)
= e−2αTkF (0, z(0), z(0), Tk)
= e−2αTkQk(0, z).
Finally, we have from Condition (9) and Lemma 1 that
d
dt [V (x(t)) +Qk(t− tk, xk)] + 2αV (x(t)) + 2αQk(t− tk, xk)
= ∇V (x(t))T f(x(t), x(tk)) +∇3F (t, x(tk), x(t), Tk)
T f(x(t), x(tk))
+∇1F (t, x(tk), x(t), Tk) + 2αV (x(t)) + 2αF (t, x(tk), x(t), Tk)
≤ 0
for all s ∈ [0, Tk] and Tk ∈ [Tmin, Tmax]. Thus the conditions for exponential
stability in Theorem 1 are satisfied. We conclude that System (1) is stable if Tk ∈
[Tmin, Tmax] for all k > 0.
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4 Numerical Examples
To verify the algorithms described above, we performed global stability analysis on
a set of nonlinear sampled-data systems. In the examples considered here, we let
α ∼= 0, meaning that we are not interested in finding exponential rates of decay. For
a study of estimating exponential rates of decay as a function of sampling period for
linear systems, we refer to [14].
4.1 Example 1:
For our first set of numerical examples, we consider the class of 1-D nonlinear
dynamical systems parameterized by
x˙(t) = f(x(t)) = ax(t)3 + bx(t)2 + cx(t)
where we assume that the u(t) = cx(t) term represents negative feedback. Without
sampling, we know this system is globally stable if and only if x(t)f(x(t)) > 0 for
all x 6= 0. It can be shown that this condition is satisfied if and only if a < 0 and
c < b
2
4a . For this example, we initially chose a = −1, b = 2 and c = −1.1. Then,
we used a sampled signal for the term u(t) = cx(tk) to get the following dynamics.
x˙(t) = −x(t)3 + 2x(t)2 − 1.1x(tk).
In Table 1, we list the maximum verifiably globally stable sampling period for this
system as a function of the polynomial degree used for the variables V, F and s1.
These results were obtained using the conditions of Theorem 2 implemented using
SOSTOOLS coupled with SeDuMi. Due to the known potential for numerical inac-
curacies, all solutions were verified a-posteriori using SOS and via simulation. The
resulting Lyapunov function and function F are illustrated over a single sampling
period in Figure 1. The evolution of the system can be seen over multiple sampling
periods in Figure 2.
4.2 Example 2:
In our second example, we consider a controlled model of a jet engine with dynam-
ics
x˙(t) = −y(tk)−
3
2
x(t)2 −
1
2
x(t)3
y˙(t) = −y(t) + x(t)
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Fig. 1 Evolution of V and F over one sampling period for Numerical Example 1
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Fig. 2 Evolution of x(t) over 30 sampling periods for Numerical Example 1 with Ts = 1.8
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We consider the case where the negative feedback to the first state is provided using
a sampled-data controller. When Ts = 0, this system is known to be globally stable.
Figure 3 illustrates the trajectories of this system plotted against the level set of one
such Lyapunov function for Ts = .4.
−5 0 5
−5
−4
−3
−2
−1
0
1
2
3
4
5
Fig. 3 Level Sets of a Lyapunov function for Example 2, with multiple trajectories simulated over
30 sampling periods.
Degree N = 2 N = 4 N = 6 N = 8 N = 10
Example 1: Maximum Synchronous Ts ∅ 0.7901 1.5449 1.8192 1.8411
Example 2: Maximum Synchronous Ts ∅ .171 .4599 N/A N/A
Example 3: Maximum Asynchronous Ts ∅ .7891 1.542 N/A N/A
Table 1 Maximum allowable sampling period Ts for Examples 1, 2, and 3 with T1 = 0.
4.3 Example 3:
In this example, we revisit the dynamics of Example 1.
x˙(t) = f(x(t)) = ax(t)3 + bx(t)2 + cx(t)
However, in this case, we are interest in the case where the sampling period is un-
known and time-varying with upper and lower bounds, Tk ∈ [Tmin, Tmax]. Specif-
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ically, we choose the lower bound to be Tmin = 0 and determine the maximum
upper bound Tmax for which stability is retained for all time-varying sampling pe-
riods which satisfy Tk ∈ [Tmin, Tmax]. The results are listed in Table 1. As we can
see, in this example, allowing the sampling period to vary with time does not signifi-
cantly affect the maximum sampling period - a surprising result which indicates that
using a Lyapunov function V which does not depend on Tk may not be conservative.
5 Conclusion
In this chapter, we have studied the question of global stability of nonlinear sampled-
data systems in both the synchronous and asynchronous cases. These systems arise
through the use of digitized sensing and actuation to control continuous-time dy-
namics where the controller updates may be irregular. Our approach has been to
exploit a new type of slack variable to find Lyapunov functions which experience
net decrease over each sampling period, but may be instantaneously increasing at
certain points in time. The stability conditions are implemented using a new form
of optimization (Sum-of-Squares) which allows us to search for polynomial func-
tions which satisfy pointwise positivity constraints. The result is a convex algorithm
which is able to assess global stability of nonlinear vector fields with sampled-data
signals in both the asynchronous and the synchronous cases. The effectiveness of
the algorithm is demonstrated on several numerical examples.
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