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Abstract
The convergence of a family of AMF-Runge-Kutta methods (in short AMF-RK)
for the time integration of evolutionary Partial Differential Equations (PDEs) of Ad-
vection Diffusion Reaction type semi-discretized in space is considered. The methods
are based on very few inexact Newton Iterations of Aproximate Matrix Factorization
splitting-type (AMF) applied to the Implicit Runge-Kutta formulas, which allows
very cheap and inexact implementations of the underlying Runge-Kutta formula.
Particular AMF-RK methods based on Radau IIA formulas are considered. These
methods have given very competitive results when compared with important for-
mulas in the literature for multidimensional systems of non-linear parabolic PDE
problems. Uniform bounds for the global time-space errors on semi-linear PDEs
when simultaneously the time step-size and the spatial grid resolution tend to zero
are derived. Numerical illustrations supporting the theory are presented.
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1 Introduction
We consider numerical methods for the time integration of a family of Initial
Value Problems in ODEs
y′h(t) = fh(t, yh(t)), yh(0) = u
∗
0,h, 0 ≤ t ≤ t∗, yh, fh ∈ Rm(h), h→ 0+,
(1.1)
coming from the spatial semi-discretization of an l−dimensional Advection
Diffusion Reaction problem in time dependent Partial Differential Equations
(PDEs), with prescribed Boundary Conditions and an Initial Condition. Here
h denotes a small positive parameter associated with the spatial resolution
and usually l = 2, 3, . . . .
The typical PDE problem with Dirichlet boundary conditions is given by (Ω is
a bounded open connected region in Rl, ∂Ω its boundary and ∇ is the gradient
operator)
ut(x, t) = −∇ · (a(x, t)u(x, t)) +∇ · (d¯(x, t) · ∇u(x, t)) + r(u, x, t),
x ∈ Ω, t ∈ [0, t∗]; a(x, t) = (aj(x, t))lj=1 ∈ Rl, d¯(x, t) = (d¯j(x, t))lj=1 ∈ Rl,
u(x, t) = g1(x, t), (x, t) ∈ ∂Ω× [0, t∗]; u(x, 0) = g2(x), x ∈ Ω,
(1.2)
which is assumed to have some diffusion (d¯j(x, t) ≥ d0 > 0, j = 1, . . . , l),
namely that it is not of pure hyperbolic type, and it is also assumed that some
adequate spatial discretization based on Finite Differences or Finite Volume is
applied to obtain the system (1.1). Some stiffnes in the reaction part r(u, x, t) is
also allowed. The treatment of Systems of PDEs do not involve more difficulty
for our analysis but for simplicity of presentation we prefer to confine ourselves
to the case of one PDE.
We denote by uh(t) the solution of the PDE problem confined to the spatial
grid (or well to the h-space related). It will be tacitly assumed that the PDE
problem admits a smooth solution u(x, t) in the sense that continuous partial
derivatives in all variables up to some order p exist and are continuous and
uniform bounded on Ω × [0, t∗] and that u(x, t) is continuous on Ω¯ × [0, t∗]
(Ω¯ = Ω
⋃
∂Ω). It is also assumed that the spatial discretization errors
σh(t) := u
′
h(t)− fh(t, uh(t)), (1.3)
satisfy in the norm considered,
‖σh(t)‖ ≤ C hr, (C ≥ 0, r > 0), 0 ≤ t ≤ t∗, h→ 0. (1.4)
In general C, C ′ or C∗ will refer to some constants that maybe different at
each occurrence but that all of them are independent of h → 0 and from the
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time-stepsize τ → 0. The vector norm used is arbitrary as long as it is defined
for vectors of any dimension. For square matrices the norm used is the induced
operator norm, ‖A‖ = supv 6=0 ‖Av‖/‖v‖.
In spite of most of our results apply in general, we will provide specific results
for weighted Euclidean norms of type
‖(vj)Nj=1‖ = N−1/2‖(vj)Nj=1‖2.
It should be noted that in this case we have for any square matrix A that,
‖A‖ = ‖A‖2, ∀ A ∈ RN,N , N = 1, 2, 3, . . . .
We assume some natural splitting for fh (directional or other),
fh(t, y) =
d∑
j=1
fj,h(t, y), (1.5)
which provides some natural splitting for the Jacobian matrix at the current
point (tn, yn),
Jh =
d∑
j=1
Jj,h, Jh :=
∂fh(tn, yn)
∂y
, Jj,h :=
∂fj,h(tn, yn)
∂y
. (1.6)
This goal of the paper is to analyze the convergence order of the Method of
Lines (MoL) approach for time-dependent PDEs of Advection Reaction Dif-
fusion PDEs, with the main focuss on the time integration of the large ODE
systems resulting of the spatial PDE-semidiscretization, where some stiffness
is assumed (parabolic dominant problems with stiff reaction terms) and the
time integrators are based on very few iterations of splitting type (Approxi-
mate Matrix Factorization and Newton-type schemes) applied to highly stable
Implicit Runge-Kutta methods. It should be remarked that the underlying
Implicit Runge-Kutta method is never solved up to convergence, hence the
convergence study does not follows from the results collected in classical ref-
erences about finite difference methods such as [14,4,10,17,13,9]. The kind of
approach to be considered here has interest since it is easily applicable to
general systems of PDEs as we will see later on and it is reasonably cheap
for non-linear problems in general (although we give convergence results for
semilinear problems only) when some splitting of the function fh and its Ja-
cobian is available and the split terms can be handled efficiently. In particular
a method based on three AMF-iterations of the two-stage Radau IIA method
[1] has shown to be competitive [7] when compared with some standard PDE-
solvers such as VODPK [2,3] in some interesting non-linear diffusion reaction
problems widely considered in the literature. We also present two new meth-
ods based on the 2-stage Radau IIA, by performing just one or two iterations
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of splitting type, respectively. The method based on two iterations is one of
the very few one-step methods of splitting type we have seen in the literature
that has order three in PDE-sense for the time integration.
The rest of the paper is organized as follows. In section 2 we introduce the
AMFq-RK methods, and special attention is paid to some methods based on
Radau IIA formulas. In section 3, the convergence for semilinear PDEs is
studied in detail. The local and global errors are studied for the AMFq-RK
splitting methods based on some general Runge-Kutta methods. Section 4
is devoted to some applications of the convergence results to 2D and 3D-
parabolic PDEs.
Henceforth, for simplicity in the notations, we omit in many cases the h-
dependence of some vectors such as fh, fj,h and of some matrices such as
Jh and Jj,h (j = 1, . . . , d). It should be clear from the context which ones
are h-dependent. Besides, we will refer to the identity matrix as I when its
dimension is clear from the context.
2 AMF-IRK methods
For the integration of the ODEs (1.1), we consider as a first step an implicit s-
stage Runge-Kutta method with a nonsingular coefficient matrix A = (aij)
s
i,j=1
and a weight vector b = (bj)
s
j=1. The method is given by the compact formula-
tion (below ⊗ denotes the Kronecker product of matrices A⊗B = (aijB), A =
(aij), B = (bij))
Yn = e⊗ yn + τ(A⊗ Im)F (Yn),
yn+1 = ̟yn + (ß
T ⊗ Im)Yn,
c ≡ (cj)sj=1 := Ae, e = (1, . . . , 1)T ∈ Rs, ßT := bTA−1, ̟ = 1− ßT e,
Yn = (Yn,j)
s
j=1 ∈ Rms, F (Yn) = (f(tn + τcj , Yn,j))sj=1 ∈ Rms.
(2.1)
It should be noted that we have replaced the usual formulation at the stepping
point yn+1 = yn+ τ(b
T ⊗ Im)F (Yn) by the equivalent in (2.1), which has some
computational advantages for stiff problems when the algebraic system for the
stages is not exactly solved.
A typical Quasi-Newton iteration to solve the stage equations above is given
by (below, J = ∂f/∂y (tn, yn) is the exact Jacobian at the step-point (tn, yn)),
[Ims −A⊗ τJ ]∆ν = Dν−1n , Y νn = Y ν−1n +∆ν , ν = 1, 2, . . . , (2.2)
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where
Dν−1n ≡ D(tn, τ, yn, Y ν−1n ) := e⊗ yn − Y ν−1n + τ(A⊗ Im)F (Y ν−1n ). (2.3)
A cheaper iteration of Newton-type when the matrix A has a multipoint spec-
trum has been considered in [6,12] (denoted as Single-Newton iteration)
[Ims − Tν ⊗ τJ ]∆ν = Dν−1n , Y νn = Y ν−1n +∆ν , ν = 1, 2, . . . , q (2.4)
where
Tν = γSν(I − Lν)−1S−1ν , γ > 0,
Sν ∈ Rs,s are regular matrices and
Lν ∈ Rs,s are strictly lower triangular matrices.
(2.5)
After some simple manipulations, by using standard properties of the Kro-
necker product, this iteration can be rewritten in the equivalent form,
[Is ⊗ (Im − γτJ)]Eν = ((Is − Lν)S−1ν ⊗ Im)Dν−1n + (Lν ⊗ Im)Eν ,
Y νn = Y
ν−1
n + (Sν ⊗ Im)Eν , ν = 1, 2, . . . , q.
(2.6)
To reduce the algebra cost, we use the Approximate Matrix Factorization [8]
in short AMF, with J ≡ Jh and Jj ≡ Jj,h given in (1.6),
Πd :=
d∏
j=1
(Im − γτJj) = (Im − γτJ) +O(τ 2), (2.7)
and replace in (2.6) (Im − γτJ) by Πd, which yields the AMFq-RK method
based on the underlying Runge-Kutta method
[Is ⊗ Πd]Eν = ((Is − Lν)S−1ν ⊗ Im)Dν−1n + (Lν ⊗ Im)Eν ,
Y νn = Y
ν−1
n + (Sν ⊗ Im)Eν , ν = 1, 2, . . . , q
Y 0n = e⊗ yn (Predictor)
yn+1 = ̟yn + (ß
T ⊗ Im)Y qn (Corrector).
(2.8)
Our starting point for the convergence analysis in the next section takes into
account that the AMFq-RK method can be rewritten in the equivalent form [5]
[I ⊗ I − Tν ⊗ τP ](Y νn − Y ν−1n ) = D(tn, τ, yn, Y ν−1n ), 1 ≤ ν ≤ q
Y 0n = e⊗ yn, yn+1 = ̟yn + (ßT ⊗ Im)Y qn ,
(2.9)
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where the matrix P plays a primary role
P := (γτ)−1(I − Πd)
= J + (−γτ)∑
j<k
JjJk + (−γτ)2
∑
j<k<l
JjJkJl + . . .+ (−γτ)d−1J1J2 · · ·Jd.
(2.10)
2.1 AMFq-RK methods based on the 2 stage Radau IIA formula
We are going to deserve special attention to AMFq-RK methods based on the
2 stage Radau IIA formula [1]. This formula has coefficient Butcher tableau
given by
c A
bT
≡
1/3 5/12 −1/12
1 3/4 1/4
3/4 1/4
This is a collocation method (stage order is two) possessing good stability
properties, such as L-stability (i.e. A-stability plus R(∞) = 0, with R(z) being
the linear stability function of the method), and has order of convergence three
(in ODE sense), not only on non-stiff problems but also in many kinds of stiff
problems [4]. These properties for the underlying Runge-Kutta method are
convenient, since the family of ODEs (1.1) involves stiffness in most of cases,
due to the diffusion terms and possibly to the reaction part, and it is expected
that the methods to be built on inherit part of the good properties of the
original Runge-Kutta method.
The next three AMFq-Rad methods have coefficient matrices (Lν , Sν and Tν)
and eigenvalue γ of the form
Tν = γSν(I2−Lν)−1S−1ν , Sν =

 1 sν
0 1

 , Lν =

 0 0
lν 0

 , γ = √det(A) = 1/√6.
(2.11)
AMF1-Rad was derived in [5] by looking for good stability properties and order
two (ODE sense). In particular the method is A(π/2)-stable for a 2-splitting
(see in Definition 1 below, the concept of stability for a d-splitting), A(0)-
stable for any d-splitting and has stability wedges close to θd = π/(2(d − 1))
for d = 3, 4. The method is based on one iteration (q = 1) and was required
to fulfil (A− T1)c = 0 and it has coefficients given by
s1 = −3 + 2
√
6
9
, l1 =
3
4
(−12 + 5
√
6). (2.12)
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AMF2-Rad was derived in [5] by looking for good stability properties and order
three (ODE sense). The method is A(π/2)-stable for a 2-splitting, A(0)-stable
for any d-splitting and A(π/6)-stable for d = 3, 4. The method is based on
two iterations (q = 2) and their matrices T1 and T2 were required to satisfy
(A−T1)c = 0 and eT2 T−12 (A−T2) = 0T , eT2 = (0, 1), respectively. Its coefficients
are uniquely given by
s1 = −3 + 2
√
6
9
, l1 =
3
4
(−12 + 5
√
6)
s2 =
5− 2√6
9
, l2 =
3
√
6
4
.
(2.13)
AMF3-Rad was derived in [12,7] by looking for good stability properties and
order three (ODE sense). The method is A(π/2)-stable for a 2-splitting, A(0)-
stable for any d-splitting and close to A(θd)-stable for d = 3, 4 with θd =
π/(2(d − 1)). The method is based on three iterations (q = 3) and their
matrices T = T1 = T2 = T3 were required to satisfy e
T
2 T
−1(A − T ) = 0T . Its
coefficients are uniquely given by
s1 = s2 = s3 =
5− 2√6
9
, l1 = l2 = l3 =
3
√
6
4
. (2.14)
In [7], a variable-stepsize integrator based on the AMF3-Rad method was suc-
cessfully tested on several interesting 2D and 3D advection diffusion reaction
PDEs by exhibiting good performances in comparison with state-of-the-art
codes like VODPK [2,3] and RKC [16,19] and its implicit-explicit counterpart,
IRKC [15,18]. The other two methods, AMFq-Rad (q = 1, 2), were introduced
later [5] after carefully analyzing the PDE errors on semilinear problems and
with the purpose of reducing the number of iterations w.r.t. AMF3-Rad.
3 Convergence for semilinear problems
For our convergence analysis we consider AMFq-RK methods applied to the
ODE problems coming from the spatial discretizations of semilinear PDE
problems of type (1.2) where the advection and diffusion vectors a(x, t) and
d¯(x, t) are both constant and the reaction part has the form
r(u, x, t) = κ u+ g(x, t), κ being a constant, x ∈ Ω ⊆ Rl. (3.1)
In this way, the ODE systems have the form
y′h(t) = fh(t, yh) := Jhyh(t) + gh(t), yh(0) = u
∗
0,h, h→ 0+,
Jh =
∑d
j=1 Jj,h, t ∈ [0, t∗].
(3.2)
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Here, the exact solution of the PDE confined to the spatial grid uh(t) = u(x, t),
is assumed to satisfy (1.3) and (1.4). Thus, we focus on the global errors of
the MoL approach, where the spatial discretization is carried out first by
using finite differences (or finite volumes) and then the time discretization
is performed by using AMFq-RK methods. It is important to remark that we
will not pursue the details of the spatial semidiscretizations but rather it is
assumed that the spatial semidiscretizations are stable and provides spatial
discretization errors satisfying (1.4). We shall provide uniform bounds for the
global errors of the MoL approach (yh(t) henceforth denotes the numerical
solution of the MoL approach) in the sense
ǫn,h := uh(tn)− yh(tn) = O(τ)p1 +O(hατ p2), h→ 0+, τ → 0+, (3.3)
which is meant that there exist constants C1, C2, p1, p2, α (all of them inde-
pendent on h and τ) so that in the norm considered,
‖ǫn,h‖ ≤ C1τ p1 + C2hατ p2, h→ 0+, τ → 0+ holds.
In our convergence analysis we need that all the matrices Jj,h pairwise conmute
and that they can be brought to the following decomposition (it has some
resemblance with the Jordan’s decomposition, but it is a little more general)
Jj,h = ΘhΛj,hΘ
−1
h , Cond(Θh) := ‖Θh‖ · ‖Θ−1h ‖ ≤ C, h→ 0+, 1 ≤ j ≤ d,
Λj,h = BlockDiag(Λ
(1)
j,h,Λ
(2)
j,h, . . . ,Λ
(ϑh)
j,h ), Λ
(l)
j,h = λ
(l)
j,hI + E
(l)
h , Re λ
(l)
j,h ≤ 0,
dim(E
(l)
h ) ≤ N, ‖E(l)h ‖∞ ≤ C ′, l = 1, 2, . . . , ϑh (h→ 0+).
E
(l)
h are all of them strictly lower triangular matrices.
(3.4)
Another important approach for the convergence analysis of the MoL method
(mainly concerned with the time integration) is based on the pseudo-spectra
analysis of the matrix Jh [13] and the related matrices Jj,h. That analysis is
of more general scope but it is much more difficult to make and as we will see
below, our analysis is enough for some interesting kind of semilinear problems
and it is expected that the results extend to most of the non-linear problems
of parabolic dominant type.
Next, we consider a standard 3D semilinear-PDEs problem where the assump-
tions in (3.4) are fulfilled.
3.1 An example
Consider the semilinear PDE-problem (1.2) with x ∈ Ω = (0, 1)3, with con-
stant vectors, a(x, t) = (aj)
3
j=1, d¯(x, t) = (d¯j)
3
j=1, d¯j > 0 (j = 1, 2, 3) and
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r(x, u, t) as in (3.1). Consider the spatial semidiscretization by using second
order central differences and spatial resolution h = 1/(N + 1). This yields a
semilinear ODE systems of dimension m = N3 of the form (3.2) for d = 3.
The matrices Jj,h are given by
J1,h = IN ⊗ IN ⊗ T1, J2,h = IN ⊗ T2 ⊗ IN , J3,h = T3 ⊗ IN ⊗ IN
Tl = Tridiag(αl, δl, βl) ∈ RN,N , l = 1, 2, 3,
αl = h
−2(d¯l − 2−1h al), βl = h−2(d¯l + 2−1h al), δl = h−2(−2d¯l + h2κ),
(3.5)
and the vector gh(t) includes the reaction part g(x, t) plus the boundary con-
ditions. It is straightforward to see that the Jl,h pairwise commute. Moreover,
by assuming Cell-Pe´clet numbers [9, p. 67, formula (3.42) ]
h|al|/d¯l < 2, l = 1, 2, 3,
from [11, section 2] it follows that their spectral decomposition has the form
Tl = Tridiag(αl, δl, βl) = VlΛlV −1l , Vl = DlU, l = 1, 2, 3,
Λl = Diag(λl,k)
N
k=1 , λl,k = δl + 2
√
αlβl cos
kπ
N + 1
,
U = ( 2
N+1
)1/2
(
sin
kjπ
N + 1
)
k=1,N
j=1,N
is an orthogonal matrix and
Dl = (
N+1
2
)1/2Diag
(
(αl/βl)
k/2
)N
k=1
.
(3.6)
From here we conclude that all the matrices can be brought to the spectral
decomposition in (3.4) having negative eigenvalues and with matrix Θh =
V3 ⊗ V2 ⊗ V1. Observe that
‖Θh‖2‖Θ−1h ‖2 =
∏3
l=1 ‖Vl‖2‖V −1l ‖2 =
∏3
l=1 ‖Dl‖2‖D−1l ‖2
=
3∏
l=1
(
2d¯l + h|al|
2d¯l − h|al|
)N/2
≤
3∏
l=1
(
2d¯l + h|al|
2d¯l − h|al|
)1/(2h)
≃ exp
(
3∑
l=1
|al|
2d¯l
)
as h→ 0.
3.2 Analysis of the Truncation Errors
The AMFq-RKmethod applied on problem (1.1) can be expressed in the simple
one-step format yn+1 = φf(tn, yn, τ), n ≥ 0. Thus, the time-space global errors
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ǫn = uh(tn)− yn satisfy
ǫn+1 := uh(tn+1)− φf (tn, yn, τ)
= (uh(tn+1)− φf(tn, uh(tn), τ)) + (φf(tn, uh(tn), τ)− φf(tn, yn, τ))
= l(tn, τ, h) + [∂φf/∂y]n(uh(tn)− yn),
where
[∂φf/∂y]n =
∫ 1
0
∂φf
∂y
(tn, uh(tn) + (θ − 1)ǫn, τ)dθ,
and the time-space local errors are defined by
ln ≡ l(tn, τ, h) := uh(tn+1)− φf(tn, uh(tn), τ). (3.7)
Then, we have for the time-space global errors ǫn the recurrence
ǫn+1 = [∂φf/∂y]n · ǫn + ln, n = 0, 1, 2, . . . , t∗/τ − 1. (3.8)
In order to get a better understanding of the latter recurrence, we next intro-
duce the following matrix operators (P is defined in (2.10))
Qν = (I ⊗ I − Tν ⊗ τP )−1, Mν = Qν(A⊗ τJ − Tν ⊗ τP ), ν ≥ 1, Q0 = I.
(3.9)
Lemma 1 The time-space global errors provided by the AMFq-RK method
when applied to the problem (3.2) satisfy the recurrence
ǫn+1 = Rq(τJ, τP ) · ǫn + ln, n = 0, 1, 2, . . . , t∗/τ − 1, (3.10)
where ln stands for the time-space local error defined in (3.7) and
Rq(τJ, τP ) = ̟I + (ß
T ⊗ I)

Qq + 1∑
j=q
(
j∏
i=q
Mi)Qj−1

 (e⊗ I), (3.11)
with Qν ,Mν (ν ≥ 1) given by (3.9). Moreover, the function Rq(τJ, τP ) fulfils
Rq(τJ, τP )− I = (ßT ⊗ I)

Qq + 1∑
j=q
(
j∏
i=q
Mi)Qj−1 −
1∏
i=q
Mi

 (c⊗ τJ). (3.12)
Remark 1 It must be observed that commutativity does not hold in general,
thus
∏1
j=qMj ≡ MqMq−1 · · ·M1. On the other hand, Rq(·) can be seen as the
linear stability function of the method. The identity (3.12) for the function
Rq(·)− I will play a major role in a favourable propagation of the local errors
in a similar way as indicated in Lemma 2.3 in [9, p.162].
Proof of Lemma 1. Our first step is to analyze the operator [∂φf/∂y]n for
the semilinear problem (3.2). Taking into account that the method is defined
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by (2.9), then we are led to compute
∂yn+1
∂yn
with yn+1 = ̟yn + (ß
T⊗)Y qn . At
this end, by taking derivatives with regard to yn in the iteration (2.9), it holds
that
(I ⊗ I − Tν ⊗ τP )
(
∂Y νn
∂yn
− ∂Y
ν−1
n
∂yn
)
=
∂D(tn, τ, yn, Y
ν−1
n )
∂yn
= e⊗ I + (−I ⊗ I + A⊗ τJ)∂Y
ν−1
n
∂yn
.
From here, after some simple manipulations it follows that,
∂Y νn
∂yn
= Qν(e⊗ I) +Mν ∂Y
ν−1
n
∂yn
, (ν = 1, 2, . . . , q),
∂Y 0n
∂yn
= e⊗ I. (3.13)
From an inductive argument, it is not difficult to see that
∂Y qn
∂yn
=

Qq + 1∑
j=q
(
j∏
i=q
Mi)Qj−1

 (e⊗ I). (3.14)
Then, by denoting Rq(τJ, τP ) :=
∂yn+1
∂yn
it follows
Rq(τJ, τP ) = ̟I + (ß
T⊗)∂Y
q
n
∂yn
,
and we deduce both (3.11) and (3.10) from (3.8) and (3.14).
In order to prove (3.12), we first take into account that Rq(·)−I = (ßT⊗I)Zqn,
where Zνn = ∂Y
ν
n /∂yn − e⊗ I. Then, from the recurrence (3.13), it follows af-
ter some simple calculations that Zνn =MνZ
ν−1
n +Qν(c⊗τJ), (ν = 1, 2, . . . , q),
with Z0n = 0. From here, we deduce Z
q
n =

Qq + 1∑
j=q
(
j∏
i=q
Mi)Qj−1 −
1∏
i=q
Mi

 (c⊗ τJ),
and this directly gives (3.12). ✷
Remark 2 For a given rational function of two complex variables
ζ(z, w) =
∑m1
i,j=0 αijz
iwj∑m2
i,j=0 βijz
iwj
≡

 m1∑
i,j=0
αijz
iwj



 m2∑
i,j=0
βijz
iwj


−1
, (3.15)
we define the associated mapping ζ(Z,W ) for two arbitrary commuting matri-
ces Z and W just by replacing z by Z and w by W whenever the denominator
yields a regular matrix. Sometimes we are given the rational mapping ζ(Z,W )
first and then we define the rational complex function just by replacing the
matrices Z and W by the complex variables z and w, respectively. The above
definitions are straightforward extended to functions and mappings of more
than two complex variables.
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We will be mainly concerned with the case in which z = τJ and w = τP , where
J and P are defined in (3.2) and (2.10), respectively. It should be noticed that
for instance the (i, j)-element of the matrix Mν , see (3.9), would be given by
(observe that it is a matrix itself)
Mij(τJ, τP ) = (e
T
i ⊗ I)(Is ⊗ Im − Tν ⊗ τP )−1(A⊗ τJ − Tν ⊗ τP )(ej ⊗ I),
where ej denotes the j-vector of the canonical basis in R
s and the correspond-
ing complex function is
Mij(z, w) = e
T
i (Is − wTν)−1(zA− wTν)ej.
Another important point is that despite of we are considering cases with a
d-splitting for J as indicated in (3.2), the replacement of every τJj by the
complex variable zj and the definition of
z :=
d∑
k=1
zk, w := γ
−1
(
1−
d∏
k=1
(1− γzk)
)
, (3.16)
simplifies the study to the case of two complex variables z and w or well to
the case of mappings acting on the two matrices τJ and τP .
It is worth to mention that our rational mappings and related complex func-
tions are all well defined whenever Re zk ≤ 0 for k = 1, 2, . . . , d and d arbitrary,
because the existence of the matrix inverse (I − wTν)−1 is guaranteed if and
only if (1− γw)−1 =
d∏
k=1
(1− γzk)−1 exists. It is easily seen the existence of the
late expression by virtue of γ > 0 and that all the eigenvalues of the matrices
Jj, (j = 1, . . . , d) have a non-positive real part. Moreover, for any ν = 1, . . . , q
and any d ≥ 1, we next prove that
sup
Re zk ≤0, k=1,...,d
|Qν(z, w)| < +∞, sup
Re zk ≤0, k=1,...,d
|Mν(z, w)| < +∞,
z and w defined in (3.16).
(3.17)
This see this, observe that (Tν−γI) is a nilpotent matrix fulfilling (Tν−γI)s =
0 and that
Qν(z, w) = (I − wTν)−1 = ((1− wγ)I − w(Tν − γI))−1
= (1− wγ)−1
(
I − w
1−wγ
(Tν − γI)
)−1
= (1− wγ)−1∑s−1j=0 ( w1−wγ
)j
(Tν − γI)j
and
Mν(z, w) = Qν(z, w)(zA− wTν) = z1−wγ
(∑s−1
j=0(
w
1−wγ
)j(Tν − γI)j
)
A
− w
1−wγ
(∑s−1
j=0(
w
1−wγ
)j(Tν − γI)j
)
Tν .
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Hence the boundedness of Qν(z, w) and Mν(z, w) follows from the bounded-
ness of
| 1
1−wγ
| = |∏dk=1(1− γzk)−1| ≤ 1,
| w
1−wγ
| = γ−1|1− 1
1−wγ
| ≤ γ−1(1 + 1) = 2γ−1,
and from the next lemma. ✷
Lemma 2 For any d = 2, 3, . . ., and z and w defined in (3.16), we have that
sup
Re zk ≤0
k=1,...,d
∣∣∣∣∣ z1− γw
∣∣∣∣∣ = γ−1
(
(d− 1)d−1
dd−2
)1/2
.
Proof. The third equality below follows from the Maximum Modulus princi-
ple, which says that the Maximum Modulus is reached at the boundary of the
open region for complex analytical functions,
sup
Re zk ≤0
k=1,...,d
∣∣∣∣∣ z1− γw
∣∣∣∣∣ = γ−1 supRe zk ≤0
k=1,...,d
∣∣∣∣∣ γz1− γw
∣∣∣∣∣ = γ−1 supRe uk ≤0
k=1,...,d
∣∣∣∣∣u1 + u2 + . . .+ ud∏d
k=1(1− uk)
∣∣∣∣∣
= γ−1
∣∣∣∣∣∣
(y1 + y2 + . . .+ yd)i∏d
k=1
√
1 + (yk)2
∣∣∣∣∣∣ = γ−1 maxxk ≥0
k=1,...,d
(
(x1 + x2 + . . .+ xd)
2∏d
k=1(1 + (xk)
2)
)1/2
.
The computation of the extrema by making zero the gradient of the real
function of several variables (x1, . . . , xd) gives the maximum for x1 = x2 =
. . . = xd = (d − 1)−1/2. The proof follows after substituting above this value.
✷
Definition 1 A method of the form (2.9) is said to be A(θ)-stable for a d-
splitting, if and only if
|Rq(z, w)| ≤ 1, ∀z, w given by (3.16) whenever zk ∈ W(θ), k = 1, 2, . . . , d,
where (we consider that the argument of a no-null complex number ranges in
[−π, π))
W(θ) := {u ∈ C : u = 0 or |arg(−u)| ≤ θ}. (3.18)
3.3 Analysis of the Local Errors
Next, we study the time-space local errors ln given by (3.7). We will see that the
time-space local error ln is composed of two terms, l
[2]
n related to the predictor
used in the AMFq-RK method and l
[1]
n related to the quadrature associated
with the underlying Runge-Kutta method.
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Lemma 3 If the linear system has continuous derivatives u
(k)
h (t) up to order
p + 1 in [0, t∗] and the underlying RK method has stage order ℓ ≥ 1 (ℓ ≤ p),
i.e.
Acj−1 = j−1cj , bT cj−1 = j−1, j = 1, 2, . . . , ℓ.
Then, the local error ln in (3.7) of the AMFq-RK method is given by
ln = l
[1]
n + l
[2]
n ,
l[1]n := (ß
T ⊗ I)
(
Qq +
∑1
j=q(
∏j
i=qMi)Qj−1 −
∏1
i=qMi
)
Dˆn + δn,
l[2]n := (ß
T ⊗ I)(∏1i=q Mi)△uh(tn),
(3.19)
with
△uh(tn) := (uh(tn + ciτ)− uh(tn))si=1 =
∑p
j=1
τ j
j!
(cj ⊗ I)u(j)h (tn)
+
τ p+1
p!
(∫ 1
0
(ci − θ)p+u(p+1)h (tn + θτ)dθ
)s
i=1
.
(3.20)
and (we use, (x)+ := x if x ≥ 0 and (x)+ := 0 otherwise)
Dˆn =
p∑
j=ℓ+1
τ j
j!
(
(cj − jAcj−1)⊗ u(j)h (tn)
)
+ τ p+1
∫ 1
0
(
ϕ(θ)⊗ u(p+1)h (tn + θτ)
)
dθ+
τ(A⊗ I) (σh(tn + ciτ))si=1 ; ϕ(θ) =
1
p!

(ci − θ)p+ − p
s∑
j=1
aij(cj − θ)p−1+


s
i=1
δn =
p∑
j=ℓ+1
τ j
j!
(1− ßT cj)u(j)h (tn) + τ p+1
∫ 1
0
φ(θ) u
(p+1)
h (tn + θτ)dθ,
φ(θ) =
1
p!

(1− θ)p − s∑
j=1
ßj(cj − θ)p+

.
(3.21)
Proof. Let us define
Dˆn := (uh(tn+ciτ))
s
i=1−e⊗uh(tn)−τ(A⊗I)(fh(tn+ciτ, uh(tn+ciτ))si=1. (3.22)
From (1.3), it follows that
Dˆn = (uh(tn+ ciτ))
s
i=1− (uh(tn))si=1− τ(A⊗ I)(u′h(tn+ ciτ)−σh(tn+ ciτ))si=1.
(3.23)
Now, by using the Taylor expansion with integral remainder (below ζ(x) de-
notes a generic function having r + 1-continuous derivatives in an adequate
interval)
ζ(tn + x) =
r∑
l=0
xl
l!
ζ (l)(tn) +
xr+1
r!
∫ 1
0
(1− θ)rζ (r+1)(tn + θx)dθ, (3.24)
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and applying it conveniently to uh(tn + ciτ) and u
′
h(tn + ciτ) in (3.23) with
r = p and r = p − 1 respectively, we deduce after some computations, the
expression for Dˆn in (3.21). Observe that order stage ℓ for the Runge-Kutta
method implies that cj−jAcj−1 = 0, ßT cj−1 = 0, j = 1, . . . , ℓ. The expression
for δn is obtained in a similar way, but taking into account that this time we
define,
δn := uh(tn + τ)−̟uh(tn)−
s∑
j=1
ßjuh(tn + cjτ). (3.25)
Let us now take Uˆn := (uh(tn+ ciτ))
s
i=1 and ∆
ν
n := Uˆn−Uνn , where Uνn are the
iterates obtained by the scheme (2.9) when the predictor U0n = e ⊗ uh(tn) is
taken on the exact solution of the PDE at tn, i.e. yn = uh(tn). This gives as
solution, see (2.9)
yn+1 = ̟uh(tn) + (ß
T ⊗ I)U qn. (3.26)
From (3.25) and (3.26) it follows
ln = uh(tn+1)− yn+1 = (ßT ⊗ I)∆qn + δn. (3.27)
In order to compute ∆qn we insert the expression for U
ν
n in (2.9). It follows for
the semi-linear problem (3.2) that
(I ⊗ I − Tν ⊗ τP )(∆νn −∆ν−1n ) = −D(tn, τ, uh(tn), Uν−1n )
= −(I ⊗ I −A⊗ τJ)∆ν−1n + Dˆn,
(ν = 1, 2, . . . , q).
This implies that ∆νn =Mν∆
ν−1
n +QνDˆn, 1 ≤ ν ≤ q, and from this recurrence
∆qn =

Qq + 1∑
j=q
(
j∏
i=q
Mi)Qj−1 −
1∏
i=q
Mi

 Dˆn + ( 1∏
i=q
Mi) ∆
0
n,
with ∆0n = △uh(tn) in (3.20). Now, from this expression and from (3.27) the
formula (3.19) follows. ✷
Theorem 1 Consider a family of matrices {Jk,h}dk=1 and Ph, h → 0+, as
given in (3.2) and (2.10), respectively. Assume that (3.4) holds and that
d⋃
k=1
Spect(Jk,h) ⊆ W(θ), (h→ 0+) (3.28)
is fulfilled for some θ ∈ [0, π/2]. Let L(z, w) be a complex rational function
satisfying
sup
zk∈W(θ), k=1,2,...,d
|L(z, w)| ≤ 1, z and w given by (3.16).
Then, we have that
‖L(τJ, τP )n‖ ≤ C∗, 0 ≤ nτ ≤ t∗, (τ, h→ 0+).
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Proof. For simplicity of notations, we omit the sub-index h in the matrices.
By virtue of (3.2), (3.4) and (3.15) it follows that
‖ (L(τJ, τP ))n ‖ = ‖Θ · (L(τΛ, τΥ))n ·Θ−1‖ ≤ C‖ (L(τΛ, τΥ))n ‖, n ≥ 1,
where
τΛ :=
∑d
k=1 τΛk, Λk = Block-Diag(Λ
(1)
k ,Λ
(2)
k , . . . ,Λ
(ϑ)
k ),
τΥ := γ−1
(
I −∏dk=1(I − γτΛk)) .
By defining τΛ(l) :=
∑d
k=1 τΛ
(l)
k and τΥ
(l) := γ−1
(
I −∏dk=1(I − γτΛ(l)k )), for
the norm considered it follows that
‖ (L(τΛ, τΥ))n ‖ = max
l=1,...,ϑ
‖
(
L(τΛ(l), τΥ(l))
)n ‖, n ≥ 1.
Consider any diagonal block Λ
(l)
k = λ
(l)
k I + E (E ≡ E(l) for simplicity of
notation. Observe that all the matrices E are strictly lower triangular and
they have uniform bounded entries and uniform bounded dimensions, hence
all of them are nilpotent with nilpotency index ≤ N) and define
zk = τλ
(l)
k , 1 ≤ k ≤ d, z =
d∑
k=1
zk, w = γ
−1
(
1−
d∏
k=1
(1− γzk)
)
,
it follows that,
L(τΛ(l), τΥ(l)) = L
(
d∑
k=1
(zkI + τE), γ
−1(I −
d∏
k=1
(I − γ(zkI + τE))
)
.
By defining the function of d complex variables,
ψ(w1, . . . , wd) := L
(
d∑
k=1
wk, γ
−1(1−
d∏
k=1
(1− γwk))
)
,
we get that L(τΛ(l), τΥ(l)) = ψ(z1I + τE, . . . , zdI + τE). Then, by using the
Taylor expansion for ψ around τ = 0 and taking into the nilpotency of the
matrix E, we deduce that,
ψ(z1I + τE, . . . , zdI + τE) = ψ(z1, . . . , zd)I+
N−1∑
l=1
τ l
l!
El
∑
i1+i2+...+id=l
∂lψ
∂i1z1 . . . ∂idzd
(z1, z2, . . . , zd).
Now, since L(z, w) ≡ L(z1, . . . , zd) and all its partial derivatives up to order
N are uniformly bounded on the wedge W(θ), we can write that
ψ(z1I+τE, . . . , zdI+τE) = ψ(z1, . . . , zd)I+τL
∗
τ,h, ‖L∗τ,h‖ ≤ C∗, (τ, h→ 0+).
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From here we get for 0 ≤ τn ≤ t∗ that
‖ (ψ(z1I + τE, . . . , zdI + τE))n ‖ = ‖
(
L(z, w)I + τL∗τ,h
)n ‖ ≤ (1+τC∗)n ≤ exp(t∗C∗).
✷
3.4 Some mappings and definitions
For a given mapping ζ(X, Y ) ∈ Cm,m where X and Y are two arbitrary square
complex matrices of order m we define some associated mappings in the fol-
lowing way,
ζ [1](X, Y ) := (ζ(X, Y )− ζ(X,X)) (Y −X)−1, whenever det(Y −X) 6= 0,
ζ [1](X,X) := limǫ→0 ζ
[1](X,X + ǫI), whenever the limit exists.
(3.29)
In a recursive form, when det(Y −X) 6= 0 and ζ [l](X,X) exists, we continue
by defining
ζ [l+1](X, Y ) :=
(
ζ [l](X, Y )− ζ [l](X,X)
)
(Y −X)−1,
ζ [l+1](X,X) := limǫ→0 ζ
[l+1](X,X + ǫI), l = 1, 2, . . . , l∗.
(3.30)
By assuming det(Y −X) 6= 0 and the existence of ζ [l](X,X), l = 1, 2, . . . , l∗,
it is straightforward to show by induction that
ζ(X, Y ) =
l∗∑
l=0
ζ [l](X,X)(Y −X)l + ζ [l∗+1](X, Y )(Y −X)l∗+1. (3.31)
We have considered for convenience that ζ [0](X, Y ) := ζ(X, Y ). It should be
noted that the commutativity of the matrices X and Y is neither necessary
in the definitions above nor in the formula (3.31).
To have a practical meaning of the mapping ζ [l](X, Y ) we show next that
assuming ζ(x, y) has l∗ continuous partial derivatives regarding the second
variable, then it holds that
ζ [l](X,X) =
1
l!
∂lζ(x, y)
∂yl
(X,X), l = 1, 2, . . . , l∗. (3.32)
To see (3.32), we use the induction. For l = 0 it is true for convenience. For
l = 1 it is true since
ζ [l](X,X) = lim
ǫ→0
ζ [l](X,X+ǫI) = lim
ǫ→0
ǫ−1 (ζ(X,X + ǫI)− ζ(X,X)) = ∂ζ
∂y
(X,X).
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Assume it is true up to l, we show it for l + 1 by using (3.31) in the second
equality and the induction in the third equality below. The L’Hospital formula
for limits (for the indetermination 0/0) is used l+1 times in the fourth equality,
ζ [l+1](X,X) = lim
ǫ→0
ζ [l+1](X,X + ǫI) = lim
ǫ→0
ζ(X,X + ǫI)−∑lj=0 ζ [j](X,X)(ǫI)j
(ǫI)l+1
= lim
ǫ→0
ζ(X,X + ǫI)−∑lj=0 ǫjj! ∂jζ(x,y)∂yl (X,X)
ǫl+1
= lim
ǫ→0
1
(l + 1)!
∂l+1ζ(x, y)
∂yl+1
(X,X + ǫI) =
1
(l + 1)!
∂l+1ζ
∂yl+1
(X,X)
These results can be trivially extended to vectors (and matrices), namely
(ζij(X, Y )) ∈ Cq1m,q2m, by applying them to each component ζij(X, Y ) ∈
Cm,m. Sometimes we will make use of this kind of vectors as we will see in the
next section.
3.5 Bounds for the local errors
The forthcoming convergence results for AMFq-RK methods are based in the
Lemma II.2.3 [9, p. 162], which can be stated as follows
Lemma 4 Assume that the global errors ǫn ≡ ǫn(τ ; h), of a one-step method
satisfy the recursion (3.10), where the local errors ln can be split (uniformly
on h and τ) as
ln = (Rq(τJ, τP )− I)φ(tn)τµhα+ τO(τ νhβ), n = 0, 1, . . . , t∗/τ − 1, (3.33)
where the function φ(t) and its first derivative regarding t are uniformly bounded,
then the stability condition
sup
1≤n≤t∗/τ
τ→0+, h→0+
‖Rq(τJ, τP )n‖ ≤ C, (3.34)
implies that the global errors uniformly fulfil
ǫn = O(τµhα) +O(τ νhβ), n = 1, . . . , t∗/τ, τ → 0+, h→ 0+. (3.35)
General Assumptions on the semilinear problem.
To bound the local errors and consequently the global errors we henceforth
assume that the exact PDE solution uh(t) confined to the spatial grid and
the semilinear problem (3.2) fulfil (1.3)-(1.4), (3.4) and (3.28) for some θ ∈
[0, π/2], and that the following hypotheses (related the matrices J and P ) hold
18
for some constants (not necessarily positive) αl, βl and η and some nonnega-
tive integer l∗, whenever h→ 0+ and τ → 0+,
(P1)


(P − J)lu(k)h (t) = τ lhαl O(1),
(P − J)l+1u(k)h (t) = τ l+1hβl+1J O(1)

 l=0,1,...,l
∗
k=1,2,...,p+1.
(P2) Jηu
(k)
h (t) = O(1), k = 1, 2, . . . , p+ 1, for some η.
(3.36)
It should be noticed that always α0 = 0, because the derivatives (up to some
order) of the exact solution are uniformly bounded, i.e. u
(k)
h (t) = O(1), t ∈
[0, t∗], k = 0, 1, . . . , p+ 1.
Theorem 2 Assume that the Runge-Kutta method has stage order ℓ and that
sup
zk∈W(θ),
k=1,2,...,d
|z/(Rq(z, w)− 1)| ≤ C, z and w given by (3.16). (3.37)
Then for the AMFq-RK method we have that,
l[1]n = O(τhr) +O(τ ℓ+1), (τ → 0, h→ 0),
and
l[1]n = τh
rO(1) + τ ℓ+1(Rq(τJ, τP )− I)
(
O(1) + τhβ1O(1)
)
, τ → 0, h→ 0.
Proof. According to Lemma 3 the term l[1]n of the local error is given by,
l[1]n = ξ(τJ, τP )Dˆn + δn, (3.38)
where
ξ(τJ, τP ) := (ßT⊗I)

Qq(τJ, τP ) + 1∑
j=q
(
j∏
i=q
Mi(τJ, τP ))Qj−1(τJ, τP )−
1∏
i=q
Mi(τJ, τP )


(3.39)
From Remark 2 we have that (ej denotes the j-vector of the canonical basis)
sup
Re zk≤0
k=1,...,d
|ξ(z, w)ej| ≤ C, (j = 1, . . . , s), z, w given by (3.16).
From Theorem 1 this implies that
max
j=1,...,s
‖ξ(τJ, τP )(ej ⊗ I)‖ ≤ C ′, τ → 0+, h→ 0+.
Then, from (3.21) in Lemma 3 the first bound for l[1]n follows.
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For the second bound, we separate in (3.38) the τ ℓ+1-term from the others,
take into account (3.39) and Lemma 3, we get
l[1]n =
τℓ+1
(ℓ+1)!
(
ξ(τJ, τP )
(
(cℓ+1 − (ℓ+ 1)Acℓ)⊗ I
)
+ (1− ßT cℓ+1)I
)
u
(ℓ+1)
h (tn) +r,
where r = O(τ ℓ+2) +O(τhr).
(3.40)
Next, we define the mapping (assume that J is regular only to simplify the
proof)
υ(τJ, τP ) := (Rq(τJ, τP )−I)−1
(
ξ(τJ, τP )
(
(cℓ+1 − (ℓ+ 1)Acℓ)⊗ I
)
+ (1− ßT cℓ+1)I
)
.
(3.41)
By using the assumption (3.37), the bounds in Remark 2 and Lemma 2, it is
not very difficult to see that
sup
z∈W(θ)
|υ(z, z)| < +∞. sup
zk∈W(θ)
k=1,2,...,d
|zυ[1](z, w)| < +∞, z and w given by (3.16).
(3.42)
Then, from (3.40) it follows that,
l[1]n =
τℓ+1
(ℓ+1)!
(R(τJ, τP )− I) υ(τJ, τP )u(ℓ+1)h (tn) +r
= τ
ℓ+1
(ℓ+1)!
(R(τJ, τP )− I)
(
υ(τJ, τJ) + υ[1](τJ, τP )(τP − τJ)
)
u
(ℓ+1)
h (tn) +r
= r+ τ
ℓ+1
(ℓ+1)!
(R(τJ, τP )− I) υ(τJ, τJ)u(ℓ+1)h (tn)
+ τ
ℓ+1
(ℓ+1)!
(R(τJ, τP )− I) υ[1](τJ, τP )(τJ)(J−1(P − J))u(ℓ+1)h (tn)
= r+ τ
ℓ+1
(ℓ+1)!
(R(τJ, τP )− I)O(1) + τℓ+1
(ℓ+1)!
(R(τJ, τP )− I)O(τhβ1) ✷
(3.43)
For the analysis of the local error term l[2]n in (3.19), we define the mappings
ψq(τJ, τX) := (ß
T ⊗ I)∏1j=qMj(τJ, τX) ∈ Cm,sm,
ζq(τJ, τX) := (Rq(τJ, τX)− I)−1 ψq(τJ, τX) ∈ Cm,sm,
(3.44)
and their associated vector complex functions
ψq(z, w) := ß
T ∏1
j=q(I − wTj)−1(zA− wTj) ∈ C1,s,
ζq(z, w) := (Rq(z, w)− 1)−1 ψq(z, w) ∈ C1,s.
(3.45)
These mappings will play a mayor role in the proof of the convergence results.
It must be remarked that whereas ‖ψq(z, w)‖2 is uniformly bounded when z
and w are given by (3.16), the vector ζq(z, w) = O(z−1) as z → 0 due to the
20
fact that (see (3.12))
Rq(z, w)− 1 = ßT

Qq(z, w) + 1∑
j=q
(
j∏
i=q
Mi(z, w))Qj−1(z, w)−
1∏
i=q
Mi(z, w)

 cz.
(3.46)
Hence ζq(z, w) is not bounded in general for z and w given by (3.16). However,
ζq(z, z) is uniformly bounded as long as Rq(z, z) − 1 6= 0 for z ∈ W(θ)\{0}.
From (3.19), by using (3.31), we deduce that,
l[2]n = (Rq(τJ, τP )− I)
∑l∗
j=0 ζ
[j]
q (τJ, τJ)(Is ⊗ (τ(P − J))j)∆h(tn)
+ (Rq(τJ, τP )− I)ζ [l∗+1]q (τJ, τP )(Is ⊗ (τ(P − J))l∗+1)∆h(tn).
(3.47)
Next, we provide some convergence results for different kind of AMFq-RK
methods, which depends on the Runge-Kutta method on which the AMFq-RK
is based on. We start with Theorem 3 that meets applications for DIRK meth-
ods (Diagonally Implicit Runge-Kutta) and SIRK methods (Single Implicit
Runge-Kutta) and then with Theorems 4, 5 and 6 which meet applications in
the AMFq-Rad methods presented in section two. Of course, the assumptions
(P1)-(P2) will be always assumed for some integers l∗ ≥ 0, ℓ ≥ 1, p ≥ 1.
Theorem 3 If Tν = A, ν = 1, . . . , q, with the Runge-Kutta coefficient matrix
A having unique eigenvalue γ > 0 (with multiplicity s), then the local errors
(ln = l
[1]
n + l
[2]
n ) fulfil
l[1]n = O(τhr) + τ ℓ+1(R(τJ, τP )− I)(O(1) +O(τhβ1)),
l[2]n = τ
2l+2hβl+1(R(τJ, τP )− I)O(1), l = 0, 1, . . . , l˜,
l˜ = max{0,min{q − 2, l∗}}.


(τ → 0+, h→ 0+).
If the method is A(θ)-stable for a d-splitting and (3.28) holds, then for any
l = 0, 1, . . . , l˜, the global errors fulfil (whenever τ → 0+ and h→ 0+) that,
ǫn,h = O(hr)+τ ℓmin{1,max{τ, τ 2hβ1}}O(1)+O(τ 2l+2hβl+1); n = 1, 2, . . . , t∗/τ.
Proof. The expression of l[1]n was seen in Theorem 2. In order to show the
expression for l[2]n , we start by deducing from (3.44) and (3.12) that
ζq(z, w) = (Rq(z, w)− 1)−1ßT ((I − wA)−1A)q (z − w)q,
Rq(z, w)− 1 = ßT
(
((I − wA)−1A)q (z − w)q − I
)
(zA− I)cz.
(3.48)
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From (3.32) we have that ζ [l]q (z, z) =
1
l!
∂lζq
∂wl
(z, z). From here and from (3.48)
it follows that
ζ [l]q (z, z) = 0, l = 0, 1, . . . , l˜.
From (3.47) by taking l˜ as upper index, for any l = 0, 1, . . . , l˜, we have that
l[2]n = (Rq(τJ, τP )− I)ζ [l+1]q (τJ, τP )(Is ⊗ (τ(P − J))l+1∆h(tn)
= τ l(Rq(τJ, τP )− I)
(
ζ [l+1]q (τJ, τP )(Is ⊗ τJ)
)
(Is ⊗ J−1(P − J)l+1)∆h(tn)
= τ l(R(τJ, τP )− I)O(1)(Is ⊗ J−1(P − J)l+1)(τc⊗ u′h(tn) + τ 2O(1))
= τ 2l+2hβl+1(R(τJ, τP )− I)O(1).
To see the bound for the global errors we apply Lemma 4. The bounds for
the local errors ln have been obtained above (see also Theorem 2 for l
[1]
n ). The
boundedness of the powers of Rq(τJ, τP ) as indicated in (3.34) follows from
Theorem 1 by taking into account the A(θ)-stability of the method for the d-
splitting and that (3.28) holds. Now from Lemma 4 the proof is accomplished.
✷
Theorem 4 For AMFq-RK methods with γ > 0 and satisfying (A−T1)c = 0,
we have that
l[2]n = τ
2(R(τJ, τP )− I)
(
O(1) + hβ1O(1)
)
, (τ → 0+, h→ 0+).
Additionally if the method is A(θ)-stable for a d-splitting and (3.28) holds,
then for τ → 0+ and h→ 0+, the global errors fulfil
ǫn,h = O(hr)+τ ℓmin{1,max{τ, τ 2hβ1}}O(1)+τ 2
(
O(1) + hβ1O(1)
)
; n = 1, 2, . . . , t∗/τ.
Proof. The expression of l[1]n was seen in Theorem 2. In order to show the
expression for l[2]n , from (3.47) by setting l
∗ = 0 we get that (observe that
ζq(z, z)c = 0 because (A − T1)c = 0. This expression is used in the third
equality below)
l[2]n = (Rq(τJ, τP )− I)ζq(τJ, τJ)∆h(tn)
+ (Rq(τJ, τP )− I)ζ [1]q (τJ, τP )(Is ⊗ (τ(P − J)))∆h(tn)
= (Rq(τJ, τP )− I)ζq(τJ, τJ) (τc⊗ I + τ 2O(1))
+ (Rq(τJ, τP )− I)
(
ζ [1]q (τJ, τP )(I ⊗ τJ)
)
(Is ⊗ (J−1(P − J))) (τO(1))
= (R(τJ, τP )− I) (τ 2O(1)) + (R(τJ, τP )− I)O(1)
(
τ 2hβ1O(1)
)
.
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This provides the bound for the local errors l[2]n . The boundedness of the powers
of Rq(τJ, τP ) as indicated in (3.34) follows from Theorem 1 by taking into
account the A(θ)-stability of the method for the d-splitting and that (3.28)
holds. Now, from the bounds for the local error and from Lemma 4 the proof
follows. ✷
Theorem 5 For AMFq-RK methods with γ > 0 and satisfying
sup
Re z ≤ 0, z 6=0
‖z−ηζq(z, z)‖2 < +∞,
with η given in (P2) we have that
l[2]n = (R(τJ, τP )− I)
(
O(τ 1+η) +O(τ 2hβ1)
)
, (τ → 0+, h→ 0+).
Additionally if the method is A(θ)-stable for a d-splitting and (3.28) holds,
then for τ → 0+ and h→ 0+, the global errors fulfil
ǫn,h = O(hr)+min{1,max{τ, τ 2hβ1}}O(τ ℓ)+O(τ 1+η)+O(τ 2hβ1); n = 1, 2, . . . , t∗/τ.
Proof. The expression of l[1]n was seen in Theorem 2. In order to show the
expression for l[2]n , from (3.47) by setting l
∗ = 0 we get that
l[2]n = (Rq(τJ, τP )− I)ζq(τJ, τJ)∆h(tn)
+ (Rq(τJ, τP )− I)ζ [1]q (τJ, τP )(Is ⊗ (τ(P − J)))∆h(tn)
= (Rq(τJ, τP )− I)ζq(τJ, τJ) (τO(1))
+ (Rq(τJ, τP )− I)
(
ζ [1]q (τJ, τP )(I ⊗ τJ)
)
(Is ⊗ (J−1(P − J))) (τO(1))
= (Rq(τJ, τP )− I) (ζq(τJ, τJ)(I ⊗ (τJ)−η)) (I ⊗ (τJ)η) (τO(1))
+ (R(τJ, τP )− I)O(1)
(
τ 2hβ1O(1)
)
= Rq(τJ, τP )− I) (O(1)) (τ η+1I ⊗ JηO(1))
+ (R(τJ, τP )− I)
(
τ 2hβ1O(1)
)
= (R(τJ, τP )− I)
(
O(τ 1+η) +O(τ 2hβ1)
)
.
This provides the bound for the local errors l[2]n . The rest of the proof follows
as in the previous theorems. ✷
Theorem 6 For AMFq-RK methods with γ > 0 and
(A− T1)c = 0, supRe z ≤ 0, z 6=0 ‖z−ηζq(z, z)‖2 < +∞,
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with η given in (P2) and assuming (P1) for l∗ = 1, we have that
l[2]n = (R(τJ, τP )− I)
(
O(τ 2+η) +O(τ 3hα1) +O(τ 4hβ2)
)
, (τ → 0+, h→ 0+).
Additionally if the method is A(θ)-stable for a d-splitting and (3.28) holds,
then the global errors fulfil
ǫn,h = O(hr) + min{1,max{τ, τ 2hβ1}}O(τ ℓ) +O(τ 2+η) +O(τ 3hα1) +O(τ 4hβ2),
n = 1, 2, . . . , t∗/τ, (τ → 0+, h→ 0+).
Proof. In order to show the expression for l[2]n , from (3.47) by setting l
∗ = 1
we get that
l[2]n = (Rq(τJ, τP )− I)
(
ζq(τJ, τJ) + ζ
[1]
q (τJ, τJ)(I ⊗ τ(P − J))
)
∆h(tn)
+ (Rq(τJ, τP )− I)ζ [2]q (τJ, τP )(Is ⊗ τ 2(P − J)2)∆h(tn)
= (Rq(τJ, τP )− I)
(
ζq(τJ, τJ) + ζ
[1]
q (τJ, τJ)(I ⊗ τ(P − J))
)
((τc⊗ I)u′h(tn) + τ 2O(1))
+ (Rq(τJ, τP )− I)ζ [2]q (τJ, τP )(Is ⊗ τ 2(P − J)2)(τO(1))
= (Rq(τJ, τP )− I)
(
τ 2ζq(τJ, τJ)O(1) + τζ [1]q (τJ, τJ)(I ⊗ τ(P − J)O(1))
)
+ (Rq(τJ, τP )− I)
(
ζ [2]q (τJ, τP )(Is ⊗ τJ)
)
(Is ⊗ τJ−1(P − J)2)(τO(1))
= (Rq(τJ, τP )− I) (τ 2 (ζq(τJ, τJ)(τJ)−η) (τ ηJηO(1)) +O(τ 3hα1))
+ (Rq(τJ, τP )− I) (O(1) τ 2J−1(P − J)2O(1))
= (R(τJ, τP )− I)
(
O(τ 2+η) +O(τ 3hα1) +O(τ 4hβ2)
)
.
This provides the bound for the local errors l[2]n . The rest of the proof follows
as in the previous theorems. ✷
4 Application of the convergence results for Dirichlet Boundary
Conditions in parabolic problems
Let us next consider the 2D semi-linear diffusion-reaction model (ε is a positive
constant)
ut = ε(uxx + uyy) + g(x, y, t), (x, y) ∈ (0, 1)2, t ∈ [0, 1], ε > 0, (4.1)
with prescribed Dirichlet boundary conditions and an initial condition. The
PDE is discretized on uniform spatial meshes (xi, yj) = (ih, jh), h = N
−1, 1 ≤
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i, j ≤ N −1, where N −1 is the number of interior grid-points for each spatial
variable. We shall assume that the exact solution of the PDE (4.1) is regular
enough when (x, y, t) ∈ [0, 1]2× [0, t∗]. Let us denote uh(t) := (ui,j(t))N−1i,j=1 with
a row-wise ordering, where ui,j(t) := u(xi, yj, t) for 0 ≤ i, j ≤ N . Then, by
using second-order central differences, we obtain for the exact solution of (4.1)
on the grid a semi-discrete system (1.2) with dimension m = (N − 1)2
u′h(t) = εJuh(t) + gh(t) + σh(t) + εh
−2uΓh(t), (4.2)
where
J := J1 + J2, J1 = IN−1 ⊗ BN−1, J2 = BN−1 ⊗ IN−1,
BN−1 = h
−2TriDiag(1,−2, 1) ∈ R(N−1)×(N−1), h = 1/N.
(4.3)
Moreover, gh(t) = (g(xi, yj, t))
N−1
i,j=1, ‖σh(t)‖2,h = O(h2) (0 ≤ t ≤ t∗), whereas
uΓh(t) contains the values of the exact solution on the boundary, i.e.,
uΓh(t) = u
(0,y)
h (t)⊗e1+u(1,y)h (t)⊗eN−1+e1⊗u(x,0)h (t)+eN−1⊗u(x,1)h (t), (4.4)
with u
(0,y)
h (t) = (u0,j(t))
N−1
j=1 , u
(1,y)
h (t) = (uN,j(t))
N−1
j=1 , u
(x,0)
h (t) = (ui,0(t))
N−1
i=1
and u
(x,1)
h (t) = (ui,N(t))
N−1
i=1 . Above, {e1, . . . , eN−1} denotes the canonical basis
in RN−1.
For the proof of the convergence results we need the lemma 5 and the lemma 6
given below. These lemmas can be derived from the material in [9, pp. 96-300]
(see from Lemma 6.1 to Lemma 6.5). Lemmas 5 and 6 supply sharp values for
the constants αl, βl and η appearing in the P-assumptions of section 3. These
constants together with the convergence theorems provide specific orders of
convergence of the MoL approach for several AMFq-RK methods, in particular
for the AMFq-Rad methods presented in section 2.
The norm considered here for vectors, is the weighed Euclidean norm
‖(vij)N−1i,j=1‖2,h :=
√√√√√ 1
N2
N−1∑
i,j=1
|vij|2 = h‖(vij)N−1ij=1‖2,
and for matrices the corresponding operator norm.
Lemma 5 Assume that exact solution u(x, y, t) of the 2D-PDE problem (4.1)
has as many continuous partial derivatives as needed in the analysis in (x, y, t) ∈
[0, 1]2 × [0, t∗]. Then for k = 1, 2 . . . and ω < 1
4
we have that,
∥∥∥Jωu(k)h (t)
∥∥∥
2,h
= O(1), and moreover∥∥∥J1+ωu(k)h (t)
∥∥∥
2,h
= O(1), whenever u(1)Γh (t) ≡ 0.
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Lemma 6 Assume that exact solution u(x, y, t) of the 2D-PDE problem (4.1)
has as many continuous partial derivatives as needed in the analysis in (x, y, t) ∈
[0, 1]2 × [0, t∗]. Then, for l = 0, 1, ... we have that,∥∥∥(P − J)lu(k)h (t)
∥∥∥
2,h
= O(τ lhαl),
∥∥∥J−1(P − J)lu(k)h (t)
∥∥∥
2,h
= O(τ lhβl),
(4.5)
where
αl =


−max{0, 3 + 4(l − 2)}, if u(1)Γh (t) ≡ 0,
−max{0, 3 + 4(l − 1)}, otherwise,
(4.6)
and
βl =


−max{0, 1 + 4(l − 2)}, if u(1)Γh (t) ≡ 0,
−max{0, 1 + 4(l − 1)}, otherwise.
(4.7)
✷
We next give a convergence theorem for 2D-parabolic PDEs when the MoL ap-
proach with AMFq-Rad methods in section 2 are applied to the time discretiza-
tion. The results still hold for 3D-parabolic problems (even for dD-parabolic
problems and d ≥ 3) and Time-Independent Dirichlet boundary conditions,
but the proof requires some extra length to be included here.
Theorem 7 The global errors (GE) in the weighted Euclidean norm of the
MoL approach for the 2D-PDE (4.1) when the spatial semi-discretization is
carried out with second order central differences and the time integration is per-
formed with AMFq-RK methods, are given in Table 1. There, ̺ = min{1, τ 2h−1}
and O(τ 2.25∗) is meant for O(τµ) where µ < 2.25 is any constant.
(τ → 0+, h→ 0+) GE (Time-Indep.) GE (Time-Dep.)
AMF1-Rad O(h2) +O(τ2) O(h2) +O(̺)
AMF2-Rad O(h2) +O(τ3) + τ2O(̺) O(h2) +O(̺)
AMF3-Rad O(h2) +O(τ2.25∗) O(h2) +O(̺)
Table 1
Global error estimates in the weighted Euclidean norm for Time-Dependent Dirichlet boundary conditions
(in short Time-Dep.) and Time-Independent Dirichlet boundary conditions (in short Time-Indep.).
Proof. In all cases we have that the stage order of the underlying Runge-Kutta
Radau IIA method is ℓ = 2 and the order of the spatial semi-discretization is
r = 2. Moreover, all the three methods AMFq-Rad (q = 1, 2, 3) are A(π/2)-
stable for a 2-splitting as it is shown in [5] for the cases q = 1 and q = 2 and
in [7] for the case q = 3. Also, it should be noticed that (3.28) holds.
We start with the AMF1-Radmethod. We have for the case of Time-Independent
Dirichlet Boundary conditions that the derivative regarding t vanishes on
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boundary points (x, y) ∈ Γh, i.e. u(1)Γh (t) ≡ 0. From Lemma 6 we get that
α1 = 0 and β1 = 0. Then the bound for the global errors follows from Theo-
rem 4. For the case of Time-Dependent Dirichlet Boundary conditions, from
Lemma 6, we have that α1 = −3 and β1 = −1. Then, the bound for the
global errors follows from Theorem 4. The bound also applies to the AMF2-
Rad method for Time-Dependent Dirichlet BCs, because this method fulfils
the assumptions in Theorem 4.
For the case of the AMF2-Rad method and Time-Independent Dirichlet BCs
we apply Theorem 4 for the case ̺ = 1 and Theorem 6 with l∗ = 1 for the
case ̺ = τ 2h−1. Observe that from Lemma 6 we have that α1 = 0 and β1 = 0
and β2 = −1. Moreover the AMF2-Rad method fulfils all the assumptions in
Theorem 6 by taking η = 1, see also Lemma 5.
For the case of the AMF3-Rad method and Time-Independent Dirichlet BCs
we apply Theorem 5 with any η < 1.25, see Lemma 5. Observe that in this case
α1 = 0, β1 = 0. Then from Theorem 5 the global errors are of size O(h2) +
O(τ 2). The proof that the order can be increased up to O(h2) + O(τ 2.25∗)
requires some extra technical details that we have omitted for simplicity. The
case of Time-Dependent Dirichlet BCs follows from Theorem 5 too, but in
this case β1 = −1. ✷
4.1 Numerical Experiments
We have performed some numerical experiments on two 2D-PDE and 3D-
PDE problems of parabolic type in order to illustrate the convergence results
presented in former sections for the AMFq-Rad methods.
(1) Problem 1 is the 2D-PDE problem (4.1) with diffusion parameter ε = 0.1
and Dirichlet Boundary Conditions and an Initial Condition so that
u(x, y, t) = 10x(1− x)y(1− y)et + βe2x−y−t, (4.8)
is the exact solution. The case β = 0 provides Time-Independent Bound-
ary conditions and no spatial error (σh(t) ≡ 0, due to the polynomial
nature of the exact solution). The case β = 1 provides Time-Dependent
boundary conditions and spatial discretizations errors of order two.
(2) Problem 2 is the 3D-PDE problem (4.9) with diffusion parameter ε = 0.1
ut(
−→x , t) = ε∆u(−→x , t) + g(−→x , t),
t ∈ [0, 1], −→x = (x, y, z) ∈ (0, 1)3 ∈ R3,
(4.9)
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and Dirichlet Boundary Conditions and an Initial Condition so that
u(x, y, t) = 64x(1− x)y(1− y)z(1− z)et + βe2x−y−z−t, (4.10)
is the exact solution. Again, the case β = 0 provides Time-Independent
Boundary conditions and no spatial error and the case β 6= 0 provides
Time-Dependent boundary conditions and spatial discretizations errors
of order two.
On the end-point of the time interval t∗ = 1, in the weighted Euclidean norm
we have computed as specified in (4.11), the global errors ǫ2(h, τ) (ymet(t
∗)
denotes the numerical solution at t∗ by the method considered), the number
of significant figures of the global errors δ2(h, τ) and the estimated order of
the global errors p(h, τ) as powers of h when r = τ/h is kept constant and
both τ and h tend to zero.
ǫ2(h, τ) := ‖uh(t∗)− ymet(t∗)‖2,h , δ2(h, τ) = − log10 ǫ2(h, τ)
p(h, τ) = (δ2(h/2, τ/2)− δ2(h, τ))/ log10 2.
(4.11)
In the Tables 2, 3 and 4 we have considered for each h the time-stepsize τ = qh
for the corresponding AMFq-Rad method (q = 1, 2, 3), so that all the methods
make use of the same number of f -evaluations and similar CPU times in
the computations. In those tables we have displayed the number of significant
figures in the global errors δ2(h, τ) and in brackets the estimated orders p(h, τ)
of each method.
From Theorem 7, the global errors are expected to be of size hµ (observe that
τ/h is kept constant) where:
(1) for the AMF1-Rad method, µ = 2 if Time-Independent BCs are consid-
ered and µ = 1 if Time-Dependent BCs are imposed. This nicely fits with
the results displayed in Table 2 (Time-Independent BCs) and in Table 3
(Time-Dependent BCs) for the 2D-PDE problem. Moreover, the conver-
gence order is still µ = 2 in the 3D-PDE problem for Time-Independent
BCs as it can be seen in Table 4.
(2) For the AMF2-Rad method, µ = 3 if Time-Independent BCs are consid-
ered and µ = 1 if Time-Dependent BCs are imposed. This fits well with
the results displayed in Table 2 (Time-Independent BCs) and in Table 3
(Time-Dependent BCs) for the 2D-PDE problem. Moreover, the conver-
gence order is also µ = 3 in the 3D-PDE problem for Time-Independent
BCs as it can be observed in Table 4.
(3) For the AMF3-Rad method, µ = 2.25
∗ if Time-Independent BCs are con-
sidered and µ = 1 if Time-Dependent BCs are imposed. This can be
observed in Table 2 (Time-Independent BCs) and in Table 3 (Time-
Dependent BCs) for the 2D-PDE problem. Moreover, the convergence
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order also approaches to µ = 2.3 in the 3D-PDE problem for Time-
Independent BCs as shown in Table 4.
h
AMF1-Rad (p)
τ/h = 1
AMF2-Rad (p)
τ/h = 2
AMF3-Rad (p)
τ/h = 3
1
24 δ2 = 3.74 (2.03) δ2 = 4.94 (2.82) δ2 = 4.90 (3.56)
1
48 δ2 = 4.35 (2.03) δ2 = 5.79 (2.89) δ2 = 5.67 (2.42)
1
96 δ2 = 4.96 (1.99) δ2 = 6.66 (2.92) δ2 = 6.40 (2.36)
1
192 δ2 = 5.56 (1.99) δ2 = 7.54 (2.93) δ2 = 7.11 (2.29)
1
384 δ2 = 6.16 (2.03) δ2 = 8.42 (2.96) δ2 = 7.80 (2.29)
1
768 δ2 = 6.77 (−−) δ2 = 9.31 (−−) δ2 = 8.49 (−−)
Table 2
Significant correct digits (l2,h-norm) for the 2D-PDE problem with Time-Independent Dirichlet BCs (β = 0).
In brackets the estimated orders of convergence (by halving both the spatial resolution h and the time-
stepizes τ and taking ratio r = τ/h).
h
AMF1-Rad (p)
τ/h = 1
AMF2-Rad (p)
τ/h = 2
AMF3-Rad (p)
τ/h = 3
1
24 δ2 = 3.02 (1.00) δ2 = 2.79 (0.76) δ2 = 2.52 (0.66)
1
48 δ2 = 3.32 (0.97) δ2 = 3.02 (0.83) δ2 = 2.72 (0.76)
1
96 δ2 = 3.61 (1.00) δ2 = 3.27 (0.90) δ2 = 2.95 (0.86)
1
192 δ2 = 3.91 (1.00) δ2 = 3.54 (0.93) δ2 = 3.21 (0.91)
1
384 δ2 = 4.21 (1.03) δ2 = 3.82 (0.97) δ2 = 3.48 (0.97)
1
768 δ2 = 4.52 (−−) δ2 = 4.11 (−−) δ2 = 3.77 (−−)
Table 3
Significant correct digits (l2,h-norm) for the 2D-PDE problem with Time-Dependent Dirichlet BCs (β = 1).
In brackets the estimated orders of convergence (by halving both the spatial resolution h and the time-
stepizes τ and taking ratio r = τ/h).
h
AMF1-Rad (p)
τ/h = 1
AMF2-Rad (p)
τ/h = 2
AMF3-Rad (p)
τ/h = 3
1
24 δ2 = 3.40 (2.03) δ2 = 4.31 (2.96) δ2 = 4.53 (2.69)
1
48 δ2 = 4.01 (2.03) δ2 = 5.20 (2.96) δ2 = 5.34 (2.59)
1
96 δ2 = 4.62 (−−) δ2 = 6.09 (−−) δ2 = 6.12 (−−)
Table 4
Significant correct digits (l2,h-norm) for the 3D-PDE problem with Time-Independent Dirichlet BCs (β = 0).
In brackets the estimated orders of convergence (by halving both the spatial resolution h and the time-
stepizes τ and taking ratio r = τ/h).
As a conclusion we can say that the convergence results presented in Theo-
rem 7 seem to be sharp for 2D-parabolic problems and that they still hold for
dD-parabolic problems (d > 2) when Time-Independent boundary conditions
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are considered. The proof of this fact requires some additional work and is
not presented here. On the other hand, the convergence results are very poor
when Time-Dependent Boundary conditions are considered. However, in such
a situation we have developed a very simple technique (Boundary Correction
Technique) to recover the convergence order as if Time-Independent Bound-
ary conditions were considered. The explanation of the Boundary Correction
Technique and the proof of the convergence orders requires some extra length
and will be the objective of another paper.
It is also important to remark that although we have considered in Theorem 7,
second-order central differences for the spatial discretization, the convergence
results also hold for most of the usual spatial discretizations as long as they
are stable and consistent with order r ≥ 1. Numerical experiments carried by
the authors seem to indicate that the convergence results also hold for many
classes of non-linear problems.
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