The problem of simultaneous estimation of the number of signals and frequencies of multiple sinusoids is considered in the case when some observations are missing. The number of signals is estimated with an information theoretic criterion, and the frequencies are estimated with eigenvariation linear prediction. The strong consistency of the estimates of the number of signals and the frequencies is established and the rate of convergence of these estimates is provided. Besides, the limiting distributions of various estimates are given.
Introduction
In resource prospecting and earthquake detection, telecommunications, biomedical engineering, radio location of objects, etc., it is often necessary to detect the number of signals. A commonly used model for signal processing is the undamped exponential model y n = where i = √ −1, α j is a set of unknown complex amplitudes, ω j is a set of unknown angular frequencies, and w n is a sequence of independently and identically distributed complex random noise variables, usually assumed to have mean zero and finite variance σ 2 . Associated with this model, two interesting problems are to determine the number of signals and estimate the unknown parameters. Even when the number of signals p 0 is known, it is not easy to find the least squares estimates of α j and ω j values because it would involve solving a system of nonlinear equations with exponential functions. To avoid this difficulty, various methods have been developed in the literature. Among others, references may be made to Bressler and MaCovski (1), Kay (2), Kumaresan et al. (3) , Kundu (4) , Rao (5) , Stoica (6) , Tufts and Kumaresan (7) , and Ulrych and Clayton (8) .
Missing or incomplete data of model 1.1 are usually failure of sensors or recording. Because of this failure, the estimation of both the number of signals and the amplitudes and frequencies of the signals is of both theoretical and practical interest. Kundu and Kundu (9) proposed a consistent estimation of the frequency parameters. In this paper, we propose a method for simultaneously estimating the number of signals and the frequencies of the signals, and the asymptotic properties of the proposed method will be discussed.
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In Section 2, a method for simultaneous estimation of the number of signals and the amplitudes and frequencies of the signals is proposed when some observations in model 1.1 are missing. In Section 3, the strong consistency of the estimators is proved. In Section 4, we establish the limiting distributions of the newly proposed estimators. In Section 5, the rates of convergence of the estimators of the number of signals and the frequencies of the signals are given.
In the following,Ā denotes the complex conjugate of the matrix A, A * denotes the complex conjugate transpose of A and A 2 = trace A * A .
Determination of the Number of Signals and Estimation of the Frequency Parameters When Some Observations Are Missing
Suppose that the data sequence y n is given as follows:
where i = √ −1, α j is a set of unknown complex amplitudes, ω j is a set of unknown angular frequencies, and w n is a sequence of independently and identically distributed complex random noise variables such that
with σ 2 unknown. We assume that ω j = ω k if j = k, ω j 0 2π for any j, and p 0 P + :.
In this paper, we are primarily interested in determining p 0 and estimating the frequency parameters ω j , j = 1 p 0 . Once ω j values are estimated, the α j values can be found by the linear least squares fit to the data. Denote
Suppose that the observations y k k κ N are missing, where κ N is a subset of the set 1 N . Let A N p be the matrix obtained from the matrix Y in 2.3 with the rows having missing observations removed. Denote θ N p = n y n + p y n is a row of A N p , and let r N p be the number of rows of A N p . For brevity of notation, we omit N in the above notations.
Defineˆ
. It is clear that S p is the smallest eigenvalue ofˆ p . Let
where C N is assumed to satisfy lim N→:
Then, we find a nonnegative integerp P such that Rp = min 0 p P R p . We usep as an estimate of p 0 .
Further, we find a unit p + 1 3 1 complex vectorb
Letρ j e −iω j , j = 1 p, be the solutions to the equa-
p. Then we useω j values as estimates of ω j values.
We need the following assumption: Assumption (A). Assume that r p → : and
Remark 2.1: It is easy to show that r p tends to : and j θ p e ija = O 1 for any real number a = 0 when κ N is bounded.
Strong Consistency of the Detection and Estimation Procedures
The following theorem contains the main results of this section. Theorem 3.1. Suppose that w n is an iid sequence of complex random variables satisfying 2.2 and that Assumption (A) holds. Then
(ii) there exists a unique p 0 + 1 3 1 unit vectorb (up to a complex factor with modulus one) which satisfies 2.6, and (iii) for appropriate orderinĝ
The following two lemmas are needed in the proof of Theorem 3.1.
Lemma 3.1. Let x n n 1 be a sequence of independent real random variables with zero means. Write s K + :, j 1 for some constants K and µ , 0, then lim sup n→: S n / 2s 2 n log log s 2 n = 1, a s Proof: For a proof, see Petrov (10) . Let
where D = diag α 1 α p 0 and 
Using the condition 2.2 and Lemma 3.1, we obtain
In terms of the law of iterated logarithm of M-dependent sequence, it follows that
[ 
Hence, with probability one, for large N,
Now we assume that p , p 0 . Then by 3.10, 2.4, and 2.5, with probability one, for large N,
Therefore, with probability one, for large N,p = p 0 , which establishes (i).
To prove (ii) and (iii), we can use the similar methods found in the literature, e.g., Bai and Rao (12) . The details are omitted. Throughout this section, we assume that w n is a sequence of iid complex r.v.'s such that 
and
The following lemma is needed to prove Theorem 4.1. Proof of Theorem 4.1:
By Lemma 4.1, we haveˆ −→ = DV +DV * + U. Because S p is the smallest eigenvalue ofˆ p , we have
Let Q be a unitary matrix such that Q * DD * * Q = diag ξ 1 ξ p 0 , ξ 1 ξ p , 0. Note that the last column of Q is the eigenvector of p corresponding to the eigenvalue σ 2 . We choose this column as b. Write 
Note that 4.5 reveals only that there exist some versions of ζ N , ζ, , and U which have the same distributions as ζ N , ζ, , and U, respectively, such that 4.5 holds. Hence we only get 4.2. The principle of this statement also applies to the following proof of 4.3 and so on.
Because ˆ p − S p I p+1 b = 0 and p − σ 2 I p+1 b = 0 with the choice ofb such thatb → b, a.s. andˆ → , a.s., by 4.5, we have Becauseb → b, a.s.,ρ j → 1, a.s., andω j → ω j , a.s., for appropriate ordering and for j = 1 p, with probability one, we have *
for large N. Because e −iω j is a simple root of the multinomial B z , we have
−iω j = 0 for j = 1 p, and thus G is nonsingular, which, together with 4.7 and 4.8, implies that
Hence, 4.3 follows.
Rate of Convergence of the Estimates of the Number of Signals and the Frequencies
The main results of this section are included in the following four theorems. The first theorem gives the rates of convergence ofp. then E w 1 2µ + :, µ , 1, implies that
as N → :, for any s , µ, and E e τ w 1 2 + :, τ , 0 implies that
as N → :, for some η , 0.
Letb
where a N , 0 such that b p 0 = 1, and G + denotes MoorePenrose inverse of the matrix G. 
