In a noisy environment, visual perception of articulatory movements improves natural speech intelligibility. Parallel to phonemic processing based on auditory signal, visemic processing constitutes a counterpart based on "visemes", the distinctive visual units of speech. Aiming at investigating the neural substrates of visemic processing in a disturbed environment, we carried out a simultaneous fMRI-EEG experiment based on discriminating syllabic minimal pairs involving three phonological contrasts, each bearing on a single phonetic feature characterised by different degrees of visual distinctiveness. The contrasts involved either labialisation of the vowels, or place of articulation or voicing of the consonants. Audiovisual consonant-vowel syllable pairs were presented either with a static facial configuration or with a dynamic display of articulatory movements related to speech production.
a b s t r a c t
In a noisy environment, visual perception of articulatory movements improves natural speech intelligibility. Parallel to phonemic processing based on auditory signal, visemic processing constitutes a counterpart based on "visemes", the distinctive visual units of speech. Aiming at investigating the neural substrates of visemic processing in a disturbed environment, we carried out a simultaneous fMRI-EEG experiment based on discriminating syllabic minimal pairs involving three phonological contrasts, each bearing on a single phonetic feature characterised by different degrees of visual distinctiveness. The contrasts involved either labialisation of the vowels, or place of articulation or voicing of the consonants. Audiovisual consonant-vowel syllable pairs were presented either with a static facial configuration or with a dynamic display of articulatory movements related to speech production.
In the sound-disturbed MRI environment, the significant improvement of syllabic discrimination achieved in the dynamic audiovisual modality, compared to the static audiovisual modality was associated with activation of the occipito-temporal cortex (MT + V5) bilaterally, and of the left premotor cortex. While the former was activated in response to facial movements independently of their relation to speech, the latter was specifically activated by phonological discrimination. During fMRI, significant evoked potential responses to syllabic discrimination were recorded around 150 and 250 ms following the onset of the second stimulus of the pairs, whose amplitude was greater in the dynamic compared to the static audiovisual modality. Our results provide arguments for the involvement of the speech motor cortex in phonological discrimination, and suggest a multimodal representation of speech units.
© 2012 Elsevier Ltd. All rights reserved.
Introduction
In speech perception, a stream of sounds produced by articulatory movements is decoded into a meaningful utterance. One prerequisite for understanding and producing an utterance is that speakers and listeners share the same linguistic code. The close relationship between speech perception and production is illustrated by difficulties experienced by congenitally deaf people struggling with oral language acquisition, and by impaired speech production in children with poor phonological awareness, who fail to acquire sufficiently well-defined speech representations required for reading acquisition (Peeters, Verhoeven, de Moor, & van Balkom, 2009) .
Although, in everyday life, speech perception typically refers to verbal sound auditory processing, it is based on the integration of different sources of linguistic information, among which visual cues make a significant contribution. Indeed, depending on the speech-to-noise ratio, word length and verbal processing constraints, congruent facial display provides critical cues to healthy listeners in noisy environments (MacLeod & Summerfield, 1990; Sumby & Pollack, 1954) , and benefits hearing-impaired listeners (Grant, Walden, & Seitz, 1998) . Visual speech information can also alter the expected perceptual interpretation of clear auditory signals. The "McGurk effect", showing how adding incongruent visual information to an auditory speech signal can indeed change the final percept, provides strong support for a multimodal representation of speech (McGurk & MacDonald, 1976) .
To specify the visual counterpart of a phoneme, Fisher (1968) coined the label of "viseme" to describe particular facial positions and movements that occur alongside speech production, and allow distinction between different configurations. Basically, if two phonemes can be distinguished through visual perception, without auditory cues, they belong to two different classes of visemes. Of course, several phonemes may fit into the same visemic class. For example in French, 17 classes of visemes comprise 36 phonemes (Le Goff & Benoît, 1996) .
