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Automatizacio´n de resolucio´n de incidencias
Resumen
Los usuarios del Departamento de Arquitectura de Computadores tienen a su disposicio´n
un equipo de te´cnicos encargados de gestionar, mantener y crear los recursos y servicios
informa´ticos que el departamento pone a disposicio´n de e´stos. En la actualidad, la mayor
parte de incidentes y peticiones relativas a estos recursos y servicios se reciben a trave´s del
correo electro´nico o del tele´fono (y, en menor medida, en persona), por lo que los te´cnicos
se encargan de introducirlas en el gestor de incidentes para su posterior resolucio´n. Este
hecho es fuente de imprecisiones y retrasos, en algunos casos evitables, tal y como se
muestra en este proyecto.
La finalidad de este proyecto es el desarrollo de una aplicacio´n que pueda atender,
gestionar y resolver los incidentes y peticiones de un entorno real de atencio´n al usuario.
Ha de ser suficientemente flexible como para poder an˜adir nuevos mo´dulos de resolucio´n
de incidentes, as´ı como para poder ser independiente del gestor de incidentes utilizado.
El sistema se distribuye con algunos mo´dulos para resolver los incidentes ma´s t´ıpicos,
pero existe la posibilidad de aumentar fa´cilmente su nu´mero si se siguen las instrucciones
disponibles en el manual del desarrollador.
El sistema se ha desarrollado de forma que soporta el gestor de incidentes GN6, pro-
piedad de UPCNet, pero esta´ preparado para utilizar cualquier gestor de incidentes si se
implementa correctamente el mo´dulo que lo gestione.
vii
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Los usuarios del Departamento de Arquitectura de Computadores1 de la Universidad
Polite´cnica de Catalunya2 disfrutan de una serie de servicios informa´ticos gestionados y
mantenidos por el Laboratorio de Ca´lculo de Arquitectura de Computadores3.
Las necesidades de los usuarios, una vez puestas en conocimiento del personal del
laboratorio, suponen cierta carga de trabajo para ser resuelta. La carga de trabajo variara´,
evidentemente, en funcio´n de cada necesidad espec´ıfica pero, en cualquier caso, dichas
necesidades pueden ser clasificadas en varias categor´ıas. Las dos principales categor´ıas,
ordenadas por nu´mero de necesidades que llegan, son los incidentes y las peticiones. Desde
hace an˜os se utiliza un programa gestor de incidentes para centralizar incidentes y aunar
esfuerzos.
El resultado de este proyecto es un sistema software que rebaje la carga de trabajo
del personal a trave´s de la automatizacio´n de la resolucio´n de los incidentes y peticiones
que se reciben. El nombre que se le ha dado a este proyecto es el de iSolve.
Este documento, la memoria de un proyecto de final de carrera, incluye toda la docu-
mentacio´n generada durante la especificacio´n y creacio´n del sistema software a desarrollar,
de acuerdo a la metodolog´ıa utilizada: RUP [19]. Gracias a este me´todo sera´ posible en-
tender el problema a solucionar, la propuesta de solucio´n y su planificacio´n y esfuerzos
estimados. El me´todo RUP genera mucha documentacio´n (agrupada en “artefactos”) en ca-
da iteracio´n del desarrollo del sistema, por lo que se ha redistribuido toda esa informacio´n





2 CAPI´TULO 1. INTRODUCCIO´N
Cap´ıtulo 2
Visio´n global del proyecto
2.1. Descripcio´n del problema
El Departamento de Arquitectura de Computadores pone a disposicio´n de sus usuarios
una serie de recursos y servicios informa´ticos. Tal y como se ha explicado anteriormen-
te, existe un equipo de personal te´cnico que se encarga de su gestio´n, mantenimiento y
renovacio´n. En ocasiones hay problemas (incidentes) con los servicios informa´ticos que
impiden un uso pleno, o bien peticiones sobre los servicios actuales por parte de los usua-
rios. En la actualidad, la mayor parte de incidentes y peticiones se reciben a trave´s del
correo electro´nico o del tele´fono (y, en menor medida, en persona), por lo que una parte
considerable del trabajo de dicho personal te´cnico es introducirlas en el gestor de inci-
dentes para su posterior resolucio´n. Este hecho, por s´ı solo, ya puede ser una fuente de
imprecisiones y retrasos que, en algunos casos, son evitables.
No es menos cierto que existen ciertas peticiones bien conocidas y definidas para las que
se han creado una especie de asistente on line para que los usuarios rellenen el formulario
asociado y conozcan al instante si el proceso ha acabado con e´xito o no. Desafortunada-
mente, la situacio´n actual es que tanto las peticiones introducidas por el personal te´cnico
como las “on line” siguen caminos diferentes pese a ser iguales en el fondo. Y lo que es
peor: de estas u´ltimas peticiones no hay un seguimiento en el gestor de incidentes, ya que
en general se resuelven al momento a trave´s de algu´n CGI convenientemente programado,
ni esta´n integradas, ya que cada formulario se ha creado en situaciones y contextos dife-
rentes. Es por ello que se evidencia la necesidad de integrar ambos flujos de peticiones y
realizar un correcto seguimiento de ellas.
Adema´s, se da el hecho de que algunas necesidades sufren retrasos de resolucio´n de-
bido a que el usuario no facilita toda la informacio´n necesaria para ello y es necesario
contactar con e´l de nuevo para conseguirla, lo que suele suponer un intercambio de correo
electro´nicos o alguna llamada al usuario y confiar en poderle localizar. En otras ocasiones,
el problema es que el personal que se encarga de resolverlas esta´ tratando con otras tareas
ma´s prioritarias. Conviene recordar que el nu´mero de correos electro´nicos recibidos cada
d´ıa es alto, y eso representa un problema.
El impacto asociado es que los usuarios pueden percibir una demora innecesaria en dar
solucio´n a sus necesidades, lo cual da una imagen negativa del Laboratorio de Ca´lculo.
La solucio´n que se presenta es el desarrollo de una aplicacio´n que pueda gestionar y
resolver las incidentes de un entorno real de atencio´n al usuario. Ha de ser suficientemen-
te flexible como para poder an˜adir nuevos mo´dulos de resolucio´n de incidentes, as´ı como
para poder ser independiente del gestor de incidentes utilizado. Se espera que su pues-
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ta en marcha agilice la resolucio´n de incidentes ayudando a mostrar el Laboratorio de
Ca´lculo como una unidad eficiente y ra´pida. Otras aportaciones pueden ser realizadas
aprovechando el proyecto como base, como se desarrollara´ ma´s adelante.
2.2. Finalidad del proyecto
La finalidad de este proyecto es el desarrollo de una aplicacio´n que pueda atender,
gestionar y resolver los incidentes de un entorno real de atencio´n al usuario. Ha de ser
suficientemente flexible como para poder an˜adir nuevos mo´dulos de resolucio´n de inci-
dentes, as´ı como para poder ser independiente del gestor de incidentes utilizado.
2.3. Objetivos generales
Los objetivos generales son los siguientes:
Atender los incidentes que son recibidos a trave´s del correo electro´nico y procesarlos
para su introduccio´n en el gestor de incidentes.
Ser capaz de gestionar de una manera completa los incidentes del gestor que se indi-
que, as´ı como proporcionar una base para que pueda hacer lo mismo con diferentes
gestores.
Reconocer que´ incidentes pueden ser resueltos y resolverlos, siendo consciente de
los posibles errores que pueden ocurrir durante dicho proceso y actuar e informar
convenientemente.
Documentar de una manera clara y concisa el co´digo de la aplicacio´n, de manera
que esto permita a los futuros desarrolladores del proyecto ampliar su capacidad
de una manera sencilla. Los usuarios del sistema, por su parte, obtendra´n una do-
cumentacio´n de usuario que mostrara´ las posibilidades de esta aplicacio´n y co´mo
usarla en el d´ıa a d´ıa de su trabajo.
En resumen, este proyecto auna los diferentes tipos de comunicacio´n de incidentes y
se encarga de solucionar los que sea capaz, as´ı como gestionar los posibles errores que
puedan aparecer en el proceso.
2.4. Posicionamiento del producto
El sistema pretende llenar un hueco en el panorama actual de resolucio´n de incidentes
tal y como se detalla en la tabla 2.1.
2.5. Descripcio´n de los usuarios
Para proporcionar productos y servicios que satisfagan las necesidades reales de los
usuarios, es necesario identificarlos a todos ellos y considerarlos como parte del proceso de
modelado. Esta seccio´n proporciona un perfil de los usuarios involucrados en el proyecto,
adema´s de los problemas clave que van a ser solventados en la solucio´n propuesta por este
proyecto. La descripcio´n de las necesidades de dichas necesidades proporciona el escenario
y la justificacio´n de los requisitos del sistema.
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Destinatario Concrecio´n
Para. . . Personal del Laboratorio de Ca´lculo del Departamento de Ar-
quitectura de Computadores.
Quienes. . . Quieren agilizar la resolucio´n de incidentes de sus usuarios.
El proyecto es. . . Un programa; es decir, un producto software.
Y, adema´s, . . . Es suficientemente flexible para poder an˜adir mo´dulos que
extiendan su abanico de soluciones a incidentes conocidos (o,
incluso, desconocidos).
No es como. . . Un operador cuyo trabajo sea la resolucio´n de incidentes, ya
que su comportamiento es mucho ma´s perio´dico, exhaustivo
y meto´dico. Todas estas cualidades son positivas y negativas
a partes iguales, ya que se trata de un trabajo en el que son
necesarias muchas cualidades personales, destacando especial-
mente la empat´ıa.
Ya que este proyecto. . . Se basa en la extraccio´n de conocimiento de un experto y,
como todas las extracciones a expertos, se trata de un proceso
muy complejo y no exento de errores y/o imprecisiones.
Cuadro 2.1: Encaje del producto.
2.5.1. Radiograf´ıa de los usuarios actuales de los servicios in-
forma´ticos
Los servicios informa´ticos ofrecidos en la actualidad son muchos y variados, y es nece-
sario un cambio a mejor para adaptarse a los nuevos desaf´ıos tecnolo´gicos. En este caso,
este proyecto busca facilitar y agilizar las relaciones de los usuarios con el Laboratorio de
Ca´lculo.
Los usuarios, en general, tienen estudios y esta´n capacitados para operar un ordena-
dor; en un gran nu´mero de casos poseen ordenadores fuera del lugar de trabajo, para
uso personal. En muchos casos esta´n al corriente de que´ servicios son ofrecidos por el
Laboratorio de Ca´lculo y co´mo y a quie´n pedirlos.
Este proyecto se implementara´ inicialmente en el Laboratorio de Ca´lculo de Arquitec-
tura de Computadores, sin ninguna otra localizacio´n prevista posteriormente.
2.5.2. Resumen de las partes interesadas en el desarrollo
La tabla 2.2 muestra las partes interesadas en el desarrollo del proyecto informa´tico:
2.5.3. Resumen de usuarios
La tabla 2.3 muestra los diversos usuarios que entrara´n en contacto con el sistema:
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Nombre Representa a. . . Rol
Usuario Usuarios de los servicios
informa´ticos del Departa-
mento de Arquitectura de
Computadores.
Crea peticiones como medio de
hacer llegar sus problemas y pe-
ticiones a los responsables de los
servicios informa´ticos.
Personal te´cnico Trabajadores cuyo trabajo
es la resolucio´n de inciden-
tes.
Dar solucio´n a las necesidades de
los usuarios a trave´s de sus co-
nocimientos y los procedimientos
implementados en su lugar de tra-
bajo.
Responsable Responsables de servicios y
de direccio´n.
Responsable del buen funciona-
miento de la resolucio´n de inci-
dentes y del seguimiento del gra-
do de realizacio´n de sus objetivos.
Determina que´ servicios se ofre-
cen y bajo que´ condiciones.
Cuadro 2.2: Personas interesadas en el desarrollo del sistema.
Nombre Responsabilidades Representado por. . .
Usuario Solicita la resolucio´n de sus nece-
sidades respecto a los servicios in-
forma´ticos.
Representado por un usuario t´ıpi-
co.
Te´cnico Dar solucio´n a las necesidades de
los usuarios a trave´s de sus co-
nocimientos y los procedimientos
implementados en su lugar de tra-
bajo.
Representado por un operador
de Sistemas del Departamento,
que trabaja en el Laboratorio
de Ca´lculo de Arquitectura de
Computadores.
Cuadro 2.3: Resumen de usuarios del sistema.
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2.5.4. Entorno y restricciones
Existe un u´nico desarrollador durante toda la vida del proyecto, sin previsio´n de
que este nu´mero var´ıe.
Los principales me´todos de entrada de incidentes es presencialmente, por v´ıa te-
lefo´nica o a trave´s del correo electro´nico. Tambie´n es necesario indicar que algunos
incidentes son abiertos ad hoc al detectar el personal te´cnico algu´n problema o error
en los servicios informa´ticos ofrecidos.
En la actualidad se utiliza el gestor de incidentes wreq1. Dado que esta´ previsto que
en un espacio corto de tiempo se migre a una solucio´n ma´s moderna, se espera que
este proyecto sea independiente del gestor de incidentes utilizado por el personal de
operaciones.
Para poder resolver incidentes futuros, se espera que este proyecto sea capaz de
an˜adir nuevos mo´dulos de resolucio´n de incidentes fa´cilmente, para as´ı ampliar el
espectro de resolucio´n automa´tica de incidentes de una manera limpia y sencilla.
Este proyecto se realizara´ a trave´s de un proyecto de final de carrera de la Ingenier´ıa
en Informa´tica, bajo la supervisio´n de la Facultad de Informa´tica de Barcelona, por
lo que se rige por la normativa vigente actual para los proyectos de final de carrera2.
2.5.5. Necesidades de los usuarios
La tabla 2.4 muestra los principales problemas desde el punto de vista de los usuarios,
la solucio´n actual (si existe) y nuevas propuestas de solucio´n.
2.6. Visio´n general del producto
2.6.1. Perspectiva del producto
Este proyecto se va a crear desde cero para automatizar la resolucio´n de incidentes
como principal meta, y se espera que sea totalmente independiente a cualquier otro. En el
planteamiento del proyecto se debera´ contemplar que en un futuro puede llegar a formar
parte de un sistema ma´s amplio.
2.6.2. Resumen de capacidades
Esta es la lista de todas las capacidades que debe proporcionar el proyecto, cuyo orden
de prioridad se establece en el punto 2.7:
Deteccio´n de nuevos incidentes y clasificacio´n por tema, importancia y otros factores.
Deteccio´n de incidentes sin resolver en los que se puede avanzar hacia la resolucio´n.
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trativas para rebajar el pe-
so del correo electro´nico pa-
ra el personal te´cnico: so´lo
se recibir´ıa en caso de que
fallara un servicio o no se
recibiera cierto correo como
habitualmente.
Previsio´n de otras mejoras
a medio plazo como ges-
tio´n del tratamiento de de-
teccio´n de problemas notifi-





























Revisio´n exhaustiva de to-
dos los incidentes; en ca-
so de detectar nuevos inci-
dentes, notificarlo median-
te me´todos diferentes al co-
rreo electro´nico al personal
te´cnico correspondiente.
Cuadro 2.4: Resumen de las necesidades de los usuarios.
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Resolucio´n automa´tica de incidentes.
Deteccio´n de problemas a trave´s de correos electro´nicos originados por monitoriza-
cio´n y por los propios servicios.
Deteccio´n de incidentes no resueltos y que tengan una baja actualizacio´n de eventos.
2.6.3. Suposiciones y dependencias
Se asumen los siguientes enunciados y dependencias en relacio´n a este proyecto:
La red de comunicaciones puede fallar, y no siempre es posible conseguir el tele´fono
del usuario, ni tampoco su lugar de trabajo (puede que ni siquiera este´ en las cer-
can´ıas).
Se espera un cambio a corto/medio plazo de gestor de incidentes por lo que, si es
posible y entra dentro de la fase de elaboracio´n con margen suficiente, se dara´ soporte
al antiguo y al nuevo gestor de incidentes.
Para un o´ptimo funcionamiento del proyecto es necesario relacionarlo con el cata´logo
de servicios TIC del Departamento de Arquitectura de Computadores, ya que cada
posible incidente a resolver ha de estar contemplado en e´l, y as´ı poder crear un
procedimiento sin ambigu¨edades y eficiente.
2.6.4. Alternativas
No se contemplan posibles alternativas que puedan ser aceptadas por los usuarios.
2.6.5. Coste asociado al proyecto y licencias
Tal y como se ha indicado, este proyecto se realizara´ a trave´s de un proyecto de
final de carrera, por lo que no habra´ coste econo´mico asociado a su desarrollo estricta-
mente hablando; el ca´lculo en horas se detalla en el apartado 4.2. Adema´s, el uso de
la infraestructura tecnolo´gica disponible en el Departamento de Arquitectura de Compu-
tadores permite que no sea necesaria una inversio´n en material informa´tico y ordenadores.
Tampoco habra´ licencias para el lanzamiento inicial del proyecto, ya que u´nicamente es-
tara´ disponible para dicho departamento.
Todos los mo´dulos y herramientas utilizadas son gratuitas y gran parte de ellas se en-
cuentran bajo la licencia GNU GPL3. Se puede encontrar ma´s informacio´n en el apartado
correspondiente, en el anexo F.
2.7. Importancia y prioridades
Es necesario indicar, de alguna manera, la importancia relativa de las capacidades
del proyecto. Las caracter´ısticas definidas en la visio´n global del proyecto han de ser
implementadas en las dos primeras iteraciones del sistema; en especial, las caracter´ısticas
3Se puede consultar la licencia completa en la direccio´n http://www.gnu.org/licenses/gpl.txt . Esta
licencia permite la copia, distribucio´n (comercial o no) y modificacio´n del co´digo, siempre que cualquier
modificacio´n se continu´e distribuyendo con la misma licencia.
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ma´s importantes, como las que se refieren a resolver nuevos incidentes, sera´n lanzadas en
la primera iteracio´n del proyecto.
Mientras el desarrollo del proyecto este´ en marcha, deben usarse los indicadores del
apartado 2.8.3 para medir la importancia relativa de las caracter´ısticas y co´mo ello cuadra
con el plan de desarrollo de cada iteracio´n. Dicha importancia se reflejara´ en la determi-
nacio´n de la prioridad de cada caracter´ıstica en relacio´n a una iteracio´n particular.
Se estima que el proyecto finalizara´ despue´s de tres o cuatro iteraciones de desarrollo,
y se detalla la planificacio´n de las tres primeras iteraciones. Esto es debido a que es muy
probable que la cuarta iteracio´n corrija errores menores de co´digo y las mejoras de baja
prioridad descritas en el apartado 2.8. Puede parecer que la segunda iteracio´n contenga
poco trabajo u´til, pero lo cierto es que se trata de la parte ma´s compleja del proyecto,
por lo que se ha decidido centrarse en ella durante una iteracio´n completa. En concreto,
las iteraciones planificadas son las siguientes:
Iteracio´n 1
Deteccio´n de nuevos incidentes y clasificacio´n por tema, importancia y otros factores.
Deteccio´n de incidentes sin resolver en los que se puede avanzar hacia la resolucio´n.
Investigacio´n, ana´lisis y procesado de los incidentes candidatos a ser resueltos au-
toma´ticamente.
Iteracio´n 2
Resolucio´n automa´tica de incidentes.
Iteracio´n 3
Deteccio´n de problemas a trave´s de correos electro´nicos originados por monitoriza-
cio´n y por los propios servicios.
Deteccio´n de incidentes no resueltos y que tengan una baja actualizacio´n de eventos.
2.8. Ana´lisis de requisitos
El ana´lisis de requisitos de un sistema agrupa todas las tareas de investigacio´n, creacio´n
y definicio´n de un sistema, ya sea uno nuevo o uno que sea necesario modificar. Dicho
ana´lisis es una parte muy importante de la fase inicial (la fase de especificacio´n), ya se
que identifican las necesidades para, posteriormente, iniciar el disen˜o de la solucio´n. El
primer paso ha de ser concretar los requisitos de la aplicacio´n.
2.8.1. Requisitos funcionales
Los requisitos funcionales definen el comportamiento esperado del sistema, en aspectos
como los detalles te´cnicos, datos u otras funcionalidades que muestran co´mo realizar el
paso de los casos de uso a la realidad. Es necesaria la existencia de los requisitos no
funcionales, que se detallan en el siguiente apartado, para complementar a e´stos [21].
Se han detectado los siguientes requisitos funcionales:
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El sistema ha de detectar los nuevos incidentes que lleguen a trave´s del correo
electro´nico.
El sistema ha de gestionar correctamente los incidentes que ya existen en el gestor
de incidentes.
El sistema ha de poder introducir nuevos incidentes, que generalmente llegara´n a
trave´s del correo electro´nico, en el gestor de incidentes.
El gestor de incidentes puede variar en el tiempo, y el sistema debe ser independiente
de e´l.
El sistema ha de reconocer que´ incidentes puede resolver e intentar avanzar hacia
su resolucio´n.
El sistema debe poder clasificar (por tema, importancia y otros factores) y modificar
los datos de los incidentes que ya han sido introducidos en el gestor, y hacerlo usando
el cata´logo de servicios TIC del Departamento de Arquitectura de Computadores.
El sistema ha de poder ampliarse a trave´s de mo´dulos para poder incrementar (o
disminuir) el nu´mero de incidentes tipo a resolver.
El sistema debe detectar incidentes no resueltos y que tengan una baja actualizacio´n
de eventos (no prioritario).
El sistema debe detectar problemas a trave´s de correos electro´nicos originados por
monitorizacio´n y por los propios servicios (no prioritario).
2.8.2. Requisitos no funcionales
Aqu´ı se enumeran y analizan todos aquellos requisitos del sistema que no se contemplan
en los casos de uso, pero que tambie´n son de vital importancia para el buen funcionamiento
del proyecto [20]. Su alcance se centra en los primeros compases del sistema, ya que abarca
puntos de la puesta a punto y elementos orientativos que deben ser conocidos antes de
entrar los detalles del sistema para, de este modo, llegar a un producto final que satisfaga
todos los requisitos planteados.
Ayuda y documentacio´n
Este apartado indica los requisitos de la documentacio´n que es necesaria elaborar para
el uso del proyecto, una vez finalizada su implementacio´n. Se adjuntara´ con el programa
un manual de usuario, cuyos lectores sera´n el personal te´cnico del Laboratorio de Ca´lculo
y un manual del desarrollador, que servira´ para modificar y/o ampliar la funcionalidad del
programa, ambos redactados en te´rminos claros y entendedores, con instrucciones paso a
paso, incluidas definiciones de te´rminos y acro´nimos.
El usuario final de este proyecto es el personal te´cnico del Laboratorio de Ca´lculo, por
lo que el manual de usuario ha de incluir aspectos como:
Introduccio´n al nuevo entorno y metodolog´ıa de trabajo.
Caracter´ısticas del sistema.
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Configuracio´n y ajuste del sistema.
Actualizaciones y uso de mo´dulos de resolucio´n.
Por otra parte, el manual del desarrollador ha de incluir, como mı´nimo, los siguientes
puntos:
Requisitos mı´nimos del sistema.
Instrucciones de instalacio´n.
Documentacio´n sobre la estructura interna.
Documentacio´n acerca de co´mo crear, activar y desactivar mo´dulos de resolucio´n de
incidentes o de gestio´n.
Problemas conocidos y no resueltos, si los hubiera.
No se contempla la ayuda en l´ınea como documentacio´n independiente del manual del
desarrollador.
Componentes adquiridos
No hay necesidad de adquirir ningu´n tipo de componente, ya que todos los necesarios
sera´n facilitados por el Departamento de Arquitectura de Computadores.
Disen˜o modular
El sistema ha de ser suficientemente flexible como para poder an˜adir nuevos mo´dulos
de resolucio´n de incidentes fa´cilmente, as´ı como para poder ser independiente del gestor
de incidentes utilizado.
Errores del sistema
Todos los errores deben quedar registrados en un fichero de registro espec´ıfico para la
aplicacio´n. Dichos mensajes de error deben incluir un identificador del error, la descripcio´n
larga del motivo del error, el d´ıa y hora con precisio´n de segundos en que ocurrio´ y el
mo´dulo en el que se genero´ o creo´ el error.
Eventos del sistema
El nivel de registro de eventos podra´ ser variado en funcio´n de las necesidades de
cada momento, para facilitar la deteccio´n y correccio´n de errores. Inicialmente, el nivel de
detalle del registro de eventos del sistema sera´ bajo para no producir muchos registros en
un plazo pequen˜o de tiempo.
Fiabilidad y disponibilidad
La disponibilidad del sistema informa´tico sera´ de 24 horas al d´ıa, ya que los usuarios
pueden crear peticiones en cualquier momento del d´ıa (muchos, de hecho, pueden estar
de viaje de trabajo y, por lo tanto, en diferentes husos horarios). Es ma´s, los errores se
pueden producir aleatoriamente en cualquier momento y sin previo aviso.
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Funcionalidad
Los requisitos funcionales se definen impl´ıcitamente a trave´s de los casos de uso del
sistema. No obstante, existen algunos requisitos funcionales comunes a ma´s de un caso de
uso diferente.
Imagen corporativa
El logotipo del Departamento de Arquitectura de Computadores y de su Laboratorio
de Ca´lculo deben aparecer en la documentacio´n y, si hubiera contexto gra´fico, en la interfaz
gra´fica.
Dado que este proyecto se implementara´ inicialmente en el Laboratorio de Ca´lculo de
Arquitectura de Computadores en exclusiva, no se ha disen˜ado ningu´n plan de propagan-
da, materiales de promocio´n o de marketing.
Legislacio´n vigente
Tal y como se explica en el apartado 3.3.4, puede ser necesario el uso de una base de
datos para almacenar informacio´n sobre incidentes. En cualquier caso, no se guardara´n
datos personales relacionados con un usuario en concreto, si no tan so´lo informacio´n sobre
el transcurso de la resolucio´n del incidente. Bajo este supuesto, el sistema no debe atenerse
a la Ley Orga´nica de Proteccio´n de Datos (15/1999).
Rendimiento
Tiempo de inactividad El sistema revisara´ si puede avanzar algu´n incidente (nuevo
o no) perio´dicamente en intervalos de un ma´ximo de diez minutos, as´ı como la deteccio´n
temprana de errores.
Capacidad Tal y como se explica en el apartado 3.3.4, puede ser necesario el uso de
una base de datos para almacenar informacio´n sobre incidentes (nuevos, ya resueltos o
pendientes de resolucio´n). En dicho caso, el acceso a la base de datos para la consulta
debe realizarse en menos de un segundo, y la insercio´n y modificacio´n a la base de datos
debe realizarse en menos de dos segundos.
Tiempo de respuesta El sistema debe completar la mayor parte de funcionalidades
en un tiempo menor al intervalo de inactividad.
Restricciones de disen˜o
Las restricciones del sistema se dividen en dos partes:
La dependencia a los equipos informa´ticos del Departamento de Arquitectura de
Computadores para un correcto funcionamiento del sistema, ya sea en bases de
datos, redes u ordenadores.
Al ser un sistema de informacio´n que sera´ utilizado por usuarios de todo tipo, se
necesita que sea multiplataforma por si en el futuro ha de ser trasladado a otros
servidores con otras dependencias.
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Soportes
El sistema no requiere ningu´n tipo de requisito previo para los usuarios, excepto la
capacidad y los medios necesarios para revisar su correo electro´nico. Idealmente sera´ un
programa disen˜ado en un lenguaje de programacio´n independiente del sistema operativo
y de la arquitectura que lo hospede.
Usabilidad y facilidad de uso
El usos del sistema no requerira´ aptitudes sobresalientes en absoluto [22, 14]. Situacio´n
ide´ntica la de los usuarios, ya que su interaccio´n con el sistema se basara´ en comunicaciones
electro´nicas con mensajes escritos en un lenguaje sencillo y conciso.
2.8.3. Otros requisitos del producto
Requisitos del sistema
Estos son los factores de calidad que se tienen en cuenta a la hora de desarrollar el
proyecto, ordenados por importancia (de mayor a menor):
Correccio´n: Las tareas sera´n realizadas con exactitud, cumpliendo su propo´sito para
satisfacer al usuario.
Compatibilidad: El proyecto debe cumplir los esta´ndares actuales y de programacio´n
para ser compatibles con los gestores de incidentes utilizados.
Robustez: Al tratar con incidentes de usuarios, ha de ser capaz de saber cua´ndo no
actuar para evitar problemas mayores posteriormente [15].
Funcionalidad: El sistema ha de proporcionar una mejora en la comunicacio´n con
los usuarios y en el trabajo diario para atraer el intere´s por su uso.
Extensibilidad: El sistema debe ser capaz de adaptarse a cambios de especificacio´n,
ya que se puede contemplar resolver nuevos incidentes y/o eliminar incidentes que
ya no se dan en cualquier momento.
Mantenibilidad: El sistema debe ser fa´cil de mantener y de an˜adir nuevos o eliminar
obsoletos mo´dulos de resolucio´n de incidentes, sin que ello implique volver a compilar
todo el proyecto.
Usabilidad: El proyecto ha de ir acompan˜ado de una documentacio´n clara y sencilla
que abarque todo lo necesario para el mantenimiento y ampliacio´n del mismo.
2.9. Riesgos del proyecto
2.9.1. Introduccio´n a los problemas en los proyectos
Todo proyecto es susceptible a sufrir retrasos e incidencias que pueden afectar a di-
versos aspectos, tales como la planificacio´n, el plazo de finalizacio´n, su coste econo´mico o
la mantenibilidad del sistema.
Se puede definir el riesgo en un proyecto como aque´l evento o condicio´n incierta que,
en caso de ocurrir, tiene un efecto positivo o negativo sobre los objetivos de un proyecto.







Cuadro 2.5: Resumen de gravedad de los riesgos.
Porcentaje Probabilidad
≤ 20 % Muy baja
≤ 40 % Baja
≤ 60 % Media
≤ 80 % Alta
≥ 80 % Muy alta
Cuadro 2.6: Probabilidad de aparicio´n de los riesgos.
Un riesgo tiene una causa y, si ocurre (“evento de riesgo”), tendra´ sus consecuencias
(“efectos”). El e´xito o el fracaso de un proyecto dependen de los riesgos asociados a
e´ste, por lo que es necesario reconocer su existencia, clasificarlos segu´n su impacto si se
cumplieran y preparar un plan para evitarlos o, en el peor de los casos, suavizar sus efectos.
En general, se gestionan los riesgos con efecto negativo, que son aquellos que suponen una
amenaza para el e´xito del proyecto.
La clasificacio´n de la gravedad y del impacto de los riesgos se detalla en las tablas 2.5
y 2.6 y, en menor detalle, en el glosario del anexo E.
2.9.2. Lista de riesgos conocidos
Problemas con el lenguaje de programacio´n
Descripcio´n Tal y como se detalla en el apartado 4.1.2, se garantiza el uso de, al
menos, un ordenador con las herramientas de trabajo adecuadas para el desarrollo del
proyecto. Existe la posibilidad de que el lenguaje de programacio´n no sea el adecuado y
su funcionamiento no sea el esperado o, en otros casos, que su desarrollo no sea tan ra´pido
como se esperaba.
Impacto El mayor impacto de este riesgo es la planificacio´n, ya que si el entorno de
trabajo no es el adecuado, el plazo de entrega puede verse ampliado de manera significa-
tiva.
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Indicadores Este riesgo puede detectarse mediante la ayuda de los diagramas de Gantt
que se realizan en cada fase y se deben poner los medios necesarios para solventar los
problemas, en el menor tiempo posible.
Estrategia de atenuacio´n Es importante dedicar esfuerzos al aprendizaje del lenguaje
de programacio´n, sobre el que ya se tiene experiencia previa (pese a que no en proyectos
tan complejos) para prevenir su frecuencia de aparicio´n, pero ello no es siempre efectivo.
Plan de contingencia Si se detectan problemas, es necesario contactar con un experto
en dicho lenguaje, utilizar los foros de programacio´n y buscar soluciones alternativas.
Los mo´dulos propensos a tener errores necesitan ma´s trabajo de comproba-
cio´n, disen˜o e implementacio´n
Descripcio´n Los mo´dulos se encargan de resolver los incidentes o peticiones de los
usuarios y, por ello, se deben doblar los esfuerzos en la prevencio´n, gestio´n y captura de
los posibles errores, tanto antes como durante la ejecucio´n de los procesos que han de
resolver el incidente o peticio´n.
Impacto La planificacio´n y el plazo de entrega del proyecto van a notar los efectos de
este riesgo al tratarse de otro problema que afecta directamente a la planificacio´n inicial.
Indicadores Detectar el riesgo no es fa´cil hasta que la planificacio´n inicial y la realidad
dejan de ir parejas, o bien cuando surgen errores inesperados en jornadas de trabajo sin
cambios significativos.
Estrategia de atenuacio´n Es necesario dedicar ma´s horas para mitigar el efecto de
este riesgo sobre la planificacio´n. A cambio de un esfuerzo extra temporal, se podra´ obtener
una atenuacio´n de los efectos sobre la planificacio´n, pues no es posible ninguna otra accio´n
atenuadora.
Plan de contingencia Si se detectan problemas, es necesario contactar con un experto
en dicho lenguaje y utilizar los foros de programacio´n, ya que en este supuesto no son
aceptables las alternativas.
No se puede construir un producto de tal envergadura en el tiempo asignado
Descripcio´n El proyecto a desarrollar es de mayores dimensiones (en l´ıneas de co´digo,
en el nu´mero de funciones o en esfuerzo) de lo previsto inicialmente.
Impacto El plazo de finalizacio´n del sistema sera´ la principal a´rea afectada, lo que se
traducira´ en que los diagramas de planificacio´n se vera´n alargados en consecuencia.
Indicadores Los principales indicadores para este riesgo provienen de la experiencia de
los tres componentes clave del proyecto: del tutor, del director y de su autor. En general, es
posible darse cuenta de este riesgo a trave´s del tiempo que se le quiere dedicar al proyecto
y a trave´s de la realizacio´n de una planificacio´n bien detallada y precisa.
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Estrategia de atenuacio´n En este caso en concreto, es necesario aceptar que el riesgo
puede ocurrir y aceptarlo. La atenuacio´n se realizara´ trasladar el riesgo a otra parte menos
cr´ıtica del proyecto, por lo que habra´ recortes en las funcionalidades a implementar.
Plan de contingencia Tal y como se ha explicado en la estrategia de atenuacio´n, en
este proyecto se asume que el sistema puede ser mayor del esperado y tan so´lo sera´ posible
recortes en las funcionalidades a implementar, o bien en una menor calidad del producto.
La comunicacio´n con GN6 necesita un trabajo extra de comprobacio´n, disen˜o
e implementacio´n
Descripcio´n El proyecto necesita comunicarse con el gestor de incidentes GN6 y, debido
a la naturaleza web de e´ste u´ltimo, se hace manifiesta la necesidad de ma´s tiempo y
recursos de los previstos inicialmente para lograr una comunicacio´n con e´xito.
Impacto El plazo de finalizacio´n del sistema sera´ la principal a´rea afectada, lo que se
traducira´ en que los diagramas de planificacio´n se vera´n alargados en consecuencia.
Indicadores Es imprescindible una buena planificacio´n y una buena metodolog´ıa de
implementacio´n para poder determinar lo antes posible la manifestacio´n del riesgo.
Estrategia de atenuacio´n Las pruebas iniciales acotadas de comunicacio´n con el ges-
tor de incidentes GN6 determinara´n el tiempo necesario para establecer una comunicacio´n
correcta. En el caso de que el riesgo se manifieste, no sera´ posible su atenuacio´n sin dedi-
car un esfuerzo mayor del previsto inicialmente, al considerarse la comunicacio´n con GN6
como imprescindible.
Plan de contingencia La idea es anular este riesgo con la previsio´n; sera´ necesario
analizar con precisio´n el proyecto para tener una ventana de tiempo lo suficientemente
grande para revisar y corregir el disen˜o y la implementacio´n.
Requisitos estables y bien comprendidos. Comunicacio´n con el cliente
Magnitud del riesgo e importancia
Descripcio´n Se espera de RUP que proporcione requisitos ma´s estables y estimaciones
ma´s precisas que con los modelos en cascada o iterativos tradicionales, pero no se le puede
exigir que resuelva problemas inherentes al desarrollo de programas. Es preciso un nuevo
planteamiento para dar ma´s e´nfasis a la aceptacio´n de cambios y no intentar estabilizar y
congelar los requisitos, ya que esta idea no siempre es parte de la informa´tica; es necesario
comprender que no se puede prever de manera totalmente fidedigna las estimaciones ne-
cesarias en el proyecto, pero que se ha de ir mejorando con la experiencia y las iteraciones.
Y para todo ello, es necesario entender bien lo que pide el cliente y ser dina´micos con los
cambios: aceptar que los cambios ocurren, pero que no siempre son aceptables.
Tambie´n es posible que haya poca o insuficiente comunicacio´n con el cliente, debido
a la no disponibilidad de e´ste o por suponer hechos y/o decisiones sin tener suficientes
datos del cliente. Este u´ltimo factor puede verse agravado en fechas cercanas a entregas o
visitas del cliente.
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Impactos Este riesgo tiene un impacto muy grande en la calidad final del producto
y en la satisfaccio´n del cliente, y por ello obtiene tan alta puntuacio´n en su magnitud.
Ambas cosas repercuten, asimismo, en la reputacio´n de la empresa. Es posible entregar
un producto similar al que el cliente ha pedido, pero diferente en algunos aspectos clave,
ya que no ha habido una correcta comunicacio´n entre las partes. Hay que estar dispuesto
a aceptar que los cambios ocurren y que es necesario que el cliente forme parte del proceso
activamente.
Indicadores Un indicador u´til es el nu´mero de citas concertadas con el cliente para
dialogar acerca del proyecto y de ciertas decisiones que requieren de su visio´n y/o aproba-
cio´n: sera´ necesario realizar un control del nu´mero de reuniones con el cliente y escuchar
de manera atenta a sus intervenciones, y as´ı detectar posibles errores en la comprensio´n
de los requisitos.Hay que hacer notar que, en muchas ocasiones, el cliente no dispone de
los mismos conocimientos tecnolo´gicos que los desarrolladores, por lo que su visio´n puede
ser muy diferente a la del equipo de desarrollo, sin que ello sea mejor o peor.
Estrategia de atenuacio´n Resulta acertado determinar una cierta periodicidad en las
reuniones con el cliente, en base a la duracio´n estimada del proyecto, y disponer de otros
medios de comunicacio´n alternativos (correo electro´nico, tele´fonos de oficina y mo´viles,
direccio´n postal, . . . ).
Plan de contingencia En caso de detectar que la comunicacio´n con el cliente es baja
o insuficiente, es necesario ser capaz de reconocer que es necesario convocar una reunio´n
con el cliente aunque no estuviera planificada (esto es, convocar reuniones siempre que
sea necesario, de manera dina´mica). Si los requisitos son ambiguos o difieren en lo que
el cliente pide, la actuacio´n deber ser ide´ntica. Sera´ necesario determinar el origen del
problema (falta de dia´logo o de entendimiento, requisitos ambiguos u opuestos, falta de
concrecio´n o presencia de indecisio´n en el cliente) y llegar a un acuerdo que satisfaga a
ambas partes en cuanto se detecten problemas.
Desconocimiento de la metodolog´ıa RUP y sus herramientas
Descripcio´n El equipo de desarrollo no esta´ habituado al uso de RUP en grandes pro-
yectos, y ello puede derivar en un producto final de menor calidad, realizado de manera
menos eficiente.
Impactos A consecuencia principal que puede derivar de este riesgo es el retraso en la
entrega de uno o ma´s documentos, debido a un excesivamente largo proceso de aprendizaje
y familiarizacio´n con las herramientas y la metodolog´ıa RUP. Alternativamente, tambie´n
se puede dar el caso de entregar la documentacio´n de manera incompleta o poco precisa,
debido al mismo motivo, con la diferencia de que en este caso la entrega se realizar´ıa a
tiempo.
Indicadores Este riesgo puede detectarse mediante la ayuda de los diagramas de Gantt
que se realizan en cada fase. En caso de existir retrasos en las primeras tareas a realizar,
una lectura detallada de estos diagramas podra´ determinar si se deben a problemas de
aprendizaje o de soltura con las nuevas herramientas y metodolog´ıa a usar.
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Estrategia de atenuacio´n La fase inicial ha permitido iniciar el aprendizaje de las
herramientas necesarias para el correcto desarrollo de este proyecto, por lo que el riesgo
queda pra´cticamente anulado de cara a las fases finales. No obstante, el riesgo sigue
existiendo para la fase de elaboracio´n y, muy especialmente, para la fase inicial.
Se puede encontrar una breve visio´n de las herramientas utilizadas en este proyecto
en el glosario del anexo E.
Plan de contingencia La planificacio´n del proyecto ya ha previsto este riesgo, por lo
que su coste y efectos han sido asumidos en gran parte.
Pe´rdida de co´digo o documentacio´n durante la elaboracio´n
Descripcio´n Pe´rdida de documentacio´n, co´digo o documentos internos; es decir, trabajo
realizado como parte del proyecto.
Impacto El impacto se vera´ agravado segu´n cada caso particular de pe´rdida de datos, en
funcio´n de la cantidad de datos, la dificultad de su elaboracio´n y el grado de importancia
de los mismos. En cualquier caso, supone un retraso de mayor o menor gravedad en los
plazos del proyecto, y es algo especialmente cr´ıtico en la relacio´n con el cliente.
Indicadores Este riesgo so´lo se puede detectar una vez haya ocurrido, ya que es una
situacio´n imprevisible. Es preciso, no obstante, un ana´lisis del origen del problema, pero
no es posible hacerlo antes de que ocurra, tan so´lo intentar que no ocurra nunca (o tan
poco frecuentemente como sea posible).
Estrategia de atenuacio´n El trabajo del desarrollador se ha planificado de manera
que se usa un sistema de control de versiones en un servidor fiable y externo, que adema´s
realiza copias de seguridad diarias de estos datos como medida de proteccio´n adicional.
Plan de contingencia En caso de que este riesgo se materialice, se puede recuperar
el documento gracias al control de versiones utilizado. El peor caso es si se pierde la
copia de trabajo local sin haber realizado una confirmacio´n de los cambios, ya que es la
que contiene los u´ltimos cambios; en este caso, se habra´ perdido una cantidad de horas
equivalente a las horas desde la u´ltima vez que se enviaron los cambios al servidor central
de versiones. En este caso, el impacto del riesgo es elevado; en cualquier otro caso, el
impacto del riesgo es muy bajo, ya que ha sido previsto y pra´cticamente anulado.
2.9.3. Resumen de riesgos e impacto
Una vez identificados los riesgos, el siguiente paso es determinar su impacto. Para
ello, el primer paso sera´ analizar la “exposicio´n a riesgos”, definida como la probabilidad
de ocurrencia del riesgo multiplicada por la magnitud de pe´rdida del riesgo (impacto).
Por ejemplo, si existe un 25 % de probabilidad de que ocurra un riesgo que retrasar´ıa el
proyecto en 4 semanas, entonces la exposicio´n a este riesgo es de 0,25 x 4 = 1 semana.
Tanto la estimacio´n de la probabilidad de ocurrencia del riesgo como de la magnitud
de pe´rdida se realizan de forma subjetiva, acotando la subjetividad tanto como ha sido
posible.







Problemas con el lenguaje de pro-
gramacio´n
85 % 7 semanas 6 semanas
Los mo´dulos propensos a tener
errores necesitan ma´s trabajo de
comprobacio´n, disen˜o e imple-
mentacio´n
65 % 10 semanas 7 semanas
No se puede construir un produc-
to de tal envergadura en el tiempo
asignado
50 % 8 semanas 4 semanas
La comunicacio´n con GN6 necesita
un trabajo extra de implementa-
cio´n y comprobacio´n
50 % 4 semanas 2 semanas
Requisitos estables y bien com-
prendidos. Comunicacio´n con el
cliente
35 % 3 semanas 1 semana
Desconocimiento de la metodo-
log´ıa RUP y sus herramientas
25 % 2 semanas 1 semana
Pe´rdida de co´digo o documenta-
cio´n durante la elaboracio´n
20 % 3 semanas 1 semana
Cuadro 2.7: Resumen de los riesgos y su impacto.
El siguiente paso es priorizar los riesgos, de manera que se sepa do´nde centrar el
esfuerzo de la gestio´n de riesgos. El resultado final se muestra en la tabla 2.7. Tan so´lo se
ha realizado una ordenacio´n por probabilidad de pe´rdida. Se muestran, por tanto, todos
los riesgos, ya que as´ı es posible priorizar algunos riesgos que producir´ıan alguna pe´rdida
muy grande, independientemente del lugar que ocupen en la tabla.
2.10. Convenciones utilizadas
A continuacio´n se detallan las convenciones tipogra´ficas que se utilizan en este docu-
mento:
Las expresiones resaltadas o importantes siempre se presentan con un estilo de
fuente en negrita.
Las siglas se presentan con una fuente al estilo de la que se usaba en las ma´quinas
de escribir. Por ejemplo, al hablar de las tecnolog´ıas TIC.
Las palabras o expresiones en ingle´s son mostradas en cursiva, como al hablar de
un workflow o de un daemon.
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Las direcciones web que aparecen en este documento (fuera de los pies de pa´gina)
se presentan subrayadas, como al mencionar la pa´gina del departamento, que es
http://www.ac.upc.edu.
Finalmente, todo el co´digo fuente, independientemente del lenguaje de programacio´n
en el que se muestre ha recibido un formato espec´ıfico con la ayuda de un paquete
externo, tal y como se explica en el apartado 2.6.5.
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Cap´ıtulo 3
Arquitectura del sistema
En este cap´ıtulo se presenta la arquitectura del sistema a trave´s de una descripcio´n
en lenguaje natural de que´ se espera del sistema y co´mo ha de comportarse. Es decir,
que´ actividades que se pueden llevar a cabo en el sistema, y quie´nes las realizan, as´ı como
la estructura y el propo´sito del sistema.
Se trata de establecer una comunicacio´n entre el ana´lisis de software y el resto del
proyecto, ya que se establecen las definiciones de capacidades y mecanismos ba´sicos del
sistema [16].
3.1. Objetivos y restricciones del sistema
La arquitectura del sistema, dada su estructura, tiene una serie de objetivos a alcanzar
y algunas restricciones que cumplir:
El sistema ha de estar siempre en funcionamiento y procesar gran cantidad de inci-
dentes al d´ıa. Por ello, el sistema ha de soportar volu´menes elevados de procesado
de datos, del orden de unos 250-350 correos electro´nicos u´nicos cada d´ıa y de apro-
ximadamente medio centenar de incidentes en el gestor de incidentes.
El sistema ha de estar disen˜ado con co´digo totalmente esta´ndar, con el fin de reducir
el nu´mero de errores al mı´nimo.
El desarrollo del sistema ha de seguir la planificacio´n detallada en el anexo D.1 de
la u´nica iteracio´n de la fase inicial.
Todos los requisitos detallados en el apartado 2.8.
3.2. Ana´lisis de usuarios e incidentes: relacio´n y evo-
lucio´n
Para poder crear un sistema capaz de resolver incidentes conocidos de los usuarios,
es necesario determinar co´mo los usuarios crean incidentes, peticiones o piden consejo o
ayuda; tambie´n sera´ de utilidad conocer que´ fases atraviesa un incidente desde su creacio´n
hasta su resolucio´n [1, 6, 7, 4].
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3.2.1. Estado de un incidente
Para facilitar la gestio´n de incidentes, priorizarlos adecuadamente y poder dar un mejor
servicio, es necesario determinar en que´ estados puede estar un incidente; es decir, discernir
si acaba de ser creado, si se necesita informacio´n de terceros o si au´n se esta´ trabajando
en su resolucio´n. Dichos estados son los siguientes:
Nuevo Incidentes que acaban de ser creados, esperando a su clasificacio´n y posterior
procesado.
Abierto Un incidente esta´ abierto mientras no este´ resuelto. Esto significa que se puede
avanzar en e´l pero que, o bien se esta´ haciendo, o bien au´n no se ha empezado.
Pendiente Si no se puede avanzar en un incidente porque falta informacio´n (del usuario
o de terceras personas), ha de marcarse como “pendiente de informacio´n”.
Resuelto Este estado implica que el incidente se ha solucionado satisfactoriamente. En
general, el problema asociado ha sido resuelto y suele ser necesario avisar al usuario.
Cerrado Una vez el personal te´cnico ha resuelto el incidente, determinara´ si es necesario
avisar al usuario o usuarios afectados y dara´ por concluido el trabajo en este inci-
dente. En algunos gestores de incidentes, el estado “resuelto” y “cerrado” son un
u´nico estado, por lo que la distincio´n entre ellos suele ser ma´s bien teo´rica.
El personal te´cnico se encarga de aceptar, clasificar y asignar los incidentes nuevos,
para que de esta manera pasen al estado “abierto”. Puede ser necesario borrarlo en ciertos
supuestos: si se trata de un incidente que ya existe, si se ha introducido por error o si se
trata de spam. En el caso de que sea necesario borrar un incidente, en algunos gestores
se quedara´ marcado como borrado (como en el gestor wreq) y en otros sera´ borrado
completamente de la base de datos asociada (como en el gestor GN6).
De manera similar, puede ser necesario volver a marcar como “abierto” a un incidente
que ya hab´ıa sido cerrado y dado por resuelto. Por norma general, esta situacio´n se da si
el usuario detecta que el problema continu´a presente, si responde una vez cerrado y hay
au´n algu´n cabo suelto o bien si existe algu´n problema de aparicio´n posterior.
Puede ser necesaria la inclusio´n de un estado que indique que el sistema no puede rea-
lizar un determinado incidente, o bien insertar una marca, como una nueva actualizacio´n
del incidente, con un co´digo (o algo similar) que le indique que no es necesario procesar
el incidente porque no sabe resolverlo.
De manera similar, es necesario saber cuales son los estados por los que pasa un
incidente y, en especial, cuales son las transiciones posibles entre estados:
3.2.2. El ciclo de vida de resolucio´n de un incidente
El ciclo de vida de resolucio´n de un incidente es la evolucio´n del estado de un incidente
durante el tiempo que permanece en el gestor de incidentes o durante el tiempo que
permanece sin resolver, desde el punto de vista de su resolucio´n por parte del personal
te´cnico. Atendiendo al esta´ndar ITIL, podemos definir los siguientes estados:
1. Registrar incidente: En esta parte se crean los incidentes, ya sea por parte del usuario
o por parte del personal te´cnico.
3.3. APROXIMACIO´N A LA RESOLUCIO´N AUTOMA´TICA DE INCIDENTES 25
Figura 3.1: Ciclo de vida de un incidente.
2. Clasificar incidente: Es necesario determinar que´ tipo de incidente se ha producido,
as´ı como una primera respuesta al usuario (si procede) para que sepa que su incidente
se esta´ procesando y una previsio´n del tiempo de resolucio´n. Tambie´n aqu´ı se asigna
al te´cnico que ha de resolverla.
3. Investigacio´n, ana´lisis y evaluacio´n: Esta es la parte ma´s dif´ıcil de todo inciden-
te: hay que analizar y descubrir co´mo resolverlo. En este caso, se debera´n aplicar
procedimientos bien documentados para incidentes conocidos.
4. Resolucio´n: Una vez se sabe co´mo se ha de actuar, hay que actuar para resolver
el incidente. Es posible que algunos incidentes, por sus caracter´ısticas, requieran
cambios en el sistema o en algu´n servicio ofrecido a los usuarios.
5. Cerrar incidente: Una vez resuelto el incidente, es necesario avisar al usuario y
documentar que´ se ha hecho, y en base a que´ suposiciones y con que´ documentacio´n.
3.3. Aproximacio´n a la resolucio´n automa´tica de in-
cidentes
3.3.1. Importancia y relacio´n con el sistema
Es importante hacer notar que so´lo una vez entendido co´mo “funciona” un te´cnico
humano en la resolucio´n de incidentes, se podra´ intentar automatizar el proceso. Se intenta
una aproximacio´n a tan complejo problema en los siguientes apartados.
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Estado de un incidente Estados en la resolucio´n
Nuevo Registrar incidente
Abierto Clasificar incidenteInvestigacio´n, ana´lisis y evaluacio´n
Pendiente Investigacio´n, ana´lisis y evaluacio´n
Resuelto Resolucio´n
Cerrado Cerrar incidente
Cuadro 3.1: Equivalencia entre los estados de un incidente y los estados de la resolucio´n.
3.3.2. Resolucio´n de incidentes por parte del personal te´cnico
El diferente personal te´cnico del Laboratorio de Ca´lculo se enfrenta a la resolucio´n de
incidentes de una manera ma´s o menos similar a la contemplada por el esta´ndar ITIL,
cuya representacio´n en un formato de diagrama de flujo podr´ıa ser la que se muestra en
la imagen 3.2.
Existe una cierta equivalencia entre los estados de un incidente y su evolucio´n hasta
la resolucio´n. Pese a que no es perfecta (ni es lo que se pretende, ya que son conceptos
distintos), es especialmente importante tener una visio´n global para facilitar el disen˜o del
sistema. La tabla 3.1 intenta explicar co´mo la resolucio´n de un incidente influye sobre su
estado, y detalla por que´ estados ha de ir pasando la resolucio´n automa´tica hasta el final
del proceso.
3.3.3. Resolucio´n automa´tica
So´lo una vez se ha estudiado co´mo un te´cnico humano se enfrenta a la resolucio´n de
incidentes se puede pretender automatizar el proceso. El resultado de aplicar la experiencia
con algunas iteraciones para su perfeccionamiento es el que se detalla en la imagen 3.3 [9,
5, 17].
La parte del sistema relativa a la resolucio´n automa´tica de incidentes necesitara´ algu´n
tipo de datos para saber co´mo dar solucio´n a un incidente determinado. Por ello se propone
la creacio´n de procedimientos: una estructura de datos que guarde toda la informacio´n
necesaria para resolver un incidente. En posteriores fases se determinara´ su disen˜o y su
contenido.
Es importante destacar que la resolucio´n automa´tica de incidentes tiene un estado
menos, ya que las funciones de la clasificacio´n del incidente son absorbidas por el estado
de “investigacio´n, ana´lisis y evaluacio´n”, ya que un incidente so´lo puede ser clasificado
una vez analizado, siempre que se reconozca el tipo de incidente y exista un mo´dulo de
resolucio´n para e´l. De lo contrario, el sistema se encuentra ante un incidente “cualquiera”
y, por lo tanto, no es capaz de saber co´mo se ha de clasificar.
3.3.4. Comportamiento global del sistema
Desde un punto de vista general y sin entrar en un nivel de detalle elevado, es preciso
observar co´mo hay dos maneras diferenciadas de construir la base de este sistema; dicho
en otras palabras, de tener una idea clara de hacia que´ tipo de sistema hay que encarrilar
al sistema. Sera´ necesario descartar una de estas dos opciones:
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Figura 3.2: Resolucio´n de incidentes.
Sistema sin estado: El modelo se basa en analizar perio´dicamente los incidentes no
resueltos y avanzar cuanto se pueda en ellos, sin almacenar informacio´n de ningu´n
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Figura 3.3: Resolucio´n automa´tica de incidentes.
tipo de dichos incidentes. Es decir, los ana´lisis perio´dicos de los incidentes son to-
talmente independientes entre s´ı.
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Sistema con estado: La segunda posibilidad es almacenar permanentemente en una
base de datos cualquier novedad que se produzca en los incidentes e ir avanzando
en la resolucio´n de dichos incidentes conforme haciendo uso de esa informacio´n para
tomar decisiones ma´s adecuadas.
La sencillez de la primera opcio´n facilitara´ su disen˜o e implementacio´n, a la vez que
permitira´ ejecutar un programa ma´s sencillo y, probablemente, ma´s ligero y eficiente.
Pese a descartar la segunda opcio´n, cabe destacar su robustez y su ayuda a una toma
de decisiones ma´s correcta y menos propensa a errores, al disponer de informacio´n extra
almacenada de manera auxiliar.
La manera de saber en que´ estado se encuentra un incidente, desde el punto de vista
del sistema, y sin tener en cuenta el estado que pueda ofrecer el gestor de incidentes,
sera´ a trave´s de unas marcas fijadas, como la de inicio de seguimiento del incidente por
parte del sistema o como la de incidente no resoluble por el sistema (pero, probablemente,
s´ı por el personal te´cnico).
3.3.5. Independencia del gestor de incidentes y flexibilidad
Tal y como se ha indicado en el apartado 2.8, el sistema ha de ser independiente del
gestor de incidentes utilizado y flexible para poder crecer en el nu´mero de incidentes que
pueda manejar y resolver.
Dichos objetivos sera´n alcanzados encapsulando las funcionalidades en diferentes mo´du-
los, agrupando las similares, de manera que en un mismo mo´dulo convivira´n funciones con
tareas similares o que se enfrenten a un mismo sistema externo. En este caso, se creara´n
los siguientes mo´dulos, a los que se an˜aden funcionalidades de ejemplo para ilustrar su
uso y justificar su creacio´n:
Mo´dulo analizador: Actualizar estado, obtener estado, introducir comentario, resol-
ver, cerrar, avisar, obtener incidente, analizar incidente, . . .
Mo´dulo resolutivo: Avanzar en la resolucio´n de un incidente, aplicar flujo de trabajo,
. . .
Mo´dulo observador: Ejecucio´n perio´dica de bu´squeda de incidentes no resueltos y/o
de incidentes nuevos, . . .
Una vez establecidos los mo´dulos de los que constara´ el sistema, es fa´cil relacionarlos
con los estados por los que pasa un incidente en su evolucio´n hasta la resolucio´n (tabla 3.2).
La imagen 3.4 muestra de manera ma´s clara co´mo se relacionan los mo´dulos en los
que se descompone el sistema con los estados en la resolucio´n, a la vez que se muestra
de manera gra´fica las principales funciones (en alto nivel) de los mo´dulos. Los mo´dulos
repetidos no se han dibujado completos por cuestiones de claridad.
3.4. Arquitectura desde el punto de vista de los casos
de uso
3.4.1. Casos de uso del sistema
En este apartado se proporciona una visio´n de la arquitectura del sistema desde el
punto de vista de los casos de uso; se detallan los casos de uso que representan la funcio-
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Mo´dulos del sistema Estados en la resolucio´n
Mo´dulo observador Registrar incidente
Mo´dulo analizador Clasificar incidente




Mo´dulo analizador Cerrar incidente
Cuadro 3.2: Equivalencia entre los mo´dulos del sistema y los estados de la resolucio´n.
Figura 3.4: Mo´dulos del sistema (en la fase inicial).
nalidad del sistema, a muy alto nivel y sin un gran nivel de concrecio´n, que ira´ creciendo
en posteriores fases.
Los casos de uso en negrita se consideran ma´s importantes que el resto, y se les ha
asignado un nu´mero entre pare´ntesis que es la iteracio´n de la fase de construccio´n (es
importante recodar que, tal y como se indica en el apartado 2.7, se han planificado un
total de cuatro iteraciones de la fase de construccio´n) en la que se ha de implementar:
Ejecutar: Ejecucio´n perio´dica de bu´squeda de incidentes no resueltos y/o de inci-
dentes nuevos (1).
actualizarEstado: Cambiar el estado actual de un incidente a otro diferente, segu´n
se detalla en el gra´fico 3.1 (1).
obtenerEstado: Realizar una consulta al incidente para saber el estado actual en
el proceso de resolucio´n (1).
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intrComentario: Realizar un nuevo aporte al incidente, ya sea informativo o reso-
lutivo, para avanzar en su proceso de resolucio´n (1).
resolver: Cambiar el estado actual de un incidente a resuelto debido a que el inci-
dente ha sido resuelto correctamente (1).
avisar: Informar al usuario de un cambio en el estado actual de un incidente, ya
sea con novedades o con peticio´n de informacio´n (1).
cerrar: Cambiar el estado actual de un incidente de resuelto a cerrado, debido a
que, una vez resuelto correctamente, debe informarse al usuario de su e´xito (1).
obtenerIncidente: Contactar con el gestor de incidentes para poder obtener todo
el contenido de un incidente, independientemente de su estado (1).
analizarIncidente: Estudio de un incidente para determinar que´ pide el usuario,
co´mo hay que resolverlo y con que´ datos se parten (1).
avanzarIncidente: Comprobar si un incidente puede ser resuelto, dado un proce-
dimiento y los datos disponibles en el incidente (1).
aplicarFlujo: Utilizar un procedimiento para resolver un incidente y as´ı avanzar
en el proceso de resolucio´n (2).
Por lo que respecta a la tercera iteracio´n, aquella que contiene necesidades de los
usuarios con un nivel de prioridad inferior a “alta”, los casos de uso que deben ser imple-
mentados son los siguientes (tambie´n se indica en que´ mo´dulos residira´n):
comprobarAlerta: Dado un correo electro´nico informativo o de alerta sobre proce-
sos perio´dicos, determinar si existe algu´n problema con los servicios ofrecidos o no
(Observador, 3).
comprobarIncidenteInactivo: Dado un incidente, comprobar si se trata de un inci-
dente no resuelto con una baja actualizacio´n de eventos (Analizador, 3).
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Cap´ıtulo 4
Planificacio´n del proyecto
Es necesario detallar un esquema de desarrollo de proyecto que proporcione toda la
informacio´n necesaria para gestionar y controlar correctamente el proyecto, y que reu´na
toda la informacio´n desarrollada en las primeras etapas de desarrollo [18].
Para una explicacio´n en profundidad de la metodolog´ıa RUP, para saber co´mo generar
la documentacio´n y para obtener ejemplos, ha sido de un valor inestimable la gran pa´gina
sobre RUP http://www.ts.mah.se/RUP/RationalUnifiedProcess/.
4.1. Visio´n general del proyecto
4.1.1. Propo´sito, alcance y objetivos
Este apartado describe co´mo se va a llevar a cabo el desarrollo de los servicios y
el sistema de informacio´n iSolve para el Laboratorio de Ca´lculo de Arquitectura de
Computadores (LCAC abreviadamente, tal y como se describe en el glosario, anexo E). Los
usuarios del Departamento de Arquitectura de Computadores obtendra´n un mejor y ma´s
ra´pido servicio gracias a un cierto grado de automatizacio´n de resolucio´n de incidentes y
peticiones, tal y como se explica en los cap´ıtulos 2 y 3. El desarrollo de este proyecto se
basa en los requisitos detallados en esos mismos cap´ıtulos.
4.1.2. Restricciones y supuestos
Existen una serie de circunstancias y restricciones que deben tenerse en consideracio´n
durante el desarrollo del proyecto:
El nu´mero de miembros del equipo de desarrollo no variara´ durante el proyecto y,
tal y como se indico´ en el apartado 2.5.4, habra´ un u´nico miembro desarrollador.
Se garantiza el uso de, como mı´nimo, un ordenador departamental con las herra-
mientas de trabajo necesarias. Se espera un trato correcto por parte del usuario del
material y la realizacio´n de las tareas necesarias para el proyecto, no para asuntos
privados, entre otros.
Una impresora para uso puntual. y conexio´n a Internet de alta velocidad.
Se realizara´ la formacio´n adecuada en las herramientas de trabajo del proyecto si es
necesario para el correcto desarrollo de e´ste.
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Fecha inicial Fecha l´ımite
Inicial 1 5 15/02/2010 21/03/2010
Elaboracio´n 2 10 22/03/2010 24/05/2010
Construccio´n 4 18 25/05/2010 03/10/2010
Transicio´n 1 4 04/10/2010 31/10/2010
TOTAL 8 37 15/02/2010 31/10/2010
Cuadro 4.1: Fechas l´ımite previstas para cada fase del proyecto.
La planificacio´n temporal del proyecto es de obligado cumplimiento por parte del
desarrollador.
En general, la mayor parte de estos recursos son aportados por el Departamento de
Arquitectura de Computadores.
4.2. Planificacio´n del proyecto
4.2.1. Planificacio´n global
El desarrollo del proyecto se regira´ por una aproximacio´n por fases, y en cada fase
puede haber (o no) mu´ltiples iteraciones. La tabla 4.1 muestra las fases y el calendario de
aplicacio´n resumido.
4.2.2. Detalle de las iteraciones
Tal y como se indica en el apartado 2.7, se han planificado un total de cuatro iteraciones
de la fase de construccio´n y, en total, ocho fases que deben ser finalizadas antes de la fecha
que se indica en la tabla 4.2.
Cada fase produce cierta cantidad de informacio´n que hay que redactar, como conse-
cuencia del seguimiento de la planificacio´n.
4.2.3. Planificacio´n temporal del proyecto
Se ha realizado una planificacio´n temporal del proyecto, y su transformacio´n en un
diagrama de Gantt por cada fase, se encuentra detallada en el anexo D.
4.2.4. Presupuesto del proyecto
Se ha calculado el coste asociado a cada perfil del equipo de desarrollo y a su ren-
dimiento. Es necesario recordar que, tal y como se ha explicado en el apartado 2.5.4,
el presente proyecto se realiza como un proyecto de final de carrera y, segu´n la propia
facultad, su carga lectiva es de 750 horas en total (37,5 cre´ditos a 20 horas cada cre´dito).
As´ı pues, el coste total del proyecto asciende a 32.575,00e (IVA incluido), tal y como
se detalla en la tabla 4.3.
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Fase Fecha l´ımite
Inicial – Iteracio´n u´nica 21/03/2010
Elaboracio´n – Iteracio´n 1 18/04/2010
Elaboracio´n – Iteracio´n 2 24/05/2010
Construccio´n – Iteracio´n 1 31/07/2010
Construccio´n – Iteracio´n 2 05/09/2010
Construccio´n – Iteracio´n 3 30/09/2010
Construccio´n – Iteracio´n 4 03/10/2010
Transicio´n – Iteracio´n u´nica 31/10/2010
Cuadro 4.2: Fechas l´ımite previstas para cada iteracio´n del proyecto.






10 % 75 50,00 3.750,00
Ana´lisis y disen˜o 15 % 150 52,00 7,800,00
Programacio´n y pruebas
unitarias
45 % 350 30,00 10.500,00
Pruebas de integracio´n 20 % 100 52,00 5.200,00
Direccio´n y seguimiento
proyecto
10 % 25 65,00 1.625,00
TOTAL Implementacio´n 100 % 700 165,00 28.875,00
Documentacio´n de usuario
y formacio´n
5 % 100 35,00 3.500,00
Imprevistos 0 % 1 200,00 200,00
TOTAL Proyecto 105 % 800 40,72 32.575,00
Cuadro 4.3: Desglose de horas de desarrollo por fase y coste econo´mico total.
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4.3. Organizacio´n del proyecto
4.3.1. Estructura organizativa
Tal y como se indico´ en el apartado 2.5.4, hay un u´nico miembro desarrollando este
proyecto, por lo que sus principales responsabilidades sera´n la de jefe de proyecto (siempre
bajo la supervisio´n del director y del poniente del proyecto final de carrera), la de analista
y la de arquitecto.
4.3.2. Contactos externos
El desarrollador estara´ en contacto con los usuarios, con el resto de personal te´cnico,
con los responsables y con el director del proyecto para cualquier problema o duda que
pueda surgir.
4.3.3. Roles y responsabilidades
Los roles y las responsabilidades asociadas recaen en una u´nica persona, cuyas dis-
ciplinas y habilidades sera´n la conjuncio´n de las que tocar´ıa a cada rol por separado:
Project Management, Analysis and Design, Requirements, Environment, Business Mode-
ling y Test.
Las principales responsabilidades de cada rol son las siguientes:
Jefe de proyecto: Bu´squeda de recursos, asignacio´n de prioridades, coordinacio´n
con los empleados y los clientes, a la vez que lidera el equipo de desarrollo hacia
sus objetivos. No hay que olvidar que otra de sus responsabilidades es controlar la
calidad y la coherencia de los artefactos producidos por el resto de roles.
Analista: Responsable del modelo de casos de uso y del modelo de ana´lisis.




5.1. Introduccio´n a la fase de elaboracio´n
Una vez detallada la fase inicial en terminolog´ıa RUP, que vendr´ıa a ser la fase de espe-
cificacio´n del sistema, la siguiente etapa en el proceso de creacio´n del producto software
es la fase de elaboracio´n. Tal y como se ha detallado en el apartado 4.2.2, esta fase consta
de dos iteraciones, por lo que el texto aqu´ı presentado es el resultado final despue´s de
pasar por todas ellas.
Es en esta etapa en la que se representa de manera abstracta el sistema que se imple-
mentara´ posteriormente, por lo que esta fase ha de asegurar que el producto final cumple
con los requisitos enumerados previamente. Su objetivo es la definicio´n del sistema con el
nivel de detalle suficiente como para permitir su implementacio´n, y permitira´ determinar
si la arquitectura es estable, si las pruebas efectuadas resuelven los riesgos y si el plan de
proyecto es realista.
La fase de elaboracio´n es la parte ma´s cr´ıtica del proceso, ya que es al final de esta
fase cuando se ha hecho la mayor parte de la ingenier´ıa “dura” y donde se decide si se
puede continuar con el proyecto de manera segura. Adema´s, hay menos riesgos y se puede
planificar el resto del proyecto con un grado menor de incertidumbre. Permitira´ entrar en
la siguiente fase, la de construccio´n, y centrarse en las pruebas y en la eficiencia, gracias
a una planificacio´n detallada y a una arquitectura madura y estable.
5.2. Requisitos del sistema
La arquitectura del sistema, dada su estructura, tiene una serie de objetivos a alcanzar
y algunas restricciones que cumplir. A continuacio´n se detallan los requisitos con un mayor
nivel de detalle.
5.2.1. Comunicacio´n con el personal te´cnico
Descripcio´n
Debido a que el sistema se disen˜a para ser auto´nomo, debe plantearse su arquitectura
de manera que el personal te´cnico pueda modificar su comportamiento de manera fa´cil
y ra´pida, ya sea para evitar acciones, para introducir nuevos datos o bien para forzar
acciones. As´ı mismo, las principales acciones que el sistema realice, y de manera especial
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la accio´n de “responsabilizarse” de la resolucio´n de un incidente, deben ser debidamente
anunciadas mediante correos electro´nicos.
A continuacio´n se detalla un sistema basado en marcas para la gestio´n de los inci-
dentes y un sistema basado en o´rdenes a trave´s del inte´rprete de la l´ınea de o´rdenes, con
indicaciones sobre las notificaciones v´ıa correo electro´nico que deben ser enviadas, para
que el personal te´cnico sepa en todo momento que´ esta´ realizando el sistema. El propo´sito
principal de las marcas es triple: el primero es permitir una mejor depuracio´n y un mayor
grado de refinamiento del sistema durante su implementacio´n; el segundo es para detec-
tar errores o factores a mejorar tras su puesta en produccio´n; por u´ltimo, sera´ u´til para
controlar un sistema automa´tico sobre el que “no se tiene control” directo, al trabajar de
manera auto´noma.
Gestio´n de incidentes
El sistema utilizara´ marcas para indicar el estado de un incidente (ver el cap´ıtulo 3
para ma´s informacio´n), las acciones que se han realizado y en que´ momento, as´ı como
detalles sobre su resolucio´n (aunque no haya sido exitosa) y el procedimiento utilizado.
Las marcas utilizadas se detallan en el apartado 5.3, junto al detalle de las funciones
principales del sistema.
Existen dos tipos de marcas, segu´n su funcio´n y su grado de importancia:
Las marcas de los incidentes, que quedara´n registradas en el gestor de incidentes,
sera´n siempre prioritarias, y siempre visibles. Su utilidad es la de ofrecer un segui-
miento detallado al personal te´cnico e, incluso, al propio sistema.
Las marcas en los ficheros de registro del sistema tendra´n una prioridad asignada,
que determinara´ cua´ndo sera´n introducidas y cua´ndo no, para poder hacer un segui-
miento detallado del programa, y sus errores o un mal funcionamiento. En concreto,
las prioridades sera´n, en orden de mayor a menor, las siguientes:
• Prioridad 1: La marca sera´ siempre introducida en el fichero de registro del
sistema, ya que detalla una accio´n vital para el seguimiento de los incidentes
o para el buen funcionamiento del sistema.
• Prioridad 2: La marca sera´ introducida en el fichero cuando se desee un nivel
elevado de detalle del sistema, ya que incluye informacio´n u´til para el segui-
miento de errores.
• Prioridad 3: La marca sera´ introducida en el fichero cuando se desee un nivel
ma´ximo de de detalle del sistema, ya que incluye informacio´n u´til para el
seguimiento de errores y para conocer su funcionamiento interno.
L´ınea de o´rdenes
El sistema debe ser capaz de aceptar o´rdenes, introducidas a trave´s de un inte´rprete
de la l´ınea de o´rdenes por el personal te´cnico. Dichas o´rdenes han de permitir modificar
el comportamiento del sistema para indicar acciones como las siguientes:
En la tabla 5.1 se utiliza la siguiente terminolog´ıa:
descripcio´n: Indica un para´metro obligatorio de la orden.
? : Indica que el para´metro al que sigue es opcional, y so´lo puede ser introducido
como ma´ximo una vez.
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O´rdenes aceptadas
Impacto en el sistema Accio´n aso-
ciada
analize #incidente Analiza el incidente seleccionado e indica si el
sistema puede resolverlo y, por cada mo´du-







Dado un nu´mero de incidente, cerrar inme-
diatamente el incidente con el estado “Cerra-







Dado un nu´mero de incidente, cerrar inme-
diatamente el incidente con el estado “Cerra-







Crea un nuevo incidente, con el estado “Nue-
vo”, asignado al primer emisor, con la des-




show debug info le-
vel usuario-te´cnico
Cambia el nivel de importancia mı´nimo pa-
ra que la informacio´n generada por el siste-
ma sea introducida en los ficheros de registro.





status #incidente Muestra el estado actual del incidente, as´ı co-








Prohibir la resolucio´n automa´tica del inci-
dente indicado. El motivo para ello es opcio-
nal y se puede especificar al final de la orden.
El incidente queda vetado del proceso de re-







Forzar o volver a intentar la resolucio´n au-




Cuadro 5.1: L´ınea de o´rdenes del sistema.
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+: Indica que el para´metro al que sigue es obligatorio y que puede ser introducido
como mı´nimo una vez.
usuario-te´cnico: Persona del personal te´cnico que ha ejecutado la orden.
Marcas para modificar el comportamiento del sistema
Las o´rdenes del apartado anterior modifican el comportamiento del sistema, pero su
modificacio´n se realiza de una manera sencilla. No obstante, existen dos situaciones muy
concretas en la que interesa que la modificacio´n se realice de manera controlada por el
personal te´cnico:
1. Se puede forzar la resolucio´n de un incidente introduciendo u´nicamente el siguiente
texto en un comentario en el incidente deseado a trave´s del gestor:
INCIDENT SHALL BE PROCESSED
2. Similarmente, se puede forzar la no resolucio´n con el siguiente texto:
INCIDENT SHALL NOT BE PROCESSED
Actualizacio´n de incidentes
El sistema comprobara´ perio´dicamente, a intervalos de doce horas, si existen inciden-
tes cuyo estado no es ni “Resuelto” ni “Cerrado” que cumplan alguna de las siguientes
condiciones, ya que esto significa que deben ser atendidas para avanzar en su resolucio´n:
Su estado no es “Pendiente” y no puede ser resuelto por el sistema.
Su estado no es “Pendiente” y han pasado ma´s de 48 horas desde la u´ltima actua-
lizacio´n del incidente.
Su estado es “Pendiente” y han pasado ma´s de 168 horas (siete d´ıas) desde la u´ltima
actualizacio´n del incidente.
5.3. Arquitectura del sistema
Tal y como se describio´ en la fase anterior, la fase inicial, el sistema ha de cumplir una
serie de requisitos funcionales y no funcionales (ver apartado 2.8 para ma´s informacio´n
sobre los requisitos). La arquitectura del sistema se basa en los cap´ıtulos 2 y 3, por lo
que su lectura previa esta´ muy recomendada para la total comprensio´n del detalle de las
funciones principales del sistema.
Tambie´n se han creado dos nuevos mo´dulos: el mo´dulo comunicador, que se en-
cargara´ de todo lo relacionado con el correo electro´nico, y el mo´dulo interfaz, que se
encargara´ de la interaccio´n a trave´s de la l´ınea de o´rdenes con el personal te´cnico.
El sistema comprobara´ la existencia de nuevos incidentes y/o incidentes ya creados en
los que se pueda avanzar cada diez minutos, aunque este tiempo se puede aumentar segu´n
las necesidades.
A continuacio´n se detallan los casos de uso del sistema, agrupados en los mo´dulos en
los que residira´n. En la imagen 5.1 se muestra un resumen visual de todos los mo´dulos
del sistema.
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Funcio´n principal: Ejecucio´n perio´dica de bu´squeda de incidentes no resueltos y/o de
incidentes nuevos.
Requisitos:
El sistema ha de encontrarse en ejecucio´n de manera ininterrumpida.
El sistema debe poder medir el tiempo para determinar cua´ndo ejecutarse.





Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos:
Mo´dulo analizador: obtenerIncidentes (...)
Mo´dulo comunicador: obtenerNuevosIncidentes (...)
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5.3.2. Mo´dulo comunicador
Se ha introducido un nuevo mo´dulo en el sistema, cuya principal misio´n es el env´ıo
de mensajes de correo electro´nicos a los usuarios, recuperar los correos de la bandeja de
entrada del sistema y mantener actualizado el sistema de registro de marcas del sistema. La
primera tarea es necesaria en las etapas “Registrar incidente” y “Resolver incidente”, entre
otras, tal y como muestra el diagrama de mo´dulos del sistema actualizado (imagen 5.1).
enviarCorreoElectro´nico
Prioridad: Media.
Funcio´n principal: Comunicarse con los usuarios del sistema a trave´s del correo electro´ni-
co. No se permite su uso para comunicacio´n con los usuarios en relacio´n a incidentes ya
creados; su uso es ma´s bien el aviso de errores y alertas.
Requisitos:
El sistema debe conocer la existencia de un servidor de correo para el env´ıo de
correos electro´nicos.
El servicio de correo electro´nico debe funcionar correctamente.
El sistema debe reconocer cua´ndo un correo electro´nico ha sido enviado y cua´ndo
no, y actuar en consecuencia.
No puede haber ningu´n valor de entrada vac´ıo.
Entrada:




E´xito en el env´ıo del mensaje.
En caso de que no haya habido e´xito, error que se ha producido.
Marcas:
En caso de e´xito:
• [REGISTRO 3] TIMESTAMP MAIL SENT
• [REGISTRO 3] TIMESTAMP Mail sent to USER with the subject “SUB-
JECT ” and the body “TEXT ”.
En caso de que no haya habido e´xito:
• [REGISTRO 1] TIMESTAMP MAIL SENT ERROR
• [REGISTRO 1] TIMESTAMP Failed to send mail to USER with the subject
“SUBJECT ” and the body “TEXT ”. Reason: “PROBLEM DESCRIPTION ”.
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Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
obtenerNuevosIncidentes
Prioridad: Alta
Funcio´n principal: Revisar la bandeja de entrada del correo electro´nico al que llegan
los incidentes de los usuarios, as´ı como las alertas de monitorizacio´n de los servicios.
Requisitos:
El sistema debe conocer la existencia de una cuenta de de correo electro´nico para
la llegada de incidentes.
El servicio de correo electro´nico debe funcionar correctamente.




Conjunto de incidentes que no han sido introducidos en el gestor de incidentes, si
los hubiera.
Conjunto vac´ıo, en cualquier otro caso.
Marcas:
En caso de que no haya habido e´xito:
• [REGISTRO 1] TIMESTAMP MAIL FETCHING SYSTEM FAILED
• [REGISTRO 1] TIMESTAMP Failed to fetch incoming mailbox. Reason:
“PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
insertarRegistro
Prioridad: Alta
Funcio´n principal: Crear y mantener un registro de todas las marcas generadas por
el sistema.
Requisitos: No aplicable.
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Entrada:
Nivel de prioridad de la marca en el fichero de registro.
Texto completo de la marca a introducir en el fichero de registro.
Salida:
E´xito en la introduccio´n de la marca en el fichero de registro, si el nivel de prioridad
de la marca es inferior o igual al nivel de prioridad del sistema.
Valor neutro, si el nivel de prioridad de la marca es superior al nivel de prioridad
del sistema.
En caso de que no haya habido e´xito, error que se ha producido.
En caso de que no haya habido e´xito, se enviara´ un aviso al personal te´cnico con los
detalles del aviso y de su resultado.
Marcas: No aplicable.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
5.3.3. Mo´dulo analizador
Se han incorporado seis nuevas funciones, de nombre “obtenerIncidentes”, “proce-
sarIncidentes”, “IntroducirIncidente”, “clasificarIncidente”, “obtenerFechaU´ltimaActua-
cio´n” y “cambiarNivelDeDepuracio´n” en el mo´dulo analizador, y ellas sera´n las primeras
en ser definidas en alto nivel, ahora ya con cierto nivel de detalle. Esta´n relacionadas con
la obtencio´n de incidentes ya introducidos en el gestor de incidentes, con su ana´lisis y
con la creacio´n de incidentes, respectivamente. Por otro lado, se ha eliminado la funcio´n
“avanzarIncidente” debido a que su utilidad se solapaba en gran medida con la funcio´n
“aplicarFlujo”, ambas en el mo´dulo resolutivo.
obtenerIncidentes
Prioridad: Alta
Funcio´n principal: Revisar el gestor de incidentes para ser capaz de obtenerlos todos,
para su posterior ana´lisis y resolucio´n cuando proceda.
Requisitos:
El sistema debe conocer la existencia de un gestor de incidentes.
El servicio del gestor de incidentes debe funcionar correctamente.
El sistema debe reconocer cua´ndo el gestor de incidentes es accesible y cua´ndo no,
y actuar en consecuencia.
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Entrada: Ninguna.
Salida:
Conjunto de identificadores de incidentes cuyo estado no es “Resuelto” ni “Cerrado”
en el gestor de incidentes, si los hubiera.
Conjunto vac´ıo, en cualquier otro caso.
Marcas:
En caso de que no haya habido e´xito:
• [REGISTRO 1] TIMESTAMP TRACKING SYSTEM FAILED
• [REGISTRO 1] TIMESTAMP Failed to locate tracking system. Reason: “PRO-
BLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
procesarIncidentes
Prioridad: Alta
Funcio´n principal: Determinar que´ incidentes pendientes de ser introducidos en el
gestor de incidentes y que´ incidentes nuevos o abiertos existen.
Requisitos:
Existe algu´n incidente sin introducir en el gestor de incidentes y/o algu´n incidente
nuevo o abierto en el gestor de incidentes.
Entrada:
Conjunto de incidentes que no han sido introducidos en el gestor de incidentes, si
los hubiera (obtenidos a trave´s de la funcio´n obtenerIncidentes).
Conjunto de incidentes nuevos o abiertos en el gestor de incidentes, si los hubiera
(obtenidos a trave´s de la funcio´n obtenerNuevosIncidentes del mo´dulo Comunica-
dor).
Salida:
Conjunto de incidentes nuevos o abiertos en el gestor de incidentes a ser analizados,
si los hubiera.
• Hay que destacar que se introducira´n en el gestor de incidentes aquellos que
no lo estuvieran previamente.
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Marcas:
[REGISTRO 3] TIMESTAMP SYSTEM IS GOING TO PROCESS INCIDENTS
[REGISTRO 3] TIMESTAMP [incidents incident #1, incident #2, ... ‖ NOTHING
].
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
introducirIncidente
Prioridad: Media-Alta
Funcio´n principal: Crea un nuevo incidente en el gestor de incidentes, dados los datos
necesarios para su insercio´n.
Requisitos: No aplicable.
Entrada:
Fecha de recepcio´n del mensaje.
Emisor del mensaje.
Asunto del mensaje.
Cuerpo del mensaje explicando el incidente.
Usuarios adicionales en la recepcio´n del correo electro´nico, si los hubiera.
Persona del personal te´cnico que crea el nuevo incidente, o bien identificador del
sistema.
Salida:
Nuevo identificador del incidente creado, en caso de e´xito.
En caso de que no haya habido e´xito, error que se ha producido.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP NEW INCIDENT ADDED
• [INCIDENTE] TIMESTAMP The incident from SENDER has been success-
fully created by STAFF MEMBER.
• [REGISTRO 2] TIMESTAMP INCIDENT IDENTIFIER
NEW INCIDENT ADDED
5.3. ARQUITECTURA DEL SISTEMA 47
• [REGISTRO 2] TIMESTAMP INCIDENT IDENTIFIER The incident from
SENDER EMAIL has been successfully created (by STAFF MEMBER).
En caso de que no haya habido e´xito:
• [REGISTRO 2] TIMESTAMP INCIDENT IDENTIFIER
NEW INCIDENT ADDED ERROR
• [REGISTRO 2] TIMESTAMP INCIDENT IDENTIFIER Failed to create an
incident from SENDER EMAIL (by STAFF MEMBER). Reason:
“PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
clasificarIncidente
Prioridad: Alta
Funcio´n principal: Dada un a´rea de resolucio´n, una prioridad y un nuevo estado,
cambia dichas propiedades al incidente indicado.
Requisitos:
Existe el incidente indicado.
Entrada:
Identificador del incidente a actualizar.
Nuevo estado al que cambiara´ el incidente.
A´rea o a´reas de resolucio´n del incidente.
Prioridad asignada.
Salida:
E´xito en la clasificacio´n del incidente.
En caso de que no haya habido e´xito, error que se ha producido.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT CATEGORIZED
• [INCIDENTE] TIMESTAMP Area AREA, priority PRIORITY, status STA-
TUS.
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT CATEGORIZED
48 CAPI´TULO 5. DISEN˜O DEL SISTEMA
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER New categorization
for the incident: area AREA, priority PRIORITY, status STATUS.
En caso de que no haya habido e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT CATEGORIZED ERROR
• [INCIDENTE] TIMESTAMP Failed to categorize the incident. Reason: “PRO-
BLEM DESCRIPTION ”.
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT CATEGORIZED ERROR
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER Failed to categorize
the incident. Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo:
actualizarEstado (...)
Comunicacio´n con otros mo´dulos: Ninguna.
obtenerFechaU´ltimaActuacio´n
Prioridad: Alta
Funcio´n principal: Obtener la fecha de la u´ltima actuacio´n realizada sobre un inci-
dente.
Requisitos:
Existe el incidente indicado.
Entrada:
Identificador del incidente a actualizar.
Salida:
E´xito en caso de obtencio´n correcta.
En caso de que no haya habido e´xito, error que se ha producido.
Marcas: Ninguna.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
cambiarNivelDeDepuracio´n
Prioridad: Media
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Funcio´n principal: Cambia el nivel de importancia mı´nimo para que la informacio´n
generada por el sistema sea introducida en los ficheros de registro.
Requisitos: Ninguno.
Entrada:
Nuevo nivel de depuracio´n.
Persona del personal te´cnico que desea cambiar el nivel de detalle.
Salida:
E´xito en caso de que el nuevo nivel sea un valor va´lido (ver apartado 5.2.1) y
diferente del actual.
Error si no se cumplen los requisitos.
En cualquier caso, se mostrara´ un mensaje informando de la nueva situacio´n (de
error o no) de la misma manera en la que ha sido introducida la orden por el
personal te´cnico.
Salida detallada:
En caso de e´xito:
• The new debug level is DEBUG LEVEL IDENTIFIER
(DEBUG LEVEL NAME).
En caso de que no haya habido e´xito:
• Failed to change the debug level. Reason: “PROBLEM DESCRIPTION ”.
Marcas:
En caso de e´xito:
• [REGISTRO 1] TIMESTAMP DEBUG LEVEL CHANGED
• [REGISTRO 1] TIMESTAMP DEBUG LEVEL CHANGED? YES
• [REGISTRO 1] TIMESTAMP Debug level changed to
DEBUG LEVEL IDENTIFIER by “STAFF MEMBER”.
En caso de que no haya habido e´xito:
• [REGISTRO 1] TIMESTAMP DEBUG LEVEL CHANGED
• [REGISTRO 1] TIMESTAMP DEBUG LEVEL CHANGED? NO
• [REGISTRO 1] TIMESTAMP Failed to change the debug level (by
“STAFF MEMBER”). Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otros mo´dulos: Ninguna.
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actualizarEstado
Prioridad: Alta
Funcio´n principal: Cambiar el estado actual de un incidente a otro diferente.
Requisitos:
Existe el incidente indicado.
Entrada:
Identificador del incidente a actualizar.
Nuevo estado al que cambiara´ el incidente.
Persona del personal te´cnico que desea cambiar el estado del incidente.
Si es llamada desde la funcio´n clasificarIncidente o no, para insertar marcas en el
fichero de registro o no.
Salida:
E´xito en caso de cambiar el estado correctamente.
En caso de que no haya habido e´xito, error que se ha producido.
Marcas:
En caso de e´xito y de no ser llamada desde la funcio´n clasificarIncidente:
• [INCIDENTE] TIMESTAMP INCIDENT STATUS CHANGED
• [INCIDENTE] TIMESTAMP Status changed to NEW STATUS by
STAFF MEMBER.
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT STATUS CHANGED
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER Status changed to
NEW STATUS (by STAFF MEMBER).
En caso de que no haya habido e´xito y de no ser llamada desde la funcio´n clasifica-
rIncidente:
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT STATUS CHANGED ERROR
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Failed to change sta-
tus to NEW STATUS (by STAFF MEMBER). Reason:
“PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
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Comunicacio´n con otros mo´dulos: Ninguna.
obtenerEstado
Prioridad: Alta.
Funcio´n principal: Realizar una consulta al incidente para saber el estado actual en
el proceso de resolucio´n.
Requisitos:
Existe el incidente indicado.
Entrada:
Identificador del incidente del que se ha de obtener el estado actual.
Salida:
Estado actual del incidente indicado.
En caso de que no haya habido e´xito, error que se ha producido.
Marcas: Ninguna.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
introducirComentario
Prioridad: Alta
Funcio´n principal: Realizar un nuevo aporte al incidente, ya sea informativo o resolu-
tivo, para avanzar en su proceso de resolucio´n. Se contempla el uso de la opcio´n de enviar
correo electro´nico para la comunicacio´n con los usuarios.
Requisitos:
Existe el incidente indicado.
Entrada:
Identificador del incidente a actualizar.
Texto completo del comentario a introducir.
Persona del personal te´cnico que desea introducir el comentario, si procede.
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Salida:
E´xito en la introduccio´n del comentario.
En caso de que no haya habido e´xito, error que se ha producido.
En cualquiera de los casos anteriores se enviara´ una copia al personal te´cnico con
los detalles del aviso y de su resultado.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT COMMENT ADDED
• [INCIDENTE] TIMESTAMP New comment for the incident: “TEXT ” by
STAFF MEMBER.
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT COMMENT ADDED
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER New comment for
the incident (by STAFF MEMBER).
En caso de que no haya habido e´xito:
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT COMMENT ADDED ERROR
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Failed to add a com-
ment on the incident (by STAFF MEMBER). Reason:
“PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos:
Mo´dulo comunicador: enviarCorreoElectro´nico (...)
resolver
Prioridad: Alta
Funcio´n principal: Cambiar el estado actual de un incidente a resuelto debido a que
el incidente ha sido resuelto correctamente.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es ni “Resuelto” ni “Cerrado”.
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Entrada:
Identificador del incidente a actualizar.
Persona del personal te´cnico que desea dar por resuelto el incidente, o bien identi-
ficador del sistema.
Salida:
E´xito en el cambio de estado.
En caso de que no haya habido e´xito, error que se ha producido.
En cualquiera de los casos anteriores se enviara´ una copia al personal te´cnico con
los detalles del aviso y de su resultado.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT MARKED AS SOLVED
• [INCIDENTE] TIMESTAMP Incident marked as solved by STAFF MEMBER
because “TEXT ”.
• [INCIDENTE] TIMESTAMP END OF TRACKING
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT MARKED AS SOLVED
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER Incident marked as
solved (by STAFF MEMBER).
En caso de que no haya habido e´xito:
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT MARKED AS SOLVED ERROR
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Failed to mark inci-
dent as solved (by STAFF MEMBER). Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
avisar
Prioridad: Alta
Funcio´n principal: Informar al usuario de un cambio en el estado actual de un inci-
dente, ya sea con novedades o con peticion de informacio´n.
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Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es ni “Resuelto” ni “Cerrado”.
Entrada:
Identificador del incidente.
Texto completo del comentario a introducir.
Persona del personal te´cnico que ha introducido el texto a enviar, o bien identificador
del sistema.
Salida:
E´xito en el aviso al usuario o usuarios.
En caso de que no haya habido e´xito, error que se ha producido.
En cualquiera de los casos anteriores se enviara´ una copia al personal te´cnico con
los detalles del aviso y de su resultado.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT USER EMAILED
• [INCIDENTE] TIMESTAMP USER has been emailed with the body “TEXT ”
by STAFF MEMBER.
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT USER EMAILED
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER USER successfully
e-mailed (by STAFF MEMBER).
En caso de que no haya habido e´xito:
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT USER EMAILED ERROR
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Failed to send an
e-mail to USER. Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos:
Mo´dulo comunicador: enviarCorreoElectro´nico (...) si no se utiliza la interfaz del
gestor de incidentes.
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cerrar
Prioridad: Alta
Funcio´n principal: Cambiar el estado actual de un incidente de resuelto a cerrado,
una vez resuelto correctamente. Tambie´n se encarga de cerrar incidentes marcados como
para ser borrados.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado es “Resuelto” o se ha marcado para ser borrado.
Entrada:
Identificador del incidente.
Indicacio´n para borrar el incidente o no.
Persona del personal te´cnico que ha introducido el motivo, o bien identificador del
sistema.
Texto completo del comentario a introducir, ya sea para cerrarlo al darlo por resuelto
o para marcarlo como borrado.
Salida:
E´xito en el cambio de estado.
En caso de que no haya habido e´xito, error que se ha producido, y el estado del
incidente indicado vuelve a ser el anterior.
Marcas:
En caso de haber sido marcado como para ser borrado:
• En caso de e´xito:
◦ [INCIDENTE] TIMESTAMP INCIDENT MARKED AS DELETED
◦ [INCIDENTE] TIMESTAMP Incident deleted by STAFF MEMBER be-
cause “TEXT ”.
◦ [INCIDENTE] TIMESTAMP END OF TRACKING
◦ [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT MARKED AS DELETED
◦ [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER Incident suc-
cessfully marked as deleted (by STAFF MEMBER because “TEXT ”).
• En caso de que no haya habido e´xito:
◦ [INCIDENTE] TIMESTAMP
INCIDENT MARKED AS DELETED ERROR
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◦ [INCIDENTE] TIMESTAMP Failed to mark the incident as deleted (by
STAFF MEMBER because “TEXT ”). Reason:
“PROBLEM DESCRIPTION ”.
◦ [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT MARKED AS DELETED ERROR
◦ [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Failed to mark
the incident as deleted (by STAFF MEMBER because “TEXT ”). Reason:
“PROBLEM DESCRIPTION ”.
En caso de haber sido resuelto:
• En caso de e´xito:
◦ [INCIDENTE] TIMESTAMP INCIDENT MARKED AS CLOSED
◦ [INCIDENTE] TIMESTAMP Incident closed by STAFF MEMBER be-
cause “TEXT ”.
◦ [INCIDENTE] TIMESTAMP END OF TRACKING
◦ [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT MARKED AS CLOSED
◦ [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER Incident suc-
cessfully marked as closed (by STAFF MEMBER because “TEXT ”).
• En caso de que no haya habido e´xito:
◦ [INCIDENTE] TIMESTAMP INCIDENT MARKED AS CLOSED
ERROR
◦ [INCIDENTE] TIMESTAMP Failed to mark the incident as closed (by
STAFF MEMBER because “TEXT ”). Reason:
“PROBLEM DESCRIPTION ”.
◦ [REGISTRO 1] TIMESTAMP
INCIDENT IDENTIFIER INCIDENT MARKED AS CLOSED ERROR
◦ [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Failed to mark
the incident as closed (by STAFF MEMBER because “TEXT ”). Reason:
“PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
obtenerIncidente
Prioridad: Alta
Funcio´n principal: Contactar con el gestor de incidentes para poder obtener todo el
contenido de un incidente, independientemente de su estado.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”.




E´xito en la obtencio´n y los datos del incidente.
En caso de que no haya habido e´xito, error que se ha producido.
Marcas:
Las mismas que las marcas de la funcio´n obtenerIncidentes.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos: Ninguna.
analizarIncidente
Prioridad: Alta
Funcio´n principal: Estudio de un incidente para determinar que´ pide el usuario, co´mo
hay que resolverlo y con que´ datos se parten.
Requisitos:
Existe el incidente indicado.




E´xito en caso de que la obtencio´n de datos haya sido correcta, as´ı como los datos
del incidente y ser clasificado y marcado como “Abierto”, si no lo estaba ya.
En caso de que no haya habido e´xito, error que se ha producido.
En cualquiera de los casos anteriores se enviara´ una copia al personal te´cnico con
los detalles del ana´lisis y de su resultado.
58 CAPI´TULO 5. DISEN˜O DEL SISTEMA
Marcas:
En caso de e´xito:
• Las marcas de incidente de la funcio´n clasificarIncidente, si es necesario.
• [INCIDENTE] TIMESTAMP INCIDENT ANALIZED
• [INCIDENTE] TIMESTAMP INCIDENT CAN BE SOLVED? YES
• [INCIDENTE] TIMESTAMP The incident will be solved using PROCEDU-
RE FULL NAME.
• [INCIDENTE] TIMESTAMP All required data is available:
DATA NAME :DATA VALUE, DATA NAME :DATA VALUE, ...
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT ANALIZED
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT CAN BE SOLVED? YES
En caso de que no haya habido e´xito:
• Las marcas del fichero de registro de la funcio´n clasificarIncidente, si es nece-
sario.
• [INCIDENTE] TIMESTAMP INCIDENT ANALIZED
• [INCIDENTE] TIMESTAMP INCIDENT CAN BE SOLVED? NO
• [INCIDENTE] TIMESTAMP The incident can not be solved. Reason: “PRO-
BLEM DESCRIPTION ”.
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT ANALIZED
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT CAN BE SOLVED? NO
• [REGISTRO 2] TIMESTAMP INCIDENT IDENTIFIER Incident can not be
solved. Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otras funciones del mo´dulo:
clasificarIncidente (...)
obtenerIncidente (...)
Comunicacio´n con otros mo´dulos:
Mo´dulo comunicador: enviarCorreoElectro´nico (...)
comprobarAlerta
Prioridad: Media
Funcio´n principal: Dado un correo electro´nico informativo o de alerta sobre procesos
perio´dicos, determinar si existe algun problema con los servicios ofrecidos o no.




E´xito si el sistema tiene un mo´dulo para tratar la alerta recibida.
Un nuevo incidente en el gestor de incidentes, con la informacio´n necesaria, en caso
de e´xito.
Valor neutro si el sistema no posee el mo´dulo adecuado para procesar la alerta
recibida.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP ALERT PROCESSED
• [REGISTRO 3] TIMESTAMP ALERT PROCESSED
• Las marcas de la funcio´n introducirIncidente.
• Las marcas de la funcio´n analizarIncidente.
Comunicacio´n con otras funciones del mo´dulo:
introducirIncidente (...)
analizarIncidente (...)
Comunicacio´n con otros mo´dulos: Ninguna.
comprobarIncidenteInactivo
Prioridad: Media
Funcio´n principal: Dado un incidente, comprobar si se trata de un incidente no re-
suelto con una baja actualizacio´n de eventos.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”.
Entrada:
Identificador del incidente.
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Salida:
E´xito si la actualizacio´n de eventos no es baja.
En caso de que la actualizacio´n de eventos sea baja, avisar al personal te´cnico de la
situacio´n.
Marcas:
En caso de que no haya habido e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT IS STARVING
• [INCIDENTE] TIMESTAMP The system has sent an e-mail to the technical
staff: STAFF EMAIL.
• [REGISTRO 2] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT IS STARVING
• [REGISTRO 2] TIMESTAMP INCIDENT IDENTIFIER The system has sent
an e-mail to the technical staff: STAFF EMAIL.
Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos:




Funcio´n principal: Utilizar un procedimiento para resolver un incidente y as´ı avanzar
en el proceso de resolucio´n.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”.
Entrada:
Identificador del incidente a analizar.
Identificador del flujo a utilizar para la resolucio´n del incidente.
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Salida:
E´xito en la aplicacio´n del flujo para la resolucio´n del incidente.
En caso de que no haya habido e´xito, error que se ha producido.
En cualquiera de los casos anteriores se actualizara´ el incidente al estado adecuado.
En cualquiera de los casos anteriores se enviara´ una copia al personal te´cnico con
los detalles del aviso y de su resultado.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT PROCEDURE APPLIED OK
• [INCIDENTE] TIMESTAMP INCIDENT HAS BEEN SOLVED? YES
• [INCIDENTE] TIMESTAMP Elapsed time: ELAPSED TIME seconds.
• [INCIDENTE] TIMESTAMP Result: “PROCEDURE RESULT ”.
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT PROCEDURE APPLIED OK
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT HAS BEEN SOLVED? YES
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Elapsed time:
ELAPSED TIME seconds.
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER Result: “PROCE-
DURE RESULT ”
En caso de que no haya habido e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT PROCEDURE APPLIED ERROR
• [INCIDENTE] TIMESTAMP INCIDENT HAS BEEN SOLVED? NO
• [INCIDENTE] TIMESTAMP Elapsed time: ELAPSED TIME seconds.
• [INCIDENTE] TIMESTAMP The incident has not been solved.
• [INCIDENTE] TIMESTAMP Result: “PROCEDURE RESULT ”.
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT PROCEDURE APPLIED ERROR
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT HAS BEEN SOLVED? NO
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Elapsed time:
ELAPSED TIME seconds.
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER The incident can not
be solved. Reason: “PROBLEM DESCRIPTION ”.
• [REGISTRO 3] TIMESTAMP INCIDENT IDENTIFIER Result: “PROCE-
DURE RESULT ”.
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Comunicacio´n con otras funciones del mo´dulo: Ninguna.
Comunicacio´n con otros mo´dulos:
Mo´dulo analizador: actualizarEstado (...)
Mo´dulo analizador: resolver (...)
Mo´dulo analizador: cerrar (...)
Mo´dulo analizador: introducirComentario (...)
5.3.5. Mo´dulo interfaz
Es el segundo nuevo mo´dulo en el sistema, cuyo principal propo´sito es el de atender las
instrucciones que el personal te´cnico puede indicar al sistema, tal y como se ha detallado
en el apartado 5.2.1. Las principales funciones del mo´dulo se resumen en la imagen 5.2.
Figura 5.2: Mo´dulo “Interfaz”.
mostrarAna´lisis
Prioridad: Media-Alta
Funcio´n principal: Analizar el incidente indicado para determinar si es posible que
sea resuelto por el sistema y, por cada mo´dulo instalado, si lo puede resolver o no y el
motivo.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”.
Existe por lo menos un mo´dulo instalado en el sistema para resolver incidentes.
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Entrada:
Identificador del incidente a analizar.
Salida:
E´xito en caso de que se cumplan los requisitos.
En caso de e´xito, se creara´ una lista en la que, por cada mo´dulo instalado, se
indicara´ si dicho mo´dulo puede resolver el incidente o no y el motivo.
En caso de e´xito, la lista anterior se mostrara´ de la misma manera en la que ha sido
introducida la orden por el personal te´cnico.
Error si no se cumplen los requisitos.
En caso de que no haya habido e´xito, error que se ha producido.
Salida detallada:
En caso de e´xito:
• The status of the incident INCIDENT IDENTIFIER is STATUS and [can be
solved — can not be solved]
◦ Module MODULE #1 NAME : [Can solve the incident — Can not solve
the incident. Reason: “PROBLEM DESCRIPTION ]”.
◦ Module MODULE #2 NAME : [Can solve the incident — Can not solve
the incident. Reason: “PROBLEM DESCRIPTION ]”.
◦ ...
◦ Module MODULE #N NAME : [Can solve the incident — Can not solve
the incident. Reason: “PROBLEM DESCRIPTION ]”.
En caso de que no haya habido e´xito:
• Failed to retrieve the analysis from the incident INCIDENT IDENTIFIER.
Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otros mo´dulos:
Utiliza gran parte de la funcio´n analizarIncidente (...) del mo´dulo analizador.
cerrar
Prioridad: Media-Alta
Funcio´n principal: Cerrar inmediatamente el incidente indicado con el estado “Cerra-
do”.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”.
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Comunicacio´n con otros mo´dulos:
Utiliza directamente la funcio´n cerrar (...) del mo´dulo analizador.
introducirIncidente
Prioridad: Media
Funcio´n principal: Crea un nuevo incidente en el gestor de incidentes a partir de los
datos mı´nimos necesarios.
Comunicacio´n con otros mo´dulos:
Utiliza directamente la funcio´n introducirIncidente del mo´dulo analizador.
cambiarNivelDeDepuracio´n
Prioridad: Media
Funcio´n principal: Cambia el nivel de importancia mı´nimo para que la informacio´n
generada por el sistema sea introducida en los ficheros de registro.
Requisitos: Ninguno.
Comunicacio´n con otros mo´dulos:




Funcio´n principal: Muestra el estado actual del incidente, as´ı como la u´ltima accio´n
realizada por el sistema, si hubiera.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”.
Entrada:
Identificador del incidente a analizar.
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Salida:
E´xito en el caso de que se cumplan los requisitos.
Error si no ha habido e´xito.
En cualquier caso, se mostrara´ un mensaje informando de la situacio´n del incidente
(com error o no) de la misma manera en la que ha sido introducida la orden por el
personal te´cnico.
Salida detallada:
En caso de e´xito:
• The status of the incident INCIDENT IDENTIFIER is STATUS.
• Last actualization on DATE LAST ACTUALIZATION by USER
(USER WARNED COMMENT VISIBILITY ): TEXT.
En caso de que no haya habido e´xito:
• Failed to retrieve status information from the incident
INCIDENT IDENTIFIER. Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otros mo´dulos: Ninguna.
pararResolucio´nAutoma´tica
Prioridad: Media.
Funcio´n principal: Prohibir la resolucio´n automa´tica del incidente indicado y, como
resultado, el incidente queda vetado del proceso de resolucio´n automa´tica del sistema.
Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”.
Entrada:
Identificador del incidente a analizar.
Motivo por el cual se desea parar la resolucio´n automa´tica.
Persona del personal te´cnico que desea parar la resolucio´n automa´tica.
Salida:
E´xito en el caso de que se cumplan los requisitos.
Error si no ha habido e´xito o si no se cumplen los requisitos.
En cualquier caso, se mostrara´ un mensaje informando de la situacio´n del incidente
(con error o no) de la misma manera en la que ha sido introducida la orden por el
personal te´cnico.
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Salida detallada:
En caso de e´xito:
• The incident INCIDENT IDENTIFIER is prevented to be processed by the
system because “TEXT ”.
En caso de que no haya habido e´xito:
• Failed to prevent the incident INCIDENT IDENTIFIER to be processed by
the system. Reason: “PROBLEM DESCRIPTION ”.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT SHALL NOT BE PROCESSED
• [INCIDENTE] TIMESTAMP The incident INCIDENT IDENTIFIER is pre-
vented to be processed by the system because “TEXT ” (by STAFF MEMBER).
• [INCIDENTE] TIMESTAMP END OF TRACKING FORCED
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT SHALL NOT BE PROCESSED
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER The incident is pre-
vented to be processed by the system because “TEXT ” (by STAFF MEMBER).
En caso de que no haya habido e´xito:
• [INCIDENTE] TIMESTAMP
INCIDENT SHALL NOT BE PROCESSED ERROR
• [INCIDENTE] TIMESTAMP Failed to prevent the incident
INCIDENT IDENTIFIER to be processed by the system (by
STAFF MEMBER). Reason: “PROBLEM DESCRIPTION ”.
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT SHALL NOT BE PROCESSED ERROR
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
Failed to prevent the incident to be processed by the system (by
STAFF MEMBER). Reason: “PROBLEM DESCRIPTION ”.
Comunicacio´n con otros mo´dulos: Ninguna.
intentarResolver
Prioridad: Media.
Funcio´n principal: Forzar o volver a intentar la resolucio´n automa´tica del incidente
indicado.
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Requisitos:
Existe el incidente indicado.
El estado del incidente indicado no es “Resuelto” ni “Cerrado”, e idealmente sera´
“Pendiente”.
Entrada:
Identificador del incidente a analizar.
Persona del personal te´cnico que desea parar la resolucio´n automa´tica.
Salida:
E´xito en el caso de que se cumplan los requisitos.
Error si no ha habido e´xito o si no se cumplen los requisitos.
En cualquier caso, se mostrara´ un mensaje informando de la situacio´n del incidente
(con error o no) de la misma manera en la que ha sido introducida la orden por el
personal te´cnico.
Salida detallada:
En caso de e´xito:
• The incident INCIDENT IDENTIFIER is going to be processed by the system.
• La salida de la funcio´n analizarIncidente del mo´dulo analizador.
En caso de que no haya habido e´xito:
• Failed to force the incident INCIDENT IDENTIFIER to be processed by the
system. Reason: “PROBLEM DESCRIPTION ”.
Marcas:
En caso de e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT SHALL BE PROCESSED
• [INCIDENTE] TIMESTAMP The incident is going to be to be processed by
the system because “TEXT ” (by STAFF MEMBER).
• [INCIDENTE] TIMESTAMP START OF TRACKING FORCED
• La salida de la funcio´n analizarIncidente del mo´dulo analizador.
• La salida de la funcio´n aplicarFlujo del mo´dulo resolutivo.
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT SHALL BE PROCESSED
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER The incident is going
to be processed by the system because “TEXT ” (by STAFF MEMBER).
• La salida de la funcio´n analizarIncidente del mo´dulo analizador.
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• La salida de la funcio´n aplicarFlujo del mo´dulo resolutivo.
En caso de que no haya habido e´xito:
• [INCIDENTE] TIMESTAMP INCIDENT SHALL BE PROCESSED ERROR
• [INCIDENTE] TIMESTAMP Failed to force the incident to be processed by
the system (by STAFF MEMBER). Reason: “PROBLEM DESCRIPTION ”.
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER
INCIDENT SHALL BE PROCESSED ERROR
• [REGISTRO 1] TIMESTAMP INCIDENT IDENTIFIER Failed to force the
incident to be processed by the system (by STAFF MEMBER). Reason: “PRO-
BLEM DESCRIPTION ”.
Comunicacio´n con otros mo´dulos:
Mo´dulo analizador: analizarIncidente (...)
Mo´dulo resolutivo: aplicarFlujo (...)
5.3.6. Datos comunes para todo el sistema
Muchos de los requisitos de las funciones anteriormente descritas son comunes, como
por ejemplo que exista durante todo el ciclo de ejecucio´n del sistema contacto con el gestor
de incidentes o con el servidor de correo electro´nico, o bien necesitan datos comunes como
una direccio´n de correo electro´nico que aglutine a todo el personal te´cnico en un u´nico
contacto.
Este tipo de necesidades comunes sera´n encapsuladas en un mo´dulo comu´n al resto de
mo´dulos, cuya especificacio´n se resume en la figura 5.3.
Los datos comunes para el sistema son los siguientes:
CHECK INCIDENTS EVERY: Per´ıodo de tiempo, en minutos, que determina
el intervalo de bu´squeda de incidentes para resolver. Este valor se establece tal y
como se ha indicado en el apartado 5.3.
INCIDENT PREFIX: Prefijo que se an˜adira´ a cada identificador de incidente
para una referencia ra´pida.
SYSTEM VERSION: Versio´n actual del sistema.
TRACKING SYSTEM TYPE: Tipo de gestor de incidentes utilizado.
TRACKING SYSTEM URI: Direccio´n del gestor de incidentes utilizado.
TRACKING SYSTEM USERNAME: Nombre completo del usuario del gestor
de incidentes a utilizar.
TRACKING SYSTEM PASSWORD: Contrasen˜a del usuario del gestor de in-
cidentes a utilizar.
MAIL ENABLED: Indica al sistema si ha de revisar nuevos incidentes llegados
a la cuenta de correo electro´nico especificada.
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Figura 5.3: Mo´dulo comu´n al resto de mo´dulos.
MAIL ENCRYPTED CONNECTION: Si MAIL ENABLED esta´ activada,
determina si la conexio´n al servidor de correo se realizara´ de manera cifrada o
no.
MAIL FOLDER ROOT: Si MAIL ENABLED esta´ activada, indica la carpeta
principal de la cuenta de correo electro´nico a revisar.
MAIL FOLDER PROCESSED: Si MAIL ENABLED esta´ activada, indica la
carpeta donde mover los mensajes procesados por el sistema.
MAIL INCOMING INBOX: Si MAIL ENABLED esta´ activada, nombre com-
pleto de la cuenta de correo electro´nico a revisar.
MAIL INCOMING USERNAME: Si MAIL ENABLED esta´ activada, nombre
completo del nombre de usuario de la cuenta de correo electro´nico a revisar.
MAIL INCOMING PASSWD: Si MAIL ENABLED esta´ activada, contrasen˜a
de la cuenta de correo electro´nico a revisar.
MAIL SERVER: Si MAIL ENABLED esta´ activada, nombre completo utilizado
para el acceso al servidor de correo.
MAIL SERVER PORT: Si MAIL ENABLED esta´ activada, puerto de acceso al
servidor de correo electro´nico.
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STAFF EMAIL: Direccio´n de correo electro´nico que reu´ne a todo el personal
te´cnico en un u´nico contacto.
5.4. Desarrollo del sistema
5.4.1. Pruebas de coherencia
Una manera de comprobar, sin au´n haber escrito ni una l´ınea de co´digo, que las
funciones especificadas no han de verse modificadas ni en nu´mero ni en disen˜o es seguir
los tres flujos ma´s habituales que se encontrara´n en la resolucio´n automa´tica de incidentes.
5.4.2. Escenario habitual #1: Un nuevo incidente que puede ser
resuelto
Un nuevo incidente acaba de ser detectado por el sistema (sin importar si ha sido
introducido manualmente o no en el gestor de incidentes). El sistema au´n no lo sabe pero
podra´ resolverlo. Se parte, por lo tanto, de la base de que el incidente que se va a resolver
ha sido obtenido mediante la funcio´n obtenerNuevosIncidentes del mo´dulo comunicador o
bien mediante la funcio´n obtenerIncidentes del mo´dulo analizador. Ambas funciones son
llamadas por la funcio´n ejecutar del mo´dulo observador.
Flujo de resolucio´n detallado con las funciones y para´metros realistas:
1. analizarIncidente (INCIDENT IDENTIFIER)
a) obtenerIncidente (INCIDENT IDENTIFIER)
b) Determinar que´ mo´dulo puede resolver el incidente.
c) clasificarIncidente (INCIDENT IDENTIFIER, “ABIERTO”, AREA, PRIO-
RITY )
d) actualizarEstado (INCIDENT IDENTIFIER, “ABIERTO”, “SISTEMA”, CIER-
TO)
2. aplicarFlujo (INCIDENT IDENTIFIER, PROCEDURE IDENTIFIER)
a) avisar (INCIDENT IDENTIFIER, TEXT, “SISTEMA”)
b) resolver (INCIDENT IDENTIFIER, “SISTEMA”)
c) cerrar (INCIDENT IDENTIFIER, “SISTEMA”, “INCIDENT SOLVED CO-
RRECTLY”)
5.4.3. Escenario habitual #2: Un nuevo incidente que no puede
ser resuelto por datos
Un nuevo incidente acaba de ser detectado por el sistema (sin importar si ha sido
introducido manualmente o no en el gestor de incidentes). El sistema au´n no lo sabe pero
la resolucio´n no podra´ ser llevada a cabo, a pesar de contar con un mo´dulo que es capaz
de resolver el incidente; el motivo puede ser falta de datos, datos inva´lidos, error en la
resolucio´n, . . . En cualquier caso, se parte de la misma base que en el caso anterior.
Flujo de resolucio´n detallado con las funciones y para´metros realistas:
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1. analizarIncidente (INCIDENT IDENTIFIER)
a) obtenerIncidente (INCIDENT IDENTIFIER)
b) Determinar que´ mo´dulo puede resolver el incidente.
c) clasificarIncidente (INCIDENT IDENTIFIER, “ABIERTO”, AREA, PRIO-
RITY )
d) actualizarEstado (INCIDENT IDENTIFIER, “ABIERTO”, “SISTEMA”, CIER-
TO)
2. Opcio´n:
Si el sistema determina que necesita ma´s informacio´n del usuario:
• avisar (INCIDENT IDENTIFIER, TEXT, “SISTEMA”)
• actualizarEstado (INCIDENT IDENTIFIER, “PENDIENTE”, “SISTE-
MA”, CIERTO)
En caso contrario:
• introducirComentario (INCIDENT IDENTIFIER, TEXT, “SISTEMA”)
• actualizarEstado (INCIDENT IDENTIFIER, “ABIERTO”, “SISTEMA”,
CIERTO)
5.4.4. Escenario habitual #3: Un nuevo incidente para el que
no existe un mo´dulo capaz de resolverlo
Un nuevo incidente acaba de ser detectado por el sistema y, pese a que el sistema au´n
no lo sabe, no posee ningu´n mo´dulo capaz de resolverlo. Se parte de la misma base que
en los casos anteriores.
Flujo de resolucio´n detallado con las funciones y para´metros realistas:
1. analizarIncidente (INCIDENT IDENTIFIER)
a) obtenerIncidente (INCIDENT IDENTIFIER)
b) Determinar que´ mo´dulo puede resolver el incidente.
c) clasificarIncidente (INCIDENT IDENTIFIER, “ABIERTO”, AREA, PRIO-
RITY )
d) actualizarEstado (INCIDENT IDENTIFIER, “ABIERTO”, “SISTEMA”, CIER-
TO)
2. introducirComentario (INCIDENT IDENTIFIER, TEXT, “SISTEMA”)
5.4.5. Procedimiento gene´rico ante incidentes
Los escenarios habituales anteriores permiten crear un procedimiento gene´rico, en alto
nivel, para resolver incidentes, tal y como se puede observar en el listado de pseudo-co´digo
sin acentos nu´mero 5.1.
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ana l i z a r I n c i d en t e (INCIDENT IDENTIFIER)
obtene r Inc idente (INCIDENT IDENTIFIER)
c l a s i f i c a r I n c i d e n t e (INCIDENT IDENTIFIER , ”ABIERTO” , AREA, PRIORITY)
ac tua l i z a rEs tado (INCIDENT IDENTIFIER , ”ABIERTO” , ”SISTEMA” , CIERTO)
Si e l s i s tema sabe como r e s o l v e r e l i n c i d en t e entonces
ap l i c a rF l u j o (INCIDENT IDENTIFIER , PROCEDURE IDENTIFIER)
Si se ha r e s u e l t o correctamente entonces
av i s a r (INCIDENT IDENTIFIER , TEXT, ”SISTEMA”)
r e s o l v e r (INCIDENT IDENTIFIER , ”SISTEMA”)
c e r r a r (INCIDENT IDENTIFIER , ”SISTEMA” , ”INCIDENT SOLVED CORRECTLY”)
Si no
Si e l s i s tema determina que n e c e s i t a mas in formac ion de l usuar io entonces
av i s a r (INCIDENT IDENTIFIER , TEXT, ”SISTEMA”)
ac tua l i z a rEs tado (INCIDENT IDENTIFIER , ”PENDIENTE” , ”SISTEMA” , CIERTO)
Si no
int roduc i rComentar io (INCIDENT IDENTIFIER , TEXT, ”SISTEMA”)




int roduc i rComentar io (INCIDENT IDENTIFIER , TEXT, ”SISTEMA”)
f s i
Listing 5.1: Procedimiento gene´rico para resolver incidentes.
5.4.6. Procedimiento para determinar que´ mo´dulo puede resol-
ver un incidente
Sera´ necesario crear una funcio´n privada, de utilidad restringida al propio mo´dulo,
que determine, a partir de un incidente, que´ mo´dulo puede resolverlo, si existe alguno. El
listado de co´digo 5.2 muestra el co´digo en alto nivel para ello (sin acentos).
modulo candidato := ( ninguno )
por cada modulo e x i s t e n t e hacer
datos entrada := ( datos de entrada de l i n c i d en t e )
datos modulo := ( datos u t i l i z a d o s en e l modulo )
Si ( datos modulo == datos entrada ) entonces
modulo candidato = ob t en e r I d en t i f i c ado r ( modulo actual )
f s i
fpor
Listing 5.2: Procedimiento para elegir el mo´dulo adecuado.
5.5. Desarrollo de componentes
5.5.1. Comunicacio´n con el gestor de incidentes
Durante la realizacio´n de esta fase finalizo´ la migracio´n al nuevo gestor de incidentes,
de nombre GN6, tal y como se preve´ıa en el apartado 2.5.4. En cualquier caso, tanto
el actual gestor de incidentes como el anterior cuentan con un entorno gra´fico web que
permite una gestio´n completa de los incidentes.
El anterior gestor de incidentes
El gestor anterior posee la capacidad de mantener actualizados los incidentes a trave´s
de la propia interfaz web y a trave´s del correo electro´nico. Esto significa que, por ejem-
plo, si un usuario env´ıa un correo electro´nico a la cuenta adecuada, el gestor sera´ capaz
de procesar el mensaje y crear un nuevo incidente. Tambie´n puede volver a abrir inci-
dentes cerrados si el usuario responde al correo en el que se da por cerrado, entre otras
caracter´ısticas interesantes para la gestio´n de incidentes.
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No obstante, estas habilidades no favorecen la implementacio´n del sistema, ya que el
comportamiento de las citadas habilidades no es siempre el esperado, en el sentido en que
no son siempre deterministas ante un mismo evento.
El actual gestor de incidentes
Este gestor de incidentes ha sido disen˜ado de cero recientemente y, por lo tanto, se ha
creado atendiendo las necesidades actuales en el campo de la resolucio´n de incidentes. Es
especialmente importante el esfuerzo en integrar las pra´cticas ITIL en el gestor, lo que
ha de facilitar la resolucio´n de incidentes y reducir el tiempo empleado en los incidentes.
Lamentablemente, esto no significa que no tenga errores y aspectos a mejorar, al contrario.
En la versio´n actual no existe ningu´n tipo de control sobre el correo electro´nico; su
uso se limita exclusivamente a la interfaz web, por lo que el personal te´cnico ha de ser
el encargado de introducir y mantener convenientemente actualizados los incidentes. Se
espera que el sistema pueda aligerar esta carga, tal y como se indico´ en el apartado 2.5.5.
La comunicacio´n
Una vez descritos los gestores que pueden ser utilizados, es fa´cil concluir que el sistema
ha de interactuar con ellos a trave´s de su interfaz web. El principal problema de esta
solucio´n radica en que es poco tolerable a cambios en las correspondientes interfaces
web. Sera´ especialmente importante controlar dichas situaciones en el sistema y actuar
convenientemente para que el error no afecte a la transaccio´n en curso.
5.5.2. Comunicacio´n con el usuario y el personal te´cnico
El correo electro´nico saliente
El mo´dulo encargado de la comunicacio´n con usuarios y personal es el mo´dulo comu-
nicador, a trave´s de la funcio´n enviarCorreoElectro´nico. La funcio´n recibe el destinatario
o destinatarios, el asunto y el cuerpo del mensaje, y se encarga de efectuar las acciones
pertinentes con el servidor de correo saliente para que el correo electro´nico llegue a quien
deba recibirlo. En general, el personal te´cnico recibira´ una copia de cualquier comuni-
cacio´n enviada, para que todos este´n al corriente del estado del incidente. Ha de pasar
exactamente la misma situacio´n en el caso de la recepcio´n de mensajes.
El correo electro´nico entrante
El mo´dulo comunicador tambie´n se encarga de revisar el correo electro´nico en busca
de nuevos incidentes no procesados, en este caso a trave´s de la funcio´n obtenerNuevosIn-
cidentes. La funcio´n se encarga de contactar con el servidor de correo entrante, que puede
ser o no el mismo que el servidor de correo saliente, y obtener los mensajes no procesados
para su introduccio´n al gestor de incidentes.
En la implementacio´n definitiva del sistema, e´ste debe encargarse de introducir todos
los nuevos incidentes que lleguen a la direccio´n de correo electro´nico adecuada, y marcarlos
para que todo el personal te´cnico sepa que el incidente ha sido introducido correctamente
en el gestor de incidentes. En el nuevo gestor de tareas se seguira´ el siguiente itinerario:
1. Revisar el correo buscando nuevos mensajes no procesados.
2. Por cada correo electro´nico obtenido, hacer:
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a) Moverlo a la carpeta de correos procesados.
b) Crear un nuevo incidente con el contenido adecuado.
c) Si la creacio´n es erro´nea, hay que mover el mensaje a la carpeta ra´ız del correo
y marcarlo como no le´ıdo.
5.5.3. Ana´lisis de incidentes
Tal y como se ha comentado previamente, los primeros incidentes que sera´n resueltos
por el sistema procedera´n de formularios inmutables, de manera que el ana´lisis del tex-
to del incidente y la tarea de descubrir si algu´n modulo puede resolverlo se simplifican
enormemente, al no entrar en escena elementos de lenguaje natural y otros problemas
de las redacciones humanas. Se tratara´ este segundo tipo de incidentes si la planificacio´n
temporal es realista y da tiempo a ello. En cualquier caso, es importante indicar que no
es el propo´sito principal del sistema.
El siguiente ejemplo muestra la informacio´n que env´ıa un formulario actualmente en
produccio´n (en este caso en concreto, el de solicitar el alta de un nuevo repositorio usando
el sistema de control de versiones Subversion). La informacio´n que ha de ser obligatoria-
mente proporcionada ha sido marcada con un asterisco al principio de su nombre.
Datos visibles en el formulario web:
• * Nombre del proyecto (minu´sculas).
• * Nombre del administrador del proyecto (usuario @ac.upc.edu).
• * Acceso de lectura para:
◦ So´lo usuarios autentificados.
◦ Todos los usuarios.
• Observaciones.
Datos ocultos enviados como campos ocultos del formulario, previamente rellenados:
• Remote user: 147.83.30.3
• Server address: USERNAME@ac.upc.edu
• Email subject: “LCAC-form: Peticion de nuevo proyecto Trac SVN”.
• Email from name: 7
• Email from address: 7
• Form ID: “webform client form 157”
Y el siguiente texto es el cuerpo del mensaje que se recibe al utilizar el formulario
presentado arriba. Se ha cambiado convenientemente el nombre de usuario del usuario
que solicito´ el repositorio.
Emisor del correo electro´nico:
• USERNAME@ac.upc.edu
Asunto del correo electro´nico:
• “LCAC-form: Peticion de nuevo proyecto Trac SVN”
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Cuerpo del correo electro´nico:
• Submitted on Feb 10 2010 - 15:21
Submitted by anonymous user: [147.83.30.3]
Submitted values are:
Nombre del proyecto (minu´sculas): PROJECT_NAME
Nombre del administrador del proyecto (usuario @ac.upc.edu):
USERNAME@ac.upc.edu




En el caso de que la escritura sea permitida para todos los usuarios, el campo “Acceso
de lectura para” toma por valor el texto “Todos los usuarios”, tal y como se especifica en
el co´digo del formulario. Es evidente que la estructura de un formulario facilita el ana´lisis
del incidente (en este caso, se englobar´ıa en la categor´ıa de peticiones) y facilitara´ la
implementacio´n de los mo´dulos que lo resuelvan.
5.5.4. Llamadas a herramientas externas
La resolucio´n de un incidente cualquiera va ligada, de manera impl´ıcita, a la ejecucio´n
de herramientas externas que permitan, en un primer momento, dar el servicio necesario
al usuario. Por ejemplo, si un usuario pide un nuevo repositorio de co´digo, es fa´cil ver que
el sistema, de alguna manera, ha de llamar a una herramienta que se comunique con el
servidor de repositorios y cree uno nuevo para el usuario. Es posible, as´ı mismo, que sean
necesarios ma´s pasos para resolver el incidente.
Siguiendo con el ejemplo de la creacio´n de un nuevo repositorio de ficheros, actual-
mente ser´ıa necesario llamar a la herramienta que se encargue de crearlo en el servidor
apropiado. Si el proceso de creacio´n finaliza correctamente, sera´ necesario registrar en la
base de datos adecuada que existe un nuevo repositorio responsabilidad del usuario que
toque, para lo cual ser´ıa necesario llamar a otra herramienta que se encargue de ello.
No obstante, seguramente no sera´ posible finalizar este incidente de manera totalmen-
te automa´tica, pues no es seguro que la configuracio´n del nuevo repositorio pueda ser
totalmente automatizada.
Si algu´n paso en la resolucio´n falla, puede ser necesario deshacer todo el proceso para
volver a un estado coherente en los servicios. Esta informacio´n se almacena en el propio
mo´dulo resolutivo.
5.5.5. Recogida de resultados
Los resultados de aplicar los flujos para la resolucio´n de incidentes es una parte impor-
tante del proceso, ya que es necesario conocer si el incidente se ha resuelto correctamente
o no.
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Tal y como se ha detallado en la descripcio´n de las funciones a implementar, existen
tres tipos ba´sicos de recogida de resultados a la hora de resolver un incidente:
E´xito: La funcio´n ha acabado correctamente y sin errores.
Valor neutro: La funcio´n no ha realizado ninguna accio´n; en general, esto es debido
a que no se ha cumplido algu´n requisito.
No e´xito: La funcio´n no ha acabado correctamente debido a uno o ma´s errores.
En caso de error sera´ necesario determinar que´ problema ha ocurrido a trave´s del re-
sultado retornado al sistema. Cada mo´dulo tendra´ sus propios co´digos de error disponibles
a ser consultados por el sistema en caso de necesitarlo. Por ejemplo, siguiendo con el caso
anterior, un ejemplo con valores realistas podr´ıa ser el siguiente:
Escenario #1 Una peticio´n de nuevo repositorio de co´digo no finaliza correctamente
porque se necesitan ma´s para´metros. El mo´dulo podr´ıa retornar, por ejemplo, un
co´digo “-1”. El sistema preguntar´ıa al mo´dulo que´ error es el “-1”, y e´ste le respon-
der´ıa al sistema algo as´ı como: “Se necesitan ma´s datos para procesar la peticio´n”.
5.6. Los mo´dulos que resolvera´n incidentes
5.6.1. Descripcio´n
Uno de los requisitos no funcionales del sistema es que e´ste ha de ser modular, de
manera que se puedan an˜adir y eliminar fa´cilmente mo´dulos para resolver incidentes. Un
mo´dulo ha de encargarse de dar solucio´n a un u´nico problema o tipo de incidente, y el
sistema debe saber en todo momento de cuales dispone y de cuales no.
5.6.2. Especificacio´n
El mo´dulo analizador se encargara´ de gestionar los mo´dulos de resolucio´n espec´ıficos: la
bu´squeda de los mo´dulos activos, la bu´squeda del mo´dulo ma´s adecuado para un incidente
concreto y la recogida del resultado de su ejecucio´n, entre otras funciones.
A continuacio´n se muestran la estructura interna, en alto nivel, de un mo´dulo para
resolver incidentes junto a valores realistas de ejemplo:
Nombre completo del mo´dulo: NUEVO REPOSITORIO SVN
Nombre completo del programa externo: new svn repository.pl
¿Existe un formulario asociado?: S´ı.
¿Cua´l es el asunto del correo electro´nico asociado al formulario?: “LCAC-form: Pe-
ticion de nuevo proyecto Trac SVN”.
Datos necesarios del formulario:
• Responsable: “Nombre del administrador del proyecto (usuario @ac.upc.edu)”.
• Nombre de usuario: “Usuari”.
• Nombre del proyecto: “Nombre del proyecto (minu´sculas)”.
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• Acceso restringido para: “Acceso de lectura para”.
Datos opcionales del formulario:
• Observaciones: “Observaciones”.
Datos estad´ısticos del formulario:
• Fecha de recepcio´n: “Submitted on”.
• Enviado desde: “Submitted by”.
• IP del servidor: “Remote-addr”.
Prioridad del incidente: “Media”.
A´rea: “Recerca: Servidors d’altes prestacions i software espec´ıfic->Repositori codi-
>Alta”.
Wreq: “Peticio´n->Network->Servicio WWW”.
Rollback on error: No.
5.6.3. Uso del cata´logo de servicios
Descripcio´n
El cata´logo es un conjunto clasificado de los servicios TIC que se ofrecen actualmente
en el Departamento de Arquitectura de Computadores. Tambie´n se incluyen, a efectos in-
formativos, las tareas internas necesarias para mantener dichos servicios. Su uso por parte
del sistema sera´ necesario para clasificar y categorizar convenientemente los incidentes,
para as´ı poder priorizarlos correctamente.
Uso del cata´logo por el sistema
Tal y como se ha detallado en la funcio´n aplicarFlujo del mo´dulo resolutivo y como
se puede observar en el punto 5.6.2, dicha funcio´n se encarga de actualizar el estado del
incidente que va a resolver. Esto implica que ha de conocer la prioridad asignada y el
a´rea de resolucio´n dentro del cata´logo de servicios del Departamento (el estado sera´ “Re-
suelto” si el incidente ha sido solucionado correctamente, “Pendiente” si es necesaria ma´s
informacio´n del usuario y “Abierto” si ha habido algu´n error).
La prioridad asignada al incidente sera´ media en el caso general, ya que la prioridad
alta suele ser utilizada en casos de problemas urgentes para una gran parte de los usuarios.
No obstante, el a´rea de resolucio´n s´ı que depende del gestor de incidentes, tal y como se
detalla en los siguientes apartados.
5.6.4. El cata´logo en el gestor de incidentes anterior
El gestor de incidentes anterior, wreq, tiene una clasificacio´n en dos campos y no
esta´ ligada al actual cata´logo de servicios del Departamento. Adema´s, la clasificacio´n
es claramente insuficiente en la actualidad y da lugar a clasificaciones ambiguas o poco
claras. Como muestra se presentan cinco incidentes (en este caso, ser´ıan movidos a la cola
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Incidente OS Type
A´rea
Peticio´n de un nuevo repositorio Sub-
version
Network Servicio WWW
Substituir to´ner en una impresora que
se ha quedado sin
Impresoras Fungibles
Crear una nueva lista de distribucio´n Network Servicio WWW
Cambio de contrasen˜a a un usuario (ba-
jo demanda)
Unix Gestio´n de usua-
rios




Cuadro 5.2: Ejemplo de clasificacio´n de incidentes en wreq.
de peticiones de usuarios, excepto el u´ltimo, que ser´ıa movido a la cola de aver´ıas) con una
posible clasificacio´n completa (en algunos casos la decisio´n no es clara) en la tabla 5.2.
Se puede observar co´mo no existe una clara categorizacio´n para la creacio´n de servicios
online para los usuarios, como el caso del repositorio o de la lista de distribucio´n. La cate-
gorizacio´n tiene otros problemas que no se tratara´n en este documento. En cualquier caso,
para la clasificacio´n de incidentes en el gestor actual de incidentes tambie´n se an˜adira´ la
categor´ıa correcta al mo´dulo resolutivo correspondiente.
El cata´logo en el gestor de incidentes actual
El nuevo gestor utiliza dos o tres campos para clasificar completamente un incidente,
segu´n la tipolog´ıa de cada incidente, de manera que:
Producto: Categor´ıa principal del incidente, de cara´cter obligatorio.
Subservicio: Refinamiento del producto. Es opcional pero so´lo si el tercer campo es
suficientemente descriptivo respecto al incidente.
Tipo: Casu´ıstica t´ıpica para un producto, como puede ser “Alta”, “Baja” o “Con-
sulta”, entre otras. Es opcional pero so´lo si el segundo campo es suficientemente
descriptivo respecto al incidente.
La tabla 5.3 muestra algunos ejemplos va´lidos de clasificacio´n en el gestor de incidentes
GN6.
El sistema, por lo tanto, ha de saber a priori que´ categor´ıas utilizar, y e´stas deben estar
incluidas en el mo´dulo de antemano porque la automatizacio´n de la consulta al cata´logo
ser´ıa un procedimiento bastante complicado debido a la propia naturaleza del cata´logo.
Hay que tener en cuenta este hecho de cara a futuras actualizaciones y/o modificaciones
de los servicios ofrecidos que, sin duda alguna, han de reflejarse en un cata´logo de servicios
modificado.
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Incidente Producto Subservicio Tipo









Substituir to´ner en una impresora
que se ha quedado sin
Impressio´ Fungibles Canviar
to`ner













Cuadro 5.3: Ejemplo de clasificacio´n de incidentes en GN6.
5.7. Especificacio´n del sistema consciente de la im-
plementacio´n
5.7.1. Preparando la implementacio´n del sistema
Una vez definidas las funciones en alto nivel, es el momento de preparar la siguiente
fase. Tal y como se detallo´ en el apartado 4.2, la fase actual es la de elaboracio´n y consta
de dos iteraciones. Evidentemente, en este documento tan so´lo se presenta la segunda
iteracio´n, que en estos momentos se acerca a su fin. La siguiente fase ya es la fase de
construccio´n, por lo que la implementacio´n sera´ la cuestio´n principal de la fase siguiente.
Antes, pero, sera´ necesario preparar el terreno y tomar algunas decisiones que afectara´n
globalmente a la implementacio´n.
5.7.2. Plataforma de ejecucio´n del sistema
El sistema ha sido definido para estar en ejecucio´n permanentemente, en segundo plano
de manera constante. Perio´dicamente se pondra´ en marcha, y para ello ha de contar con
una ma´quina que lo hospede. En este caso, su ubicacio´n sera´ en un servidor con un sistema
operativo Linux. No obstante, el sistema deber´ıa ser multiplataforma, tal y como se explica
en los requisitos no funcionales del sistema; en concreto en el apartado 2.8.2.
Las principales alternativas para una ejecucio´n multiplataforma fa´cilmente integrable
en servidores Linux son:
Un lenguaje portable como Java.
Lenguajes interpretados y de scripting.
La eleccio´n del lenguaje de programacio´n
Un lenguaje como Java no es adecuado para el desarrollo del sistema debido a sus
limitaciones para estar permanentemente en ejecucio´n, en segundo plano, hasta que su
funcionamiento sea necesario. Existen tres posibles soluciones a este problema, pero todas
necesitan de ayuda externa a Java para conseguirlo:
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1. Utilizar Java Service Wrapper 1.
2. Utilizar el paquete Apache Jakarta Commons Daemon2.
3. Utilizar un shell script como intermediario3.
Los lenguajes interpretados y de scripting permiten ser ejecutados en cualquier sistema
en el que se haya instalado el inte´rprete adecuado. Las principales alternativas actuales
son Perl, Python y Ruby, en este orden. Las principales razones para elegir Perl frente
al resto de candidatos son la experiencia previa, la integracio´n con el sistema operativo
y el sistema de mo´dulos CPAN. En concreto, se utilizara´ la versio´n 5 de Perl, ya que es la
versio´n estable actual [2, 11, 12].
Para llevar a cabo la implementacio´n del sistema se preve´ que sera´n necesarios algunos







La comunicacio´n con el gestor de incidentes actual se ha de realizar u´nica y exclusiva-
mente a partir de su interfaz web, a menos que esto cambie en el futuro. Tal y como se deta-
lla en el apartado anterior, sera´ necesario el uso de Perl y del mo´dulo “WWW::Mechanize”
para una fa´cil interaccio´n con el gestor.
Hay que destacar que el gestor de incidentes actual utiliza JavaScript para el control
y manipulacio´n de los incidentes, y el mo´dulo citado no soporta este lenguaje. Es por
ello que, al no haber encontrado en las pruebas ninguna otra solucio´n a este problema,
se necesita interpretar que´ hace el co´digo JavaScript y “simular” sus efectos sobre el
gestor. Se han realizado pruebas de concepto para comprobar que es factible crear nuevos
incidentes, actualizar el estado actual, introducir comentarios y resolver incidentes. Pese
a que las pruebas han sido satisfactorias, el sistema global no sera´ capaz de adaptarse a
posibles futuros cambios en los elementos de los formularios y los enlaces del gestor de
incidentes, en especial si cambian su identificacio´n o su funcio´n. Es por esta razo´n por la
que el sistema debera´ comprobar si ha habido algu´n error tras cada comunicacio´n con el
gestor, percatarse de los problemas tan pronto como sea posible y posteriormente adaptar
el sistema a los cambios.
Otra prueba de concepto que ha sido realizada con e´xito es la de poder leer y procesar
el correo del gestor de incidentes. Uno de los puntos de contacto con el personal te´cnico es
una cuenta de correo dedicada en exclusiva a recibir los correos (iniciadores de incidentes
o bien respuestas) de los usuarios. En esta ocasio´n, el proceso es mucho ma´s sencillo
y tolerante a fallos, adema´s de contar con una baja posibilidad de cambios al ser una
herramienta pu´blica con consecuencias en la imagen corporativa.
1Ma´s informacio´n en http://wrapper.tanukisoftware.org/ .
2Ma´s informacio´n en http://jakarta.apache.org/commons/daemon/ .
3Ma´s informacio´n en http://www.source-code.biz/snippets/java/7.htm .
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5.8. Pruebas al sistema
5.8.1. Bater´ıa de pruebas a realizar
Propo´sito
Es necesario proporcionar toda la informacio´n necesaria para planificar y controlar las
pruebas que garanticen que el resultado de la iteracio´n supera lo que de e´l se espera en
esta iteracio´n. Una primera aproximacio´n a co´mo debe probarse el sistema ha de asegurar
estos objetivos:
Identificar los componentes que deben ser probados.
Explicar los motivos por los que ciertas a´reas deben probarse.
Identificar los requisitos y estimar los resultados que se esperan.
Detallar las estrategias a utilizar en las pruebas de componentes.
Enumerar los elementos a entregar al final de las pruebas.
Requisitos
En este apartado se enumeran cua´les van a ser los objetivos de las pruebas; es de-
cir, que´ y co´mo ha de probarse, y aqu´ı se incluyen tanto casos de uso como requisitos
funcionales y no funcionales.
Metodolog´ıa a utilizar
Existen ciertos tipos de pruebas que se pueden realizar de manera automatizada a
trave´s de scripts, en especial aquellos que comprueban directamente la funcionalidad de
acceso, gestio´n y comunicacio´n con el gestor de incidentes. Para tal fin, se creara´n bater´ıas
de pruebas dedicadas en exclusiva a probar que la funcionalidad es correcta y que el
resultado se ajusta a lo esperado. Con cada bater´ıa de pruebas debera´ ser visible un
informe que indique que´ pruebas supera la versio´n actual del sistema, si se ha producido
un error y que´ error y, a ser posible, pistas que ayuden a descubrir las posibles causas de
no superar las pruebas en las que falla.
Ciclo de vida de las pruebas
Cada bater´ıa de pruebas se compondra´ de mu´ltiples pruebas que sera´n aplicadas sobre
cada operacio´n. Las pruebas debera´n dejar constancia de los resultados y debera´n ser
ejecutadas cuantas veces sea necesario.
Cada subsistema sera´ probado cuando la funcionalidad que ha de tener este´ imple-
mentada, segu´n la iteracio´n en la que se este´ probando (la funcionalidad se puede ir
incrementando en cada iteracio´n, en funcio´n de su complejidad y el plan de pruebas tra-
zado). Evidentemente, cada cambio debe significar aplicar al subsistema la bater´ıa de
pruebas conveniente.
Se considerara´ que el subsistema esta´ correctamente implementado cuando supere
todas las pruebas disen˜adas para e´l, que sera´n especialmente exhaustivas. No volvera´ a
pasar ninguna prueba si no recibe ningu´n cambio (en el co´digo o en la forma de ser
invocado por otros subsistemas) o se informe de algu´n error.
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5.8.2. Relacio´n de pruebas
Pruebas relacionadas con el gestor de incidentes
El sistema interaccionara´ con un gestor de incidentes que “reside” en la web y sobre el
que no se tiene control (en especial, sin control sobre sus actualizaciones y los cambios),
por lo que es especialmente importante comprobar cada paso antes de dar el siguiente.
Objetivo de las pruebas
El gestor de incidentes esta´ funcionando y es accesible.
El sistema tiene los permisos necesarios para hacer uso del gestor de incidentes.
Los principales recursos son accesibles y no han variado significativamente.
Te´cnicas a emplear
Prueba de conexio´n al gestor de incidentes.
Pruebas exhaustivas de la estructura actual del gestor de incidentes.
Pruebas de obtencio´n de incidentes abiertos, pendientes y resueltos, por separado.
Pruebas de obtencio´n del estado actual de un incidente abierto.
Pruebas de obtencio´n de todos los comentarios de un incidente abierto.
Pruebas de obtencio´n del u´ltimo comentario de un incidente pendiente.
Pruebas de obtencio´n de todos los usuarios que tienen un incidente no resuelto.
Pruebas de concordancia entre los co´digos de clasificacio´n guardados y los ofrecidos
por el gestor.
Pruebas de creacio´n y de borrado de incidentes.
Pruebas de introduccio´n de cambios y de comentarios en incidentes no resueltos.
Pruebas de comunicacio´n con los usuarios que tienen un incidente no resuelto.
Criterios de correccio´n
La estructura de la interfaz del gestor de incidentes es la esperada.
No se ha producido ningu´n error en el proceso.
Las notificaciones por correo electro´nico con los usuarios de prueba son correctas.
Pruebas relacionadas con la lectura del correo electro´nico
El sistema ha de poder leer los correos electro´nicos de nuevos incidentes, de respuestas
de usuarios a incidentes ya creados, de posibles problemas en servicios y otros de diversa
ı´ndole. El sistema procesara´ algunos de los tipos anteriores, y algunos otros han de ser
borrados o clasificados sin tomar ninguna otra accio´n, segu´n se defina. Es decir, la mayor
parte de las pruebas relacionadas con la lectura del correo electro´nico se basara´ en la
correcta gestio´n de una cuenta de correo electro´nico:
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Objetivo de las pruebas
El servidor de correo esta´ funcionando y es accesible.
La cuenta de correo electro´nico es va´lida y funcional.
El servicio responde correctamente a las operaciones con los mensajes.
Te´cnicas a emplear
Prueba de conexio´n y desconexio´n al servidor de correo electro´nico.
Acceso y lectura a la cuenta de correo y a las carpetas necesarias.
Marcaje de mensajes como le´ıdos, como no le´ıdos y como basura, si fuera necesario.
Movimiento de mensajes a carpetas.
Env´ıo de mensajes simulando ser usuarios para comprobar la correcta recepcio´n.
Borrado de mensajes de prueba.
Criterios de correccio´n
El servidor de correo responde correctamente y es funcional.
La comunicacio´n con el servidor es fluida y retorna los co´digos adecuados.
No se ha producido ningu´n error en el proceso.
Pruebas relacionadas con el resto de mo´dulos
Una vez detalladas las pruebas para las funcionalidades de mayor nivel, es necesario
determinar las pruebas del resto de mo´dulos, llenos de funciones de menor taman˜o y mayor
diversidad. En concreto:
Objetivo de las pruebas
Las funciones de un mo´dulo, de manera aislada, funcionan correctamente.
Te´cnicas a emplear
Escenarios realistas.
Bater´ıa de pruebas funcio´n a funcio´n y, en los casos necesarios, utilizando varias.
Criterios de correccio´n
No se ha producido ningu´n error en el proceso.
Los valores retornados por las funciones son los esperados.
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5.9. Evaluacio´n previa a la implementacio´n
5.9.1. Ajuste a la planificacio´n
La iteracio´n u´nica de la fase inicial finalizo´ una semana ma´s tarde de lo previsto debido
a que requirio´ un plazo mayor para completar las tareas de descripcio´n de la problema´tica
a solucionar y de las primeras aproximaciones a los casos de uso necesarios, en alto nivel.
La primera iteracio´n de la fase de elaboracio´n finalizo´ cuatro d´ıas laborables despue´s de
lo planificado (contando el retraso de la fase inicial) por una mayor duracio´n en definir la
arquitectura y la estructura del sistema. No obstante, la segunda iteracio´n de la fase de
elaboracio´n finalizo´ antes de lo previsto contando el retraso acumulado, pese a la dificultad
de realizar con e´xito las pruebas de concepto previas a la implementacio´n.
El co´mputo global, por lo tanto, es de un retraso total de dos d´ıas laborables sobre la
planificacio´n inicial.
5.9.2. Ana´lisis de los puntos fuertes y de´biles
Introduccio´n al ana´lisis de los puntos fuertes y de´biles
Un ana´lisis detallado de los puntos fuertes y de´biles es una herramienta de gran utilidad
para entender y tomar decisiones en toda clase de situaciones en negocios y empresas. El
ana´lisis DAFO es una metodolog´ıa de estudio de la situacio´n competitiva de una empresa
dentro de su mercado y de las caracter´ısticas internas de la misma, para as´ı determinar
sus fortalezas, oportunidades, debilidades y amenazas. Las debilidades y fortalezas son
internas a la empresa; las amenazas y oportunidades se presentan en el entorno de la
misma.
Es decir, permite conocer la situacio´n real en que se encuentra la empresa, as´ı como el
riesgo y oportunidades que le brinda el mercado. El nombre lo adquiere de sus iniciales:
Debilidades, tambie´n llamadas puntos de´biles: son aspectos que limitan o reducen
la capacidad de desarrollo efectivo de la estrategia de la organizacio´n, constituyen
una amenaza para la organizacio´n y deben, por tanto, ser controladas y superadas.
Amenazas: se define como toda fuerza del entorno que puede impedir la implantacio´n
de una estrategia, o bien reducir su efectividad, o incrementar los riesgos de la
misma, o los recursos que se requieren para su implantacio´n, o bien reducir los
ingresos esperados o su rentabilidad.
Fortalezas, tambie´n llamadas puntos fuertes: son capacidades, recursos, posiciones
alcanzadas y, consecuentemente, ventajas competitivas que deben y pueden servir
para explotar oportunidades.
Oportunidades: es todo aquello que pueda suponer una ventaja competitiva para la
organizacio´n, o bien representar una posibilidad para mejorar la rentabilidad de la
misma o aumentar la cifra de sus negocios.
En la imagen 5.4 se resume que´ es un ana´lisis DAFO4.
4Imagen obtenida de la pa´gina web www.munimadrid.es .
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Figura 5.4: Resumen DAFO.
Ana´lisis DAFO
En el caso general, este ana´lisis debe realizarse en comu´n, con todo el equipo de
desarrollo, ya que de esta manera es posible identificar una cantidad de ideas tres veces
superior a la que generar´ıan los mismos individuos trabajando por separado. En un buen
ana´lisis en comu´n, cada miembro del equipo estimula las ideas de los dema´s con las
suyas propias y los resultados son, frecuentemente, h´ıbridos de muchas contribuciones.
No obstante, debido a la casu´ıstica de este sistema explicada en el apartado 2.5.4, el
ana´lisis es realizado por una u´nica persona.
La tabla 5.4 muestra el ana´lisis DAFO aplicado a este proyecto.
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DEBILIDADES AMENAZAS
Equipo de desarrollo formado
por una u´nica persona.
Proyecto sin referentes.
Poca experiencia en grandes
proyectos con Perl.
Soledad enfrente de los proble-
mas del d´ıa a d´ıa.
Ritmo de trabajo irregular al
no existir personas que reali-
cen otras tareas con dependen-
cias.
FORTALEZAS OPORTUNIDADES
Compromiso para realizar el
proyecto.
Capacidad para llegar a solu-
ciones ra´pidamente.
Conocimiento de Ingenier´ıa
del Software y herramientas de
desarrollo ra´pido.
Unio´n entre dos espacios: el
usuario y un sistema auto´no-
mo.
Proyecto ambicioso y novedo-
so: motivacio´n an˜adida.
Cuadro 5.4: Ana´lisis DAFO de este proyecto.
Cap´ıtulo 6
Construccio´n del sistema
6.1. Introduccio´n a la fase de construccio´n
La fase de elaboracio´n ha permitido determinar que el sistema se puede construir y que
la arquitectura es estable. El siguiente paso es la implementacio´n del sistema disen˜ado.
En consecuencia, al final de esta fase el sistema debe estar listo para su uso, por lo que la
programacio´n de co´digo entra en escena y se convierte en el principal protagonista de la
planificacio´n de tareas.
Con el fin de facilitar la programacio´n y de repartir el esfuerzo, se han planificado
cuatro iteraciones. Al final de cada fase se obtendra´ un sistema parcialmente acabado
pero funcional (excepto los casos de uso que se hayan de implementar posteriormente).
6.2. Implementacio´n general del sistema
Las principales tareas de esta fase, en relacio´n al disen˜o de la fase anterior, se describen
a continuacio´n. Ellas son las que permitira´n efectuar la transicio´n del disen˜o teo´rico a la
implementacio´n del producto software.
Describir co´mo encaja la ejecucio´n del sistema en el entorno de produccio´n.
Detallar un modelo que permita implementar los casos de uso disen˜ados previamen-
te.
Mantener la coherencia y la integridad de la arquitectura, de manera que se aseguren:
• La temprana reutilizacio´n de componentes y agrupacio´n de funcionalidades.
• La integracio´n entre los elementos del disen˜o y los nuevos elementos que puedan
ser requeridos.
6.2.1. Refinamiento del sistema
El sistema ha de ser independiente del gestor de incidentes utilizado y flexible para
poder crecer en el nu´mero de incidentes que pueda manejar y resolver. Esto ha propiciado,
tal y como se detalla en el apartado 3.3.5, un disen˜o en mo´dulos que agrupen funciona-
lidades similares, de manera que en un mismo mo´dulo convivira´n funciones con tareas
similares o que se enfrenten a un mismo sistema externo. Los siguientes mo´dulos han sido
creados:
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Mo´dulo analizador: Gestio´n de incidentes, control y cambios de estado, ana´lisis de
incidentes y funciones similares.
Mo´dulo comunicador: Tareas relacionadas con el corro electro´nico.
Mo´dulo de constantes: Almacena los datos comunes para todo el sistema, tal y como
se detalla en el apartado 5.3.6.
Mo´dulo interfaz: Interaccio´n a trave´s de la l´ınea de o´rdenes con el personal te´cnico.
Mo´dulo observador: Bu´squeda de incidentes no resueltos y/o de incidentes nuevos.
Mo´dulo resolutivo: Avanzar en la resolucio´n de un incidente.
Es necesario destacar que se han creado tres mo´dulos que no aparecen en el listado
anterior porque se tratan de la base para que se extienda la funcionalidad de la aplicacio´n
en aspectos clave: la comunicacio´n con gestores de incidentes, los incidentes en s´ı y los
plugins que los resuelven. Estos mo´dulos se tratan en profundidad en el apartado 6.2.4.
6.2.2. Ejecucio´n del sistema
A pesar de que se planteo´ un sistema que estuviera en ejecucio´n permanentemente
(en segundo plano de manera constante) con un tiempo de inactividad de diez minutos
(apartados 2.8.2 y 5.7.2), el sistema se implementara´ de manera que sea un proceso que
se ha de lanzar cada vez que se requiera de sus servicios. Por ello, una vez instalado en
el sistema que lo alojara´ definitivamente y se inicie el proceso de puesta en marcha en
produccio´n, debera´ hallarse la manera de asegurar su ejecucio´n perio´dica. En el entorno
actual, sera´ suficiente con introducir una l´ınea en el cron1 como la siguiente (se asume una
ejecucio´n cada quince minutos en vez de los diez que se consideran el mı´nimo intervalo de
inactividad):
*/15 * * * * /ruta/a/iSolve/main.pl
La l´ınea anterior muestra una novedad respecto al disen˜o planteado inicialmente: la
implementacio´n en un lenguaje de programacio´n (Perl, en este caso, tal y como se indico´ en
el apartado 5.7.2) pone de manifiesto que es necesario un punto de entrada al programa
que hasta este momento no ha sido necesario sobre el papel. El co´digo que alberga este
pequen˜o fichero tiene tres u´nicas responsabilidades (en orden de ejecucio´n):
1. Iniciar el sistema de registro de eventos, mediante una llamada a la funcio´n cam-
biarNivelDeDepuracion del mo´dulo comunicador.
2. Indicar en el registro del sistema que la aplicacio´n es iniciada, gracias a la funcio´n
insertarRegistro del mo´dulo comunicador.
3. Iniciar el proceso de obtencio´n, procesado y resolucio´n de incidentes, a trave´s de la
funcio´n ejecutar del mo´dulo observador.
1Se puede encontrar ma´s informacio´n en http://es.wikipedia.org/wiki/Cron (Unix) .
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Las anteriores tareas son las u´nicas responsabilidades de este fichero, adema´s de indicar
la ruta donde buscar el resto de mo´dulos. Esta´ vivo durante toda la ejecucio´n del sistema,
puesto que es el punto de entrada y el punto de salida, pese a que este u´ltimo punto no
tiene ninguna tarea asociada. El principal motivo por el cual no se crea un sistema que
este´ permanentemente en ejecucio´n es que, al disen˜arlo como un sistema sin estado (ver
apartado 3.3.4), ya no existe ninguna razo´n por la que ocupar los recursos del sistema,
por pocos que se requieran, en los per´ıodos de inactividad.
6.2.3. Implementacio´n de los mo´dulos disen˜ados
Los mo´dulos del sistema se implementan de manera que cada mo´dulo tenga su repre-
sentacio´n en un u´nico fichero. Siguiendo el listado del apartado 6.2.1, el mo´dulo analizador
se ha implementado en el fichero “Analizador.pm”, el mo´dulo de constantes en el fichero
“Constants.pm” y as´ı hasta llegar al mo´dulo resolutivo, que se puede encontrar imple-
mentado en el fichero “Resolutivo.pm”. Los mo´dulos que extienden la funcionalidad de
la aplicacio´n son un caso ligeramente diferente, por lo que su estudio se pospone hasta el
apartado 6.2.4.
Implementacio´n comu´n
Los mo´dulos anteriores, excepto el de constantes (debido a que su uso so´lo es el de
almace´n de datos y no necesita la mayor parte de los supuestos de ejecucio´n que se van
a detallar), han de seguir el esquema de implementacio´n propuesto en el listado 6.1. Los
comentarios necesarios para su comprensio´n se introducen en este documento a trave´s de
las l´ıneas que empiecen por el cara´cter ’ %’, y los valores que han de ser modificados se
escriben en mayu´sculas (no se permiten acentos en este listado de co´digo).
#!/usr/bin/perl
% Definimos e l paquete a l que per tenece .
package DAC: : i S o l v e : :NOMBREDELMODULO;
use s t r i c t ;
use warnings ;
% Uso de l modulo Exporter ( buenas costumbres de programacion ) .
# Import global constants
require Exporter ;
our @EXPORT = qw( ) ;
our @EXPORTOK = qw(
% Funciones pub l i c a s de l modulo , una por l i n e a .
) ;
use vars qw($VERSION) ;
$VERSION = ’ 0 .01 ’ ;
# Import own modules
% Importar l o s modulos n e c e s a r i o s de l a ap l i c a c i o n .
# Import modules
% Importar l o s modulos n e c e s a r i o s que no son de l a ap l i c a c i o n .
# Debug variable. Internal use only!
# If > 1, extra verbose mode.
my $DEBUG = 0 ;
# Constants
% Pos ib l e s cons tante s l o c a l e s que sean n e c e s a r i a s .
%A pa r t i r de aqui ya empiezan l a s func i one s o e l codigo ne c e s a r i o .
% . . .
Listing 6.1: Plantilla para la implementacio´n de los mo´dulos.
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Documentacio´n en el co´digo con formato comu´n
Se documentara´ cada funcio´n en profundidad junto a su cabecera siguiendo un u´nico
patro´n, tal y como se detalla en el siguiente listado. De igual manera, se documentara´n las
instrucciones o grupos de instrucciones relevantes o importantes dentro de las funciones,
as´ı como todo aquello que sea necesario para la comprensio´n completa de las funciones.
Similarmente, los mo´dulos “Analizador”, “Comunicador” y “Observador” incluira´n un
u´nico punto para mostrar informacio´n por la salida esta´ndar de la l´ınea de o´rdenes (no
confundir con los registros de eventos del apartado 6.2.3), pero so´lo en caso de que su
modo de depuracio´n este´ activado.
Descripcio´n breve del propo´sito de la funcio´n. Si es necesaria ma´s informacio´n, se
hace a partir del primer punto y seguido.
L´ınea en blanco.
Lista de para´metros, ordenados y numerados, junto a una breve explicacio´n y a su
tipo, separada por dos tabuladores.
Retorno de la funcio´n, explicacio´n y tipo. Si no devuelve nada, se explicita clara-
mente.
Constantes de sistema
Tal y como se ha comentado en el apartado 6.2.1, se necesita un mo´dulo que almacene
constantes necesarias para la aplicacio´n. Este mo´dulo se disen˜o´ en el apartado 5.3.6, pero
la implementacio´n ha hecho que sea necesaria su ampliacio´n e, incluso, su especializacio´n.
Se implementa este mo´dulo en el fichero “Constants.pm”, e incluye valores constantes
para la ejecucio´n de la aplicacio´n, tales como do´nde encontrar el gestor de incidentes o la
direccio´n de correo del personal te´cnico al que avisar. Durante la implementacio´n se ha
decidido crear otro fichero para las constantes de error (las nume´ricas y sus respectivas
explicaciones en lenguaje natural), que se encuentra bajo la ruta “Constants/Error.pm”.
Tambie´n se ha creado un fichero de constantes para el gestor de incidentes GN6 y otro
para el gestor wreq, ya que es necesario almacenar la clasificacio´n de los incidentes de
manera local a la aplicacio´n, por razones de eficiencia y de certeza. Buscar los valores
de clasificacio´n de un incidente en el propio gestor es algo dif´ıcilmente automatizable,
ya que de cualquier manera hay que saber siempre que´ buscar, y siempre puede ser
cambiado. As´ı que, malo por malo, se ha cre´ıdo que la mejor opcio´n es almacenar los
valores de clasificacio´n. Los ficheros en cuestio´n esta´n en la ruta “Constants/GN6.pm” y
“Constants/wreq.pm”, respectivamente.
El uso de las constantes en cualquier mo´dulo de la aplicacio´n ha sido gracias a decla-
rarlas con la directiva “our” en el fichero de constantes y despue´s utilizarlas llama´ndolas
por su scope completo2, siempre que se haya cargado el mo´dulo de constantes al inicio del
mo´dulo que lo necesite. As´ı por ejemplo, se declara la constante que almacena la direccio´n
del servidor de correo entrante en el fichero “Constants.pm” de la siguiente manera:
our $MAIL_SERVER = ’gw.ac.upc.edu’;
2Siguiendo instrucciones de http://stackoverflow.com/questions/193020/how-do-i-use-constants-from-
a-perl-module/193069#193069 .
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En este caso, la constante se utiliza en el mo´dulo comunicador, quien incluira´ las





El sistema guarda un registro de eventos durante su ejecucio´n, de manera que permite
saber que´ ha hecho en una determinada ejecucio´n. Esta informacio´n es u´til tanto para
los usuarios del sistema como para los desarrolladores, tal y como se ha previsto en el
apartado de requisitos no funcionales 2.8.2 y en el apartado de gestio´n de incidentes 5.2.1.
En esta ocasio´n se utilizara´ el mo´dulo de Perl llamado Sys::Syslog3 para esta tarea.
Dicho mo´dulo define ocho niveles diferentes de importancia a la hora de guardar infor-
macio´n en el fichero de registro. Debido a que es un nu´mero elevado y dado que en la
fase anterior se definieron so´lo tres, se ha adaptado el sistema al uso de tres niveles que
engloban a los niveles ofrecidos por el mo´dulo. La tabla 6.1 muestra la equivalencia entre
ambos sistemas, ordenados de mayor a menor prioridad. Las constantes indicadas en la
columna de ma´s a la derecha son constantes definidas en el mo´dulo de constantes del
sistema.
6.2.4. Implementacio´n de los mo´dulos que extienden el sistema
Existen tres mo´dulos que son diferentes a los presentados hasta el momento, ya que
son aprovechados como base para que otros mo´dulos, ma´s especializados, puedan realizar
sus funciones de la misma manera y con la misma interfaz externa. En esta aplicacio´n
existen tres casos diferentes de este tipo de clases, generalmente llamados superclases4 que
sera´n estudiados a continuacio´n: la clase que se encarga de la comunicacio´n con gestores
de incidentes, los incidentes en s´ı y los plugins que los resuelven. Los plugins se ven con
mayor detalle en el apartado 6.2.5.
Dado que son clases que sirven como base para otras, su implementacio´n esta´ en un
fichero en el directorio de la aplicacio´n, pero las clases que la usen se crean bajo un di-
rectorio que se llama igual que la clase base pero sin extensio´n. As´ı, por ejemplo, la clase
base para el gestor de incidentes se llama “TrackingSystem.pm” y las implementaciones
de los gestores de incidentes GN6 y wreq se han de implementar en la ruta “TrackingSys-
tem/GN6.pm” y “TrackingSystem/wreq.pm”, respectivamente.
Comunicacio´n con el gestor de incidentes
Se creara´ la superclase para permitir la comunicacio´n con cualquier gestor de inci-
dentes, siempre que exista una subclase que herede de e´sta, sea correcta e implemente
todos los me´todos necesarios (en este caso, todos los me´todos que tiene la clase excepto
el me´todo BUILD, que se explica en el apartado 6.2.4 y crea la conexio´n inicial con el
gestor). Las principales tareas de este mo´dulo son la obtencio´n y manipulacio´n de inci-
dentes exclusivamente a trave´s de los gestores de incidentes, por lo que hay funciones para
3La documentacio´n oficial se encuentra en la pa´gina http://perldoc.perl.org/Sys/Syslog.html .
4Ma´s informacio´n en http://en.wikipedia.org/wiki/Superclass (computer science) .
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Especificacio´n
del sistema
Mo´dulo Sys::Syslog Equivalencia en el sistema
Prioridad 1
(alta)
Se incluyen las siguientes prio-
ridades:
LOG EMERG : El siste-
ma no puede funcionar.
LOG ALERT : Se debe
actuar inmediatamente.
LOG CRIT : Registra
errores cr´ıticos.
LOG ERR: So´lo registra
los errores.
Se utilizara´ la prioridad




Adema´s de los errores del nivel
anterior, tambie´n incluye:
LOG WARNING : Re-
gistra los avisos del
sistema.
LOG NOTICE : Registra
el funcionamiento nor-
mal del sistema.
LOG INFO : Registra to-
do excepto mensajes in-
formativos.
Se utilizara´ la prioridad




Adema´s de los errores del nivel
anterior, tambie´n incluye:
LOG DEBUG : Informa-
cio´n detallada de todas
las acciones.
Se utilizara´ la prioridad
LOG DEBUG con la constan-
te LOGGING ALL.
Cuadro 6.1: Sistema de registro de eventos.
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obtener un incidente, actualizar su estado, introducir un nuevo comentario y tareas rela-
cionadas. Pese a que so´lo son catorce funciones a implementar, son funciones que entran
en el a´mbito de la interconexio´n con otros sistemas, que poco o nada tienen que ver con
e´ste, por lo que hay que tener en cuenta muchos factores externos, muchas restricciones
impuestas y que no se pueden cambiar del otro sistema y, sobre todo, es necesario tener
en mente que todo puede fallar en cualquier momento, para actuar en consecuencia.
Debera´ albergar los campos necesarios para la autenticacio´n en el gestor de incidentes
que lo requiera, adema´s de un indicador de si la conexio´n se ha establecido correctamente
o no, para poder comprobar el estado de e´sta antes de cualquier operacio´n (y prevenir,
de esta manera, problemas posteriores). Tambie´n sera´ necesario un campo que permita
almacenar el objeto creado por el mo´dulo de comunicacio´n con el gestor de incidentes,
t´ıpicamente WWW::Mechanize para las conexiones via web.
Un incidente
Se creara´ la superclase “Incident.pm” para almacenar un incidente y poder realizar
consultas sobre e´l, siempre que exista una subclase que herede de e´sta, sea correcta e
implemente todos los me´todos necesarios (en este caso, todos los me´todos que tiene la
clase). Las principales tareas de este mo´dulo son la obtencio´n de un incidente, ya sea a
trave´s del correo electro´nico o a trave´s del gestor de incidentes, y la consulta de datos
frecuentemente requeridos. Los nueve me´todos que es necesario implantar no son excesi-
vamente dificultosos, excepto los dos que los obtienen de los gestores, principalmente por
haber de trabajar con sistemas externos.
La implementacio´n de la superclase es dif´ıcil, ya que se preve´n cerca de cincuenta
campos para almacenar toda la informacio´n de un incidente en gestores complejos como
GN6, y muchos de ellos son un conjunto cerrado de valores conocidos y que no pueden
ser otros, por los que se ha de buscar un mecanismo que permita asignar a un campo un
cierto conjunto de valores predefinidos. Sirva de ejemplo el origen de un incidente, que en
el caso del gestor GN6 so´lo puede ser a trave´s de uno de estos canales: por tele´fono, por
correo electro´nico, a trave´s de una Intranet o a trave´s de cualquier otro medio.
Se ha de dar un valor inicial a todos, o a la mayor parte, de estos campos de un incidente
para evitar problemas, de la misma manera que se ha de saber a priori que´ tipos de datos
ha de almacenar cada campo. El campo que almacene el ejemplo anterior so´lo puede ser
una de las cuatro opciones anteriores y sera´ guardado en un campo de texto; su valor
inicial sera´ el mismo que aplica GN6: por tele´fono.
Clases en Perl y orientacio´n a objetos
La orientacio´n a objetos cla´sica5 de Perl (versio´n 5) es, hoy en d´ıa, tediosa, anticuada
y poco pra´ctica, por lo que han aparecido diferentes aproximaciones, a trave´s de un mayor
nivel de abstraccio´n, a este problema. La ma´s difundida actualmente es Moose, que ofrece
abundante documentacio´n y ejemplos en su web: http://search.cpan.org/ drolsky/Moose/
[13, 10].
Tal y como se ha comentado, se trata de una extensio´n al sistema de orientacio´n a
objetos de Perl 5, proporcionando caracter´ısticas modernas y una forma de trabajar ma´s
sencilla. Para ello utiliza una nueva capa de abstraccio´n que facilita, entre otras cosas, la
implementacio´n ra´pida de clases y de los me´todos de acceso para consulta y para escritura
5La documentacio´n online se encuentra en http://perldoc.perl.org/perltoot.html .
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de los campos pu´blicos. Adema´s de estas mejoras, tambie´n tiene opciones de construccio´n
de objetos, herencia sencilla y mu´ltiple, roles (aunque no son usados en esta ocasio´n) y
una interfaz clara para todo ello.
Moose proporciona un mecanismo que se pone en marcha justo despue´s de crear un
objeto, a trave´s de la funcio´n especial BUILD que en esta aplicacio´n se utiliza para hacer
comprobaciones extra tras la creacio´n y para establecer algunos valores a los atributos del
objeto creado. Toda la informacio´n de este importante mecanismo, y otros similares, se
puede encontrar en la documentacio´n en l´ınea de esta extensio´n:
http://search.cpan.org/ drolsky/Moose-1.17/lib/Moose/Manual/Construction.pod.
El principal concepto utilizado de esta extensio´n en este sistema es el de herencia,
ya que los tres mo´dulos (clases, llegados a este punto) que extienden el sistema son
superclases disen˜adas para que otras clases se deriven de ellas. As´ı pues, la superclase
“TrackingSystem” se ha creado para que puedan heredar de ella las clases que se comuni-
cara´n con los gestores GN6 y wreq ; la superclase “Incident” permitira´ gestionar incidentes
de GN6 y wreq ; y la clase “Base Plugin.pm” sera´ de la que se derivara´n los plugins que
resuelvan incidentes. No obstante, otras funcionalidades de Moose como la definicio´n y
control de campos de clase son ampliamente utilizados en cada una de ellas.
Las superclases han de importar esta extensio´n y, al principio de su co´digo, indicar que
la van a usar a trave´s de la l´ınea “use Moose;”, y han de acabar con las l´ıneas siguientes
(justo antes de la l´ınia que contiene un “1;” para la inclusio´n esta´ndar de mo´dulos en
Perl):
PACKAGE ->meta->make immutable; Moose permite, opcionalmente, indicar
esto en una clase para aplicar ciertas optimizaciones, indica´ndole que la clase no va
a cambiar en el futuro (modificando el nu´mero de atributos, me´todos, roles, . . . ).
no Moose; Finaliza el uso de Moose y elimina todas las referencias exportadas de la
clase.
Las clases que derivan de ellas seguira´n las mismas indicaciones anteriores y, adema´s,
indicara´n al principio del co´digo de que´ clase se derivan a trave´s de la directiva “extends”.
6.2.5. Implementacio´n de los plugins
La aplicacio´n utiliza ciertos componentes externos, nombrados en este documento
como mo´dulos o plugins, que aportan funcionalidades extra a la aplicacio´n, y permite que
sea ma´s versa´til y flexible. En concreto, este sistema utiliza plugins para poder crecer en
el nu´mero de incidentes que pueda manejar y resolver (ver apartados 2.8.2 y 6.2.1 para
ma´s informacio´n).
Todo plugin tiene el mismo ciclo de vida: se da de alta, se prepara para su uso, se
utiliza si es necesario y se da de baja automa´ticamente al finalizar la ejecucio´n. En los
siguientes apartados se detallara´ cada una de estas etapas.
El proceso de bu´squeda y alta
El sistema busca todos los plugins va´lidos al iniciarse, justo al principio de la rutina
ejecutar del mo´dulo observador (se ha hablado de ella en el apartado 6.2.2). Se han
determinado dos condiciones ba´sicas para poder determinar si un plugin es va´lido o no:
1. Residir en el directorio especificado para ellos en la configuracio´n de la aplicacio´n.
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2. Tener un nombre de fichero que contenga so´lo letras, nu´meros o el cara´cter ’ ’, con
la extensio´n “pm” y que no se llame como la superclase de los plugins.
Una vez el sistema tiene la lista de los ficheros que cumplen las restricciones anteriores,
procede a cargarlos dina´micamente (en tiempo de ejecucio´n) para incorporarlos al sistema
durante la ejecucio´n actual. El sistema so´lo lo an˜adira´ al vector que contiene los plugins
va´lidos (de objetos) si el fichero es la implementacio´n de un plugin va´lido y no tiene
ningu´n problema de compilacio´n. Si no cumple estas dos condiciones, o bien si hay algu´n
otro tipo de error, no sera´ an˜adido al vector citado y, por lo tanto, no sera´ utilizado.
La carga dina´mica del plugin se realiza a trave´s de la funcio´n privada “loadPackage”
del mo´dulo analizador. Utiliza una instruccio´n “require” y controla los posibles errores a
trave´s de la variable especial “$@”.
Una vez finalizado el proceso anterior, el sistema cuenta con un vector de objetos
plugin listo para ser usado bajo demanda. El mo´dulo analizador canaliza gran parte de
los usos de este vector, pero en algu´n caso puntual ha de ser usado en el mo´dulo resolutivo
y en el mo´dulo interfaz, por lo que el mo´dulo analizador lo ofrece a partir de una funcio´n
pu´blica.
Preparacio´n para su uso
Cuando se carga un conector en el paso anterior, se activa el me´todo BUILD, que se
explica en el apartado 6.2.4, y se realizan algunas asignaciones de los atributos de cada
plugin en particular para adaptarlos convenientemente, ya que los valores que hereda de la
superclase no son los adecuados en ningu´n caso. As´ı, por ejemplo, se determina el nombre
correcto del conector, que´ informacio´n ha de tener un incidente para ser considerado como
resoluble por el plugin y la clasificacio´n segu´n cada gestor de incidentes, entre otros datos.
Utilizacio´n del plugin
Una vez el sistema ha cargado todos los conectores va´lidos, esta´n listos para su uso.
En general, se utilizan para comprobar si pueden resolver un determinado incidente y,
en caso positivo, el objeto incidente que han analizado es modificado para indicar que
se puede resolver y que´ conector puede hacerlo. Despue´s, en la funcio´n aplicarFlujo del
mo´dulo resolutivo, se vuelve a buscar el plugin que puede resolverlo y entonces es invocado
para proceder a ello. Gran parte de sus funciones son consultas y, de las que no lo son,
destaca por encima de las dema´s la que se encarga de resolver un determinado incidente,
de nombre “resolver”. Esta funcio´n devuelve dos valores a la vez: el resultado booleano de
la ejecucio´n (“cierto” o “falso”) y la salida de la ejecucio´n (la salida de las instrucciones
utilizadas).
El proceso de baja
Al tratarse de un vector de objetos, el propio lenguaje de programacio´n se encarga
de liberar la memoria utilizada por cada uno de los conectores, por lo que no se realiza
ninguna operacio´n adicional para proceder a su baja.
Implementacio´n de la resolucio´n de incidentes
La parte ma´s dif´ıcil de un plugin, tal y como se previo´ en el apartado 2.7 reservando
toda una iteracio´n para ello, era resolver un incidente, una vez introducido en el gestor
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(si correspond´ıa) y analizado.
El obsta´culo ha sido solventado utilizando el mo´dulo “Net::SSH::Expect”, que per-
mite iniciar conexiones seguras a trave´s del protocolo SSH y obtener un inte´rprete de
instrucciones en una ma´quina remota. De esta manera, es fa´cil disponer de una sesio´n
activa en la ma´quina que finalmente ejecutara´ las instrucciones necesarias para resolver
un determinado incidente.
6.3. Flujo de ejecucio´n
El punto de entrada al sistema es el fichero principal, de nombre “main.pl”, tal y como
se explica en el apartado 6.2.2. A partir de aqu´ı, el sistema pasa al mo´dulo observador
y busca, en este orden, los nuevos incidentes (o respuestas a incidentes ya creados) en
la bandeja de correo electro´nico, para buscar despue´s los incidentes no cerrados en el
gestor de incidentes. En este punto el mo´dulo analizador se encarga de introducir los
nuevos incidentes en el gestor y juntarlos con los que hay no cerrados en el gestor a trave´s
de la funcio´n “procesarIncidentes”. Este conjunto de incidentes es devuelto al mo´dulo
observador.
El mo´dulo observador sigue su flujo de ejecucio´n y, por cada uno de los incidentes
anteriores, mira si algu´n plugin puede resolverlos y, en caso afirmativo, los analiza para
clasificarlos6 en el gestor de incidentes que corresponda. A partir de aqu´ı ya entra en juego
el plugin que pueda resolverlo, ya que e´l se encarga de las tareas de resolucio´n y llamadas
a las herramientas necesarias para dar por resuelto el incidente.
6.4. Dependencias entre mo´dulos
Debido a un tema de dependencia c´ıclica en la implementacio´n se tuvo que crear la
funcio´n “solucionarIncidente” del mo´dulo analizador. Su u´nica responsabilidad es llamar
a la funcio´n “aplicarFlujo” del mo´dulo resolutivo, pero es necesaria para evitar que el
mo´dulo observador incluya al mo´dulo resolutivo (para utilizar sus funciones) y, al mismo
tiempo, incluya tambie´n al mo´dulo analizador, quien ya incluye al mo´dulo resolutivo.
6.5. Implementacio´n de las pruebas para los mo´dulos
6.5.1. Descripcio´n general de la implementacio´n de las pruebas
De manera simulta´nea a la implementacio´n del sistema se han creado bater´ıas de
pruebas para cada mo´dulo creado. En el apartado 5.8 se definieron tres grandes bloques
de pruebas: las pruebas para el mo´dulo que controla el gestor de incidentes, el mo´dulo
que se encarga del correo electro´nico (de nombre “comunicador”) y el resto de mo´dulos.
As´ı pues, se ha creado el directorio “Tests” donde residen las bater´ıas de prueba para
cada mo´dulo. Utilizando el mo´dulo Test::More de Perl se ha creado un u´nico fichero para
todas las bater´ıas de pruebas de un mismo mo´dulo. Se ha escogido este mo´dulo debido a
que es sencillo crear pruebas y, a la vez, ofrece una amplia variedad de comprobaciones de
6No es posible clasificar un incidente hasta que se sabe que se puede resolver, tal y como se explica en
el apartado 3.3.3.
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una correcta ejecucio´n. Dicho fichero se identifica porque su nombre comienza por “test ”
seguido del nombre del mo´dulo que prueba, as´ı como la extensio´n “pm”.
Es necesario indicar que no se ha creado el fichero de pruebas para los mo´dulos de
sistema “Interfaz”, “Resolutivo” ni “Observador”, ya que sus u´nicas funciones son llamar a
otras funciones y no ofrecen posibilidad de pruebas; ni tampoco del mo´dulo de constantes
de sistema, al ser un mo´dulo u´nicamente consultivo. Los siguientes ficheros de pruebas
han sido creados y son funcionales:
Mo´dulo analizador: test Analizador.pm
Mo´dulo comunicador: test Comunicador.pm
Mo´dulo gene´rico de plugins : test Base Plugin.pm
Mo´dulo gene´rico de incidentes: test Incident.pm
Mo´dulo de incidentes para GN6: test Incident-GN6.pm
Mo´dulo gene´rico para el gestor de incidentes: test TrackingSystem.pm
Mo´dulo para el gestor de incidentes de GN6: test TrackingSystem-GN6.pm
Se ha documentado cada prueba realizada dentro del co´digo, justo antes de proceder a
su ejecucio´n. De la misma manera, cada prueba realizada muestra por la salida esta´ndar
de la consola en la que se ejecuta su resultado, por lo que se puede saber con facilidad
que´ prueba y cua´ntas han fallado.
6.5.2. Estructura de la implementacio´n de las pruebas
Tal y como se ha comentado en el apartado anterior, cada mo´dulo para el que se ha
creado una bater´ıa de pruebas tiene un fichero que las implementa. Dicho fichero sigue la
misma estructura para todos los mo´dulos, que se detalla a continuacio´n.
El primer paso es el de la preparacio´n del entorno, que incluye tareas como la carga
del mo´dulo de Perl de pruebas y del mo´dulo de la aplicacio´n a probar, as´ı como algunas
otras tareas espec´ıficas del lenguaje de programacio´n. Acto seguido comienza la primera
prueba, que siempre es la de cargar el mo´dulo para ver si no tiene errores de sintaxis ni
de programacio´n, seguida de la segunda prueba, que se encarga de verificar que todas las
funciones pu´blicas del mo´dulo son realmente accesibles. A partir de aqu´ı, cada mo´dulo im-
plementa sus propias pruebas, que var´ıan enormemente en nu´mero y forma. En cualquier
caso, cada prueba esta´ documentada y proporciona un mensaje en pantalla informando
de si se ha superado con e´xito o no y, en caso negativo, el error que haya ocurrido.
6.6. Cambios y problemas encontrados en el disen˜o
El disen˜o de los casos de uso del sistema ha ido cambiando con el tiempo, ya que el
desarrollo de software es una tarea que evoluciona y cambia con el tiempo. En general,
los casos de uso han sufrido variaciones menores en los para´metros o incluso en el orden
de e´stos. Algunas funciones han sido an˜adidas sin estar presentes en el disen˜o debido a
que han sido necesarias. Sirva de ejemplo el caso de la funcio´n “solucionarIncidente” del
mo´dulo analizador, que tan so´lo se encarga de llamar directamente a la funcio´n “aplicar-
Flujo” del mo´dulo resolutivo. Fue creada para evitar un problema de dependencias c´ıclicas
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en el lenguaje de programacio´n, cosa que no puede pasar en el disen˜o teo´rico. Hay ma´s
informacio´n sobre este tema en el apartado 6.4.
6.6.1. Problemas con agentes externos
Han habido dos problemas principales en la implementacio´n del sistema: el spam y la
determinacio´n del propietario de un incidente. Ambos problemas se explican con detalle
en los siguientes apartados.
El correo electro´nico no deseado
La idea inicial del sistema era introducir en el gestor de incidentes so´lo aquellos correos
electro´nicos que fueran incidentes, se pudieran resolver o no. Pero no se trata de una tarea
sencilla, ya que un correo que realmente sea un incidente puede ser una respuesta a otro
que ya este´ abierto, lo cual ya es un problema porque se crean incidentes duplicados.
Adema´s, diariamente se recibe algu´n que otro mensaje de correo electro´nico no deseado
(spam) y el sistema no sabe distinguir si un correo es spam o no. Es un problema mayor,
puesto que si se introduce en el gestor entonces alguien del personal te´cnico ha de borrarlo
manualmente, y si no se introduce entonces existe el problema de saber cuando no se ha
de introducir.
Tras tratar el tema con el tutor y el director del proyecto se decidio´ escoger la primera
opcio´n e introducir todos los correos electro´nicos que hayan en la bandeja de entrada.
Esta decisio´n no afecta a las respuestas, puesto que e´stas ya llevan el identificador del
incidente y se pueden distinguir fa´cilmente, para as´ı actualizar el incidente en cuestio´n y
no crear uno nuevo.
Determinacio´n de propietarios de incidencias
El gestor GN6 obliga a que los propietarios de incidentes existan en la base de usuarios
de la UPC, gestionada por UPCNet. Existen cuatro problemas que han impedido que esta
funcionalidad no se haya podido implementar en esta versio´n del sistema. Dichos proble-
mas, que se detallan a continuacio´n, han de ser tenidos en cuenta desde el punto de vista
de los datos de la persona que inicia el incidente:
La persona no esta´ en la base de usuarios Segu´n los procedimientos actuales, es ne-
cesario contactar con UPCNet y pedir el alta, que ha de ser ratificada por un res-
ponsable departamental. Hasta entonces, no es posible que dicha persona sea la
propietaria del incidente.
La persona esta´ en la base de usuarios pero con otro nombre Con una frecuen-
cia mayor de la deseada se reciben correos en los que el nombre del remitente no
coincide con el nombre real dado de alta en la base de datos. Entre los principales
problemas se encuentran la omisio´n de alguna parte del nombre, los acentos y el uso
de abreviaciones en el nombre, problemas dif´ıcilmente resolubles por un producto
software.
La persona esta´ en la base de usuarios pero coincide con otra persona En oca-
siones, y debido a que so´lo se ha introducido un apellido o a no haber introducido
los acentos, es posible encontrar a dos personas diferentes que coincidan en una
bu´squeda. En este caso es imposible determinar que´ persona escoger si la direccio´n
de correo electro´nico no coincide.
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La persona esta´ en la base de usuarios pero hay ma´s de una u´nica vinculacio´n
Existen casos en los que la persona esta´ en la base de datos pero tiene ma´s de una
vinculacio´n diferente, como por ejemplo estudiante de la FIB, estudiante de ma´ster
y PAS en el DAC. En estos casos, se puede escoger cualquiera de ellas, pero enton-
ces aparece el problema de si utilizar la direccio´n de correo que va asociada a esa
vinculacio´n o no y poner directamente la que ha utilizado esa persona. Este es el
problema menos grave de todos.
El problema de la determinacio´n de propietarios de incidencias no existe en el gestor
wreq, ya que no existe un control estricto de propietario: el gestor ofrece un campo de
texto que se puede rellenar (o no) con cualquier valor va´lido.
El gestor de incidentes wreq
El apartado 2.5.4 indica que el sistema ha de ser independiente del gestor de incidentes
utilizado. El producto implementado cumple esta condicio´n pero, como la migracio´n a GN6
(dejando de lado wreq) se completo´ durante la fase de disen˜o, no se ha implementado el
mo´dulo que controla este gestor de incidentes, ni tampoco la clase de un incidente de wreq.
Esto implica que, pese a que el sistema esta´ preparado para un uso de wreq (o de cualquier
otro gestor en el futuro), en esta versio´n no lo podra´ hacer porque, sencillamente, no ha
sido implementado.
6.6.2. Diferencias en la resolucio´n automa´tica de incidentes
Debido a los problemas determinando el propietario de un incidente (ver punto an-
terior), el sistema actual asigna los incidentes que crea a un usuario gene´rico del depar-
tamento, esperando a que alguien del personal te´cnico haga esta tarea manualmente. La
aplicacio´n, por lo tanto, resuelve los incidentes pero no informa al usuario que realmen-
te ha solicitado el incidente. Esto implica que algunas de las funciones programadas del
mo´dulo analizador no se utilizan en la versio´n actual, como las funciones avisar, resolver
y cerrar.
Una mejora introducida en el sistema, que fue implementada tras discutir el proyecto
con el tutor y el director, es la de que los incidentes que el sistema sea capaz de solucionar
se intenten resolver hasta un ma´ximo de tres veces antes de dar el incidente por no
resoluble por el sistema. El sistema marca cua´ndo ocurre cada intento de resolucio´n, por
lo que al llegar a la tercera y fallar de nuevo ya no vuelve a intentarlo y avisa al personal
te´cnico de que hay un problema que no puede arreglar. Si el personal te´cnico soluciona el
problema, so´lo ha de utilizar el me´todo descrito en el apartado 5.2.1 y forzar la resolucio´n
del incidente por parte del sistema. El sistema se dara´ cuenta del uso de dicho me´todo y
probara´, en todo caso, a solucionar el incidente de nuevo.
Es necesario hacer notar que esto significa que un incidente se estara´ probando hasta
en tres ejecuciones diferentes del sistema, lo que da un margen temporal de error de
aproximadamente tres veces el tiempo entre ejecuciones del sistema.
No se ha implementado la caracter´ıstica de comprobar correos electro´nicos que sean
alertas para determinar si existe algu´n problema con los servicios ofrecidos o no debi-
do a que esta funcionalidad va a ser ofrecida a trave´s de otras herramientas dentro de
los servicios departamentales (ver apartado 3.4.1). Pese a todo, se ha dejado la funcio´n
“comprobarAlerta”, del mo´dulo analizador, vac´ıa, por si hiciera falta implementarla en el
futuro.
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6.6.3. Mo´dulo interfaz
El mo´dulo interfaz so´lo implementa dos funciones (mostrarAnalisis y cerrar) debido
a que su uso en el entorno de produccio´n iba a ser marginal y su prioridad fue reducida
a “baja”, tal y como se acordo´ con el tutor y el director de proyecto. En todo caso, es
importante hacer notar que el mo´dulo interfaz so´lo ejecutara´ la primera opcio´n que le
llegue, aunque sean instrucciones va´lidas.
6.6.4. Mensajes de correo electro´nico dif´ıciles
El sistema tiene en cuenta la existencia de correos electro´nicos cuyos cuerpos de men-
saje esta´n formado por ma´s de un tipo de “partes”7. Esta tarea se efectu´a con la ayuda
del mo´dulo Mail::Message, que proporciona herramientas para determinar cada parte del
cuerpo del correo electro´nico, entre otras muchas herramientas para la gestio´n de correos
electro´nicos.
La aplicacio´n intenta obtener la parte de so´lo texto y, en el caso de que exista, esta
parte sera´ el cuerpo del incidente que se creara´. Si no existe o hay problemas, el cuerpo
del incidente sera´ la parte en formato HTML, ya que llegan correos que so´lo tienen esta
parte, o bien las dos mencionadas hasta el momento. Si pese a todo no existe o ha ocurrido
algu´n problema, el incidente se crea con todo el contenido del correo electro´nico, y eso
puede ser un problema si hay ficheros adjuntos. Si esto ocurre, el cuerpo del mensaje
contendra´ cadenas muy largas representando cada fichero adjunto, pero no existe otra
alternativa en este caso (que es el caso peor).
De todas las pruebas efectuadas, y el hecho que justifica este apartado, ha habido un
correo electro´nico que, pese a que conten´ıa una parte con texto, no era correctamente
identificada por el mo´dulo y, por lo tanto, pasaba al caso peor. De todas maneras, es un
problema menor y poco frecuente, sobre el que no se puede hacer mucho al tratarse de
co´digo de terceras personas. Tambie´n ha habido algu´n problema obteniendo las direccio-
nes de correo de los destinatarios de algu´n correo electro´nico de spam, puesto que eran
direcciones mal formadas o con una sintaxis inva´lida, pero para este hecho tampoco se ha
podido encontrar una solucio´n por el mismo motivo.
Todas las acciones mencionadas al respecto de los mensajes con ma´s de una parte se
pueden encontrar en la funcio´n “obtenerCuerpoDelMensaje” del mo´dulo comunicador.
6.7. Instalacio´n del sistema
La aplicacio´n necesita una instalacio´n de Perl versio´n 5, la instalacio´n de algunas
bibliotecas de compilacio´n y del protocolo SSL y una lista bastante larga de mo´dulos.





7Existe ma´s informacio´n en http://es.wikipedia.org/wiki/Multipurpose Internet Mail Extensions
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Instalacio´n de mo´dulos de Perl Para un correcto funcionamiento de la aplicacio´n y
para que se resuelvan todas sus dependencias, los siguientes mo´dulos son necesarios.
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Cap´ıtulo 7
Conclusiones y valoracio´n personal
7.1. Valoracio´n
El final del desarrollo del proyecto es una ocasio´n excelente para realizar una valoracio´n
de todo el proceso y su desarrollo. Tal y como se ha ido detallando en este documento,
los objetivos planteados inicialmente han sido alcanzados satisfactoriamente, con
algunas excepciones de relativa poca importancia (ver apartado 6.6).
La versio´n actual del sistema es, por lo tanto, una versio´n plenamente funcional del
producto software que se quer´ıa implementar. Los tres principales objetivos listados en el
apartado 2.3, gestionar los nuevos incidentes y los ya creados y resolverlos si era posible,
se han alcanzado. Pese a ello, e´ste es un proyecto que puede crecer y perfeccionarse mucho
ma´s, y es precisamente ese uno de los motivos por los que el cuarto objetivo principal es
el de documentar la aplicacio´n, su uso y su administracio´n.
7.2. Valoracio´n personal
La valoracio´n final de este proyecto es, sin lugar a dudas, positiva. La motivacio´n
personal que supuso aceptar un reto de estas caracter´ısticas fue que se trata, en cierta
manera, de una aplicacio´n innovadora, puesto que no existe ninguna herramienta simi-
lar que pueda ser utilizada para los dos gestores de incidentes que se han mencionado
en este documento (GN6 y wreq); pero tambie´n es una aplicacio´n u´til, puesto que ayu-
dara´ a un mejor desarrollo del trabajo en el Laboratorio de Ca´lculo de Arquitectura de
Computadores.
Ahora, nueve meses despue´s de decidir emprender este proyecto, puedo afirmar con
orgullo y satisfaccio´n que se trato´ de una decisio´n acertada. Ha sido u´til para profun-
dizar en conocimientos adquiridos durante toda la carrera y durante el horario laboral en
el mencionado laboratorio, as´ı como para adquirir nuevos conocimientos y habilidades,
y relacionarlos para obtener un producto final acabado y u´til, que son herramientas que
debe usar un ingeniero.
En concreto, y sin que sea una lista completa, los conocimientos que ma´s he utilizado
en este proyecto han sido la programacio´n en Perl y la conexio´n con sistemas remotos y,
en menor medida, los organizativos y los de RUP. La planificacio´n inicial, y sus posteriores
revisiones despue´s de cada fase, han sido de mucha utilidad para tener una visio´n muy
clara y concisa del estado actual del proyecto y hacia do´nde hay que ir.
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Ape´ndice A
Transicio´n hacia la puesta en marcha
El objetivo principal de la fase de transicio´n es asegurar que el producto llega a los
usuarios finales, y que e´stos lo pueden hacer servir. Pese a que se trata de una fase que
generalmente se divide en algunas iteraciones, para un proyecto de esta envergadura no
se ha cre´ıdo conveniente.
Debido a que el resultado de esta fase es documentacio´n, sin contar la instalacio´n del
producto en el entorno de produccio´n, se ha cre´ıdo conveniente situarla junto a los anexos
de documentacio´n y otra informacio´n de utilidad.
A.1. Documentacio´n desarrollada
Se entiende por “documentacio´n” cualquier material utilizado para explicar detalles
y atributos de un sistema o de sus partes. En te´rminos de ingenier´ıa, la documenta-
cio´n de una aplicacio´n suele ser material impreso o en formato electro´nico que describe
la estructura, los componentes y las operaciones de un sistema o producto. Pese a ser
menospreciada muchas veces por ser la parte “aburrida” de la ingenier´ıa, o incluso consi-
derada en ocasiones superflua o innecesaria, lo cierto es que es una parte muy importante
de todo desarrollo.
Los tipos de presentacio´n ma´s frecuentes son la ayuda en l´ınea, los manuales y las
gu´ıas de usuarios. En esta ocasio´n, tal y como se ha detallado en el apartado 2.8.2, la
documentacio´n que se presentara´ sera´ el manual de usuario y el manual del desarrollador.
El propo´sito del manual para los usuarios, que tendra´ como destinatarios al personal
te´cnico que se indica en el apartado 2.5, es explicar co´mo funciona el sistema y co´mo
utilizarlo y configurarlo. Se puede encontrar en el anexo B.
Por otra parte, el propo´sito del manual del desarrollador es indicar co´mo instalar el
sistema, documentar su estructura interna, crear nuevos plugins para resolver incidentes
y los problemas conocidos y no resueltos del sistema. Se puede encontrar en el anexo C.
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Ape´ndice B
Manual de usuario
B.1. Introduccio´n al nuevo entorno
El sistema implementado permite, una vez instalado en el entorno de produccio´n
de manera permanente, aligerar la carga de trabajo que recae sobre el personal te´cnico
del Laboratorio de Ca´lculo de Arquitectura de Computadores, ya que se encarga de las
siguientes tareas en la versio´n actual:
Revisar si hay incidentes nuevos a introducir en el gestor de incidentes. En caso
afirmativo, los introduce y mueve el correo electro´nico que lo ha originado a la
carpeta de mensajes procesados.
Revisar si hay nuevas respuestas a incidentes ya introducidos en el gestor de inciden-
tes. En caso afirmativo, las an˜ade al incidente original y mueve el correo electro´nico
que lo ha originado a la carpeta de mensajes procesados.
Comprobar si puede resolver algu´n incidente de los que no esta´n resueltos en el
gestor de incidentes. Si puede, resolvera´ tantos como sea posible, informando de si
se ha resuelto correctamente o ha surgido algu´n error.
Proporcionar una interfaz v´ıa l´ınea de o´rdenes para que el personal te´cnico pueda
realizar algunas tareas con el gestor de incidente de una manera ma´s ra´pida que,
adema´s, es susceptible de ser automatizada posteriormente.
Esto significa que, si este sistema se prepara para su ejecucio´n perio´dica tal y como
se indica en el apartado 6.2.2, el personal te´cnico puede ocupar el tiempo que antes
dedicaba a las tareas anteriores para centrarse en resolver los incidentes que, por sus
caracter´ısticas, no pueden ser resueltos automa´ticamente. Ser´ıa apropiado establecer un
per´ıodo de transicio´n con una doble finalidad: comprobar que el sistema funciona tal y
como se espera en todas las situaciones y habituar al personal a la nueva metodolog´ıa de
trabajo.
B.2. Caracter´ısticas del sistema
El sistema realiza las tareas anteriores en un segundo plano (se asume que se ha
asegurado su ejecucio´n perio´dica, tal y como se indica en el apartado 6.2.2), por lo que se
recomienda no realizar operaciones sobre la bandeja de entrada ma´s alla´ de lecturas para
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comprobar que el sistema funciona correctamente. Este hecho permite que el personal
te´cnico dedique sus esfuerzos a tareas que no se pueden automatizar o bien que necesitan
actuaciones de una complejidad mayor. Cuando la aplicacio´n introduce nuevos incidentes
en el gestor, es necesario comprobar que las ha introducido en el sistema y no realizar
acciones sobre ellas si el sistema puede resolverlos.
B.2.1. Configuracio´n y ajustes del sistema
El sistema ha sido implementado de manera que no es necesario hacer pra´cticamen-
te ningu´n ajuste en su configuracio´n para ser usado, ma´s alla´ de los detallados en el
apartado C.4. Los valores constantes del sistema tambie´n se detallan en el apartado 6.2.3.
B.2.2. Actualizaciones y uso de mo´dulos de resolucio´n
En el manual del desarrollador se indica co´mo realizar nuevos plugins que resuelvan
procedimientos bien documentados y los datos necesarios para ampliar la funcionalidad
de la aplicacio´n (ver apartado C.3).
Ape´ndice C
Manual del desarrollador
Con este manual se pretende realizar una introduccio´n guiada a la mejora del sistema
y a la creacio´n de nuevos plugins que resuelvan incidentes automa´ticamente. El sistema
esta´ programado ı´ntegramente en Perl y los plugins siguen una estructura bien definida
y clara.
C.1. Requisitos del sistema
La aplicacio´n necesita una instalacio´n de Perl versio´n 5, as´ı como las bibliotecas para
comunicaciones SSL y herramientas de compilacio´n. As´ı mismo, hace uso de muchos mo´du-
los de Perl, tal y como se detalla en el apartado 6.7. De cara a su instalacio´n sera´ necesario
instalar el programa cliente de Subversion.
C.2. Instrucciones de instalacio´n
Una vez instalados los requisitos del apartado anterior, es necesario instalar la apli-
cacio´n en la ma´quina en la que se ejecutara´. El sistema se encuentra disponible en un
repositorio de Subversion alojado en el propio departamento, ya que se trata de un servi-
cio alojado en los servidores mantenidos en el Laboratorio de Ca´lculo de Arquitectura de
Computadores, por lo que su descarga se puede efectuar con la siguiente instruccio´n:
svn co https://code.ac.upc.edu/projects/isolve/svn iSolve
De esta manera, la aplicacio´n se habra´ descargado en el directorio iSolve, en el mismo
directorio desde donde se haya ejecutado la instruccio´n anterior. Al estar implementado
en un lenguaje interpretado como Perl, no es necesario realizar ningu´n paso adicional para
la instalacio´n del sistema. De hecho, el sistema esta´ listo para ser utilizado, aunque es
necesario realizar algunos ajustes en el mo´dulo de constantes del sistema antes de proceder
a su uso (ver apartado C.4). Tambie´n puede ser necesario realizar una ejecucio´n perio´dica
segu´n las indicaciones del apartado 6.2.2.
C.3. Documentacio´n sobre la estructura interna
Se ha explicado la implementacio´n del sistema con un alto nivel de detalle en el apar-
tado 6.2 y la de los plugins en el apartado 6.2.5.
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C.4. Ajustes del sistema
Actualmente existen cuatro ficheros que alojan diferentes constantes que utiliza el pro-
grama: “Constants.pm”, “Constants/Error.pm”, “Constants/GN6.pm” y “Constants/w-
req.pm”. El primero almacena valores constantes necesarias para una correcta ejecucio´n
de la aplicacio´n, mientras que el segundo almacena los co´digos de errores y su explicacio´n.
Los dos u´ltimos ficheros son exclusivos de cada gestor de incidentes y, por ello, guardan
valores que dependen de cada gestor, como las clasificaciones disponibles para un incidente
cualquiera. Existe ma´s informacio´n al respecto en el apartado 6.2.3.
C.4.1. Ajustes generales
En te´rminos generales, para la puesta en marcha del sistema tan so´lo es necesario
configurar el fichero de constantes generales del sistema para que pueda acceder al co-
rreo electro´nico y al gestor de incidentes. Tambie´n es muy importante que se defina la
constante $TRACKING SYSTEM TYPE para que el sistema sepa con que´ gestor de
incidentes ha de tratar, y su valor ha de ser la constante $GN6 TRACKING SYSTEM,
$WREQ TRACKING SYSTEM o la de otro gestor de incidentes, si lo hubiera. Su valor
actual es $GN6 TRACKING SYSTEM.
El cambio anterior tambie´n debe ser aplicado, de manera muy similar, a las cons-
tantes $CLASS FOR INCIDENTS y $CLASS FOR TRACKING SYSTEM pa-
ra que el sistema sepa que´ clases implementan los incidentes y el gestor de inciden-
tes utilizado. Los valores actuales de la aplicacio´n son “DAC::iSolve::Incident::GN6” y
“DAC::iSolve::TrackingSystem::GN6”, respectivamente, ya que el gestor actual es GN6. Si
se utilizara otro gestor, deber´ıan establecerse correctamente las constantes para el gestor
de incidentes del fichero “Constants.pm”, que se engloban bajo el apartado “TRACKING
SYSTEM CONSTANTS” de dicho fichero.
C.4.2. Ajustes espec´ıficos
En el caso general no es necesaria ninguna otra modificacio´n en los ficheros de constan-
tes listados, pero si se ampl´ıa la aplicacio´n o se an˜aden nuevos plugins puede ser necesario
crear nuevos errores, por lo que se tendra´n que an˜adir al fichero “Constants/Error.pm”. Si
se crean nuevos plugins en el sistema, puede ser necesaria alguna opcio´n de clasificacio´n
no almacenada en el fichero correspondiente al gestor de incidentes, por lo que puede
ser necesario an˜adirlas al fichero “Constants/GN6.pm” o a “Constants/wreq.pm”, segu´n
corresponda.
En el caso de que se modifique la plantilla del personal te´cnico sera´ necesario modificar
el vector de personal que existe en el fichero de constantes del gestor GN6, que contiene
todos los identificadores de los usuarios administradores de dicho gestor. Estos cambios
no deber´ıan propagarse hasta las funciones “isA ValidTeam” e “isA ValidMember” del
mo´dulo “TrackingSystem/GN6.pm” ya que se han programado de manera gene´rica, pero
no esta´ de ma´s revisar que el comportamiento es el esperado tras los cambios en el fichero
de constantes.
Sera´ necesario crear un fichero de constantes en el caso de implementar un nuevo
mo´dulo para otro gestor de incidentes, que debera´ ser guardado bajo el directorio “Cons-
tants”, como el resto de ficheros espec´ıficos mencionados. Tambie´n sera´ necesario cambiar
la deteccio´n de correos electro´nicos que responden a incidentes ya creados, puesto que
el asunto de dichos mensajes no sera´n reconocidos correctamente y, por lo tanto, sera´n
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tratados como nuevos incidentes. Para evitar esto, tan so´lo es necesario modificar conve-
nientemente la funcio´n “isA ReplyMessage” del mo´dulo comunicador.
Por u´ltimo, tan so´lo recordar que la mayor parte de constantes que deben ser modifi-
cadas se han detectado y enumerado durante la fase de elaboracio´n, por lo que se puede
encontrar una descripcio´n en el apartado 5.3.6.
C.5. Posibles mejoras
C.5.1. Resolucio´n de incidentes post-puesta
En ocasiones, debido a problemas que no pueden ser resueltos fa´cilmente o por recursos
que no pueden ser liberados durante un per´ıodo de tiempo, puede ser u´til que el sistema
acepte que un incidente no se resuelva en el momento en que e´l se da cuenta de que se
puede resolver, si no pasado cierto intervalo de tiempo. No ha sido posible implementar
esta mejora por falta de tiempo, pese a que se propuso durante la etapa de implementacio´n.
Deber´ıa ser suficiente con modificar la funcio´n “new incident via html” de la clase
que gestione el incidente del gestor actual (“Incident/GN6.pm” en este caso) para que
compruebe si ya ha transcurrido el tiempo establecido o no. En caso afirmativo se podr´ıa
continuar con su resolucio´n. Ser´ıa necesaria alguna marca que el personal te´cnico pudiera
introducir en el incidente, al estilo de la propuesta en el apartado 5.2.1, para que la
aplicacio´n espere cierta cantidad de tiempo antes de proseguir con la resolucio´n. Por
ejemplo:
INCIDENT_SOLVING_CAN_WAIT_FOR nu´mero_de_minutos_a_esperar
C.5.2. Imputar el tiempo al resolver un incidente
El sistema calcula cua´nto tiempo tarda un incidente en ser resuelto, y dicho tiempo
deber´ıa ser correctamente anotado en el gestor de incidentes. El tiempo, expresado en
milisegundos, se almacena en la variable $elapsed time de la funcio´n “aplicarFlujo” del
mo´dulo resolutivo y es cero a menos que el incidente se pueda resolver. El sistema an˜ade
dicho tiempo al incidente, pero no guarda los cambios en el gestor utilizado.
Ser´ıa necesario crear una funcio´n de nombre “imputarTiempo” en el fichero “Trac-
kingSystem.pm” y que sea implementado por todas las clases que dependen de dicho
fichero, llama´ndola antes de finalizar “aplicarFlujo” so´lo en el caso de e´xito en la resolu-
cio´n. La funcio´n debera´ acceder al incidente en cuestio´n en el gestor y an˜adir el tiempo
empleado convenientemente.
C.5.3. Tratamiento de los ficheros adjuntos en el gestor de in-
cidentes
Actualmente el sistema ignora los ficheros adjuntos que pueda tener asociados un
incidente en el gestor GN6 (wreq no permite adjuntar ficheros), ya que hasta el momento
no ha sido necesario para la resolucio´n de incidentes y se trata de una caracter´ıstica que
puede ser u´til en ciertos incidentes, pero dif´ıcilmente en aquellos que se puedan resolver
automa´ticamente. El sistema s´ı que es consciente de que los correos electro´nicos pueden
contener ficheros adjuntos (ver apartado 6.6.4), pero no as´ı en los incidentes ya creados.
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Para an˜adir esta funcionalidad tan so´lo ser´ıa necesario modificar la funcio´n de nombre
“new incident via html” de la clase que gestione el incidente del gestor actual (“Inci-
dent/GN6.pm” en la versio´n actual) para que analice el incidente en busca de ficheros
adjuntos y, si fuera necesario, tratarlos o, como mı´nimo, ser conscientes de su existencia.
Tambie´n se deber´ıa an˜adir un atributo para determinar si tiene ficheros adjuntos o no y,
quiza´s, para almacenar su contenido o co´mo acceder a e´l en caso de necesidad.
C.5.4. Prevenir la inanicio´n de incidentes
Tal y como se detallo´ en el disen˜o del sistema, e´ste debe comprobar perio´dicamente, a
intervalos de doce horas, si existen incidentes cuyo estado no es ni “Resuelto” ni “Cerrado”
que haga tiempo que no sufren una actualizacio´n (lo que significa que no se ha avanzado
en su resolucio´n). Esta caracter´ıstica se detalla en el apartado 5.2.1. No ha sido posible
implementar esta mejora por falta de tiempo.
Tan so´lo es necesario implementar esta caracter´ıstica en la funcio´n “comprobarInci-
denteInactivo” del mo´dulo analizador y efectuar las comprobaciones pertinentes para que
se ejecute cuando toca a trave´s del mo´dulo observador.
C.6. Problemas conocidos
En este apartado se indican los problemas y limitaciones conocidos en el momento de
lanzamiento de esta versio´n del sistema.
C.6.1. Problema resolviendo incidentes fallidos
El sistema es capaz de probar, hasta en tres ocasiones consecutivas, la resolucio´n de
un incidente, momento en el cual dejara´ de intentarlo para que el personal te´cnico tome el
control y realice las acciones oportunas. Adema´s, en cualquier momento se puede forzar la
resolucio´n de un incidente por parte del personal, incluso tras haber fallado tantas veces
como se ha determinado posible. En el peor de los casos, el sistema hara´ un cuarto intento
de resolucio´n. El problema es que si este nuevo intento falla, entonces el sistema no deja
constancia de este hecho y volvera´ a probar la resolucio´n pese a que no deber´ıa ser as´ı.
Una manera de solucionar este hecho ser´ıa indicar en la funcio´n “new incident via html”
de la clase que gestione el incidente del gestor actual (“Incident/GN6.pm” en este ca-
so) que, si ha fallado la resolucio´n y previamente se ha forzado a que se intente resol-
ver, entonces activar la marca de que se fuerza a que no resuelva. Como los comen-
tarios de un incidente (por lo menos en GN6) se procesan del ma´s reciente al ma´s an-
tiguo, ser´ıa necesario buscar primero la marca de resolucio´n fallida (constante “INCI-
DENT HAS BEEN SOLVED? NO”) y despue´s la marca que fuerza la resolucio´n (cons-
tante “$DO SOLVE THE INCIDENT”) y activar el atributo “forzado a no ser procesado”
del incidente. Es posible que sea necesario revisar (como mı´nimo) la funcio´n “procesarIn-
cidentes” del mo´dulo analizador, por si fuera necesario algu´n cambio.
C.6.2. Calcular la prioridad de un incidente
El gestor de incidentes GN6 tiene un atributo de prioridad de un incidente, el cual se
calcula a trave´s de los valores que se dan a los atributos “Urgencia” e “Impacto” en el
momento de crear un incidente. El gestor permite, as´ı mismo, cambiar estos dos atributos
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posteriormente y, si es necesario, se vuelve a calcular el valor del atributo de prioridad.
El problema es que en el sistema el atributo no se calcula, debido a un descuido en la
implementacio´n y a que el valor por omisio´n es el adecuado en los incidentes que los
plugins implementados pueden resolver (prioridad media, debido a una urgencia baja e
impacto medio).
Para solucionarlo, se deber´ıa modificar la funcio´n “new incident via email” de la clase
que gestione el incidente del gestor actual (“Incident/GN6.pm” en este caso) y la funcio´n
que establece el atributo segu´n lo haga el gestor GN6.
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Ape´ndice D
Planificacio´n y diagramas de Gantt
En este anexo se muestra la planificacio´n de cada fase del proyecto que permite asignar
los recursos necesarios para un correcto desarrollo de las tareas que se realizan en cada
fase e iteracio´n.
Es u´til planificar una fase con un diagrama de Gantt, ya que ofrece una visio´n ra´pida
y global de las tareas a realizar, sus requisitos previos y la estimacio´n de su duracio´n,
que se mide en d´ıas y se refleja en una fecha de inicio y de final sobre un calendario. Es
necesario considerar que en el diagrama no aparecen las personas responsables de cada
tarea o accio´n, ya que el proyecto es desarrollado por un u´nico miembro, tal y como se
indica en el apartado 2.5.4.
D.1. Fase inicial
El objetivo principal de la fase inicial es describir el contexto del sistema, el modelo
de negocio y trazar las bases del modelo de casos de uso del sistema.
D.1.1. Planificacio´n temporal mediante un diagrama de Gantt
Planificacio´n previa
Figura D.1: Fechas de la fase inicial.
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Figura D.2: Distribucio´n temporal de la fase inicial.
La realidad de la fase inicial
Pese a la planificacio´n del apartado anterior, la realidad es que la planificacio´n de esta
fase se vio ligeramente retrasada por la definicio´n inicial del sistema y por la definicio´n
de los casos de uso. El retraso total con el que se ha finalizado esta fase es de siete d´ıas
naturales.
Figura D.3: Fechas reales de la fase inicial.
Figura D.4: Distribucio´n temporal real de la fase inicial.
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D.2. Fase de elaboracio´n
El objetivo principal de la fase de elaboracio´n representar de manera abstracta el
sistema que se implementara´ posteriormente, definie´ndolo con un nivel de detalle tal que
permita su implementacio´n.
D.2.1. Planificacio´n temporal mediante un diagrama de Gantt
Planificacio´n previa
Se establecen dos iteraciones para esta fase. La primera iteracio´n se realizara´ entre el
lunes 22 de marzo de 2010 y el viernes 16 de abril; la segunda iteracio´n se hara´ entre el
lunes 19 de abril y el lunes 24 de mayo de 2010, tal y como muestran las ima´genes D.5
y D.6.
Figura D.5: Fechas de la fase de elaboracio´n.
La realidad de la fase de elaboracio´n
Pese a que la primera iteracio´n finalizo´ con nueve d´ıas de retraso respecto a la plani-
ficacio´n original, la diferencia con la entrega de la segunda iteracio´n se redujo a tan so´lo
dos d´ıas. El retraso con el que se comenzo´ esta fase fue de 7 d´ıas naturales (a causa de la
fase inicial), lo que explica en gran parte la desviacio´n de la planificacio´n. Esta desviacio´n
se vio acortada enormemente por una finalizacio´n ma´s ra´pida del apartado “Desarrollo de
componentes” en la segunda iteracio´n.
En resumen, la primera iteracio´n acabo´ el d´ıa 28 de abril en vez del d´ıa 19 y la segunda
iteracio´n finalizo´ el d´ıa 26 de mayo, y no el d´ıa 24 de mayo de 2010 como se hab´ıa previsto.
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Figura D.6: Distribucio´n temporal de la fase de elaboracio´n.
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Figura D.7: Fechas reales de la fase de elaboracio´n.
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Figura D.8: Distribucio´n temporal real de la fase de elaboracio´n.
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D.3. Fase de construccio´n
El objetivo principal de la fase de construccio´n es la implementacio´n del sistema di-
sen˜ado. En consecuencia, al final de las cuatro iteraciones planificadas el sistema debe
estar listo para su uso, con ma´s o menos caracter´ısticas implementadas segu´n se haya
desarrollado esta fase.
D.3.1. Planificacio´n temporal mediante un diagrama de Gantt
Planificacio´n previa
Se establecen cuatro iteraciones para esta fase, tal y como se ha indicado en el aparta-
do 2.7. La primera iteracio´n se realizara´ entre el martes 25 de mayo y el viernes 30 de julio;
la segunda entre el lunes 2 de agosto y el viernes 3 de septiembre; la tercera se hara´ en-
tre el lunes 6 de septiembre y el jueves 30 de septiembre; la cuarta y u´ltima tendra´ que
realizarse el viernes 1 de octubre de 2010. Estas fechas se muestran visualmente en las
ima´genes D.9 y D.10.
Figura D.9: Fechas de la fase de construccio´n.
La realidad de la fase de construccio´n
La primera iteracio´n comenzo´ con dos d´ıas de retraso respecto a la planificacio´n inicial
a causa del retraso de la fase anterior, pero acabo´ casi dos semanas despue´s a causa de
problemas, debido principalmente a la dificultad de crear y gestionar los incidentes del
gestor GN6. Tan so´lo este hecho casi doblo´ la planificacio´n inicial de 20 d´ıas para este hito,
alcanzando finalmente 33 d´ıas de implementacio´n. No obstante, la reduccio´n en dos d´ıas
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Figura D.10: Distribucio´n temporal de la fase de construccio´n.
de la segunda iteracio´n y de seis d´ıas de la tercera permitio´ acabar la fase con cuatro d´ıas
naturales de desviacio´n.
En resumen, la primera iteracio´n finalizo´ el 13 de agosto en vez del d´ıa 30 de julio;
la segunda finalizo´ el d´ıa 15 de septiembre en vez del d´ıa 3 del mismo mes; la tercera no
acabo´ el d´ıa 30 de septiembre sino el d´ıa 4 de octubre; la u´ltima, por su parte, se realizo´ el
d´ıa 5 de ese mismo mes, en vez del d´ıa 1 de octubre de 2010.
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Figura D.11: Fechas reales de la fase de construccio´n.
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Figura D.12: Distribucio´n temporal real de la fase de construccio´n.
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D.4. Fase de transicio´n
El objetivo principal de la fase de transicio´n es la transicio´n del sistema implementado
a la instalacio´n del sistema en el entorno definitivo de produccio´n, as´ı como garantizar que
los usuarios del producto pueden usarlo sin problemas. Al final de esta fase, el producto
debe estar funcionando y resolviendo incidentes de usuarios “reales”.
D.4.1. Planificacio´n temporal mediante un diagrama de Gantt
Planificacio´n previa
Debido a que la fase consta de una u´nica iteracio´n, se establece como fecha de inicio
el lunes 4 de octubre de 2010 y como fecha final el viernes 29 de octubre de 2010, tal y
como muestran las ima´genes D.13 y D.14.
Figura D.13: Fechas de la fase de transicio´n.
Figura D.14: Distribucio´n temporal de la fase de transicio´n.
La realidad de la fase de transicio´n
Esta fase empezo´ con dos d´ıas de retraso respecto a la planificacio´n inicial a causa del
retraso de la fase anterior, y finalizo´ 18 d´ıas naturales despue´s de lo planificado, debido
principalmente a que se tardo´ ma´s en realizar la memoria del proyecto de lo esperado.
Las ima´genes D.15 y D.16 reflejan co´mo la fase acabo´ el d´ıa 16 de noviembre en vez del
d´ıa 29 de octubre de 2010, como se planifico´.
Figura D.15: Fechas reales de la fase de transicio´n.
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Figura D.16: Distribucio´n temporal real de la fase de transicio´n.
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D.5. Ajuste a la planificacio´n
La valoracio´n final del ajuste a la planificacio´n es bueno, ya que el retraso acumulado
del proyecto ha estado de 18 d´ıas naturales. En cualquier caso, el retraso real es de so´lo
doce d´ıas, puesto que en la planificacio´n no se han tenido en cuenta los fines de semana.
Existen dos motivos principales que justifican la fluctuacio´n en los plazos de entrega,
que en ocasiones han sido previos a los esperados y en ocasiones han sido posteriores a lo
planificado. El retraso total del tiempo de entrega se ha contenido por haber eliminado (o
cambiado) ciertas funcionalidades del sistema, tal y como se detalla en el apartado 6.6.
Pero no hay que olvidar que la realizacio´n de la memoria del proyecto y la documentacio´n
para usuarios y para desarrolladores ha supuesto un mayor esfuerzo del previsto.
En resumen, se trata de un retraso aceptable con leves repercusiones en la planificacio´n
inicial, que en ningu´n caso se vera´n repercutidas en el coste econo´mico del proyecto (ver
apartado 4.2.4 para ma´s informacio´n).
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Ape´ndice E
Glosario
El propo´sito de este anexo es recopilar, analizar y definir el vocabulario necesario para
una correcta comprensio´n global del proyecto a desarrollar. Su desarrollo ha sido pensado
para los miembros del equipo de desarrollo y los usuarios finales.
Cata´logo de servicios TIC Conjunto clasificado de los servicios TIC que se ofrecen
actualmente en el Departamento de Arquitectura de Computadores. Tambie´n se
incluyen a efectos informativos las tareas internas necesarias para mantener dichos
servicios.
Ciclo de vida de un incidente Evolucio´n del estado de un incidente durante el tiempo
que permanece en el gestor de incidentes o durante el tiempo que permanece sin
resolver.
Correo electro´nico Servicio de red que permite a sus usuarios enviar y recibir mensajes
ra´pidamente mediante sistemas de comunicacio´n electro´nicos.
Inte´rprete de l´ınea de o´rdenes Expresio´n procedente del ingle´s Command Line In-
terface (CLI, abreviadamente), que identifica al me´todo que permite a las personas
dar instrucciones a algu´n programa informa´tico por medio de una l´ınea de texto
simple.
Demonio Expresio´n del ingle´s daemon (de sus siglas en ingle´s Disk And Execution MO-
Nitor). Se trata de un tipo especial de proceso informa´tico que se ejecuta en segundo
plano en vez de ser controlado directamente por el usuario (es un proceso no inter-
activo).
Departamento de Arquitectura de Computadores Tambie´n conocido por sus si-
glas DAC, se trata de un departamento de la Universidad Polite´cnica de Catalunya
que imparte docencia y fomenta la investigacio´n en tema´ticas relacionadas con los
a´mbitos de arquitectura de computadores, redes de computadores y sistemas ope-
rativos.
Estado Situacio´n en que se encuentra alguien o algo, y en especial cada uno de sus
sucesivos modos de ser o estar.
Fichero de registro Registro fidedigno de eventos durante un rango de tiempo en par-
ticular. El equivalente en ingle´s es log file.
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Flujo de trabajo El flujo de trabajo (del ingle´s workflow) es el estudio de los aspectos
operacionales de una actividad de trabajo: co´mo se estructuran las tareas, co´mo se
realizan, cua´l es su orden correlativo, co´mo se sincronizan, co´mo fluye la informacio´n
que soporta las tareas y co´mo se le hace seguimiento al cumplimiento de las tareas.
Formulario Conjunto de campos solicitados por un determinado programa, los cuales se
almacenara´n para su posterior uso o manipulacio´n.
Gestor de incidentes Programa que administra y mantiene listas de incidentes, con-
forme son requeridos por una institucio´n. Su principal uso en una organizacio´n es
la atencio´n al cliente para crear, actualizar y resolver incidentes reportados por
usuarios, o inclusive incidentes reportados por otros empleados de la organizacio´n.
Tambie´n suele llamarse sistema de seguimiento de incidentes.
GN6 El nuevo gestor de incidentes. Ha sido disen˜ado e implementado por UPCNet y se
puede encontrar ma´s informacio´n en la siguiente direccio´n web:
https://intranet.upcnet.es/innovacio/infraestructures-i-serveis-a-usuari/serveis/gn6-gestor-de-serveis/.
Gravedad La clasificacio´n de los riesgos del proyecto se establece en una escala nume´rica
del 1 al 5, de menor a mayor gravedad. La correspondencia con etiquetas de texto
es la siguiente: “leve”, “relevante”, “importante”, “grave” y “cr´ıtico”.
Herramientas de trabajo En este proyecto se utilizan herramientas de comunicacio´n
y comparticio´n (el correo electro´nico, DropBox, Google Docs, LATEX y Subversion),
principalmente. Para ma´s detalles, se puede consultar el anexo F.
Incidente Problema, consulta, necesidad o peticio´n realizada por un usuario en relacio´n
a los sistemas informa´ticos de una organizacio´n.
iSolve El proyecto que se lleva a cabo en este documento, nombrado as´ı por ser un juego
de palabras que alude a la resolucio´n de peticiones.
ITIL La “Biblioteca de Infraestructura de Tecnolog´ıas de Informacio´n”, frecuentemente
abreviada ITIL (del ingle´s Information Technology Infrastructure Library), es un
marco de trabajo de las buenas pra´cticas destinadas a facilitar la entrega de ser-
vicios de tecnolog´ıas de la informacio´n (TI). ITIL resume un extenso conjunto de
procedimientos de gestio´n ideados para ayudar a las organizaciones a lograr cali-
dad y eficiencia en las operaciones TIC. Estos procedimientos son independientes
del proveedor y han sido desarrollados para servir como gu´ıa que abarque toda
infraestructura, desarrollo y operaciones TIC.
Laboratorio de Ca´lculo de Arquitectura de Computadores Organizacio´n del De-
partamento de Arquitectura de Computadores que tiene como misio´n principal la
prestacio´n de servicios, en las tecnolog´ıas informa´ticas y de comunicacio´n, a la do-
cencia y a la administracio´n de dicho departamento, facilitando los recursos humanos
y materiales necesarios para proporcionar un servicio de calidad a sus usuarios.
Legislacio´n Conjunto de leyes que regulan una determinada materia. En ocasiones se
utiliza como el conjunto de leyes de un determinado pa´ıs.
Mo´dulo Cada una de las partes de un programa que resuelve uno de los subproblemas
en que se divide el problema complejo original. Cada uno de estos mo´dulos tiene
una tarea bien definida y algunos necesitan de otros para poder operar.
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Necesidad Aplicado a una persona, d´ıcese de la sensacio´n de carencia unida al deseo de
satisfacerla.
Plugin Tambie´n conocido como complemento, conector, extensio´n o add-on, se trata
de una aplicacio´n que se relaciona con otra para aportarle una funcio´n nueva y
generalmente muy espec´ıfica. Esta aplicacio´n adicional es ejecutada por la aplicacio´n
principal e interactu´an por medio de la API.
Posicio´n en el flujo de trabajo Indicador del estado actual de un incidente en el flujo
de trabajo asociado, que permite determinar ra´pidamente el estado de un o ma´s
incidentes.
Probabilidad La probabilidad de que ocurra un riesgo del proyecto se establece en una
escala porcentual equitativa, de menor a mayor probabilidad. La correspondencia
con etiquetas de texto es la siguiente: “muy baja”, “baja”, “media”, “alta” y “muy
alta”.
Procedimiento Secuencia de pasos repetible y determinista a seguir para la correcta y
completa resolucio´n de un incidente conocido.
Proveedor de servicios de Internet Empresa dedicada a proporcionar conexio´n a In-
ternet a los usuarios que contraten dicho servicio, garantizando el correcto funcio-
namiento del acceso necesario.
RUP Del ingle´s Rational Unified Process, se trata de un proceso de desarrollo de progra-
mas. Constituye una de las metodolog´ıas de desarrollo ma´s utilizadas, en colabora-
cio´n con UML.
Stakeholder Persona o entidad que esta´n o pueden estar afectadas por las actividades
del proyecto. Adema´s, es el pu´blico interesado, y son esenciales en la planificacio´n
estrate´gica del negocio.
Tecnolog´ıas de la informacio´n y la comunicacio´n Abreviadamente TIC, agrupan los
elementos y las te´cnicas utilizadas en el tratamiento y la transmisio´n de las infor-
maciones, principalmente de informa´tica, Internet y telecomunicaciones.
UML Lenguaje de modelado de sistemas de software. Son las siglas de Unified Modeling
Language.
Universidad Polite´cnica de Catalunya Institucio´n pu´blica de investigacio´n y de edu-
cacio´n superior, especializada en los a´mbitos de la arquitectura, las ciencias y la in-
geniera. Tambie´n es conocida por sus siglas UPC y, ma´s recientemente, por la marca
“Barcelona Tech”.
Usuario Principal beneficiario del sistema. Cualquier usuario del Departamento de Ar-
quitectura de computadores se considera un usuario del sistema, e incluso se con-
sideran como tales otras personas que pueden crear incidentes en los sistemas in-
forma´ticos del Departamento, de manera directa o indirecta.
Valor neutro Dato de retorno de una funcio´n para indicar que la funcio´n no reali-
zara´ ninguna accio´n en ese caso en concreto.
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wreq Gestor de incidentes utilizado desde hace varios an˜os. Su curva de aprendizaje no
es muy elevada, pero ya no esta´ en desarrollo y no ha soportado muy bien el paso
del tiempo. Su pa´gina web es http://www.math.duke.edu/ yu/wreq/ y desde all´ı se
puede descargar el co´digo fuente.
Ape´ndice F
Herramientas utilizadas
Durante el desarrollo de este proyecto se ha utilizado las siguientes herramientas:
Google Docs Para la redaccio´n de los borradores de las tres primeras fases de desarrollo,
al poder editarlo on line y sin depender de la ubicacio´n o del sistema operativo
utilizado. Su uso es posible, previo registro, a trave´s de https://docs.google.com.
Dropbox Servicio que ofrece un espacio para guardar ficheros “en la nube”, con un
cierto control de versiones y de manera gratuita. Se puede acceder a trave´s del
enlace https://www.dropbox.com.
Subversion Sistema de control de versiones empleado para un buen desarrollo del sis-
tema. Actualmente bajo el abrigo de la Apache Software Foundation, se encuentra
disponible en http://subversion.apache.org.
yEd Editor de diagramas, basado en Java, que se puede ejecutar en cualquier sistema
operativo. Lo ha creado “yWorks GmbH” y ellos poseen sus derechos de autor,
aunque es totalmente gratuito. Se puede descargar desde la pa´gina de los autores,
que es http://www.yworks.com/en/products yed about.html.
Planner Un gestor de proyectos que se integra en el gestor GNOME. Se puede encontrar
el programa y su documentacio´n en la pa´gina http://live.gnome.org/Planner.
OpenOffice.org El conjunto de aplicaciones ofima´ticas libre, utilizada para tareas de
edicio´n y en los borradores de esta memoria. Se puede descargar desde la pa´gina
http://www.openoffice.org.
Mozilla Firefox El navegador que permite acceder a casi todas las herramientas ante-
riormente descritas. Se puede descargar de http://www.firefox.com. En esta ocasio´n
se han utilizado las extensiones Firebug, Web Developer, HttpFox y View Source
Chart para poder gestionar correctamente el uso del gestor de incidentes GN6 desde
el sistema.
Perl El lenguaje de programacio´n en el que se ha escrito todo el sistema. Su descarga y
co´digo fuente se pueden encontrar en http://www.perl.com.
vim El editor de texto en l´ınea de comandos multiplataforma, que se puede encontrar en
http://www.vim.org.
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Kile Y por u´ltimo, pero no por ello menos importante, se ha utilizado este entorno
de programacio´n en LATEX integrado en el gestor KDE. Este programa y todos los
paquetes utilizados son libres, excepto el paquete “listings”, que gestiona y mejora
la presentacio´n del co´digo fuente. Los autores de este paquete tienen los derechos




Aqu´ı se muestran los logotipos del Departamento de Arquitectura de Computadores
y del Laboratorio de Ca´lculo de Arquitectura de Computadores, respectivamente (tal y
como se detalla en el apartado 2.8.2).
Figura G.1: Logotipo departamental.
Figura G.2: Logotipo de su laboratorio de ca´lculo.
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