Self-learning Monte Carlo method (SLMC) is a general-purpose numerical method that speeds up Monte Carlo simulations by training an effective model to propose uncorrelated configurations in the Markov chain. Its applications are, however, limited. This is because it is not obvious to find the explicit form of the effective Hamiltonians. Particularly, it is difficult to make effective Hamiltonians including many body interactions. In order to overcome this critical difficulty, we introduce the Behler-Parrinello neural networks (BPNNs) as "effective Hamiltonian" without any prior knowledge, which is used to construct the potential-energy surfaces in interacting many particle systems for molecular dynamics. We construct self-learning continuous-time interaction-expansion quantum Monte Carlo method with BPNNs and apply it to quantum impurity models. We observed significant improvement of the acceptance ratio from 0.01 (the effective Hamiltonian with the explicit form) to 0.76 (BPNN). This drastic improvement implies that the BPNN effective Hamiltonian includes many body interaction, which is omitted in the effective Hamiltonian with the explicit forms. The BPNNs make SLMC more promising.
Introduction. Quantum Monte Carlo (QMC) is one of the unbiased numerical methods for studying quantum many-body systems [1] [2] [3] [4] . The developments of the continuous-time QMC have made great successes for strongly correlated electron systems [5] [6] [7] [8] . In this algorithm, the partition function is expanded in the powers of the perturbation terms. Both the number and position of perturbation terms on the imaginary-time interval change constantly during the simulation. To compute the weight of each configuration, the continuous-time QMC methods require integrating out the fermions, which is very time consuming.
Recently, we introduced a general method called selflearning Monte Carlo (SLMC), which speeds up the MC simulation by designing and training a model to propose efficient global updates, first in classical statistical mechanics models [9, 10] , later extended to classical spin-fermion models [11] , determinant QMC [12, 13] , continuous-time QMC [14, 15] and hybrid MC in highenergy physics [16] . The SLMC is one of the successes in machine learning techniques in physics [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . The philosophy behind SLMC is "first learn, then earn". In the learning stage, trial simulations are performed to generate a large set of configurations and their weights. These data are then used to train an effective model H eff , whose Boltzmann weight e −βH eff fits the probability distribution of the original problem. Next, in the actual simulation, H eff is used as a guide to propose highly efficient global moves in configuration space.
A good effective model makes simulations with the SLMC more efficient. The efficient effective model is usually invented based on the human understanding of the original system [9, [11] [12] [13] 15] . However, it is not easy to construct effective models including many body interaction, since we do not know systematic procedure applicable in arbitrary systems. Recently, H. Shen et al. gave pioneering work to construct the effective Hamiltonian including many body interaction without explicit forms using the convolutional deep neural network (CNN) [32] . Although the CNN method is powerful, its applicability is limited to the system whose particle configurations are given by discrete indices. This is because the inputs of the CNN is usually discretized like pixels in a digital picture. For example, SLMC with the CNN cannot be applied to the continuous-time QMC, since the inputs of the continuous-time QMC have both discrete position on a lattice and continuous imaginary-time. Therefore, further extension of SLMC with neural networks are needed.
The machine learning and neural networks have been used for about twenty years in the field of the molecular dynamics (MD) to construct the potential-energy surfaces (PESs) providing inter-atom forces with accuracy and computational complexity respectively comparable to quantum and classical mechanical calculations In the method, the neural network is trained using a large data set consisting of pairs of an atom configuration with continuous position index and corresponding total energy in some systems given by quantum mechanical calculation (e.g., the density functional theory). We point out that the neural network PESs can be considered as a general scheme to construct effective Hamiltonians of systems consisting of interacting particles with continuous indices. The wide applicability of this method allow us to apply it to complex problems like the imaginary-time MC calculation of electrons in a solid, which has both discrete and continuous coordinates corresponding to positions on a lattice and imaginary-time, respectively.
In this paper, we propose a method to construct the effective Hamiltonians with Behler-Parrinello neural networks (BPNN) [36] , which is one of most succeeded methods in the field of the molecular dynamics with machine learning. We regard the the configuration and effective Hamiltonian in SLMC as the positions of the atoms and the PESs in the MD, respectively. We use the recently proposed method [37] to map continuous coordinates (atom positions) onto discrete (inputs of BPNN) variables, whose advantage is availability of systematic improvement of the mapping accuracy. As a concrete example, we demonstrate self-learning continuous-time interaction-expansion (CTINT) QMC with BPNNs on quantum impurity models. We implement the simplest neural networks and test their performances. We also develop the fast updates which is applicable even with deep neural networks to reduce the computational cost significantly in the SLMC simulation.
Continuous-time QMC for fermions. The partition function Z is calculated by the Monte Carlo summations expressed as
Here, C is a configuration. In continuous-time QMC simulations, by splitting the Hamiltonian into nonperturbative and perturbative parts H = H 0 + H 1 , the partition function is expanded as
Here, a configuration C has N vertices on the imaginarytime axis [7] . The number of vertices N changes during simulation. Effective Hamiltonian in SLMC. We assume that there is an effective Hamiltonian H eff which describes the weight W (C) in a continuous-time QMC simulation:
In the SLMC method, this effective model is used as a guide to propose highly efficient global moves in configuration space. Starting from a given configuration C 1 , one first performs standard Monte Carlo simulations on the effective model C 1 → C 2 → · · · → C n . Configuration C n is accepted in the Metropolis-Hastings algorithm with the probability [9, 11, 32] :
The average acceptance rate p can be estimated by p = exp − √ MSE with the mean squared error [32] . If the effective model is perfect, the global move is always accepted. It is important to obtain good effective models in the SLMC simulations. In the previous study [15] , we have successfully obtained the form of the effective Hamiltonian with two-body interactions in the continuous-time auxiliary-field QMC (CTAUX) for the Anderson impurity model. In the CTINT simulations, Huang et al. have produced the classical Hamiltonian with two-and three-body interactions to reproduce the weights [14] . However, it seems hard to construct the effective Hamiltonian in other systems or other methods.
The problem in SLMC is how to construct effective potential ln W eff (C) to fit the potential ln W (C) as a functional of C. In the field of MD, the machine learning and neural networks have been used for about twenty years to construct effective inter-atom or inter-molecule potentials to fit the PESs calculated by the first-principle calculations. We point out that the BPNNs can be considered as a general scheme to construct effective Hamiltonians. We show the method to reproduce the effective Hamiltonian with many-body interactions in SLMC as follows.
We have to find the map from the configuration C to the weight ln W eff (C). The configuration with N -th order in CTQMC includes N vertices on the imaginarytime axis C = {τ 1 , τ 2 , · · · , τ N }. Now we omit other degrees of freedom for simplicity. In the MD with BPNNs, the configuration includes the position of atoms C MD = {r 1 , r 2 , · · · , r N }. To implement the translational symmetry, the distance between two atoms is a key quantity. Thus, we map the configuration C onto the set of the local configurations
The local configuration is expressed by the basis functions. We introduce the density distribution functions defined as
where τ ij = 2|τ i −τ j |/β −1 is the distance between atom i and atom j. This distribution is expanded by the Chebyshev polynomial functions [37] : 
The local configuration is expressed as a distribution function with δ functions. The total potential E of the original calculation is expressed as E = log W (C)/(−β). E obtained by the neural networks is expressed as E = log W eff (C)/(−β) = H eff (C). The partial energy Ei is defined as Ei = h
we map the local configuration C loc (τ i − τ j ) onto the set of m cut coefficients of the Chebyshev polynomials Fig. 1 . The effective Hamiltonian with the configuration C is introduced as
with c j = (c ) does not depend on j and only depends on a kind of atoms α j , since we assume that the same kind of atoms feels same interactions as shown in Fig. 1 . In the cases of the CTAUX and CTINT, we add other density distribution ρ s (τ,
to express the pseudo spin degree of freedom.
In these cases, the vector is c
T [44] . The above effective Hamiltonian can reproduce the effective interaction used in the previous paper for the CTAUX [15] . If we assume h eff (c j ) is linear h eff (c j ) = W c j + b, the effective Hamiltonian is rewritten as [Ŵ ] m+mcut φ m (τ ij ).
Using neural networks Let us introduce the BPNNs. For example, in the case of the neural networks with one hidden layer with N u units, the effective local Hamiltonian is expressed as
with the activation function [
is the N u -dimensional bias vector, b αj 2 is the bias, and M is a number of coefficients c j . The activation function F (x) makes the effective Hamiltonian nonlinear, which can represent many-body interactions.
Demonstrations on quantum impurity models. We demonstrate self-learning CTINT with BPNNs on impurity model. We consider the Hamiltonian of the single impurity Anderson model, which is written as the combination of a free fermion part and interaction part [7, 15] ,
where σ =↑, ↓, c † σ and a † p,σ are the fermion creation operators for an impurity electron with spin σ, and that for a bath electron with spin σ and momentum p, respectively. n σ is the impurity electron number operator. We consider a bath with a semicircular density of states ρ 0 ( ) = [2/(πD) 1 − ( /D) 2 ] and set the half bandwidth D = 1 as the energy unit. In the CTINT algorithm, we rewrite the interaction part expressed as
Here, we introduce additional Ising variable s and parameter δ, and ρ corresponds to the average electron density [40] [41] [42] . We consider the half filling (ρ = 1). The non-perturbative part is
The partition function is expanded as
. (13) Here, the
is the free fermion Green's function at the impurity site. We implement the CTINT with the Julia language 0.6.2 and gather training data in this code. We train the neural networks with one hidden layer as shown in Fig. 2 with 50000 training data, which is done by the TensorFlow 1.4, one of the deep learning frameworks, in Python 3.6.5. The sigmoid function F (x) = 1/(1 + exp(−x)) is used as the activation function. We develop the batchatom normalization, variant of the batch normalization [43] which is one of the modern techniques accelerating training procedures for neural network by normalizing along batch index. In the batch-atom normalization, we normalize both batch and atomic index j [46] . The input vector is M = 2m cut dimensional vector:
The total number of parameters in neural networks with one hidden layer with N u units is M N u +N u +4N u +N u +n max +1 = M N u + 6N u + n max + 1. Figure 3 shows the inverse-temperature dependence of the acceptance ratio of the SLMC. We consider U = 3D, δ = 0.5, V = 1D, and n max = 3. We set the number of the SLMC steps n defined in Eq. (6) is n = 500. We also consider the linear SLMC, which is equivalent to the previous effective Hamiltonian [15] . In the case with β = 40, the acceptance ratio with 10 units (N u = 10) is around 0.8, while that of the linear SLMC is less than 0.02. The results indicates that the BPNNs can systematically improve the effective Hamiltonian with increasing the number of units.
Computational cost and fast updates. We estimate the computational cost of SLMC with BPNNs. The computational cost to calculate the local effective Hamiltonian h eff (c j ) with the neural networks with one hidden layer is O(N u M ) when the M -dimensional input vector c j are given. The computational cost to calculate the coefficients c j is O(N ) since there are N δ-functions shown in Eq. (8) . Thus, the computational cost to calculate the effective Hamiltonian H eff (C) is O(N u M N 2 ), whose order is equivalent to that in the original CTINT simulation with fast updates [7, 15] . To speedup SLMC, we reduce the cost to calculate the coefficients O(N ) to O(1) with fast local updates. If we consider the insertion of the vertex, the new coefficient c alent to that in SLMC in the previous paper for the CTAUX [15] . Conclusion. We developed SLMC method with BPNNs, which can be considered as a general scheme to construct effective Hamiltonians with many body interactions even on continuous axis. We demonstrated the continuous-time interaction-expansion (CTINT) SLMC with BPNNs on quantum impurity models. The effective Hamiltonian without any prior knowledge was ob-tained. We obtained the significant improvement of the acceptance rate with respect to the SLMC with the effective Hamiltonian using explicit expression. This improvement implies that obtained effective Hamiltonian of SLMC with BPNNs includes many body interaction effects, which is omitted in the effective Hamiltonians with the explicit forms. Our SLMC with BPNNs has many potential applications, since this method can accept both continuous and discrete indices of interacting particles as inputs of neural networks.
Supplemental material

S1. Batch-atom normalization
We describe the detail of the batch-atom normalization in the CTINT QMC simulation. We consider neural networks with one hidden layer. The input vector is c j = (c 
with the pseudo-spin index s i . The effective Hamiltonian is defined as
where
Here, [F (x)] i = F ([x] i ) denotes the activation function,Ŵ 1 is the N u × M matrix,Ŵ 2 is 1 × N u matrix, b 1 is the N u -dimensional bias vector, b 2 is the bias, and M is a number of coefficients c j . We introduce the batch-atom normalization function G as
Here, the parameters γ j1 and β j1 are trainable parameters. is a small number. The batch-atom mean µ j1 and variance σ j1 are defined as
The index l in x l is the index of the training data. Here, N batch is the number of the batch size of the training data.
