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Abstract 
Cadaver kidney transplantation is one of the most promising treatment options available to end stage renal disease patients. 
However there has been a lot of ethical, operational and medical issues centered on the waiting list and kidney allocation. The
initial phase of the study uses time series forecasting techniques to addresses the growth and style of cadaver kidney demand in a 
variety of scenarios. The second phase deals with the kidney allocation, characterizing the demarcation between met demand 
(allocated) and unmet demand (not allocated) using classification technique, a prominent tool of data mining. It is observed from
the study that the overall demand for kidney shows an increasing linear trend in the future. It is also seen that aged patients, patients 
with blood group O etc. poses higher risk of non-allocation. The study highlights the need for a comprehensive and holistic system 
for kidney allocation. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of RAEREST 2016. 
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1. Introduction 
Kidney transplantation is one of the most prominent and beneficial treatment option available to patients suffering 
from end stage renal disease (ESRD). These days, the diseased donor (cadaver) kidney transplantation program has 
gained lot of public attention due to its transparent and efficient way of working. However, the number of patients 
waiting for a cadaver kidney transplant is increasing day by day.  It is worth mentioning that the nationwide statistics 
of the waitlisted patients for kidney transplantation is not well organized; but some of the south Indian states like  
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Kerala and Tamil Nadu have organized data for the same. The cadaver transplant program of Kerala was established  
on August 2012. As per the Kerala Network for Organ Sharing (KNOS) statistics, around 1185 patients are waiting as 
on 4th January 2016 [1].  For an efficient organ allocation, Kerala is divided into three zones namely north, south and 
central. It is important to mention here that the demand is highly variable with respect to blood groups and zones across 
Kerala. In the context of transplantation, unmet demand means denying a second life to patients. In extreme conditions, 
unmet demand can take away the life of a patient. Thus it is inevitable to study the demand patterns and growth, so as 
to effectively plan for the future. Also, it is vital to quantify the factors favouring kidney allocation in the current 
system. The present work addresses the issues of cadaver kidney demand forecasting and kidney allocation. 
The first part of the work deals with demand forecasting, which helps to anticipate the future cadaver kidney 
demand. Any forecast is not perfect, but helps to effectively plan the demand management strategies and helps to 
reduce huge costs associated with sudden and unplanned demand. The present work uses various time series models 
to bring out the future picture. A series forecasting models are evaluated and presented in section 3. The next part of 
the work develops a classification model for kidney allocation. Kidney allocation is an important policy decision, 
which can determine the fate of waiting patients. The classification model aims to explain the predictor-response 
relationship between two classes – the allocated (transplanted) and not allocated (waiting). The purpose of the model 
is to comprehensively study the influence of various medical and non-medical factors on the current system of 
allocation. The details of the classification model are presented in section 4. Conclusions based on the study are 
presented in section 5. 
2. Literature review 
A comprehensive review of the demand supply problem of organ procurement and evaluation of areas of improvement 
from Spanish perspective have been addressed by a few researchers [2]. Some others primarily measured demand by 
ESRD incidence and examined its effect on access to transplantation [3].  Their methodology included an inclusive 
conceptual model to illustrate the transplant stakeholders and they have showed that organ demand has the main effect 
on geographic variations to transplant access than supply, race, ethnicity and other factors. The development of a 
discrete event simulation of the kidney transplantation system, KSIM, which can easily be adapted to test alternative 
geographic organ allocation policies is of strategic importance to the policy makers [4]. The present work aims to 
develop a time series forecasting for cadaver kidney demand in Kerala, which could help the policy makers in building 
capacity and implementing strategies to manage the future demand. 
 The key concepts of the latest allocation policy, limitations of the old system and corrections incorporated in the new 
system, concerns related to new allocation policy and possible approaches to manage concerns, projected outcomes 
and limitations are referred in [5]. The work presents a complete timeline of kidney allocation policies adopted by 
USA.  The work shows that, although age is a major driver in determining EPTS (expected post-transplant survival), 
it is still substantially influenced by other factors.  The equity of waiting times with respect to blood groups is examined 
[6]. They found out that the system of cross transplantation results in longer waiting time for O blood group. The 
effect of waiting time on renal transplant outcome is studied in [7]. They pointed out that, a longer waiting time on 
dialysis was found as a significant risk factor for death-censored graft survival and patient death with functioning graft 
after renal transplantation (P < 0.001 each).Geographic disparity aspects in US Liver allocation system with special 
reference to hepatocellular cancer, HCC patients is examined in [8]. These papers show the need and necessity of 
reviewing allocation policy, because of its substantial impact on patient waiting time as well as survival. The present 
work addresses the factors influencing the cadaver kidney allocation in one of the Indian states, Kerala.  The factors 
included in the study are selected specific to the Indian allocation scenario. A previously developed interpretive 
structural model also helped to narrow down the factors affecting kidney allocation [9]. The predictor- response 
relationships are explored through a classification model, a well-established tool of data mining. 
3. Demand forecasting 
Demand plays an all important role in the successful running of any organization. A forecast for the demand helps to 
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alleviate future risks by framing effective strategies. From the perspective of healthcare services, managing demand 
is of utmost importance. This can not only save the lives of patients, but also helps the government in budget planning, 
aids the medical facilities and capacity expansion decisions and helps the authorities in framing kidney allocation 
policies. The present section addresses the cadaver kidney demand forecasting using time series techniques. These are 
presented as a sequence of sub sections involving- data inputs, forecasting models, forecast outputs and discussion. 
3.1. Data used 
The term demand used in the present study is defined as the number of patients registered for cadaver kidney 
program per quarter. The demand data was obtained from KNOS.  The study covered 1087 patients who registered 
between January 2013 and September 2015. The registrations were first separated on the basis of zones and later with 
respect to blood groups. The registrations per quarter for each blood group category in a zone was given as input to 
the model. For instance all the patients belonging to O+ and O- blood groups in the north zone of Kerala were clubbed 
as one particular demand category. This type of a demand grouping is done to emulate the present system followed in 
Kerala. The input data is used to forecast the demand of kidneys for the next two years. 
3.2. Forecasting models 
The forecasting is carried out using the Expert Modeller in IBM SPSS 17.0.  The modeller evaluates a series of 
fitting models and yields the best fitting model with future forecasts. The forecast period starts immediately after the 
estimation period. In the present study, the forecasts are produced for the next eight quarters from the estimation 
period. A very brief summary of the various exponential smoothing forecasting models [10, 11] considered for 
selecting the best fit model is explained below. 
x Simple. This model is suitable for data which does not exhibit trend or seasonality. The smoothing parameter 
used is level. 
x Holt's linear trend. This model is suitable for data which exhibits a linear trend. Data exhibiting seasonality 
cannot be used here.  
x Brown's linear trend. This model can be applied to linearly trending data sets with no seasonality. However, 
the trend will be equal to the level. 
x Damped trend. This model is suitable for time series data which exhibits a linear trend that is dying out.  
Apart from the above exponential smoothing models, the modeller also considered ARIMA models [12]. The criteria 
adopted for choosing the best fit model is stationary R-squared. This criteria is selected based on the observed trend 
pattern in the preliminary sequence plots. The modelling results are presented in section 3.3 
3.3. Results and discussion 
A series of forecasting models were evaluated for each demand case (case refers to blood group and geographic 
zone combination) to identify the best fit model. For instance Table 1 shows the model statistics for blood group O 
patients in the south and central zone.  An R-squared value of 0.681 implies that 68% of the variation in the time series 
of blood group O patient arrivals in the central zone can be explained by the model.  This is far greater than the model 
fit achieved in the case of blood group O patients in the south zone.  However R squared values are not very useful in 
the case of trend and seasonal models, as they are not stationary. In the case of trend models, a stationary R-squared 
is preferred [13], which is 0.728 for the first sample case as shown in Table 1.  Here all the fit measures are positive, 
indicating the model performs superior to the baseline models. The mean absolute error (MAE) is more for the second 
case. This is usually less than root mean square error (RMSE). The MAPE looks inflated and is not a good measure 
of comparison, as the series involve low volume data. Table 1 shows a higher RMSE value for O blood group patients 
in the south zone, indicating the presence of extreme values in the series. Finally coming to best fit model, there is a 
linear trend in the O blood group patient registrations per quarter in the central zone as shown in Fig. 1. However, the 
south zone assumes a simple model, with constant arrivals in the future. Hence it is envisaged that a geographic 
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disparity can be observed. Similar steps are carried out for each demand case (a combination of zone and blood group) 
and a summary of the results is shown in Table 2.  
Table 1. Sample model statistics for two cases
Table 2. Summary of forecasting results 
The results from Table 2 indicate that around 826 patients will be joining to the cadaver kidney waiting list in the 
year 2016. It is shocking to remember that already around 1000 are waiting as on December 2015. The best fit model 
results from Table 2 indicates the presence of a linear trend in demand growth in 9 cases. This is really an alarming 
situation, demanding immediate attention from the various stakeholders associated with a transplant. The forecasting 
results clearly demonstrate an increase in the popularity of cadaver transplant program over the years. The huge 
number of arrivals can be thought of as a shift from living donor transplants to cadaver transplants. It is also seen that 
blood group B and O patients constitute the maximum demand. The lowest demand is constituted by AB blood group. 
Also central and south zones are experiencing high demand compared to north zone. Blood group B patients in the 
south zone is growing at a very high rate, this measure could be slightly elevated due to the recent demand weightage 
principle used by exponential smoothing techniques.  Having seen the growth of demand, the next question is how to 
allocate the scarce supply?  This is determined by the allocation policy, which is specific to the state government 
running the cadaver transplant program. Section 4 presents a detailed picture of the effects of various factors on the 
current allocation system followed in Kerala. 
4. Classification model for kidney allocation in the present system 
The previous section of forecasting portrayed a picture of alarming increase in the number of patient arrivals to the 
cadaver kidney transplant waiting list. The rapid growth in demand has made the allocation problem complex. The 
allocation of kidneys should be equitable and efficient, without compromising medical criteria. It is important to 
statistics O : Central  O : South 
Best fit model Holt Simple 
RMSE 5.83 9.543 
MAE 4.321 5.663 
MAPE 56.289 39.955 
Stationary R 
squared 
0.728 0.14 
R squared 0.681 0.026 
Case Best fit 
model 
Stationary 
R-squared 
Q4
2015 
Q1
2016 
Q2
2016 
Q3
2016 
Q4
2016 
Q1
2017 
Q2
2017 
Q3
2017 
A : North Holt 0.723 12.3 13.4 14.4 15.4 16.5 17.5 18.5 19.6 
A : South  Simple 0.39 12.0 12.0 12.0 12.0 12.0 12.0 12.0 12.0 
A : Central Holt 0.704 14.2 15.4 16.5 17.7 18.8 20.0 21.2 22.3 
B : North  Holt 0.800 12.8 14.0 15.1 16.3 17.4 18.6 19.7 20.9 
B : South  Holt 0.588 24.7 29.7 34.8 39.9 45.0 50.1 55.2 60.2 
B : Central  Holt 0.823 19.1 21.7 22.4 24.0 25.6 27.3 28.9 30.5 
O : North  Holt 0.731 20.4 22.0 23.6 25.1 26.7 28.3 29.8 31.4 
O : South  Simple 0.140 26.4 26.4 26.4 26.4 26.4 26.4 26.4 26.4 
O : Central Holt 0.728 30.2 32.7 35.3 37.8 40.3 42.8 45.3 47.8 
AB : North Simple .289 1.44 1.44 1.44 1.44 1.44 1.44 1.44 1.44 
AB : South  Holt 0.600 4.03 4.39 4.76 5.12 5.49 5.85 6.21 6.58 
AB : Central  Holt 0.860 3.43 3.65 3.87 4.09 4.31 4.53 4.74 4.96 
All Kerala Holt 0.738 174 187 200 213 226 238 251 265 
Fig. 1. Forecast plot for patient registrations (blood group O, Central Zone) 
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characterize the demarcation between the allocated and not allocated patients. Section 4.1 addresses the development 
of a data mining based classification model for the current allocation scenario in Kerala. 
4.1. Model overview 
The study deals with the application of classification modelling for cadaver kidney allocation in the state of Kerala. 
The previous section has already portrayed the trend patterns in the demand for cadaver kidney in the Indian state of 
Kerala. It is dismaying to notice the huge increase in the waiting list numbers predicted by various forecasting models. 
Thus the kidney allocation scenario in Kerala is gradually transforming to a zero sum game which implies that 
allocating a kidney to one patient can happen at the expense of death of another. In this grievous context, it is pertinent 
to study the influence of various medical and non-medical factors affecting the kidney allocation process. The factors 
are selected based on a previously developed interpretive structural model applied to waiting time to receive a cadaver 
kidney in Kerala [9]. 
One of the most prominent tools of data mining, classification modelling, utilizes a combination of mathematical 
techniques for predicting the relationship between a target variable and several predictor variables. The first step in 
the process is learning from the training data set. The classifier-training algorithm uses these pre-classified examples 
to select the predictors necessary to develop a discriminating function. The algorithm then encodes various parameters 
to build a classifier model [14].The classification model employed in the present study, addresses the kidney allocation 
problem from an explanatory point of view rather than prediction.  Here the output of the model is categorical in 
nature, which means that a patient can fall to either of the two categories namely allocated and not allocated. The 
objective is to assess the influence of various factors on the kidney allocation policy followed in the current system. 
The classification model is developed using KXEN robust regression engine of SAP predictive analytics software. 
The classification process is achieved using the principles of structural risk minimization, SRM [15, 16]. The selection 
of SRM based robust regression tool can be justified as follows. 
x The predictors used for kidney allocation were not completely independent of each other and the tool 
permitted such cases without compromising on quality. The assumption of independence is mandatory for 
other techniques like discriminant analysis 
x The robust regression engine could perform well with skewed and non-normal data 
x The regression engine shows high resistance to outliers, while techniques like discriminant analysis is 
sensitive to outliers. 
x Selects the best model from a series of models with similar training errors. Other approaches like logistic 
regression tends to develop an over fitted model. In the present study, the focus is more on developing a 
generalized model of the current system of kidney allocation. 
Structural risk minimization (SRM) is an inductive principle for model selection used for learning from finite 
training data sets [15, 16]. The objective is to develop a model with low training and test errors. The model helps to 
avoid over fitting of data, resulting in high test errors. Thus the SRM selects the best model by establishing an optimum 
trade-off between quality and reliability. A model with high robustness can be confidently applied to new data sets. 
The model selection procedure is outlined below [15-19]. 
x First the available data set (ADS) is partitioned in to three subsets namely estimation set, validation test and 
test set. In the present work, a cutting strategy of ‘random without test’ was selected because of the greater 
emphasis on developing an explanatory model.  
x Using a priori knowledge of the domain, the software selects a class of functions, such as polynomials of 
degree n, neural networks having n hidden layer neurons etc. In the present case, the robust regression engine 
uses an embedded family of polynomials. 
x The selected functions are then arranged in nested subsets in the order of increasing complexity. The 
complexity increases with increase in the degree of the selected functions. 
x It is important to note that all the variables used in the data set (categorical, continuous or ordinal) are encoded 
(best encoding through SRM) and then a proprietary classification algorithm is used by KXEN to fit the data 
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and the best model is chosen by evaluating the sum of predictive power -KI and prediction confidence (KR) 
through an iterative procedure involving different number of variable selections. 
4.2. Model inputs 
Data was collected on the allocation status of 1178 patients registered for cadaver kidney transplant program in 
Kerala during November 2012 to September 2015. The data accounted for approximately 91% of the total number of 
patients registered during this period. About 9% of the patient data was not included in the study, due to non-
availability of the data during the study period, incomplete and missing records. The model inputs comprised of a 
binary class variable ‘allocation’ and the associated factors influencing allocation. The factors were selected based on 
the current allocation scenario in the state of Kerala. Also a previously developed interpretive structural model on 
‘factors influencing waiting time to receive cadaver kidney transplant in India’ helped to narrow down the factors. 
The major predictors for cadaver kidney allocation include age, gender, blood group, registration priority rank, type 
of hospital (government/private), and number of doctors in a hospital who are legally permitted to certify brain death.   
The registration priority rank indicates the relative position of a patient with respect to all other patients on the basis 
of his/her cadaver kidney transplant program registration date. In the current cadaver transplant program of Kerala, 
the whole state is divided in to three zones namely North, South and central Zones. In each of these zones, there are 
separate queues for various blood groups. The effect of Rhesus factor is not considered in the present queuing system.  
For instance, patients belonging to A- and A+ blood groups wait in the same queue.  The registration priority ranks 
are allotted separately to patients in each of these separate queues. 
4.3. Model outputs and discussion  
A random selection of 856 records for training set and 322 records as validation set were made with the help of the 
software. Fig. 2 shows the graphical representation of model performance. Detected profit is a terminology used by 
the SAP predictive analytics software which allows investigation of the percentage of observations falling to the 
allocated category, as a function of the proportion of observations selected from the entire data set comprising 
allocated and not allocated patients. The model generated here is much more superior to that of a random model shown 
by red line in Fig. 2. The predictive power corresponds to "the area found between the curves of the model generated 
and that of the random model" divided by "the area found between the curve of the perfect model and that of the 
random model" [19]. As the curve of the generated model move close to the curve of the wizard model, the value of 
the predictive power approaches 1.The model output showed a predictive power (KI) of 0.613, which implies a 61% 
capability of the model to explain kidney allocation in terms of the multiple predictors used in the study.  The 
prediction confidence (KR) value obtained was 0.9536, which shows a good deal of robustness and generalization 
capability. Thus the current model can be confidently applied to any new data set, without compromising the predictive 
power. 
Fig. 3 and Fig. 4 show the variable weights and maximum smart variable contributions respectively. The 
contribution charts helps to explain the relationship between kidney allocation and the predictor variables. The SRM 
based model selected the weights of the normalized variables in the final selected polynomial, as depicted in Fig. 3. 
The maximum smart variable contributions including the prominent similar variables is shown in Fig 4. It was 
previously mentioned that the robust regression engine uses variable encoding, because of the distribution free 
assumption of inputs. In addition to the supplied input variables, the software generates additional variables through 
encoding. Fig. 3 shows that encoded variables like priority rank registration and brain death certifying doctors are 
given maximum variable weights in the model, which means that specific sub categories of these variables are having 
a strong influence on allocation. The details of these are further investigated through categorical significance plots 
from Fig. 5 to Fig. 9. It is seen from Fig. 3 and Fig. 6 that patients falling to the category of top fifty registration 
priority ranks always holds the maximum chance for getting transplanted. This is logical since any patient in the top 
fifty can get transplanted depending on the chances of a good humanleukocyte antigen (HLA) match and negative 
cross match. The first come first serve rule definitely adds the honour of transparency to the cadaver transplant 
program, but fails to consider a holistic criteria for recipient selection. The allocation should consider a lot of other 
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medical and non-medical factors like expected benefit for the patient, illness and medical condition of the patient, 
demographics etc. For example, the system of extended criteria donor organs can be used to serve those recipients 
who suffer from certain health issues.  In the current system, registration priority ranks are based on zone and blood 
groups. Thus the priority rank can indirectly reflect the effect of blood group and geographic location aspects of the 
local population. From section 3, it was found that the demand is growing at entirely different rates in different zones. 
Also, it is seen from Fig. 7 and Fig. 8, the widely varying influence of zone and blood group on the allocation, with 
patients of central zone having a positive influence on the target. The influence of priority rank together with the 
diverse demand growth rates along with zonal influences points towards the serious problem of geographic disparity 
in the kidney allocation scenario of Kerala. 
Fig. 5 shows that the number of doctors who can legally certify brain death has a very serious role in the allocation. 
This is critically relevant observation, since the concept and meaning of brain death is unknown to many.  
Identification of a brain death donor is crucial to boost the cadaver organ supply. Results from Fig. 5 shows that many 
patients get benefited by registering in a hospital with seven or more certified neurologists. Thus the chances for 
allocation can be influenced by medical professionals and the study highlights the importance of eligible and 
knowledgeable doctors and other medical staff in identification and proper procurement of cadaver organs. As per 
Fig. 8, blood groups like O+ are at a higher risk of non- allocation, which indicates that cross transplantations should 
be avoided at any cost. Fig. 9 highlights that older age patients are at substantial disadvantage in the present system. 
However, this could be attributed to the presence of serious body illness and other comorbid conditions which could 
prevent them from getting allocation.  
Fig. 2. Graphical representation of model performance
Fig. 4. Relative contribution of variables
Fig. 3. Variable weights in the final polynomial
Fig. 5. Influence of number of doctors who can certify brain death
Fig. 6. Influence of registration priority rank
Fig. 7. Influence of Zone
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5. Conclusion 
The study analysed the growth of demand for cadaver kidney transplant in Kerala using time series forecasting 
models. The results presented an alarming picture on the overall demand, characterised by an increasing linear trend. 
The increasing waiting list numbers with scant organ supplies make the kidney allocation problem challenging and 
complex. The results from the explanatory classification model of kidney allocation indicated the presence of possible 
geographic disparity in the allocation scenario, which implies that many rightful patients won’t be getting a cadaver 
kidney on time.  Based on the present scenario, it is seen that aged patients and patients with blood group O has higher 
risk of non-allocation.  Non-availability of sufficient number of doctors to certify brain death adds to the complexity 
of non-allocation situation. Also a disparity in allocation is observed with respect to zones. Hence there is a need for 
a more holistic and comprehensive allocation criteria.  Recently the central and state governments are seeking various 
ways to address the problem of organ allocation. The study can be further expanded by adding more predictors. Also 
alternate tools can be tried to address the allocation problem. 
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