It is believed or conjectured that the semilinear wave equations with scattering space dependent damping admit the Strauss critical exponent, see (the bottom in page 2) and Nishihara-Sobajima-Wakasugi [35](conjecture iii in page 4). In this work, we are devoted to showing the conjecture is true at least when the decay rate of the space dependent variable coefficients before the damping is larger than 2. Also, if the nonlinear term depends only on the derivative of the solution, we may prove the upper bound of the lifespan is the same as that of the solution of the corresponding problem without damping. This shows in another way the "hyperbolicity" of the equation.
Introduction
We consider the small data Cauchy problems
u(x, 0) = εf (x), u t (x, 0) = εg(x), x ∈ R n , (
and
u(x, 0) = εf (x), u t (x, 0) = εg(x), x ∈ R n ,
where µ > 0, β > 2 are constants, the initial data f (x), g(x) are compactly supported functions from the energy space
Without loss of generality, we assume that supp f (x), g(x) ∈ {x : |x| ≤ 1}. (1.3)
As mentioned in [18] , equations (1.1) and (1.2) can be used to model the wave travel in a nonhomogeneous gas with damping, and the space dependent coefficients represent the friction coefficients. Let us first take a look at the linear problem
u(x, 0) = εf (x), u t (x, 0) = εg(x), x ∈ R n .
(1.4)
There are lots of literatures about the linear Cauchy problem (1.4). We list some but may be not all of them, i.e., [16, 17, 19, 32, 37, 38, 39, 40, 43, 49] . Based on these known results, we may classify the linear problem (1.4) into three cases, due to the value of decay rate β, see the table below. We refer the reader to [35] for a good introduction to problem (1.4). Remark 1.1 There is some little difference between the Cauchy problem (1.4) and the correspond one with time dependent damping, i.e.,    u tt − ∆u + µ (1 + t) β u t = 0, in [0, T ) × R n , u(x, 0) = εf (x), u t (x, 0) = εg(x), x ∈ R n .
(1.5)
Due to the results in [10, 31, 33, 50, 51, 52] , there is one more case for (1.5) than that of (1. We refer the reader to [22] for more detailed introduction.
If we come back to the nonlinear problem (1.1) and (1.2), as we consider small data problem, we always expect global existence for relatively big nonlinear power and blow-up in finite time for relatively small exponent. This means there is a boardline of value p to distinguish these two cases, thus, the critical power. There are two kinds of critical powers related to the nonlinear problem (1.1), one is usually named with Strauss exponent(p S (n)), the critical power to the small data Cauchy problem of
while the other one is usually named with Fujita exponent(p F (n)), the critical power to the small data Cauchy problem of
The Strauss exponent p S (n), which originates from the work [41] , is the positive root of the quadratic equation 6) and p F (n) = 1 + 2 n is named after the pioneering work [7] . Noting that
For the semilinear problem (1.1), if the critical power equals to or at least is related to p S (n), we say the equation admits Strauss or "wave" exponent, while if it has only connection to p F (n), we then say the problem admits Fujita or "heat" exponent. Till the moment, most of the known results for the semilinear wave equations with space dependent damping focus on the effective and scaling invariant weak damping cases. Ikehata, Todorova and Yordanov [18] proved that the critical power for (1.1) with 0 ≤ β < 1 is p C (n) = 1 + 2 n−β . Nishihara [34] also studied the same case but with absorbed semilinear term |u| p−1 u and proved the diffusion phenomena. Li [28] considered the scaling invariant weak damping case(β = 1) with µ ≥ n and proved the critical power is
(1.7)
Obviously the above two cases are related to p F (n). Ikeda and Sobajima [12] showed blow-up result for
and n n−1 < p ≤ p S (n + µ). We still do not know what will happen for the gap µ ∈ [
, n) when β = 1, this is the reason why we think the scaling invariant weak damping case is more delicate. In [35] Nishihara, Sobajima and Wakasugi verified that the critical power is still 1 + 2 n−β when β < 0. Actually, they studied the small data Cauchy problem (1.1) with space-time dependent damping, but focusing on "effective" case.
There are more results about the small data Cauchy problem of semilinear wave equations with time dependent damping, they are not completely solved, but at least for all the four cases of the corresponding linear problem (1.5) we have progresses. For β < −1, Ikeda and Wakasugi [15] verified the global existence result for all p > 1. For β ∈ [−1, 1), it has been proved that the critical is p F (n), see [5, 9, 14, 25, 27, 29, 42, 48] . If β = 1, we have two subcases. One is for relatively big µ. D'Abbicco [2] , D'Abbicco and Lucente [3] and Wakasugi [47] have showed that the critical power is p F (n) when
for n = 2, n + 2 for n ≥ 3.
But if we fix µ = 2, then the results [4, 6, 21, 26, 36, 45] shows that the critical power is
This reveals the fact that the critical power will move from p F (n) to p S (n) if µ is small enough, see [24] . And the result of which was improved by [11] verifies the fact by showing blow-up result for 0 < µ < n 2 + n + 2 n + 2 and 1 < p ≤ p S (n + µ).
Unfortunately, still there is a gap for µ that we have no result. We come to the last case(β > 1). By introducing a bounded multiplier, the author and Takamura [22] proved the blow-up result for
Then Wakasa and Yordanov [46] proved non-global existence for p = p S (n). It seems that we can say p = p S (n) is exactly the critical power, due to the recent work by Liu and Wang [30] , in which they showed global existence for p > p S (n) and n = 3, 4.
Problem (1.2) is related to the so called Glassey conjecture, which was first proposed in [8] . It conjectures that the small data Cauchy problem of
We expect that if we add scattering damping in the linear part, no matter it is time dependent or space dependent, the critical power will still be p G (n). It seems to be true at least for time dependent case, due to the work [23] , in which the author and Takamura established blow-up and lifespan for
and the work [1] , in which they proved global existence for p > 2, n = 3.
In this work, one of the goals is to show the blow-up power of the semilinear problem (1.1) is related to p S (n), when the decay rate of the space dependent coefficients before the damping is bigger than 2. The other goal is to establish blow-up result and lifespan estimate for the semilinear problem (1.2) for 1 < p ≤ p G (n), with the same assumption on the space dependent coefficients. So far we know the efficient way to prove blow-up is the test function method, which was originated from the work of Zhang [55] for critical semilinear damped equation, and the work [53] and [57] for semilinear wave equation. In [55] they used the smooth cut-off functions as the test functions, and it seems enough to get blow-up result for Fujita type power. But if we want to obtain blow-up result for Strauss type power, it is better to use some special solution of the linear wave equation as the test function, i.e.,
used in [53] and the Gauss hypergeometric function used in [57] and [58] .
In [11] and [12] , they succeeded in constructing Gauss hypergeometric function type solutions of the linear wave equations with time(space) dependent scaling invariant damping respectively, and then obtained blow-up results for Strauss type power for relatively small constant, by using a similar idea as that of [58] . It seems that the scaling invariant damping has the same scale as that of the two terms of the linear wave equation, which makes it possible to construct the Gauss hypergeometric function type solutions. For the linear wave equation with scattering damping without such structure, we can not make it by the same way. However, we have a key observation: if we
which was first introduced in [54] , then Φ(t, x) = e −t φ(x) solves
Based on this observation, we may borrow the idea of Ikeda-Sobajima-Wakasa [13] to establish desired blow-up results for (1.1) and (1.2) with 1 < p ≤ p S (n) and 1 < p ≤ p G (n) respectively.
Main Result
Definition 2.1 As in [22] , we say that u is an energy solution of
In the same way, we may define the energy solution to the Cauchy problem (1.2), the only thing we need to do is to replace the nonlinear term with |u t (t, x)| p .
Definition 2.2 We define the upper bound of lifespan to Problem
The blow-up result for the Cauchy problem (1.1) reads as Theorem 2.1 Let β > 2 and 1 < p < p S (n), n ≥ 2. Assume that both f ∈ H 1 (R n ) and g ∈ L 2 (R n ) are non-negative and do not vanish identically. Also, the compact support assumption (1.3) holds. Suppose that an energy solution u of (1.1) satisfies
Then there exists a constant ε 0 = ε 0 (f, g, n, p, µ, β) > 0 such that T has to satisfy
for 0 < ε ≤ ε 0 . Hereinafter, C denotes a positive constant independent of ε and may have different value from line to line. is not sharp, we leave it for further consideration. Theorem 2.2 Let β > 2 and p = p S (n), n ≥ 2. Assume that both f ∈ H 1 (R n ) and g ∈ L 2 (R n ) are non-negative and do not vanish identically. Also, the compact support assumption (1.3) holds. Suppose that an energy solution u of (1.1) satisfies
Then there exists a constant ε 0 = ε 0 (f, g, n, p, µ, β) > 0 such that T has to satisfy T ≤ exp Cε
are non-negative and do not vanish identically. Also, the compact support assumption (1.3) holds. Suppose that an energy solution u of (1.2) satisfies
for 0 < ε ≤ ε 0 .
Remark 2.2
In our main results, we have an assumption that β > 2. This restriction comes from the existence and asymptotic behavior of the solution φ(x) to equation (1.8). Improvement from β > 2 to β > 1 is in our further consideration.
3 Proof for Theorem 2.1
As we mentioned above, we will use the test function method similar as that of [13] , but we will use different test function. Let η(t) ∈ C ∞ ([0, ∞)) satisfy
We remark that one may assume T ε > 1, otherwise our results hold obviously if we choose ε to be small enough. Choosing Ψ = η 2p ′ T (t) with
Noting that
we have
where we have used the finite propagation speed property of the solution. In a similar way, we have
(1 + r)
Here we should assume that
It holds by combining (3.1), (3.2) and (3.3)
where
Lemma 3.1 If β > 0, then for any α ∈ R and a fixed constant R, we have
Proof. We split the proof into two parts. First it is easy to see
On the other hand, we have
Hence (3.5) comes from (3.6) and (3.7).
Lemma 3.2 (Lemma 3.1 in [54]).
Assuming that β > 2, then the following equation
admits a solution satisfying
then it is easy to verify that
in the definition of weak solution (2.1) and making integration by parts, we
Noting that all the three remaining terms in the last equality include at least one derivative of the smooth cut-off function η T (t), this fact is the key to obtain our desired result. By the similar way as (3.2), combining (3.9) and (3.5), we can estimate I 3 , I 4 , I 5 as
We then conclude from (3.11), (3.12), (3.13) and (3.14) that
This in turn implies that
Noting the assumption (1.3), C 2 (f, g) is nothing but a finite constant, then (3.4) and (3.16) yield
which is the second part of lifespan estimate (2.3).
3.2 1 < p ≤ n n−1 part
In this subsection, we aim to study the upper bound of lifespan estimate for relatively small powers, i.e., 1 < p ≤ n n−1
. We have showed in (3.11)
We will re-estimate the three terms on the right hand side as follows.
Hence we have by combining (3.17), (3.18), (3.19) and (3.20) that
this yields 22) which is the first part of the lifespan estimate (2.3) for 1 < p ≤ n n−1 . And we finish the proof of Theorem 2.1.
we will use the second part of the lifespan estimate (2.3), due to the reason
Proof for Theorem 2.2
In this section, we focus on the "critical" case p = p s (n). Again we will use the idea in [13] . However, as the wave-scaling property is loss in our model, we could not expect to find the hypergeometric function as the exact test function. We shall apply the argument in [44] to construct the test function, i.e.,
where ψ η (x) is the solution of
such that for large |ηx|,
3)
The proof of the above lemma is parallel to that of Lemma 3.1 in [54] , and we postpone it to the appendix. With ψ η (x) in hand, We have for b q (x, t) 4) and hence, b q (t, x) satisfies
(ii) For any positive constant R > 1, b q (t, x) satisfies the following asymptotic behavior
proof. (i) These identities can be proved by direct computation, We omit the details.
(ii) Due to (4.3), we have for any positive constant R > 1,
Further applying the plane wave formula to ϕ η (x) (see [20] , page 8), we have
where ζ = (t + R − θ|x|)η and q > 0. Noting that for −1 θ 1, we have R − 1 t + R − θ|x| < ∞, and hence −q around z = 1. It then follows the asymptotic behavior (4.6).
Remark 4.1 In fact, for γ > β > 0, the hypergeometric function has following integral representation
Then (4.7) gives that
which means that our test function actually has the same asymptotic property as the hypergeometric function used in [58] .
As in [13] , we introduce
For M ∈ (1, T ), utilizing Lemma 3.1 in [13] , it concludes from (3.16) and the steps to get it
we have by combining (4.6) and (4.8)
where we used the fact For simplicity, we denote
For I 7 and I 8 , we have when 0 < δ < δ 0 .
Proof for Theorem 2.3
Now we come to Theorem 2.3. For M ∈ (1, T ), we set
It is interesting to see that
due to the fact that η M (t) is a non-increasing function. Also it is easy to check that
Noting (5.2), if we set Ψ(t, x) = ∂ t ψ(t, x) in the definition (2.1) for (1.2) and making integration by parts, then we come to for all x, y ∈ R n and t > 0. In the following we show that C(η) has a uniform positive lower bound for η ∈ [0, 1]. Noting that c in C(η) depends only on spatial dimension n and N(V, t)(x, y) is defined as N(V, t)(x, y) = The remaining steps are almost the same as that in [54] , we omit the details.
