Abstract. Sufficient conditions for the existence of an analytic solution of analytic equations in the complex and real cases are given.
1. Introduction. Let K = R or C. We will denote by K{x} the ring of convergent power series in the variables x = (x 1 , . . . , x n ) with coefficients in K, and by K [[x] ] the formal power series ring. We will denote by m the maximal ideal of K{x}, and by m the maximal ideal of K [[x] ]. Consider an arbitrary system of analytic equations:
f (x, y) = 0, (1.1) where f ∈ K{x, y} s , x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y p ). We ask for solutions of (1.1) in which y ν are convergent series in x. M. Artin showed in [A1] that any formal solution of (1.1) can be approximated to any desired degree of accuracy (in the (x)-adic topology) by a convergent solution. Namely we have Artin's Approximation Theorem. Let f = (f 1 , . . . , f s ) ∈ K{x, y} s be such that f (0, 0) = 0. Consider a solution y(x) = ( y 1 (x), . . . , y p (x)) ∈ K [[x] ] p of the system f (x, y) = 0. Then for every integer L ≥ 1 there exists a solution y(x) = (y 1 (x), . . . , y p (x)) ∈ K{x} p of f (x, y) = 0 such that y(x) = y(x) (mod m L ) (the congruence just means that the coefficients of monomials of degree less than L are the same in y ν (x) and y ν (x)).
The Artin Theorem is indispensable in the study of complex analytic structures, particularly in deformation theory where it is used to provide a transition from formal information to "actual" (i.e. convergent) information. There are some improvements of this theorem essentially stating that to determine whether a convergent solution exists one needs only a finite amount of information (compare with [W] and [A2] in the polynomial case) or sharper results with parameters (see [P] ).
In this paper, for a fixed holomorphic function F (z, t) defined in a neighborhood of (a, b) ∈ C n+1 z,t we show the existence of a number N ∈ N such that the existence of a continuous quasi-solution g of order at least N (i.e. F (z, g(z)) = O|z − a| N ) implies the existence of a holomorphic solution (i.e. F (z, h(z)) ≡ 0 with some holomorphic function h defined in a neighborhood of a, and h(a) = b).
By the Weierstrass Preparation Theorem we can assume that
. In fact, we show that it suffices to take N > krq in our theorem.
For the convenience of the reader we recall some basic definitions. Consider a monic polynomial P in t ∈ C whose coefficients a 1 , . . . , a n are holomorphic functions in an open subset Ω of C n , i.e.
The function
where t 1 (z), . . . , t k (z) is the complete sequence of roots of the polynomial t → P (z, t), is called the discriminant of the polynomial P . We say that a holomorphic function f (z, t) in a neighborhood of zero in
Let P (z, t) be a distinguished polynomial for which DP (z) ≡ 0 in some neighborhood of 0 ∈ C n . Then there exists a distinguished polynomial red P (z, t) for which D(red P )(z) ≡ 0 and {P = 0} = {red P = 0} in some neighborhood of 0.
Observe that our Theorem 1 implies the Artin Theorem in the case p = s = 1. Indeed, take N from our theorem for a convergent power series f . If f (z, y(z)) = 0 with some formal power series y(z) = a ν z ν , then f (z, ν≤m a ν z ν ) ∈ m N for sufficiently large m. Hence, knowing that ν≤m a ν z ν is a continuous function, we get from Theorem 1 a convergent solution. As an application of Theorem 1 we also get a sufficient condition for the existence of a Nash solution in the real case (compare with [G] ). 
Main result
, is a finite sum of graphs of holomorphic functions on B ν . Therefore the restrictions of h to the open connected sets B 0ν = (K \K 0 )∩Π ν has holomorphic extensions h ν onto B ν , which are compatible. Thus h ν is an extension of h, which extends holomorphically to a by the Riemann Theorem.
Lemma 2. Let P (z, t) be a monic polynomial of degree k with holomorphic coefficients for which
where
. , t l (z) is the sequence of all different roots of the polynomial t → P (z, t). If there exists a continuous function g for which
Proof. It follows from the assumption that for each a ∈ G there exists a uniquely determined root h(a) of the polynomial t → P (a, t) such that , g(a) )| 1/k . Since g is a continuous function, the implicit function theorem shows that the root h(z) must coincide in some neighborhood of a with a holomorphic root t(z) of the polynomial P .
with some function g continuous in a neighborhood of a such that g(a) = b, then there exists a function h holomorphic in a neighborhood of a such that h(a) = b and
Proof. We can assume that a = b = 0, and by the Weierstrass Preparation Theorem that 
with some continuous function g on G gives us the existence of a holomorphic root h of the polynomial F in G such that
Put |u| = σ. The roots of the polynomial s → D 0 (u, s) are O(σ 1/r ). Hence, if we take M sufficiently large, there exists δ > 0 such that for σ > 0 sufficiently small, on the set
Hence there exists ε ∈ (0, 1) such that for sufficiently small σ > 0 we have max
It follows that for some u 0 with |u
But when σ > 0 is sufficiently small, the roots 
Remark. From the above proof it is easy to see that if F (z, t) is a polynomial monic in t, then the N ∈ N can be taken the same for all points z ∈ C n .
Theorem 2 
Proof. We can assume that a = 0 and D(Q)(z) = 0 (replacing Q by red Q). Obviously, when |x| ≤ 1 we have |t 
