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Abstract
The relationship between artificial intelligence and human work from a sociological
perspective leads to reflections on the future evolution of employment. People keep
wondering if and when robots will replace us, taking our place even in those social
environments that have always characterized our society, such as work. To the big ques-
tion “will robots replace humans?” the answer is still uncertain, but what is certain
is imagining a society where robots work alongside human beings. Today, it is also
possible to think of artificial systems able to perform specific tasks faster and more ef-
ficiently than humans. Generally, society tends to imagine a robot as a machine with
particular features and abilities, able to perform tasks on behalf of human beings. This
vision of a robot slave of a man has gone and can go well, only in particular social and
or work contexts, where the robot figure can be considered functional to the task to be
performed, that is a valid alternative to the man himself. Unfortunately or fortunately,
today more than ever, society needs robots that can work with humans and not for hu-
mans. The difference between the prepositions for and with is the turning point for this
new industrial revolution, which invests our society making it an active part in this pro-
cess of evolution/transition towards a social model that is forced to evolve together with
scientific progress. The ambition of researchers, scientists, and engineers is to develop
a new paradigm of interaction between man and machine that considers the process of
integration of the robot in the working class society.
Born as a branch of the most common Human-Robot Interaction, Human-Robot
Teaming Interaction is the research field that deals with the study of robotic systems
able to cooperate and collaborate with humans. In this specific field of research, the
research conducted in these years of the doctorate is placed. This dissertation pro-
poses a cognitive architecture as a solution for implementing Human-Robot Teaming
Interaction applications. The cognitive architecture was modeled and developed on the
iii
multi-agent system paradigm, implementing self-awareness capabilities for deliberat-
ing and performing actions. The proposed cognitive architecture can manage collab-
orative interactions between humans and robots in potentially unknown and dynamic
environments. The objective was to generate a functional and straightforward cogni-
tive architecture that managed robotic platforms and based on psychological theories
derived from the study of human behavior. Fundamental characteristics of the pro-
posed architecture are the ability to dynamically manage knowledge and compose new
possible solutions at runtime to handle situations not foreseen at design-time by the pro-
grammer under the assumption of limited knowledge and resources. The intention is
to endow a machine with innate abilities that reproduce the human behaviors without
neglecting aspects of trust and reliability, typical of human beings that work in a team.
The proposed cognitive architecture exploits the practical reasoning cycle, regular of
the Beliefs-Desires-Intentions (BDI) model, in conjunction with other methods for han-
dling knowledge, composing plans at runtime, and changing the way to select intentions
for the agent through a mechanism of anticipation. These abilities were implemented
through machine learning techniques for handling knowledge, Artificial General Intel-
ligence (AGI) approach for composing plans at runtime, and extending the multi-agent
system’s reasoning cycle with the anticipation process. Also, to make transparent and
trustworthy interactions between humans and robots, a model based on the trust the-
ory was implemented to justify the robot’s decision-making results. The justification
process enables the robot to justify itself when something wrong occurs or cannot per-
form some operations. The cognitive architecture was developed using Jason and the
CArtAgO frameworks. Jason is the framework for developing a multi-agent system
based on the Beliefs-Desires-Intentions model, and CArtAgO is the framework for em-
ploying the Agent-Artifact meta-model into the multi-agent system (the cognitive archi-
tecture). Thus, the realized cognitive architecture extends and exploits the Jason rea-
soning cycle introducing a new situation-awareness method. In this way, it was possible
to realize an architecture with all the strength of a BDI model and the other techniques
used to realize architecture’s modules. Results of this dissertation concern the creation
of a new cognitive architecture that uses some technologies never used before in the
Human-Robot Teaming Interaction (HRTI) research field.
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Chapter 1
Introduction
Thanks to the maturity reached by the Artificial Intelligence (AI) today, it is possible
to have more and more autonomous and intelligent machines. In the last few years, we
assisted in a rapid increase in robots’ deployment for filling roles previously assigned
to human beings. In the past, robotics was seen as an engineering field apt to build
machines able to substitute humans in heavy works to optimize industrial production
and lighten the workers’ workload.
Nowadays, industries, governments, and society reclaim robots able to satisfy more
general and complex tasks. For instance, it is already possible to see robots deployed
in domains in charge of performing operations hitherto entrusted to humans. It is the
case of robots employed as caregivers or operators to the services of promotion and
reception.
Hence, service robots have to satisfy users through interactive capabilities that in-
volve language, sight, and those human characteristics relevant for fruitful interactions.
Even if these robots perform jobs in place of humans, robots currently work for them
and not with them. The concept of work with humans is at the base of the Human-
Robot Teaming Interaction (HRTI) paradigm.
For doing that, the robot has to reproduce human behavior. Studying human-human
interaction is necessary for understanding which abilities an artificial system, such as a
robot, has to show.
In human-human interaction, a team member, first and foremost, knows the team’s
overall goal. He knows what he wants to do. Hence, he intentionally decides which
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purpose to commit. He is also aware of what he can do, i.e., his capabilities; accordingly,
he selects the goals he can reach and the corresponding plans of actions.
A team member is also aware of the surrounding environment: he can associate any
new element in the situation with the content of his knowledge base. A team member
owns a knowledge base that includes a large number of items. He must select only items
relevant to the context in which he is operating. A team member can communicate with
the other teammates to update his knowledge base on the environment and explicitly or
implicitly delegates actions to other mates; he asks how to do something he cannot do.
He observes what other members are doing and, if the case, he anticipates actions or
cooperates with other teammates. He sees what the other teammates are doing, decides
what to do, and whether to do something based on his emotional and stress state, on the
trust level he has in the other teammates and himself. A team member understands if the
operative condition for pursuing actual objectives changes. In this case, he can re-plan
or create a new plan from experience. He can explain to the other team members what
he is doing and why and, if the case, why he cannot do something. Finally, he learns
from experiences and stores all the information about the continuously changing world.
Challenges, in this domain, concern two aspects of a generic intelligent system that
have to work in a team, the reasoning system and knowledge management. Other ele-
ments influence human-robot teaming interaction, such as establishing a level of trust in
others, establishing a level of cooperation among team components, and feeling emo-
tions, producing mental states.
In this domain, so, a reasoning system has to support abilities for realizing cogni-
tive skills, such as the imaginary, self-modeling, theory of mind, and decision-making
processes for supporting runtime planning and the capability to compose plans at run-
time without the supervision of a programmer. The knowledge management system has
to model the abilities to acquire and organize knowledge. In this context, knowledge
representation, cognitive linguistics, and techniques of natural language processing and
description logic could help face the challenges.
This dissertation aims to contribute to human-robot teaming interaction systems
proposing a solution based on the development of cognitive architecture. Since the
domain is complex and not easy to face, the architecture should offer the most suitable
combination of reliability, feasibility, and robustness to simplify all mechanisms be-
hind the development of intelligent systems, such as robots, for Human-Robot Teaming
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Interaction.
1.1 Motivations and Goals
In the past years, robots were used as instruments to perform heavy tasks in place of
human beings. Today, the interdependence between society and technology boosts the
robot’s concept to a higher level: to be more than a simple replacement. Designing
a system for HRTI requires the study and application of psychological and scientific
theories to produce computational models that are reliable both from a scientific and
social point of view [191]. Thus, implementing HRTI applications has to start analyzing
concepts and components of the human-robot teaming domain [138]. The idea behind
this dissertation’s development is related to what a team is and how it is possible to build
machines that act as team-member.
Creating human-robot teams means realizing that hardware and software systems
can adapt to the context to evolve with the advancing technology. In general, robots
struggle with humans cause they do not own enhanced and sophisticated capabilities to
let operation in real-time. Another big deal is the dialogue that could produce incorrect
responses making interaction jittery. These issues make the interaction poor, unnatural,
and inefficient, compromising the team’s success. As authors said in [138],
High-performing teams operate with dynamic skillsets, including anticipa-
tion and prediction, to handle more complicated scenarios and workflow.
So it is fundamental to endow robots with skills for acting in dynamic and changing
environments, bridging the gap between the hardware/software resources and the theo-
ries of Human-Robot Teaming Interaction (HRTI) as well as paying attention on teams,
teamwork, and the team performance [106, 180].
Typically, teammates share the same objectives and the same knowledge of the envi-
ronment. They know the goal and have a plan to reach it, collaborating and cooperating
with the others. Collaboration and cooperation amount to learning their abilities and
others’ ones, interacting each time something is unknown or is going wrong, or each
time a task has to be delegated to another or adopted by another.
Also, collaboration and cooperation imply explaining why an action/task failed or
was not performed. Moreover, the teammate may anticipate another member’s actions
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due to continuing observing the other mate and the environment. Knowledge of the
domain is continually updated to let teammates re-plan or create new plans if necessary.
Knowledge of the environment also includes developing a model of the self, the inner
state of the teammate changes over time and influences, and the general knowledge of
the environment, the goal to pursue, and the decision-making process.
Generalizing, features of human-robot team systems require to investigate and an-
alyze (i) knowledge acquisition, representation and updating, including memory man-
agement, (ii) environment representation, inner and outer one, (iii) plans selection or
creation (iv) learning, (v) introspection, for allowing team members to be aware of him-
self and his capabilities.
To better explain the motivation of this dissertation, three scenarios are described.
In the first case, the working environment is known in advance, and a human-robot
team has to carry out a task. It is static, and it does not change at runtime. This situation
may be faced using standard approaches, well known and described in the literature,
such as reasoning systems based on the Beliefs-Desires-Intentions (BDI) logic [168]
and its implementation using Jason [27].
The second case foresees a robot that is not fully able to act autonomously by phys-
ical limitations or environmental constraints. This situation implies an intervention of
the human under an explicit request of the robot. It is a collaborative work. Even this
case, if properly treated, could be faced using the BDI logic and the Jason framework,
the CArtAgO meta-model [171] could be added to improve results.
Whilst, the third case is more complex. This time, the robot partially know the
environment, and probably at design time, not all plans and knowledge were given for
handling occurring situations. Besides, the teammate could or could not face every
unexpected event that the environment could produce. Thus, the interaction between
humans and robots could be affected, as well as the team’s success. This fact happens
when interactions bring out new terms of operability that must be worked out to decide
what action to take. Generally, when a team is made up of only humans, they choose
actions from their experience, the knowledge they have of the other team member, the
trust they place in the other team, their emotional state, or the anticipation of others’
actions.
This dissertation proposes a solution for building robots to operate in a team even
when some conditions lack. The solution is based on a cognitive architecture, designed
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and implemented for robotic purposes.
Before starting to develop a novel architecture, existing ones were studied. Each
architecture shows a predominant and reliable ability for a context and not for another,
so it is important to study them to understand their capabilities and limits.
A generic cognitive architecture is based on a cognitive model that implements a
reasoning cycle. There is no common definition of what or whatnot is a cognitive ar-
chitecture; the definition lacks a clear and sharp formulation. Making my own words in
[132]:
The term “Cognitive Architectures” indicates both abstract models of cog-
nition in natural and artificial agents, and the software instantiations of
such models which are then employed in the field of Artificial Intelligence
(AI).
Most cognitive architectures are based on agent [74, 209, 124].
Differentiation of these cognitive architectures could be done looking at their char-
acteristics, that in general are the memory organization and the type of learning [57].
The proposed cognitive architecture is based on a multi-agent system with central-
ized memory management and capabilities for learning plans at runtime as well as an-
ticipating actions’ results. Besides, trust theories and developmental models were ana-
lyzed to introduce the justification process and a system for measuring teammates’ trust.
These last contributes to making the decision-making process transparent and explain-
able.
1.2 A Cognitive Architecture for Human-Robot Team-
ing Interaction
In recent years, various cognitive architectures have been studied and developed. They
served to explore the main characteristics of the human mind.
Figure 1.1 represents the cognitive architecture, the result of my thesis work, devel-
oped for supporting roboticists in writing application for Human-Robot Teaming Inter-
action (HRTI). The architecture was designed following the guidelines defined into the






















Figure 1.1: The cognitive architecture for Human-Robot Teaming Interaction [44].
Principal novelties and differences in this cognitive architecture are the ability to an-
ticipate results and composing high-level plans at runtime under the assumption of insuf-
ficient knowledge and resources [205]. In addition, models for making transparent and
explainable the reasoning system were realized. Besides, aspects of knowledge man-
agement, such as designing knowledge models and realizing a computational method
for autonomously expanding knowledge at runtime, were given. Self-awareness was
developed using standard cognitive approaches, well known in the literature, and em-
ploying mainly the practical reasoning system [28], typical of beliefs-desires-intentions
agents [215].
The theoretical framework underlying the development of architecture is the Global
Workspace Theory (GWT) theoretical framework, introduced by Baars [13, 15, 16, 17],
and implemented in the LIDA cognitive system [186]. Thus, the proposed architecture
follows the guidelines of Laird et al. [122] and exploits the GWT model and takes
inspiration from LIDA.
The starting point is the generalization of all the characteristics of the cognitive
architectures studied that led the representation in Figure 1.1. Before going into the
details of the proposed architecture, discussed in the next chapters, it is worth to make
a hint to some necessary starting hypotheses.
A team made up of humans and robots is a complex system. The global behavior
and characteristics of the system emerge from interactions. The behavior of a complex
system cannot be analyzed and implemented as the sum of the single components, the
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system must be seen as a whole. The cognitive architecture in Figure 1.1 is developed
employing the Jason and CArtAgO framework. Thus, the cognitive architecture is based
on the Beliefs-Desires-Intentions (BDI) agent model. In our vision, a robot may be
managed by a set of agents that cooperate and collaborate to reach a common and shared
objective.
1.3 Research Objectives and Questions: Hypothesis and
Claims
Today we are invited to take part in an important appointment with history, a turning
point for our society that sees intelligent machines and technologies, the future, and
innovation useful to improve the living conditions of today’s society and increase the
well-being of the individual. A further technological and industrial revolution is under-
way. It is changing and will probably change our habits, replacing our current lifestyle
in favor of a less demanding and tiring model.
All this will be thanks to the correct use of robots and artificial intelligence algo-
rithms to allow these machines to operate correctly in our society to achieve a better
world.
Researchers and scientists worldwide are working to make it possible, developing
robotic platforms and algorithms that will blend and integrate, adequately, in every so-
cial tissue of our society.
This research work aims to endow programmers to develop a cognitive system that is
more than a reasoner, like most cognitive architectures, since components of the system
are written to be hosted by robots. Components integrate main important capabilities
inherited from computer vision and speech recognition, or techniques for scheduling
tasks.
Figure 1.2 shows an organization chart of this dissertation. The work done for pur-
suing the objective is grounded on two important pillars of Artificial Intelligence:
• Human-Robot Teaming Interaction (HRTI) — This research area is a fork of the
most known Human-Robot Interaction (HRI). This research aims to realize a sys-
tem able to interact with people during cooperative and collaborative tasks, in-
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Figure 1.2: The Thesis Outline.
system is necessary to move toward several disciplines from engineering to psy-
chological subjects. The HRTI tries to model the teaming context’s social behav-
ior for building autonomous robots that work with humans and not for humans.
• Multi-Agent System (MAS) — This technological paradigm was born for han-
dling complex systems and solving complex problems. The multi-agent paradigm
uses a multi-agent system to design and develop software architecture on which
agents communicate with each other to solve tasks. Implementing a multi-agent
software architecture, a field of software engineering Agent-Oriented Software
Engineering (AOSE), supports developers and programmers to project the archi-
tecture following rules and methodologies. Moreover, the multi-agent approach
enables programmers to develop a distributed AI system through its native sup-
port.
The field of Human-Robot Teaming Interaction (HRTI) involves several research
domains; nonetheless, the study of artificial intelligent systems for letting interaction
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between humans and robots asks for psychological support that helps model mecha-
nisms that drive interaction among people. Before developing a system able to interact
with humans, it is mandatory to investigate which behaviors this type of system has to
show and which characteristics are essentials. For doing that, I searched which relevant
questions are needed to answer to significantly contribute to the human-robot teaming
interaction domain.
Here, the list of questions that I want to answer with this dissertation. The following
chapters collect the results of the work done in these three years of doctorate.
Q1 — What are the characteristics that a cognitive system must have to support human-
robot collaboration ?
claim — A cognitive system is an entity in charge of learning and reasoning about
facts and goals that an artificial life has to reach during its evolution. Gener-
ally, it is deployed onto the physical system for functioning properly. There-
fore, it needs physical support that lets the cognitive system acting in the
environment through actuators and sensing the surrounding context through
sensors. A cognitive system might be synthetic or biological, and it works
as humans or animals. Another important characteristic of a cognitive sys-
tem concerns the ability to learn and adapt to the changing environment;
nonetheless, this ability regards non-trivial cognitive systems.
hypothesis — The main characteristics of a cognitive system can be extended and adapted
to support a complex scenario. Exploiting this paradigm, performing cog-
nitive architectures’ functionalities let them follow teams’ will, even at run-
time.
Q2 — How can I implement a system capable of finding new plans at runtime?
claim — The capability for a cognitive system to adapt its behavior for specific envi-
ronment and context passes from the capability to search and apply the most
suitable plan not given at design time.
hypothesis — For composing high-level plans at runtime in Jason is necessary to build
a computational model that could overcome Jason’s limitation without ne-
glecting its nature. For instance, another logical formalism overcomes Ja-
son’s limitation and let the agent compose high-level plans at runtime.
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Q3 — How can I equip an agent with the capacity of imagination ?
claim — Imagination constitutes a trigger for the decision process. It can be realized
using theories of self-modeling and theory of mind. Endowing the robot
with self-modeling abilities makes it able to test operation before their real
performing and anticipate the other team members’ action.
hypothesis — Equipping a cognitive agent, or better, a robot with this capability requires
to use of theories of self-modeling and theory of mind and let the agent to
test operations before their real performing and to anticipate the action of
the other members of the team.
Q4 — How to allow an agent to manage its knowledge at runtime ?
claim — For modeling domain knowledge a robot uses tools for organizing it and
retrieve information stored within the knowledge base. The knowledge base
is handled using through knowledge management systems.
hypothesis — A knowledge management system uses architectural and computational as-
pects for handling a knowledge base. The cognitive architecture uses an on-
tology to represent the domain knowledge, and a centralized approach over-
whelms the problem of syncing all agents with updated information to plan.
Based on natural language processing techniques, a linguistic-computational
model organizes and increases the knowledge at runtime in an unsupervised
way.
1.3.1 Contributions
The main contributions of the work presented in this dissertation are:
• A cognitive architecture for Human-Robot Teaming Interaction (HRTI);
• A simulator prototype to implement an inner representation of the robot model
for realizing self-modeling and anticipation capabilities;
• A knowledge management system for cognitive architecture;
• A method for letting agents composing high-level plans at runtime;
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Cognitive Model Design
Case Study: Building Autonomous Robot for Healthcare
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Figure 1.3: An overview of the job done for writing this dissertation, subdivided into
three pillars.
• A method for endowing robots with a justification process employing a model of
trust;
• A theoretical model for trust estimation;
1.4 Dissertation Outline
The remainder of the dissertation is organized as follows.
Chapter 2 contains the background required for realizing this dissertation and the
job done during these years; Chapter 3 describes the cognitive architecture proposed
for implementing Human-Robot Teaming Interaction applications, the BDI extension
and the module to anticipate actions; Chapter 4 is in charge to explain from a double
point of view the techniques used for managing knowledge, the first part of the chapter
is dedicated to the designing of the knowledge management system and the second
part of the chapter introduce a new computational model for knowledge acquisition
and upgrading; Chapter 5 shows the implementation of a portion of the system for
letting anticipation works and a computational method used for composing high-level
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plans at runtime. Chapter 6 show a case study on which the architecture was used
for implementing an application for human-robot interaction in the healthcare domain;
Chapter 7 introduces two theoretical frameworks for enabling trust prediction in the
cognitive architecture and in general in human-robot interaction. In Chapter 8 some
conclusions are drawn.
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Chapter 2
Background
The Human-Robot Teaming Interaction (HRTI) is a research field that crosses over sev-
eral domains.
In this chapter, the background for contextualizing the work done in this dissertation
and the results reached during this journey are presented.
The chapter is organized in order to treat each content necessary to frame the prob-
lems and the solutions faced and used to accomplish the goals of this dissertation, ac-
cordingly with the state of the art.
2.1 The Role of Robotics into the Society
Cooperative robots are used in various domains: industrial [62], search and rescue [163],
space exploration [113], social assistance [32] and healthcare [145, 172] are only a
subset of the large number of robotic applications [198].
The manuscript written by Prof. Raj Reddy [169] highlights the potentiality and
potential killer applications of robotics in several contexts. He identified several robotics
applications that make the difference in term of well being for humanity.
At the moment, we often hear about the role of robotics in society. Discussions and
evaluations of the actual use of robotics as a tool for solving critical problems that affect
the population are under investigation by international commissions.
International Federation of Robotics (IFR)1 and the Robotic Industries Association
1https://ifr.org/
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(RIA)2 analyzed the market in order to highlight the trend of robotic applications. From
a rapid analysis, and searching on the web, currently, society claims for robot able to
work side-by-side with humans.
This field, known as Human-Robot Teaming Interaction (HRTI), or also as Human-
Robot Teaming (HRT) or yet Human-Robot Team Interaction (HRTI), is an advance-
ment of the research field of human-robot interaction [89] moving the attention on
human-robot collaboration.
Human-Robot Teams field studies the interaction among humans and robots during
cooperative or collaborative tasks. The basic principle of the HRTI paradigm is to create
robots able to work alongside humans. In this domain, research centers, universities, and
industries look for solutions for facing the challenges related to this research area.
2.1.1 Human-Robot Teaming Interaction: a Collaborative Approach
The aim of HRTI is building robots that are more than autonomous systems able to
execute actions and interact with humans following the guidelines of the HRI domain.
A robotic teammate has to be an active member of a team, and not a mere tool for
acting. Thus, the standpoint of teamwork for building human-robot teaming interaction
applications is shared with the vision in [105], where robot has to work jointly with
others rather than acting upon others. Hoffman and Breazeal [105] analyzed concepts
and factors for working in a team made up of humans and robots, proposing a framework
for realizing a humanoid robot envisioned for working with astronauts, Robonaut.
Theoretical foundations for the HRTI has to search in the human-human teaming
interaction counterpart. In fact, humans are good in cooperation and collaborative tasks
because they exchange continuously information and are able to infer using their senses
all the knowledge required for pursuing an objective in a task. Questions, for building
robots able to interact with humans in team that works in human-like fashion, may be
searched in the mechanisms of human interaction.
A robot for acting in human-like fashion has to show abilities and cognitive skills








Each of this term implements specific features in a robot. Theories are based on
the principles defined by Bratman in [30], the shared cooperative activity. This last
lets scientists model the HRTI exploiting the psychological behaviors at the base of the
human reasoning.
For identifying concepts and components about human-robot teaming [138], we
need to look at the human-human counterpart. As authors highlighted in [138] a team-
work has to endow mainly with the communication, coordination and collaboration
components. The first represents the capability to exchange information among team-
members. Communication could be driven by robotic skills such as dialogue systems
[192, 129], vision-based interaction system [102, 159] or simply exchanging data over
the network for remotely cooperative task [125]. The second components, the coordi-
nation, is in charge to orchestrate the robot with the aim to let it integrate in the team
for creating interactions that are in unison with the other member. Characteristics in-
troduced before are fundamental to implement coordination [105]. Team members has
to share the common ground, has to show joint activity capabilities and implements
method for predicting mate’s behaviors. These ingredients are necessary to implement
the effective coordination [110]. The latter components points to the collaboration. Col-
laboration is a joining activity task, in which teammates work side-by-side to reach a
common goal. Collaborative tasks could be spontaneous or planned [89, 220]. The dif-
ference between these two type of interaction lies in the context, the environment, the
objective and so, the situation.
Thus, it is important to recognize which theories contribute and analyze them to de-
sign a human-robot teaming system. A review manuscript emphasizes the relevance of
theory to human-robot teaming research and development [191]. The paper summarized
which factors contributes to enabling robots to be good in HRTI, as well as integrating
theories of self-modeling and theory of mind [182].
Designing HRTI systems require a kind engineering process for representing and
developing human capabilities in a robot. Current theories show a high-level potential
on the usage of human social behavior theories and cognitive processes.
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The next sections show the state of the art of the theories and frameworks used for
implementing the solutions discussed in dissertation.
2.2 Cognitive Models for Artificial Intelligent Systems
Realizing intelligent systems that act as humans requires an in-depth analysis in mod-
eling human-like cognitive capabilities. Artificial intelligence methods, sometimes, are
not suitable for modeling them. The machine consciousness research field seems to be
a solution for addressing this issue. Even, machine consciousness is rooted in the past,
history is not so long, and we could almost say that it is a discipline that recently is
evolving for supporting researchers and engineers in modeling cognition. Machine con-
sciousness started to be a new way to realize consciousness. The manifesto proposed by
Chella and Manzotti shows [48] a careful theoretical analysis about the characteristics
of machine consciousness to be applied to robots. Summarizing the manifesto, issues to
face are embodiment, situatedness, emotions and motivations, unity, time, free will, rep-
resentation, and, last but not least, qualitative experience [48], each of them contributes
equally in the development process.
A wide range of consciousness functions were suggested principally by Baars [12].
Baars proposed aspects such as definition and context setting, adaptation and learn-
ing, flagging and debugging, recruiting and control, prioritizing and access-control,
decision-making, analogy-forming function, metacognitive and self-monitoring func-
tion, and autoprogramming and self-maintenance function. Aleksander, in [5], sug-
gested other principles at the basis of the development of conscious systems, some of
them are perceptual learning and memory, prediction, self-awareness, representation of
meaning, will, learning utterances and language, instinct and emotion.
Let us consider machine consciousness research field as the underlying theory for
developing cognitive architectures based on awareness, memory, learning and anticipa-
tion.
2.2.1 Overview
A cognitive architecture determines the structure of a computational cognitive model,
applied in a generic domain, by underlying the infrastructure of an intelligent system.
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Typically, cognitive architectures include modules representing the short and long-term
memory and the functional processes operating on memory modules for realizing learn-
ing and action mechanisms. The literature proposes various cognitive architectures, a
recent survey reports the last 40 years of cognitive architecture, detailing their charac-
teristics and capabilities [119].
Cognitive architectures are in charge to create programs that are able to reason about
problems across different domains, adapt to new situations and reflect on themselves and
others. They are a part of the wide research area of general artificial intelligence. With
the aim to model the human mind, cognitive architecture reveled to be good even for
building artificial systems that show human-like capabilities. Cognitive models, at the
base of the cognitive architectures, draws their skills from the cognitive science research
fields, and that is why, designing and modeling cognitive architectures require a wide
knowledge across several domain.
As mentioned by Russell and Norvig [177], an artificial intelligence may be realized
designing systems that think and act like humans, rationally. Cognitive architectures are
able to implement this type of artificial intelligence systems. Each cognitive architecture
is built on a set of aspects that differentiates one architecture from another. Depending
on which cognitive aspects the architecture implements, it is possible to classify this
type of architecture. Another classification, the most common used in this field, is based
on the type of representation and information that they implement. This classification
is a three-paradigm classification, the paradigm are: symbolic, emergent and hybrid.
The first, mainly, refers to cognitive approach, the second uses mainly a connectionist
approach, the latter, as the name suggest, an hybrid approach. In other terms, a symbolic
approach uses symbols for representing concept that can be manipulated through proper
instruction set. This set could be, for instance, simple if-then rules applied to symbols
for representing the facts known about the context on which the cognitive architecture is
working. The emergent approach is more oriented to resolve learning and adaptability
issues by building architectures similar to neural networks, where the information flow
represent the propagation of the signals among nodes. Hybrid architectures attempt to
combine elements of previous approaches, symbolic and emergent.
As the survey [119] highlights the major applications of cognitive architectures in
robotics concerns the development of system for obstacle avoidance and navigation, and










Figure 2.1: Common modules in cognitive architectures.
In literature, there exists various types and version of cognitive architecture, but very
few architectures are well supported and maintained. The common cognitive architec-
tures take into account some aspects neglecting others, depending on which context are
designed and what they want to deal with.
Among the most known cognitive architectures, some are inspired by psychology
and biology (for instance CLARION, SOAR, ACT-R, . . . ) [8, 123, 189] and other by
agent technology, like for instance LIDA [75]. The fundamental principles they under-
pin are that every autonomous agent, be it human, animal, robot, software component/a-
gent, etc., has to continuously sense the environment and reason on it to be able to select
the appropriate action to reach an objective (action-perception cycle [79]). The previ-
ous scenario is the simplest one: an intelligent agent that has to be endowed with the
capability of answering in a specific context exhibiting the right action. Thus, regardless
of the context, a cognitive cycle can be schematically outlined as the module receiving
all the sensorial data and the one processing them thus resulting in the corresponding
action, as figured out in Figure 2.1.
In addition to these two modules, there is a basic module that manages everything
related to data storage for further processing. This allows to represent, and therefore to
implement, a system in which the decision-making process passes from the elaboration
of a set of data, relative to everything that is perceived, memorized in the system. In
existing architectures, the memory is mainly divided into short-term memory and long-
term memory. The short-term memory stores all the facts and elements relating to the
current moment. The long-term memory contains all data and events that are held in-
definitely. Long-term memory is further divided into explicit and implicit memory in
all its different forms (episodic, semantic, autobiographical and others) already widely
debated in the literature [150, 6].
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So, the memory module plays a fundamental role in reasoning on and learning the
current situation to trigger the decision process.
Nevertheless, frequently human-robot teaming applications are not so simple to be
sketched through these three simple modules but it is necessary, at least, that the memory
mechanism also refers to all the evidence coming from perception and from knowledge
of self and from the perception and knowledge of all the other agents present in the
environment. This means that, in a human-robot teaming context, architectures must
contain the modules useful for the representation of itself, of the (physical) world around
and the other, including all the mental states that this fact entails.
To date, most architectures base their decision and learning process only on the con-
cept of stored data or fact and not on the notion of mental state. So the implementation
part of most known cognitive architectures is still missing. Our contribution lies in the
creation of a cognitive architecture in which memory also contains all the information
about the mental state so that the perceive-act cycle becomes what we call the perceive-
proact cycle. Besides, the proposed architecture in Section 1.2 can be easily mapped
into a BDI agent architecture [217, 84] for the effective implementation of the cognitive
system, the software instance of a cognitive architecture.
2.2.2 Cognitive Architectures
Cognitive architectures are system arrangements for the production of human-like cog-
nition. They try to combine and implement a large set of cognitive functionalities. Cog-
nitive functions are in general: Perception, Attention, Prediction, Learning; Memory,
Imagination, Planning, Judgment, Reasoning, General Intelligence, Emotions, Natural
Language, Motor Action Control. A large number of cognitive architectures were de-
veloped during years. Samsonovich tried to list3 them in [181].
This section shows relevant architectures studied during these years and that drove
the designing process of the architecture shown in Figure 1.1.
3A comparative table of implemented cognitive architectures is available at this link:






































Figure 2.2: A list of cognitive capabilities implemented into the cognitive architectures
that inspired the one proposed in this dissertation. The image figures out the usage of
the selected cognitive architectures in specific domains. The pie charts were redrawn
reading values from the website (see footnote 4), please refer to it for more details.
Redrawn from [119].
Brief Considerations
An in-depth analysis about the usage of cognitive architectures for applications was
done in [119]. Authors collected case studies and applications with which researchers
and engineers used cognitive architectures for specific application domains and facing
artificial intelligence challenges4. The manuscript shows a graphical representation of
cognitive architecture applications related to their set of competency, accordingly with
Adams et al. [1]. In Figure 2.2, a portion of the content shown in [119] is figured out.
Selected cognitive architectures are the most known and used in the scenario of
artificial intelligence. These architectures realize, mainly, psychological experiments,
games, and puzzles.
These architectures implement cognitive skills and capabilities through their cogni-
tive models. Overall, they are not thought to be used for collaborative tasks and they do
not take into account the mechanisms of anticipation for the HRTI domain, like the one
developed in the proposed cognitive architecture.
Besides, the proposed cognitive architecture was developed for robotics and Human-
Robot Teaming Interaction.
4URL available at http://jtl.lassonde.yorku.ca/project/cognitive_architectures_survey/applications.html.
Last accessed: Jan, 23 2021.
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Figure 2.3: The ACT-R Cognitive Architecture.
The ACT-R Cognitive Architecture
ACT-R [9, 7, 173] was defined as the architecture for modeling cognition. Mainly de-
veloped by Anderson and Lebiere, ACT-R aims to define the cognitive and perceptual
operations that enable the human mind, at the base of human reasoning.
ACT-R was inspired by the work of Newell and his idea of unified theories [149].
ACT-R, in Figure 2.3, is an architecture that is concerned with reproducing the most
important characteristics of human behavior. ACT-R consists of a set of modules, each
of which is intended for the creation of a different type of information:
• sensory modules, dedicated to visual processing;
• engine modules, dedicated to action;
• intentional module, dedicated to the pursuit of objectives;
• declarative module, dedicated to the maintenance of knowledge in the long term.
Each module coexists with a buffer that contains a declared relational structure (of-
ten called chunks) which, together with the buffers of the other modules, constitutes the
short-term memory of ACT-R. In particular, a chunk consists of a vector representation
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of individual properties, each of which is accessible through a particular label. The co-
ordination of the different modules is entrusted to the elaboration of certain production
rules stored in a long-term memory, each of which has a cost (in terms of time needed
to achieve the objectives) and a probability of success; each module, through the buffer
associated to it, communicates to the outside and, therefore, their content will affect
the choice of the central system on the next action to be performed. To each chunk is
associated a basic activation that reflects its past use and influences the recovery from
long-term memory. The operations within a module are carried out in parallel, while
the communication between two modules must necessarily pass through the procedural
module that operates in serial mode, launching only one production at a time and form-
ing the main bottleneck of the system. One of the fundamental aspects of ACT-R is the
subdivision of memory into two distinct parts: declarative memory, represented by the
declarative module, keeps knowledge accessible from the consciousness on which one
can reason and procedural memory, represented by the procedural module that keeps,
instead, the capabilities that the human being generally does not use in a conscious way.
The Global Workspace Theory
The Global Workspace Theory (GWT) is a cognitive model proposed by Baars [15,
16] which is described metaphorically as a theater where several actors (the working
memory, ensemble of expert systems) compete between them to earn the “spotlight of
selective attention” on stage (the consciousness), while most of the background work
remains invisible and behind the stages (the unconscious) [13].
Baars sees the consciousness as a biological adaptation that allow the brain to learn,
understand and interact with the outer world [13]. Baars thought to this model as some-
thing that is distributed as the model of the brain that he imagined. Everything is con-
tained in the consciousness, perceptions, inner speech, imaginary, feelings, emotion and
other cognitive functions that help the system to reason. For Baars the brain has not a
central command, instead each node of the network is in charge to produce some activ-
ities and they are controlled by their aim and contexts. The focus of the Baars global
workspace theory is the namesake model. The Baars Global Workspace model [12, 13]
uses the concept of a network of neural assemblies that would show the content of the
consciousness. Based on a central working memory, called global workspace, it acts
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Figure 2.4: The Global Workspace Theory Model. Image from [15].
as a theater stage that displays and broadcast the content of conscious and unconscious
audience or resources. This last consists of operators such as the memory system, ac-
tion control, skills and other capabilities useful for performing actions or sensing. The
model is shown in Figure 2.4. To simplify the description of the architecture, it is pos-
sible to thought to the GWT model as a blackboard model [15]. A blackboard model in
Artificial Intelligence is a computational method in which a problem is written on the
blackboard, available to be used by all specialist operators that works upon the problem.
This operators are usually called expert systems. To summarize the GWT model, it is
possible to assume that the GWT is a theater model derived from the blackboard models
of Artificial Intelligence. It consists of a number of specialists modules and a common
area, called working memory area, the global workspace broadcasts its contents to all
its expert modules. Each expert system competes with others to transmit its contribu-
tion in the global workspace. With the GWT, it is possible to explain and simulate the
conscious and non-conscious activities and it explains also the serial narrow bandwidth
nature of the stream of consciousness. To conclude, each expert system operates in
parallel with other and subconsciously. For more details, look at [17, 14, 16].
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Figure 2.5: The LIDA Cognitive Model. Image from [76].
The LIDA Cognitive Architecture
LIDA [186] (Learning Intelligent Distribution Agent) is an architecture that uses the
hybrid approach. The symbolic scheme coexists with the emerging connectionist ap-
proach in the LIDA memory organization. In contrast to biologically inspired cognitive
architectures, LIDA models the mind from the perspective of an agent model [73] and
not the brain.
The architecture provides separate modules for perception, emotions, selection of
actions, learning and problem-solving, as well as a finely organized memory in special-
ized components. Most of the operations are performed by codelet: small, simple, and
highly specialized programs that are waiting for certain conditions to occur to perform
their task.
The LIDA architecture is derived from IDA (Intelligent Distribution Agent). IDA
was developed to obtain an intelligent, autonomous and conscious agent [72], who could
perform tasks in place of human beings and who could do it with the same results. LIDA
extends it adding three learning modes: perceptual, procedural and episodic.
Cognition is based on the Global Workspace Theory [12].
In LIDA, Global Workspace (GW) is the area where the structures created during
the attention phase of the cognitive cycle compete to become conscious. The winners
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are transmitted to all modules of the system via conscious broadcast.
The LIDA cognitive cycle, shown in Figure 2.5, can be seen as the fundamental
constituent element of all higher level reasoning processes, divided into three phases:
(i) perception and understanding; (ii) attention or interpretation; (iii) action and learning.
Perception starts the cognition via sensory stimuli, with the activation of low level
characteristic detectors whose value is represented in the sensory memory. The two-
streams hypothesis [88] lets understand which components of architecture are influenced
by perception, the hypothesis divides in two flows: (i) the ventral flow is associated
with the thing, that is the identification and recognition of shapes and objects. It is
characterized by a higher degree of awareness; and (ii) the dorsal flow is associated with
the where and how (such as, the awareness of spatial relations and related actions). It
is mainly unconscious but more immediate.
The second phase has as an end the awareness of the observed data and the conse-
quent updating of the long-term memory, for the purposes of subsequent learning. Each
attention codelet examines the Current Situational Model (CSM) in search of elements
inherent to its field of competence, established by the task.
As soon as an attention codelet finds in the CSM a structure of its interest, it in-
cludes it in a coalition [12] and copies it in the global workspace. An Attention Codelet
(AC) can either add structures to its coalition or merge its coalition with that of another
codelet. The coalitions created in GW compete to determine which one is more relevant
and therefore deserves to become part of the conscious sphere with greater urgency.
The competition is based on activation, as each coalition has been assigned a level of
activation that depends on four factors:
• The basic activation level c from the AC that created it.
• The degree of correlation σ between the structures and the task of the codelet.
• The activation α of the structures that compose it.
• A scale factor related to the state of progress t in a possible refactoring period T.
The refactoring [76] is triggered when the winning coalition has a particularly high
activation and requires to assign to new coalitions activation initially low and gradually
increasing over the period. This mechanism allows to temporarily give precedence to
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pre-existing coalitions that although not winning had a high relevance, rather than the
new ones.
The action phase starts as soon as the procedural memory receives the conscious data
broadcast from GW. In the action selection, the behaviors are organized in a network
on the model of the Maes architecture [139], in which each module is specified by pre
and post conditions and by an activation level. In this case, given a behavior, a node
is identified by the action, the links with the predecessors are defined according to the
contexts and those with the successor nodes according to the results.
NARS: The Non-Axiomatic Reasoning System
In the field of consciousness for artificial systems, a novel paradigm leads the next gen-
eration of artificial intelligence. This paradigm, knows as Artificial General Intelligence
(AGI), is the hypothetical intelligence [104] of a machine that shows human capacity in
reasoning and understanding. The role and the strength of AGI are clear, some academic
refers to it as the strong AI. The AGI is intended to perform cognitive abilities and not
limited to specific problem solving or reasoning tasks. In the next paragraph, an AGI
system is presented: NARS.
Non-Axiomatic Reasoning System (NARS) is a general-purpose reasoning system
that uses the Non-Axiomatic Logic (NAL) [207]. NARS is able to reason under the
assumption of insufficient knowledge and resources [205].
According to Wang, NARS is based on the belief that the essence of intelligence is
the capability to adapt to the environment and to work with insufficient knowledge and
resources, so in NARS, “intelligence” is usually taken as an ability to solve problems in
a way similar to humans [203, 204].
NARS is a reasoning system with a unified reasoning-learning mechanism, using
NAL inference rules, a concept-based memory structure, and attentional control. Nars-
ese is the language to produce logical sentences in NARS, it is used as an internal
language for handling I/O. NARS is equipped with self-related mechanisms to allow for
introspective reasoning. [208].
Information acquired from the environment is processed and handled using sen-
tences encoded in Narsese, the language that expresses NAL sentences. NAL [206] is a
term logic with numeric truth values, where each truth value stands for a certain amount
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Figure 2.6: The OpenNARS architecture. Image taken from [98].
of positive and negative evidence.
NARS can be used where knowledge is outdated or generally insufficient. When
circumstances change, plans can become ineffective. NARS can notice this to revise
the truth value of the relevant knowledge. Also, it can build new procedure knowledge
from observations as described in [96], allowing it to be used in cases where developers
cannot prepare it for everything beforehand.
Figure 2.6 shows the design followed by the OpenNARS implementation [98]. As
said before, NARS works under the assumption of insufficient knowledge and resource,
this means that the architecture has to be finite and open and work in real-time. The
Figure 2.6 shows the module of the framework, it is endowed with memory, logic, and a
control component. The memory module supports three primary operations: returning
the best-ranked belief or goal for inference within concepts, providing a pair of con-
textually relevant and semantically related statements for inference between concepts,
and adding statements to memory whilst maintaining the space constraints on the sys-
tem [98]. The logic component is based on NAL [207], it hosts two components, an
inference rule domain-specific language, and an inference rule execution unit. NARS
implements cognitive aspects shown in previous sections, such as anticipation and the
sense of self [208]. Recently, a new design was released for implementing NARS rea-
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Figure 2.7: The Soar Cognitive Architecture.
soner in applications. The OpenNARS for Applications (ONA) system [97] shares the
logic and conceptual ideas of OpenNARS, the event handling, and procedure learning
capabilities of ANSNA [95, 96], and the control model from ALANN [136].
The principal difference between OpenNARS [98] and ONA [97] is the context in
which it is used, while the first is related to academic and research context, the latter, as
the name suggests, is oriented to the application domain, such as robotics application,
smart-cities, ambient intelligence, and others.
The Soar Cognitive Architecture
Soar is a symbolic cognitive architecture created in 1983 by a work started by Laird
and Newell [123]. Still today it is in continuous evolution including more and more
capabilities. The main objective of the Soar project is to manage the full range of func-
tionality of an“intelligent” agent, from the most trivial routine to the most complex and
indeterminate problems. The main components of the computational theory of Soar are:
(i) goals, (ii) problem space, (iii) states, and (iv) operators.
Figure 2.7 shows the larger blocks that present the primitive memories of Soar (pro-
cedural, semantic, episodic and working) and the smaller blocks that represent pro-
cesses; all the connections between the units of the architecture are represented by ar-
rows. Certain areas of Soar’s Working Memory activate calls to other memories, as
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Figure 2.8: Soar execution cycle. Taken from [120].
can be seen from the presence in the figure of rectangles with rounded corners inside
the central area. Perceptions from the outside world are acquired through the perception
module and stored in the working memory in the form of symbolic structures (Symbolic
Working Memory). The working memory can be considered a global short-term mem-
ory that manages the interaction with long-term memories, both for information and
knowledge retrieval and for learning. The working memory activity can be influenced
by the long-term memories and, in particular, by the procedural memory containing the
productions that represent the core of Soar agents’ reasoning. The productions are es-
sentially composed of conditions and actions. The conditions match according to the
content of the working memory and, if activated, produce effects described by their ac-
tions. Since all productions are controlled in parallel, some of them can be activated in
the same control phase. The main work of procedural memory productions in Soar is
to propose operators, whose actions permanently change the state of the architecture’s
memory. The semantic memory represents a real container of long-term training and
knowledge, while the episodic memory deals with single episodes that collect inside
them the information of certain events. The data of both memories can be retrieved
through specific requests from the working memory. A characteristic of the architec-
ture is the reasoning on impasse. Sometimes the production rules do not have enough
knowledge to make a decision. This problem manifests itself when the decision-making
phase fails to determine a single choice regarding how to change the current state. In
this circumstance it is said that the system has reached an impasse. Soar activates a sub-
goaling mechanism that allows you to search for a solution and possibly learn a new
decision that will be saved in the procedural memory.
As shown in Figure 2.8, the Soar execution cycle consists of the following five steps
(operators) [121]:
1. Input: add new information retrieved from the sensors of Soar;
2. Proposal: activates the productions that produce effects based on the interpretation
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of new data, or proposes new operators to evaluate. The productions continue to
be activated until the state of quiescence is reached;
3. Decision: a new operator is chosen, otherwise a new impasse is generated;
4. Application: the actions triggered by the operator are applied. A new internal state
is generated and the production activation cycle is repeated until the quiescence is
reached.
5. Output: output commands to the external environment in Soar.
The execution cycle is repeated infinitely, unless the agent stops (halt) or the user
interrupts it (interrupt).
The Standard Model of Mind
In 2017, Laird [122] proposed a common computational framework. He called this
framework Standard Model of Mind. The hypothesis is to provide an appropriate com-
putational abstraction for defining a standard model, and so this abstraction, in turn, is
an architecture too. Authors started analyzing the state-of-the-art cognitive architecture
and finding correspondence among them. The hope was to suggest some guidelines
for designing cognitive architecture, in which the mind of the cognitive architecture
behaves in a human-like fashion. Authors claims that proposing a standard model of
mind could help scientists and researchers to speed up and enhance the quality of the
research on this field, producing architectures that meet requirements and constraints in
the development process of intelligent systems.
The Standard Model of Mind is the result of a long research work in the field of
cognition. Authors, in fact, says that their work started in the past, and want to be a
kind of successor of the model human processor proposed in 1983 by Card, Moran and
Newell [36]. Other models influenced the Standard Model of Mind, such as the one
proposed by Newell [149].
The Standard Model of Mind is grounded in: ACT-R, Soar and Sigma cognitive
architectures. ACT-R decomposes the cognition process in five specialized modules
and shows how to integrate the modules in order to create a complete cognitive process.
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Figure 2.9: The Standard Model of Mind. Image redrawn from [122].
one. One decision cycle follows each production cycle. Sigma blends elements both
from ACT-R and SOAR and provides just a single long-term memory.
Figure 2.9 shows the core of the standard model. It starts from perception module,
to conclude with the motor module. The first is in charge to sense the inner and outer
world of the cognitive entity that hosts the standard model, instead the latter performs
operations in the inner and outer world too. The standard model uses a working memory
and two different type of long-term memory, declarative and procedural. Both contribute
to represent the knowledge necessary to decide and acting, each for its own competence.
2.3 Knowledge Representation
The problem of knowledge modeling is one of the biggest challenges in the development
of software architecture based on inference systems or logical rules that use knowledge
as information for deliberating actions. In [187], the term knowledge engineering was
used for describing the field of Artificial Intelligence (AI) apt to design systems for
handling Knowledge Base (KB) in Artificial Intelligence software system. Knowledge
bases lend themselves well for implementing reasoning systems able to operate actions
after a decision-making process. Thus the attention was moved onto the ability to de-
sign Knowledge-Based System (KBS). In literature, a possible approach discussed for
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modeling Knowledge Bases was treated in [210].
The formalism with which an agent codifies its knowledge is a central aspect in the
development of cognitive architecture. Traditionally, representations are divided into
declarative and procedural. The distinction between the two forms of representation is
in the way knowledge is acquired, organized, and represented. Knowledge for an agent
consists of facts and concepts about the world in which the agent operates. Thanks to
these elements the agent can activate the mechanisms of reasoning to plan and “un-
derstand” the steps taken towards the goal. Designing of agents able to reason and act
exploiting their inner capabilities, recall the concept of designing architectures for repre-
senting knowledge to manage and manipulate information that lets the reasoning system
to act. One possible interface for representing knowledge in agent-based architecture
was proposed in [19]. In architectures, such as the one proposed in this dissertation,
a knowledge representation is used for storing, managing, and handling information.
The knowledge, in general, could be represented by exploiting different approaches, but
practically, programmers tend to use specific knowledge representation that is common
for the specific agent programming framework.
Many frameworks, including Jason5 [27], use a customized knowledge representa-
tion model.
Knowledge within this type of agent framework is not easy to handle, mainly, when
the architecture has to be applied in complex scenarios. In general, the literature sug-
gests using OWL [24] representation. This representation lets the agent access a large
amount of information, organized semantically, and easy to handle. This type of rep-
resentation is not standard for available frameworks and this requires for realizing in-
terface able to blend their knowledge representation approach with the OWL one. In
[19], for instance, authors proposed an interface for interfacing a Prolog-based applica-
tion with the OWL knowledge base. Other approaches in literature were proposed, for
instance, agent framework such as JACK [211] and Jadex [160] implement beliefs and
goals of an agent exploiting an object-oriented technology [53], combined with XML
[100]. This approach is a bit different from the standard approach on which knowledge
is represented using knowledge technology. For example, another framework such as Ja-
son, solutions based on OWL was realizing such in the case of JASDL extension [116],
that lets agents incorporate OWL knowledge into their belief base. Another solution is
5The framework used for developing the cognitive architecture here proposed.
2. Background 35
shown in JIAC [103], where OWL is used for representing the agent’s beliefs. To con-
clude, literature offers various solutions to represent knowledge in agent-based software
architectures, and mainly, semantic web technologies (above all OWL) are widely used
for enhancing the knowledge representation in this type of architecture. Other solutions
are based on Bayesian Network [3] and Conceptual Space [83].
2.3.1 Ontologies for Modeling Knowledge
The use of ontologies for effective knowledge modeling and information retrieval was
treated by Munir and Anjum [147]. In this paper, the authors discussed approaches
for facing several application domain issues in the field of information retrieval based
on ontology, techniques for modeling ontology as well as the processing and the trans-
lation of ontological knowledge into queries and search requests for a database. The
field of knowledge representation through ontology is rich in ontology and query lan-
guages. Most of them are based on the eXtensible Markup Language (XML) [100],
easy to read and manipulate by computers. In this category fall languages such as the
Resource Description Framework (RDF) and the namesake schema [117], the DARPA
Agent Markup Language and the Ontology Inference Layer (DAML+OIL) [87] and the
Ontology Web Language (OWL) [155] and OWL2 [91]. An ontology is more than a
simple taxonomy because it allows representing further semantics relations beyond the
is-a subsumption. Formally, the ontology is a set of concepts, individuals, and roles.
The concepts represent abstract entities, and can be considered the symbolic representa-
tion of the knowledge; the individuals are instances of concepts and represent concrete
entities in the environment. The roles are properties, that can be relational or datatype;
the former define abstract relationships among concepts, latter define properties of a
concept with datatype values.
The choice of the type of ontology depends on what the programmer wants to do
and the needs of the domain, to correctly evaluate what features to look for in ontol-
ogy modeling languages. A first evaluation may be done in term of their expressive
power, tools and reasoning support. Applications that widely use ontology for repre-
senting knowledge, usually, use the RDF/RDFS XML based language rules and ranking
structure.
The OWL Ontology is a semantic ontology-based on a markup language generally
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used to publish and share ontologies on the web [24]. Using OWL allows representing
means and semantic of terms using vocabulary and relations between them. It uses three
sub-languages known as OWL-Lite, OWL-DL, and OWL-Full. OWL is built upon the
RDF and DAML + OIL [85] and it provides expressiveness power respects its prede-
cessors. Given the success and efficiency of OWL, recently, researchers and knowledge
engineers released the OWL2 [91] that inherits all qualities, building blocks, and struc-
ture from its predecessor OWL. This choice ensures the compatibility among ontology
written in OWL and parser or reasoner that expects OWL2 ontologies. OWL2 [91] inte-
grates other concepts that enhance the expressive power of OWL. These are OWL2-EL,
OWL2-QL, and OWL2-RL. The comparative table between most used dialects for han-
dling knowledge [147] shows the difference between RDF/RDFS, OWL, and OWL2.
To summarize the comparison made by Munir and Anjum, as we can expect, RDF and
OWL share lots of features and capabilities but OWL has more expressiveness than
RDF, this means that in terms of interpretability OWL is greater than RDF. Besides,
the larger vocabulary than RDF lets define complex ontology concept restrictions and
to formulate ontology-based relational database queries. The same consideration may
be done for OWL2 and OWL, as a more natural consequence of more expressive power
language.
2.3.2 Perspective and Analysis on Knowledge Acquisition
Recently, the interest on growing knowledge base affects various research areas and it
is considered as solution to treat issues in important tasks, such as fields of: computer
vision [115, 128, 71], task planning for social robot [49], reasoning [82] [86], symbol
grounding for cognitive robot [51].
Letting knowledge grow means increasing and discovering new knowledge during
agent/robot activities. The discovering process, usually, concerns the use of domain
patterns and rules or machine learning processes. For instance, it is the case of NELL
[37] and ELLA [178], that by using machine learning methods are able to generate new
knowledge at the expense of transparency. This phenomena does not make the decision
making process transparent. For some domain, transparency is required, such in the
case on which an intelligent system has to justify itself for errors or fails. Generally,
incremental knowledge acquisition approaches are from the logic programming [68] and
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the usage of this type of models arouses a strong interest in the field of robotics [148,
161]. Acquiring knowledge for the field of robotics is a symbol grounding problem
[52], and it aims to anchor knowledge from the physical world in the robot knowledge
model.
Generally, this type of problem in robotics is faced using ontologies, for instance
KnowRob [190], OpenRobots [130] are based to OpenCyc ontology (a free and open
version of CYC [131]). These ontologies include a wide set of concepts ranging from
domain and common-sense. Approaches for ontology processing require manual pre-
annotation tasks, leading to efforts for rules definitions about the domain representation
[146, 94]. The existence of well-structured knowledge sources and memories is also
considered fundamental [78, 174].
Novel knowledge management techniques are investigating on the feasibility to ac-
quire the knowledge at runtime from tasks made by the robot. For instance, [135] pro-
posed a system where the incremental acquisition is implemented by integrating dif-
ferent kinds of knowledge from sensory data, context and domain information, internal
states, possible actions and so on. In conclusion, ontologies and semantic representa-
tions offer several advantages in building cognitive architectures and intelligent systems
[135, 147, 151, 111, 77, 152, 162]. This type of knowledge management arouses a
strong interest among knowledge engineering experts and the scientific community that
uses it.
2.4 Multi-Agent System Engineering for Robotics
Recently, the prodigious steps did toward the development of intelligent software sys-
tems moved the interest of scientists and engineers to create novel paradigms apt to
model and design them. In these years, academics proposed novel paradigms and solu-
tions for facing challenges in this technological sector, such as agent-oriented software
engineering, a valid paradigm for building autonomous and complex systems. Essen-
tially, the agent paradigm [217] was used for decades as a solution, both from a theo-
retical and an implementation standpoint, for systems providing aid to humans in their
everyday life. An agent is thought and programmed to act on behalf of humans.
The fundamental concept underneath the job done in these years is contained in a
possible definition of a multi-agent system:
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Multi-agent systems are systems composed of multiple interacting comput-
ing elements, known as agents [216].
The computing element cited in the definition above refers to an agent. So, an agent
is a computational entity able to interact with other agents and capable of autonomous
actions. The interaction among agents in a multi-agent system is the analog of the kind
of social activity that humans engage in every day of their life. These two features,
communication, and autonomous actions let consider multi-agent systems to be a nat-
ural metaphor for building and understanding artificial social systems. For describing
a multi-agent system, it is suggested to split the description among three levels: (i) a
micro-level (ii) the middle-level; and (iii) the macro-level. The micro-level treats the
description of an individual agent, the middle-level is in charge to consider cooperation,
communication, and interaction among a society of agents and the macro-level is related
to decision-making in multi-agent systems.
So, for this dissertation, it is important to make clear the overview of mechanisms
underneath the reasoning of individual agents to comprehend novelties introduces in
future chapters and at the end understanding the idea at the basis of the cognitive archi-
tecture introduced in Chapter 1.
2.4.1 Agents and Multi-Agent Systems
An agent is an autonomous entity able to act in response to stimuli coming from the
environment and proactively act towards a specific goal [214, 215, 27].
As defined in [217, 216]:
An agent is a computer system that is situated in some environment, and
that is capable of autonomous action in this environment in order to meet
its delegated objective.
The agent paradigm was born to better understand and model complexity in soft-
ware. Interaction among components is the main characteristic of complex software.
Correctly engineering and implementing systems where complex components interact
with each other is harder than engineering systems requiring the computation of single
or simple functions. Agent theory is suitable for facing this kind of situation.
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An agent has the following important properties: autonomy, reactivity, proactive-
ness and social ability. To understand what autonomy means when talking about agents
let refer to a functional program, a Java class, a compiler, or something like that. All
these kinds of software may be modeled by a function, they receive input and produce
an output as the result of elaborating that input. Everything that happens in this applica-
tion is because we (the programmers or the designers) want it to happen and to happen
exactly in that way.
An autonomous agent is conceived to be the exact opposite of the applications above.
Research in the field of agents and multi-agent systems is going towards means for
building agents to which we can delegate tasks. It is up to the agent to decide how to
reach the objectives, they act on the base of plans we give them. A plan defines the set
of actions an agent may perform to pursue an objective.
An agent is reactive in the sense that it is able to perceive the environment and act in
response to changes coming from it, actions are directed towards the agent’s objective.
One of the key points related to agent autonomy is that an agent may put together plans
to achieve the goals. So they are making able to operate autonomously on the behalf of
humans that delegate them their goals [216]. Proactiveness is the ability “to exhibit a
goal-directed behavior by taking the initiative” [216]. Social ability is the ability of an
agent to interact with other agents and humans to purposefully reach its objective [216].
This latest ability involves an important skill belonging to humans, i.e. communication
abilities. To establish a society, the agent cooperates and coordinates activities with
other agents, and therefore it is able to communicate to the other (also humans) its
beliefs, its goals, and its plans.
A possible approach adopted by agent systems to carry out what proposed above is
the intentional stance. In this way, programmers endow agents with mental states. A
mental state may be beliefs, desires, wishes, hopes and so on. Thus an agent differs
from an object because an object executes actions for free, an agent does it because it
wants to do it. It is possible to refer to agents’ systems as intentional systems, or better,
entities “whose behavior can be predicted by the method of attributing belief, desires,
and rational acumen” [55].
Agents lend themselves perfectly for the development of classical artificial intelli-
gence systems, often defined as symbolic AI systems. In this typology of systems, the
symbolic representation suggests the behavior to execute through logical formulas or
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Figure 2.10: Practical reasoning taken from [27].
syntactical manipulations of the type logical deduction or theorem proving.
Some agents implement their internal states through a database of first-order logical
formulas, these formulas are analog to human’s beliefs, hence, the database of these
formulas is generally called belief base. The agent’s decision-making process is so
implemented over these logical formulas through a set of deduction rules, also called
the plan library.
Programming agents’ architecture requires new guidelines and how-to. The idea
at the basis of the Agent-Oriented Programming (AOP) is to develop systems in term
of mentalistic notion, such as beliefs, desires and intentions [28, 185]. A method for
developing this type of system is through practical reasoning. Practical reasoning is a
way to reason for acting. Accordingly with Bratman [29]:
Practical reasoning is a matter of weighing conflicting considerations for
and against competing options, where the relevant considerations are pro-
vided by what the agent desires/values/cares about and what the agent be-
lieves [29].
The practical reasoning combines two types of reasoning: the deliberation and the
means-ends reasoning (see Figure 2.10). The former process what states of affairs the
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agent has to reach, the latter decides how to achieve these states of affairs. Before
introducing the BDI paradigm and the framework, as a possible type for developing
agent architectures, today, it is important to clear some differences in the development
of intelligent systems. The choice, about the possible agent architecture and its decision-
making system, has to consider the level of adaptivity that the problem requires. Qureshi
et al. [165] show four levels of adaptivity proposed below:
• Type I - self-adaptive systems of the first type are able to react to changes follow-
ing the behavioral model given by designers, well specific decision points trigger
actions on the basis of perceptions and available knowledge on the environment;
• Type II - systems of this type own many strategies to face changes, the best strategy
is chosen at runtime and may impact on non-functional requirements and is the
result of a compromise that considers perceptions and available knowledge also
on special requirements;
• Type III - is applied to systems operating in a not totally known environment,
strategies are not established at design time but assembled at runtime according
to the actual execution context;
• Type IV - is the most similar to biological systems, these kind of systems are
able to self-modifying their specification and generating strategies from scratch
to respond to changes.
Each level implies how much adaptivity agents have to acquire and learn from the
surrounding world to operate their intentions into the environment. Various solutions
and approaches dealt with aspects of the development of self-adaptive systems [112,
54, 35], and a meta-model [179] let deduce main abstractions for designing intelligent
systems with a specified level of adaptivity.
2.4.2 BDI Agents: Introducing the Jason Framework
A widely recognized agency model in literature is the Beliefs-Desires-Intentions (BDI)
model. This AI-based agent paradigm [168] involves a deliberation ability of the agent,
based on a continuous sense-action loop and the evaluation of existing beliefs. It allows
the agent to realize a desire with a plan available in its library.
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Thus, the computational model implementing deliberation and means-ends reason-
ing (practical reasoning) contains four elements: B (beliefs), I (intentions), D (desires),
and π (plans). At the beginning an agent is endowed with a belief base, hence its knowl-
edge about the environment, and a plan library, a set of possible plans for reaching
objectives, and the goals to pursue. A plan is selected and then activated only if some
preconditions are true. The model develops on a loop for which an agent starts by updat-
ing the belief base, it is something like getting aware of the world around and choosing
an intention. During the loop, the agent continuously perceives the environment, if nec-
essary it updates the belief base, determines desires and intentions by computing current
beliefs, and then generates a plan to reach the intention. Generating a plan means to
select the best plan from the plan library, the one that fits with all the intention’s pre-
condition and executing all the actions it contains. After the execution of each action,
the agent pauses and observes the environment. The agent might need to update the be-
lief base and reconsider the intention. In the worst case, if no plans or no actions exist in
the plan library for reaching an intention the agent should be provided with other plans,
hence its plan library has to be enriched.
Due to its features, the BDI model well fits the need to model and implement the
modules of the proposed cognitive architecture introduced in Chapter 1 and detailed in
the rest of the thesis. Indeed, Belief-Desire-Intention model has been recognized as the
most useful paradigm to implement human-like agents.
Thus, an agent is characterized by beliefs, desires, and intentions:
• beliefs - are information that the agent has about the surrounding area or the world
in general.
• desires - are all the possible states of affairs that an agent perform. The desire
is not a must do action but it could be seen as a condition that influences other
actions.
• intentions - are the states of affairs that an agent decides really to perform. The
intentions can be normally intended as a particular operation that can be delegated
to the agent or agent’s consideration. This latter definition comes from practical
reasoning systems inside the agent.
A framework for building systems based on BDI agents is Jason [26, 27]. Jason is
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a framework for building multi-agent systems based on the BDI model [28, 31, 29, 30]
employing the AgentSpeak language [167, 168]. It does not yet have the characteristics
to perfectly replicate how a human acts, but it can autonomously process the knowledge
it possesses about how to do things and implements the practical reasoning agents. The
basic idea behind Jason is to define what is called the program’s know-how in the form
of a set of beliefs, goals, and plans. The Jason platform allows executing the deliberation
process of a BDI agent that leads to choosing the intention to pursue within a set of
possible states of affairs.
An agent can decide what to do, the set of actions in its repertoire to be undertaken
starting from a set of data obtained through sensing and to modify the surrounding
environment. In AgentSpeak, and therefore in Jason, deciding what to do means ma-
nipulating plans and the environment. Typically, a Jason agent has partial control over
the environment in which it lives because it is also populated by other agents having
control over their part of the environment. It can autonomously work because it is
structurally defined to do this but cannot adapt itself in a dynamic environment; espe-
cially if the dynamicity of the environment derives from interactions with humans and
other agents. The procedure for handling agent-agent interaction is standardized and
mainly established at design time. Human-Agent, as well as Human-Robot, interactions
have to be still explored, especially in the context of cooperation between humans and
agents/robots which presupposes delegation and/or selection of actions to be undertaken
even by observing the human actions and skills.
Hence, even though Jason is one of the most widely used frameworks to realize
multi-agent systems, it does not support essential features such as refining itself to en-
hance the pro-activeness level. This capability is vital to realize efficient cooperation or
collaboration during scenarios of human-robot teaming interaction as mentioned in the
introduction. Let us suppose that, during the design phase, the agent programmer has
endowed the Jason agent with a set of plans available in the plan library. Normally, the
Jason agent reasoning cycle prescribes to find an applicable plan in the stack of plans
of the library. A plan is applicable when the context (the set of pre-conditions for the
plan) is true.
A plan in Jason is composed of two components, the head and the body. A trigger
event and a context compose the head; generally, a plan is executed starting from another
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Figure 2.11: AgentSpeak control cycle. Redrawn from [142]
to check the context before the execution. The context is checked using a unification
process on the agent’s beliefs with some logical operators. If the context is true, the plan
can be considered and the intention associated with the plan can be processed (see the
standard control cycle in Figure 2.11).
If the context is false, the plan cannot be applied. If no other applicable plan can
be found, the goal fails. The reasoning cycle of Jason is based on a static plan library,
written by developers in the agent definition file. Consequently, Jason cannot redefine
itself from within, or simply revise its plans nor create new ones or compose by existing
ones.
A plan is performed by using a portion of AgentSpeak code called action. Actions
may change the state of resources in the environment or the internal state of the agent.
In this latter case, an action is named Internal Action, and it represents an inner agent’s
capability. Another major part of the plan is the Recovery Plan; it is a part of the agent
code that takes control only if all the evaluated plans are not applicable.
For understating the reasoning process of a Jason agent, the next section will discuss
the Jason reasoning cycle.
2.4.3 The Jason Reasoning Cycle
The main concepts in the Jason reasoning cycle are illustrated and described in the
following table (Table 2.1). Table 2.1 and Table 2.2 are based on chapter 4 in the book
by Bordini et al. [27].
AgentSpeak programs use agents to set the initial state of beliefs, the events, and the
set of the plans that an agent could execute during its life-cycle.
The agent reasoning cycle, in Figure 2.12, consists in three main processes, (i) a
knowledge updater, (ii) an event handler and (iii) a module to act.
According to [27], rectangles represent the principal components that determine the
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Table 2.1: A complete summary of Jason’s components and elements, more details in
[27].
Agent An agent is an entity with several capabilities. An
agent is able to perceive and act in environment,
communicate with others and reason about possible
events. Agents have several skills and offer services.
Belief Beliefs are information about the world.
Belief Base A Belief Base is the structure where all beliefs are
organized.
Plan A Plan is composed by three parts: the triggering
event, the context, and the body. The body contains
other plans or actions.
Plan Library A Plan Library is where all plans are stored and lets
agent choosing which plan is more applicable or not
to reach the goal.
Event An event is a couple where the first component de-
notes the change that are taking place, and the second
is the associated intention. It may be internal or exter-
nal, the first is related to the goal the second is related
to environment’s changes.
Intention Intentions are the states of affairs that the agent has
decided to commit
Percepts Percepts are referred to state of affairs in the surround-
ing world.
Context As mentioned in [38] a context is the place where
agents take into account others and/or where the oth-





























































Figure 2.12: Jason reasoning cycle redrawn from [27].
agent’s state, such as belief base component and all the components that handle the set
of events, plan library and intentions. Diamonds, circles and rounded boxes are used
for describing the functions used in the reasoning cycle. In particular, circles model the
application processes and diamonds represent the selection functions. Jason allows to
modify and customize the functions represented by round boxes and diamonds.
The first thing that an agent does at the beginning of each reasoning cycle is per-
ceiving the environment through its senses. This operation involves the belief base and
the related function. Beliefs are represented by using a symbolic form, the architec-
ture has an internal Literal component that converts perceptions into a list of Literals;
each of these is a single percept and this is a symbolic representation of a specific prop-
erty perceived from the environment. This percept is detected by perceive method that
implements the process. Once the agent has perceived the environment, it updates its in-
ternal belief base to reflect changes in the environment. The method able to do this is the
belief update function, also known as buf. Jason’s buf presumes that every perceptible
thing could be included in the list of percepts generated by the perceive module.
Generally, the buf method updates the belief base in a simple way; this method
consists of two points: (i) each literal l in p not currently in b is added to b; (ii) each
literal l in b no longer in p is deleted from b; where the symbol p is the set of current
percepts and b is the set of literals in the belief base that the agent obtained from the last
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sensing process.
An event in Jason is considered as a couple, where the first component is the change
occurred and the second is the associated intention. Furthermore, the event could be
divided mainly into two categories, internal and external events. Each change produced
by buf method invokes an external event. This kind of event is created when the source
of belief is related to the percept. In this case, the associated couple contains as the first
member the change produced and as the second member an empty intention denoted by
a >.
Another important module is the communication system. Within the cycle, an agent
could retrieve information about the environment or other agents through others in the
same system. At this point, the cycle checks for new messages that might have been
sent from others. This distribution system is just integrated into Jason and it works such
as a mailbox for each agent.
The method within the reasoning cycle is called checkMail that simply checks for
received messages and makes them available at the level of AgentSpeak interpreter to
be handled by agents.
The message selection function, denoted by SM in Figure 2.12, selects the first mes-
sage in the list in the default implementation. By security reason a social acceptance
function is defined into the system, the aim is ignoring potential malicious attack that
others could do or bypass wrong messages that could spoil the reasoning loop, the de-
fault implementation accepts all messages from all agents.
A relevant role is taken by events since they represent the effective changes in the en-
vironment or the agent’s own goal. The principal cognitive skill of the BDI Jason Agent
is handling events, this happens only by managing them one at a time; for instance,
in a hypothetical cooperative scenario, the agent could have the necessity to evaluate
other events before the first in the set of events; to solve this problem Jason lets the user
customize a specific function called event selection function denoted with Sε in Figure
2.12. The default implementation selects the first event in the list of events; it works as
a FIFO structure if not customized.
Once a relevant event has been selected, the agent needs to select a set of reliable
plans from a collection called Plan Library that will permit to react to a specific event
with a designed action. The agent searches into the library all necessary plans for each
event. After selecting the relevant plans, a unification process helps the reasoning cycle
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Table 2.2: Description of functions for the Jason reasoning cycle. More details in [27].
Function Description
perceive The perceive method lets agents sense the environment
and retrieve from it information about things. It imple-
ments the perceive function in Figure 2.12.
socAcc Social Acceptance Function establishes the reliability of
other agents, it implements the socAcc function in Fig-
ure 2.12.
selectEvent Selects the events that will be handled in the reasoning
cycle; it implements the SE function in Figure 2.12.
selectIntention Selects an Intention to be further executed in the reason-
ing cycle; it implements the SI function in Figure 2.12.
The default implementation executes intentions with a
round robin scheduling process.
selectOption This method is used to select one among several op-
tions (an applicable plan and an unification) to handle
an event. It implements the SO function in Figure 2.12.
selectMessage Selects the message that will be handled in the current
reasoning cycle; it implements the SM function in Figure
2.12.
buf Updates the belief base with the given percepts and adds
all changes that were actually carried out as new events
in the set of events.
brf Revises the belief base with a literal to be added (if any),
a literal to be deleted (if any), and the Intention structure
that required the belief change.
act Act function lets agents execute action in the environ-
ment.
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to catch a set of relevant plans on which a check context process will be applied. The
output of the latter process lets deleting all the plans that do not match with the current
context and only a subset of all relevant plans will be marked as applicable plans.
Given the set of applicable plans and all the knowledge acquired by the agent through
perception and communication skills, converted into a set of literals represented as be-
liefs, the agent is able to choose one of the selected applicable plans through an internal
method: Option Selection Function denoted with the symbol SO in the Figure 2.12.
The output of SO produces what is called intended means and this name is associated
to the mean that the agent intends to execute to handle the related event. It is worth to
remind that each plan in the set of applicable plans represents an alternative to reach
the goal. The default implementation of this function considers as applicable plan the
first in order of appearance in the plan library; the position of each plan is defined in
the agent definition file written in AgentSpeak. Thus in the default implementation, the
agent attempts to choose the applicable plan according to the agent’s developer.
To select which intention to be computed during the cycle, an intention selection
function denoted with the symbol SI is used. SI has a default implementation like a
round-robin scheduler. Moreover every time an intention is extracted, it is removed
from the list of intentions after the execution, and when this will be inserted back into
the list, this will be added at the end of the list. In this way, every intention has the same
portion of the agent’s attention.
The last stage of the reasoning cycle performs an action in the agent environment
or produces a message to communicate with other agents. Generally, the action that an
agent performs are (i) environment action, (ii) achievement action, (iii) test goal, (iv)
mental notes, (v) internal actions or (vi) expressions.
The framework revealed useful for implementing the cognitive architecture and was
extended accordingly as will be described in Chapter 3.
2.5 The Trust Theory and Agents
Trust is a general term to explain what a human has in mind about how to rely on
others or himself. In literature, we can retrieve more than one definition of trust. These
definitions often are partially or entirely related to the others.
One of the most accepted definitions of trust is the one by Gambetta [80]:
2. Background 50
Trust is the subjective probability by which an individual, A, expects that
another individual, B, performs a given action on which its welfare depends.
Trust is strongly related to the knowledge one has on the environment and on the
other. Knowledge of the environment is often the result of some kind of measure of
trust. Trust is seen both as a mental state and as a social attitude. Trust is related to
the mental process leading to the delegation. The degree of trust is used to rationally
decide whether or not to delegate an action to another entity, the classic “on the behalf
of”. A software agent [216, 217] is born to act in place of the human; all the theories
and technologies about agents are born and have evolved around this pivotal point.
The concept of trust in this dissertation is referred to the work of Falcone and Castel-
franchi [38, 65, 66, 41]. Authors [38] define:
• trust as mental attitude allowing to predict and evaluate other agents’ behaviors;
• trust as a decision to rely on in other agent’s abilities;
• trust as a behaviour, or an intentional act of entrusting.
Moreover, in [38], trust is considered as a composition of a set of different figures
that take part in a trust model:
• the trustor - is an “intentional entity” like a cognitive agent based on the BDI
agent model that has to pursues a specific goal.
• the trustee - is an agent that can operate into the environment.
• the context - is a context where the trustee performs actions.
• τ - is a “causal process”. It is performed by the trustee and is composed of a
couple of act α and result p, gX is surely included in p and sometimes it coincides
with p.
• the goal gX - is defined as GoalX(g).
The trust function can be defined as the trust of a trustor agent in a trustee agent
for a specific context to perform acts to realize the outcome result. The trust model is
described as a five-part figures relation:
TRUST (X Y C τ gX) (2.1)
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Figure 2.13: Level of Delegation/Adoption: The Literal Help
where X is the trustor agent, Y is the trustee agent. X’s goal or briefly gX is the most
important element of this model. In some cases, the outcome result can be identified
with the goal. For more insights on the model of trust and the trust theory refer to [38].
In this theory, trust is the mental counterpart of delegation. In the sense that trust
denotes a specific mental state mainly composed of beliefs and goals, but it may be
realized only through actions. Delegation is the result of a decision taken by the trustor
to achieve a result by involving the trustee.
Several different levels of the delegation have been proposed in [40] and [64], they
range from a situation in which the trustor directly delegates the trustee to a case in
which the trustee autonomously acts on behalf of the trustor.
For instance, Figure 2.13 shows a literal help case study, on which a human delegates
a sub-goal and the list of plans to realize it.
In the literal help, a client (trustor) and a contractor (trustee) act together to solve a
problem, the trustor asks the trustee to solve a sub-goal by communicating to the trustee
the set of actions (plan) and the related result. In the literal help approach, the trustee
strictly adopts all the sub-goals the trustor assigns to him [40, 64].
This corresponds to the notion of behaving “on behalf of” that, as said, is one of
the key ideas in the multi-agent systems paradigm. Agents’ features, such as autonomy,
proactivity, and rationality are a powerful means that make trust-based agents ideal can-
didates to be used in applications such as human-robot interaction.
The idea is to develop multi-agent system using the belief-desire-intention (BDI)
paradigm [28] and so, the practical reasoning [29]. As said, the practical reasoning, in
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human-terms, consists of two activities:
• deliberation and intentions;
• means-ends reasoning.
Each activity can be expressed as the ability to fix a behavior related to some inten-
tions and deciding how to behave. These features of a BDI agent shall faithfully reflect
all we need to realize a system based on the trust theory.
Figure 2.10 shows the standard practical reasoning cycle of a BDI agent. Chapter 7
will show how it was changed the reasoning cycle and a theoretical model for supporting
self-modeling capabilities to implement trust.
2.6 Summary
This chapter shows the theories that drove the work done in these years. To summa-
rize all the concepts described here was used agent-oriented programming to develop a
cognitive architecture adopt to model cognitive abilities in HRTI systems. The choice
of the BDI model as agent programming lies in the characteristics that the paradigm
owns. By using the BDI model it is possible to describe all the modules representing
the system cognitive abilities in terms of computation entities. A practical reasoning
agent lets define intelligent software modules simply by describing them under a logical
standpoint and represent all the knowledge useful for reasoning. Moreover, for enhanc-
ing the quality of interactions between robots and humans the concept of the transparent
reasoning process, or better explainable AI should not be undervalued. With this choice,
the cognitive architecture is transparent and able to justify its decisions. In the follow-
ing chapters, all the decisions among model designing and implementation as well as
developed modules are given.
Chapter 3
A Cognitive Architecture for
Human-Robot Teaming Interaction
Human-Robot Interaction (HRI) aimed at cooperation and teamwork is a demanding re-
search task. The research work carried out during these years of my doctorate is part of a
longer-term research objective in which my laboratory is focused. The performed work
focuses on analyzing and developing a cognitive architecture for Human-Robot Team-
ing Interaction (HRTI). The aim is to let the robot act as a human during cooperative
tasks.
Developing systems for HRI is mandatory for enabling robots to perform operations
in a society where interactions and communications are essential. For rapidly enabling
machines to be human-friendly, it is necessary to study human interactions and try to
reproduce them to create intelligent systems that behave like humans.
Cognitive architectures enable machines to be intelligent implementing reasoning
systems for deliberating and acting in environments, which are partially known and
dynamic; they also represent a good starting point for developing systems for HRI [23],
even for teaming approach.
This chapter shows the developed model for supporting Human-Robot Teaming In-
teraction (HRTI) applications through a cognitive architecture [44, 43]. The architecture
is built employing the Multi-Agent Oriented Paradigm (MAOP) with the support of the
Beliefs-Desires-Intentions (BDI) model as agent’s model [45, 47].
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3.1 Perspectives and Analysis on Human-Robot Team-
ing Interaction
Let consider a team made up of a human and a robot who has to carry out a task, known
to both of them, interacting with each other. During the design phase, all the actions that
each of the two must perform and all the communications they must exchange during
the interaction can be set. During the execution phase, if the task is to be carried out in
a dynamic environment, the interactions between a robot and human and the environ-
ment inevitably change the state of the world that can thus provide new constraints or
requirements for achieving the initial goal. The whole system’s actual behavior comes
out at runtime, and the team members need to be able to respond to changes efficiently.
The most significant difficulty in designing such a kind of system is equipping the robot
with the ability to select the best action to perform at runtime to achieve the team’s goal.
A possible solution may be looking at a human-human team [92].
Hence, the question is:
How does a human being act in a team whose goals are known and shared
in a changing environment? And, how can this condition be managed in a
team made by humans and robots?
Human grounds his decision-making process on a set of factors, such as knowledge
and actions, to achieve a goal. These factors, which could be described as reactive,
occur when the situation being addressed is known, and the changes are foreseeable
before an action plan is established. Also, when one is engaged in a cooperative and
dynamic context, some psychological factors intervene. These factors represent the
whole set of internal states used for triggering decisions. Generally, they are configured
into the agent’s knowledge as mental states, and they contain all mental representations
and propositional attitudes for pursuing an objective.
Some possible representations or capabilities are:
• understanding to be not able to perform a certain action that can lead to the
achievement of the common goal;
• refusing to perform a certain task, and delegate another team member based on a
certain level of trust on his skills;
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• feeling an emotional state (for example, euphoria) to want to do more than what
was prescribed during the design phase and propose to the other component to
carry out some actions or even decide to act independently on behalf of the other.
All these examples recall the state of mind for the agent that could contribute to the
success of the agent’s desires.
In recent years, cognitive architectures have been developed for reproducing biolog-
ical systems to replicate human behaviors like decision-making processes in artificial
agents. To the best of my knowledge, they have been applied to robots several times
even they are not developed just for robotics. Thus we need to adapt the theory of
cognitive architecture for robotics.
The architecture, realized for this research project, is focused on the use of self-
modeling capabilities [90], elements of Theory of Mind (ToM) [182] and employs
Multi-Agent System (MAS) [216] as software paradigm for robotics applications. Gen-
erally, in a team for pursuing an objective, a series of activities are performed by mates
that compose a team. Each team member performs different processes concerning vi-
sion, speech understanding, and learning and reasoning processes during each one of
these activities, such as decision-making.
Taking into account these aspects in human-robot teaming means to analyze and
implement the processes of:
• knowledge acquisition and representation, including memory management;
• representation of the external environment;
• plans selection and creation;
• learning.
In [122], authors propose a standard model of mind (Figure 2.9). The standard
model of mind is intended to be a reference point and a driving theoretical approach
for developing and implementing cognitive architectures in several research areas. It
is based on three well known cognitive architectures (ACT-R, SOAR and Sigma [8,
123, 118]) and presents a core composed of the cognitive cycle: perception, working
memory, and action.





















Figure 3.1: The Proposed Cognitive Architecture for Human-Robot Teaming.
The standard model of mind [122] was developed along with three different levels,
from the purely biological level of mind to the more complex deliberative one. Hence,
from simple behavior to complex one. The standard model is conceived to allow ex-
tending modules in each level; the lower ones constrain the higher levels.
The standard model of mind inspired the system hypothesized through a set of mod-
ules of a cognitive architecture for a robot teammate [44]: the knowledge and memory
module, the perception module, the communication system and the reasoner that allows
the robot to choose by taking into account the retrieved data. The robot’s behavior is
deliberated by the planner module, which interacts with the context in which the robot
is plunged. Thus, the architecture is inspired to the standard model for creating a self-
adaptive agent-oriented architecture for human-robot teaming interaction.
In the next section, the architecture is detailed.
3.2 The Cognitive Architecture
Figure 3.1 shows the developed cognitive architecture for human-robot teaming inter-
action.
The architecture is built over the standard model of mind without neglecting the
basic system shown in Figure 2.1. The architecture is enriched with the modules devoted
to sense, decide, and act for a robotics platform.
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Based on the standard model of mind [122] and influenced by LIDA [74, 186, 75] the
architecture in Figure 3.1 follows the theoretical framework of the Global Workspace
Theory (GWT) [12, 13, 14]. The theoretical model underlying LIDA, and its adapted
modules, drive the designing process. The strength of this architecture lies in the us-
age of self-modeling capabilities. Consciousness in LIDA is the mental counterpart of
attention, that is, of the perception process. LIDA gives a complete representation of
a cognitive cycle. However, it is not suitable to represent teaming interactions due to
its internal features that do not fully support self-representation and theory of mind and
make them complex to represent [166, 17] mainly for human-robot teaming interaction
applications.
Besides, lessons learned from the literature suggest to build architecture on which an
agent may learn from experience [197, 196] and at the same time, anticipate the outcome
of its action and adapt to changing situation in the environment by acting driven by its
motivation. We refer to these abilities in general as pro-activeness [109, 216, 27]).
These abilities imply specific architectural modules when we study robots that col-
laboratively interact with humans.
As shown in Figure 3.1, the cycle Monitor, Analyzing, Planning and Executing
(MAPE), which is the basis of all the implementations of complex autonomous sys-
tems [10], is realized within the four main modules, Observation/Perception, Memory,
Decision Process and Execution.
3.2.1 The Architecture Overview
The proposed cognitive architecture is composed of a set of agents that shares the en-
vironment and inanimate objects. Analysis and design of such a system must begin by
choosing how we look at the system. For example, if the perspective is that of the agent
(or the robot), it will see the system as the set of inanimate objects on which it can act.
It will see itself with everything it has inside (its goals, capabilities, mental states), and
it will see the other (any other agent) with everything the other has inside and with the
set of objects on which the other can act.
So the human-robot system is, to all intents and purposes, a system of systems in
which the environment is not external, like something with which it only interacts but is
an integral part of the system itself. This is the main difference between our architecture
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and the existing ones. Such a feature allows us to represent and then implement a
decision-making process based on a series of factors similar to human ones, such as the
sense of self, elements of the theory of the mind, trust, emotions, and everything that
can generate a mental state.
The most important change lies in the decision process developed within the An-
ticipation module and the representations of team desires that exploit the Motivation
module.
The paradigm used for implementing the reasoning system into the cognitive archi-
tecture was the Beliefs-Desires-Intentions (BDI) model [28, 31, 29]. Agent’s desires
are commonly known as goals or objectives. In decision-making based on the practical
reasoning system (PRS) [31] goals are necessary for triggering actions. For reaching an
objective, goals were linked to the memory as well as the required knowledge for let-
ting agents continuously performing operations within the environment autonomously.
Agent’s skills, environmental knowledge, pre-conditions are a part of the required con-
cepts that have to be declared and stored into the agent’s memory as beliefs; these factors
are known at design-time by the programmer or acquired at runtime by the agent (or the
robot).
The architecture is composed of different modules. Each one has characteristics and
specifications that distinguish its activity.
As shown in Figure 3.1, the model starts acquiring OBSERVATION/PERCEPTION (in
purple); this part of the system is in charge to sense and monitor the overall environment.
Perceptions and observations are realized through a set of agents on which their goal is
set up to continuously discover changes. New perceptions are categorized by source,
and information is represented, firstly as agent’s beliefs, and then organized into an
ontology on which the concepts and the instances of concepts are stored. The second
module concerns the MEMORY (in red). It contains declarative and procedural memory
as well as goals and motivations for triggering plans and letting agents pursue their
desires. A custom ontology implements both types of memories on which episodes
and behaviors (including actions) for handling objects are stored. This process links
the high-level concepts to the agent’s abilities, letting the agent manage them as rules
or beliefs, depending on their nature. An agent is in charge of handling this module.
The role of the knowledge management agent is fundamental to the system. The next
chapter shows a method and an algorithm developed for solving potential issues related
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to knowledge management in the architecture. The following chapter will provide more
details about knowledge and its management system with architecture.
Thus, the architecture aims to endow robots with the imagination skill, or in other
words, with the ability to anticipate the evolution of the scenario.
The MOTIVATION module (in red) triggers the anticipation and the action selection
in the architecture during cooperation. It is a portion of knowledge that drives the de-
cision process for handling human-robot teaming interaction; here, all the information
and process for elaborating mental states about the team reside. It is the module devoted
to the representation of inner and outer world beliefs of each agent in the architecture.
Through this module, therefore, it is possible to make decisions about the actions being
conveyed by the sense of self, by the ability to attribute mental states (belief, desire,
intention, knowledge, capabilities) to oneself and others, and by the understanding that
others have different mental states, by emotions, by the level of trust in the abilities (or
more generally by the trust) of others and oneself.
The third module, DECISION PROCESS, is on charge to deliberate action to be exe-
cuted. It is composed of a Reasoning/Learning module (in green), the Action Selection
module (in orange) and the Anticipation module (in blue). The robot acts upon the re-
sults produced by the anticipation process. This process is in charge of producing a
queue of situations representing the evolution of the faced task. Once the current situa-
tion is selected, and the agent knows how context it is acting, the system can produce a
situation queue evaluating the current scenario. The current situation is computed based
on motivations, goals, and all those elements in the memory, thus getting the execution
launched. The queue of possible situations is also created. This queue is intended as a
set of pre-conditions, objectives, and knowledge to achieve them, and post-conditions
on the objectives. The robot can draw on all these elements at any time to respond to
changes and still maintain its initial target.
The architecture is mapped into a multi-agent architecture that employs the BDI
paradigm as a general reasoning system, thus giving the possibility to implement a
human-robot interaction system with agents that may act according to their beliefs, de-
sires, and intentions.
The last module is EXECUTION module (in black). It represents the latest part of
the architecture. It hosts orchestrating agents’ mechanisms to let them move toward
their goals using actions or plans. In this module, the agent’s action consists of phys-











































Figure 3.2: This diagram shows the multi-agent system in its part. It hosts agents for
implementing basic behaviors for robots. Each of them could be distributed in more
computational systems and replied in more than one single agent, according the needs
of the programmer.
ical activity, such as enabling the motors of a robot for moving toward its direction or
exchanging messages among the agent society.
3.2.2 Looking Under The Hood: The Framework Underneath The
System
Since the beginning of this dissertation, it was claimed the ambition to develop a system
able to perform interactions among humans and robots employing a cognitive archi-
tecture that is structurally different from ones proposed in the literature. In order to
create a cognitive system that implements the architecture shown in Figure 3.1 was
employed the multi-agent oriented paradigm and the Beliefs-Desires-Intentions (BDI)
model [28, 29, 168]. Jason [26, 27] is the multi-agent framework used for program-
ming the architecture. Jason uses BDI agents. A BDI agent in Jason uses the practical
reasoning as a reasoning system.
Figure 3.2 figures out the agent architecture proposed through a deployment diagram
where the agent society and its relationship are shown.
The architecture uses an OWL ontology [11, 24] for storing the knowledge. An
















Figure 3.3: In figure a typical scenario in which robot and human collaborate. The cloud
over the robot’s icon indicates the level of awareness desired [188].
agent handles the architecture’s knowledge through the framework Apache Jena1. Data
and information to save are retrieved from the robot’s sensors.
To let the system works, a set of agents cooperates to reach a common target. The
reasoning system underlying the intelligent part of the agent’s software is based on
AgentSpeak language. This language implements the BDI model with theories and
features described by Bratman [28]. The framework uses Java, and then it is fully com-
patible with libraries and other frameworks necessary to implement intelligent systems
around decision-making processes and artificial intelligence models. The architecture
is ready to support ROS [164] for managing robots. Each agent has an AgentSpeak file
that describes its basic activity. It is possible to change agents’ behavior, but in general,
only the planner agent is in charge to define the mission of the system. Other agents
support the architecture implementing modules of the cognitive systems.
The architecture employs artificial intelligent methods for implementing high-level
capabilities that involve operations for classifications and recognition through state-of-
the-art algorithms.
The multi-agent system supports both types of agents, the BDI and the extended
one. They live together into a unique platform, and they exchange their knowledge
using networking communications.
This is an overall description of the system; in the next section and chapters, an in-
1https://jena.apache.org/
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depth analysis through the extension, models, and algorithms implemented for enabling
the architecture to support machine consciousness abilities will be treated.
3.3 Extending the BDI Model
Today we want software able to anticipate our needs and to cooperate and to coordi-
nate its activities with us. We also wish to have software that can autonomously and
intelligently intervene and act in dynamic and changing contexts, operating as humans
do. This section treats Jason’s implementation of the aforementioned cognitive archi-
tecture, whose modules allow structuring the decision-making process by the agents’
internal states, thus combining aspects of self-modeling and theory of mind.
First of all, let me recall the usual scenario:
An agent-human team has to cooperate to achieve a common goal in an
environment not fully known, as shown in Figure 3.3.
Preliminary Analysis From a human perspective, the cooperation process in which
partners are called to share common goals presupposes a preliminary phase on which
teammates plan activities and highlight potential sub-goals to reach. Even in a human-
robot team, this operation is mandatory. All team members have to decompose the
overall goal into a series of sub-goals. They should then be able to understand or learn
which actions are needed to reach the objective. Finally, they should match their skills
with the correct steps to perform, and eventually, they could also delegate some tasks to
others.
Considerations This scenario concerns fully autonomous cooperative work that re-
quires a complex software system with runtime adaptation to new situations that may
lead to new requirements and constraints. Everything injected and evaluated at runtime
cannot be defined during design phases, and therefore the system has to be handled as
a self-adaptive system. In brief, a self-adaptive system [54, 35] must be aware of its
objectives; it must monitor the working environment and understand how far it is and if
it is deviating from the objective. Moreover, it must be able to adopt alternative plans,
and it must also be able to generate new plans when necessary.
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Important challenges in this field concern knowledge representation and updating,
the selection and creation of plans at runtime, the invention of techniques for purpose-
fully and efficiently conveying the (runtime) decision process. These challenges lead to
different solutions depending on whether we look at the architectural level or the sys-
tem level. At the architectural level, it is necessary to identify a set of cognitive modules
for modeling the cognitive process behind decisions in the before said scenario. At the
system level, it is necessary to employ the right technological solutions for coding and
implementing a system working in changing conditions and continuous interaction with
the human. This section’s scope is to show how it is possible designing and developing
the system-level counterpart of the decision process.
As you can expect, for achieving this result, it was employed the BDI model [84]
and the Jason framework [25, 27]. It is clear that for implementing a HRI system able to
operate in a dynamic and unknown scenario, the mere monitoring, analyzing, planning,
acting (MAPE) cycle [10] is not sufficient.
As I said before, a possible approach for enhancing the quality of HRI system is
endowing them with models of consciousness. This architecture is based on two impor-
tant pillars of machine consciousness: self-modeling and theory of mind. In this system
implementation, the most important role is covered by the decision-making process and
knowledge management, and organization.
The decision-making process uses the agent’s beliefs. This belief concerns informa-
tion retrieved that could represent the agent’s internal states, the surrounding environ-
ment, and human data. For implementing self-awareness and theory of mind, the human
is also represented as a system’s element, characterized by attitudes, capabilities, and
constraints. The architecture aims to consider, as a crucial part of the decision pro-
cess, the data coming from the capability of attributing mental states (beliefs, desires,
emotions, knowledge, abilities) to itself and the other.
3.3.1 The Architectural Level for the Decision Process
The architecture in Figure 3.1 recalls the deliberative behavior of an agent that perceives,
reasons, and acts. This architecture may be implemented, at the system level, by using
Jason agents and their reasoning cycles (Figure 2.12).
Jason does not account for internal states as well as the fact that the environment
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may continually change in a not prescribed way or that the representation of the agents’
environment also includes their inner world. Thus, the Jason reasoning cycle was ex-
tended to support these requirements without modifying its core functionality.
Figure 3.1 shows an extended version of the perception-action cycle in which mod-
ules are added for handling decision process and memory in the most useful way for
the proposed purposes. It can be seen that an agent uses, for deciding which action to
execute, inputs coming from the environment perception and from memory. The agent
decides actions to perform after a reasoning process, and then it executes and continu-
ously observes the results of its action on the environment.
The decision to include into the knowledge environment’s concepts, goals, and moti-
vations, and the need to split motivations and goals is necessary for handling the agent’s
reasoning process and implement the situation handler.
Besides, this lets the model consider the environment has a composition of objects,
agents, and all that is inside each agent. These latter elements, such as, for instance,
the awareness to be able to do something, constitutes the agent’s self-model and then
trigger the decision process along with the knowledge on the static environment.
Continuous observing and perceiving allow to constantly update and increase knowl-
edge even during the execution phase. As said before, the anticipation module gives an
agent the possibility of creating anticipation of an action result, some kind of post-
condition on the state of affairs (the whole environment) at the end of each action.
In the anticipation module, it is included the elements for generating the current
situation and a queue of possible situations, generated starting from the knowledge base
and gained when the current situation is not applicable. The module, called Motivation,
includes all the elements related to a human-like mental state; these elements have to
be considered during the decision process. Examples of some of these elements are
the emotional state, the level of trust in the other and in itself. Motivations, along with
knowledge on goals, environment, including the self and own capabilities, lead to mak-
ing purposeful decisions.
In summary, in this architecture, the design process has the same input of the stan-
dard model of mind [122], but it also has an intermediate part. Executing an action has
effects on the environment and also on the internal state. The working memory, so as
the reasoning/learning process and action selection, is affected by the ability to generate
anticipation. The following section shows the revised Jason reasoning cycle, extended
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Component Description
Motivation A Motivation is a form of belief for self-awareness model-
ing. Motivations are information that the agent has about
itself. Motivation contains knowledge about the conscious-
ness of the agent.
Motivation Base A Motivation Base is where all motivations are organized.
Situation A Situation is an extension of Intention. It represents the
future state of affairs after the execution of agent’s action.
Table 3.1: Definitions of new elements integrated into Jason.
and adapted for the target.
3.3.2 Extending the Jason Reasoning Cycle
The reasoning cycle, shown in Figure 2.12, develops three general processes: the knowl-
edge update process, the handle event and the acting module.
As you can see, elements such as, motivation, goal, anticipation are not handled by
the traditional Jason reasoning cycle. In some way, goals are implicitly treated in the
plan and the plan library plus the context and the intention. However, it is not enough
for our objectives. We need a structure to match goals with the anticipated results of
single actions. This provides a cornerstone for realizing self-modeling.
Motivation serves for modeling all that is related to the internal state, the inner world.
It is a kind of belief (the state of the environment) but they differ from a conceptual point
of view. In fact, beliefs are values providing pre-conditions for a plan to be activated or
selected. Motivation is, in some senses, a superstructure of beliefs including the agent’s
mental state.
Anticipation, in the two forms, current situation and situation queue, is used for
generating a sort of simulation of the scene, the state of the world, if everything would
go well. During the reasoning cycle, the agent decides which action to commit also
after having evaluated the anticipation against the first component of the event, thus
reinforcing the decision process.
In Table 3.1 and Table 3.2 a summary of definition of concepts used in the extended
cycle (Figure 3.4) is figured out.
Jason reasoning cycle does not allow to implement these elements, above all the




















































































Figure 3.4: The extended reasoning cycle for Jason’s agents.
anticipation. To support them, two new functions have been added to support them: the
MUF and MRF with their related methods muf and mrf in the agent class (Figure 3.5),
one other principal component, the Motivation Base and one new application process,
the Handle Situation.
Beyond the changes made in the reasoning cycle, also selection functions were mod-
ified, as will be illustrated later in this section. Through motivations, it is possible to
solve other complex plans and to force to select an intention to accomplish agent’s de-
sires. The deliberative process of actions is not limited to simple execution of a plan
assigned to agents at design time and stored into the Plan Library, but the extension
provides a valid alternative built on the motivation base. With this knowledge, the agent
tries to define new alternative applicable plans that should be successful plans cause
these are generated by checking the status of the agent internal state and the context.
Thus, Anticipation has the aim to produce a queue of situations where the head of
the queue is the situation that the cycle is scheduling to handle for acting. The tail of
the queue contains all possible future situations in according to the inner state of the
agent including its motivation. The mechanism of the anticipation module recalls the
perception loop described in [184].
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Function Description
perceive The perceive method lets agents sense the environment and
retrieve from it information; in our approach, the function
gets information about itself through sensing the status of
internal parts and the status of the mind. It implements the
perceive function in Figure 3.4.
selectEvent Our implementation takes in input a queue of events and
motivations to select the plan that accomplish agent’s de-
sires (see Algorithm 2).
selectIntention Selects an Intention to be further executed in the current
reasoning cycle; it implements the SI function in Figure
3.4. Our implementation uses an intelligent scheduling that
selects the right intention considering not only the queue
of intentions but also a queue of situations that helps the
algorithm to choice the better situation to compute in the
handle situation. This function looks in future scenario to
accomplish the desires and respects the agent’s motivation
(see Algorithm 4).
muf Motivation update function updates the motivation base
with given perception.
mrf Motivation revision function revises the motivation base




These functions are not modified. For a description read the
Table 2.2.
Table 3.2: Description of functions for the extended Jason reasoning cycle.
The reasoning process starts with a perceive method. In Figure 3.4 percept is handled
by a perceive function, this latter handles two kinds of percept, the first is external
perception or better, percepts that come from the environment and the second is the
internal perception. In this last, the agent sense itself looking for features such as for
instance execution time, stress-level, emotive state and other motivational features. This
is the first significant difference with the original cycle. Inner perceptions are not defined
as normal beliefs (Literal) but once agent perceives the feature this is converted into
motivation. Each motivation is organized in a MotivationBase that is an extension of
the BeliefBase (see in Figure 3.5). In the same UML diagram, it is possible to find some
changes that we did to implement the cycle. As described we extended the AgArch class
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by creating another derived class called AgArchMotivated that implements the handling
of internal perceptions. Knowledge is updated by means of belief update function and
motivation update function. As said for the buf method in the original Jason reasoning
cycle, the operating mechanism is not modified but we added a new branch to handle
the inner state.
Initially every perception acquired is a belief with some operations the belief update
function and the belief revision function convert internal perceptions in motivations and
using the motivation update function, the system saves internal perceptions (aka motiva-
tions) in the MotivationBase. Processing motivations involves also motivation revision
function to revise the MotivationBase. These functions are implemented in AgentMoti-
vated class, this class extend the Jason Agent class. Information about the state of affairs
of the environment is also perceived by the communication module. The reasoning con-
tains methods to communicate with other agents.
For this purpose, Jason has two important functions to handle the communication
between agents. The checkMail method is the first function that the agent does as shown
in Figure 3.4 and it gets external messages sent by agents and organizes them into a
mailbox assigned to the agent. Here, the function remains the same of the original
cycle (AgArch class in Figure 3.5). The social acceptance function(aka socAcc) and its
associated method are modified for our purposes and their functionalities are described
in Table 2.2. After beliefs and motivations are updated, new events are generated. At
this point, in the original cycle the selectEvent function, given as parameter a queue of
events, returns the related poll function. Algorithm 1 shows as the original selectEvent
function works. Algorithm 2 shows how it was modified the selectEvent function in
order to consider the situation.
Algorithm 1: The selectEvent algorithmn implemented in Jason.




So SE function implements an algorithm that, given as parameters the event queue
and the situation queue generated at the previous cycle, executes a generateEventsQueue
function to obtain a queue of events that are reformulated considering the queue of pos-
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sible future scenarios carried by the queue of situations (if any). Once the algorithm has
Algorithm 2: The selectEvent algorithmn implemented in the extended Jason
reasoning cycle.
1: procedure SE(Queue<Event> events, Queue<Situation> situations)
2: Queue<Event> eventsQueue← events
3: Queue<Situation> situationsQueue← situations
4: Queue<Event> queue := generateEventsQueue(eventsQueue, events
5: Situations)
6: Event selectedEvent := queue.poll()
7: return selectedEvent
8: end procedure
generated the Selected Event as shown in Figure 3.4, such a result of the diamond SE
function, a unification process is fired. It unifies events evaluating the previous results
and a list of plans generated by a plan library module. The result of this process is a list
of relevant plans. Once plans are selected another process is started.
The following process check context (Figure 3.4) is the same of the original cycle.
This process is not influenced by the motivation module or anticipation module because
the relative check context for our scope is included in the select event function with
the generateEventQueue function as you can see in Algorithm 2. After the context is
verified, the process generates applicable plans that are given as input to the function ap-
plicable plan selection function denoted as SO in Figure 3.4. The output of this function
is called intended means that is the chosen applicable plan because the actions executed
by that plan is the means that the agent intends to execute to handle the chosen event.
The intended means is converted into intentions and will be handled by the intention
select function. The list of intentions, this is given as argument for the intention select
function and through a handle situation process our reasoning cycle extracts from this
latter process the current situation, that is shown in the UML diagram a derived class
of Intention. The original intention selection function SI implements a poll function as
argument as described in Algorithm 3. Our implementation, instead, involves two func-
tions (Algorithm 4). The first creates a simulation process that implements a structure
similar to the one described in [184] and the second verify the queue of situations gener-
ated at the step before. In Algorithm 4, it is proposed our pseudo-code for the reasoning
cycle.
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Algorithm 3: The selectIntention algorithm implemented in Jason.




Algorithm 4: The selectIntention algorithm implemented in the extended Ja-
son reasoning cycle.





5: Queue<Situation> selectedSituations := verify(situations)
6: return selectedSituations
7: end procedure
Regarding code, the situation queue is internal to the agent so the code structure
is not changed because a poll function is always called on the result of the previous
function. So the execute intention process has as input a situation that is an intention as
evidenced in the UML diagram in Figure 3.5. This process tries to perform all actions
included in the current situation and the agent is able to produce the act function, after
which the reasoning cycle could be restart.
3.4 Summary
This chapter has shown the realized model for an Human-Robot Teaming Interaction
(HRTI) scenario. The process to create the cognitive architecture starts with the model’s
definition and later implements it, exploiting paradigms and frameworks at the state-
of-the-art. Perspective on analysis and implementation issues were treated to do this.
Those analyses drove the model’s definition as well as the abilities required for realiz-
ing interactions. The cognitive architecture was developed employing the multi-agent
paradigm and followed guidelines and approaches common in cognitive systems’ liter-
ature. The architecture’s core lies in the deliberation process, revised and extended to
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support abilities for the target. As discussed in the previous section, each module faces
a specific issue, and it employs perceived data for selecting which plan is more reliable
to select to be executed. Plans may be written at design time by an agent programmer
or, as shown in this dissertation, generated at runtime, exploiting the algorithm devel-
oped for this purpose. The extended version of the Jason reasoning cycle, shown in
this chapter, assists the teams’ decision-making process. The alternative cycle added to
the standard cycle is an alternative path to reason, employing logical models that the
programmer thinks for letting cooperation. The representation of the agent’s knowledge
of motivation does not corrupt the normal cycle. However, it helps the agent select the
proper plan to reach the team goal faster than usual and the programmer to identify and
split information, properly cataloging them. For doing that, Jason’s classes were created
and modified to support it. This enhancement was possible by implementing Jason’s in-
terface and extending Jason’s classes. To model and implement motivations, also belief
concept was extended instead of creating a new element, introducing a motivation base
with functions for revising it. In next chapters will be presented with other important
modules developed in this 3-years job. This dissertation and the work during these years
were oriented onto a definition of a cognitive model and architecture for supporting the
Human-Robot Teaming Interaction (HRTI), algorithms, methods and produced learning
systems aid and will support the continuous building and integration of this cognitive





The Chapter 3 introduced the cognitive architecture for Human-Robot Teaming Interac-
tion (HRTI) applications.
Contexts where agents and humans are required to collaborate and cooperate in a
human-like fashion are complex systems where a high degree of self-adaptability of
every component is demanding. A fundamental ingredient when developing and im-
plementing this kind of system is knowledge. It is crucial in deciding which action to
perform to reach an objective and to behave in a self-adaptive way. The problem of
knowledge modeling and representation becomes more and more urgent if the agents’
operation domain changes at runtime. Knowledge has to be updated and handled while
the system is in execution.
This chapter is organized as follows, in the Section 4.1 a model for designing a
knowledge management system for a multi-agent system is shown, the objective is to
show how to handle knowledge in a system where multiple agents may access the same
memory resource [46]. Multiple access at different times could produce a phenomenon
of asynchronous memory, and so, agents could reason on expired knowledge.
The Section 4.2 introduces a new computational model on which the knowledge is
organized automatically by the cognitive architecture. The idea is to realize a method
able to link unknown concepts with their semantic relatives that are stored in the robot’s
knowledge [42]. The model works in an unsupervised way.
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4.1 Designing a Memory Architecture for Representing
Knowledge
Storing data, information, and relevant perceptions let humans learn, reason on facts,
and decide the right action to pursue an objective. Similarly, to build agents and robots
able to work in specific environments, it is useful to give them the required know-how
for doing actions and getting the jobs done. Implementing this feature on robots and
agents involves defining a suitable data structure that can emulate a memory architec-
ture.
For instance, in a complex system such as a multi-agent system, a memory architec-
ture is necessary for the set of agents for planning and acting operations. The memory
architecture is used for managing the knowledge of cognitive architecture. As shown in
Chapter 3, cognitive architecture is developed using a set of agents that have to cooperate
and collaborate to pursue the system’s goals. For letting agents share their perceptions,
it is necessary to organize how to represent the knowledge, organize it, and share it with
other modules of the architecture.
Before starting the memory architecture description, the capabilities for acquiring
new perceptions and operating in the environment have to be described. Chapter 2
described the multi-agent framework used for developing this cognitive architecture,
and Chapter 3 presented the cognitive architecture and discussed changes and extensions
proposed for implementing it as a solution for the HRTI domain. We see that the agent
class uses other classes to perform functionalities (to recall see the Figure 3.5 in Chapter
3). The AgArch class is responsible to perceive and to act (for a description of these
functions see Chapter 2). With these methods, the agent can perceive the environment
and act on it after a decision-making process. It is possible to endow an agent with other
capabilities; for instance, a possible way is the CArtAgO meta-model [171] through the
namesake framework. This meta-model is also know as Agent & Artifact meta-model
[153].
Notwithstanding the focus of this chapter is on the part of the cognitive architecture
in charge to handle the knowledge, for this type of cognitive system based on the BDI
model, the knowledge is generally contained into the Belief Base (BB). The implemen-
tation of belief base in Jason is shown in Figure 4.1.













Figure 4.1: Jason Belief Base UML redrawn from [27].
4.1.1 Modeling Knowledge
As seen, cognitive architectures own a memory system for handling knowledge. For
building a knowledge management system that implements a human-like memory ar-
chitecture, Tulving states in [194] the fundamentals. The memory should be divided
into two different types, the episodic memory and the semantic memory. The seman-
tic memory allows retrieving information that has not been directly stored in the global
knowledge base system. Semantic memory does not save perceptions but instead cog-
nitive links to input signals. The semantic memory architecture is much less susceptible
to losing information concerning the episodic one. Episodic memory stores temporal in-
formation about occurring episodes or specific events and merges them, when possible,
to the temporal-spatial relation. Episodic memory architecture may store perceptible
events in terms of properties, characteristics, or attributes. Hence, to handle system
knowledge efficiently, we need architecture letting the agents storing all the information
about perceived data and, at the same time, create and/or maintain semantic mapping
among them.
The realized memory architecture tries to emulate the memory proposed by Tulv-
ing [194] through a semantic representation based on ontology and the agent’s beliefs.
Agents use the ontology to store all information, organized by their relations, and the
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agent’s beliefs to plan during the decision-making phase.
The memory architecture employs the OWL ontology [24] for storing and represent-
ing information with all the semantic relationship. The framework used for managing
OWL ontology is Apache Jena [108].
The idea is to implement a long-term memory, procedural, declarative, and episodic,
and working memory within a short-term memory for acting and pursuing objectives
employing only the memory relevant for the current task.
In the following sections, the memory architecture and properties, methods, and
functionalities will be discussed to show how the problem of out-of-date or expired
beliefs was faced and how it was possible to organize an ontology at runtime with new
stimuli following their semantic nature.
4.1.2 Handling Knowledge in a Multi-Agent System with OWL
A cognitive architecture is endowed with a semantic and episodic memory to support
the decision-making process and other cognitive capabilities. Organizing the memory
in this way is suggested in models that inspired the designing of the proposed cognitive
architecture: the standard model of mind [122], and LIDA [186].
The usage of ontologies as OWL for representing knowledge in a multi-agent sys-
tem is a common practice [111] for implementing the knowledge representation mod-
ule. Agent’s beliefs are handled to be saved in the ontology, handlers are written as
implementation or extension of existing Jason’s methods [26, 27]. Jason capabilities
were extended with the support of CArtAgO [171] framework by using artifacts and the
definition of a specific workspace.
Briefly, the CArtAgO framework realizes artifact-based working environments in a
Multi-Agent System (MAS) [171]. The framework makes extensive use of artifacts as
abstractions to handle tools, objects, and resources belonging to the surrounding envi-
ronment. Tools, objects, and resources may be used and manipulated by agents to solve
several tasks such as cooperation, actions, or perceptions. An artifact is a .java file to
implement methods that could be used in AgentSpeak plans by the Jason agent.
Figure 4.2 shows a generic approach used for handling knowledge with CArtAgO
artifacts by an agent developed in Jason.
Agents deployed into the knowledge management workspace can use these artifacts.










































Figure 4.2: Using an OWL Ontology within a Multi-Agent System (MAS).
Each artifact is used for managing resources and for organizing concepts using semantic
relationships. So, a first general approach is figured out in Figure 4.2, here all the agents
can interface with OWL ontology using the Apache Jena framework. The issue in this
type of memory architecture is that each belief may be revised at any moment, and so,
an agent could get an expired belief, so the reasoning process could fail the scheduled
plan.
Figure 4.2 contains three different workspace. Workspace 1 contains tools and meth-
ods that could be used by every agent in the system; this means that the knowledge
acquired using these tools could be accessible by all or could be acquired from every
agent that uses the artifact in the plans defined in .asl file. The proposed scheme
implements, in each agent, the functions interfacing with Apache Jena; concerning its
complexity, this means that a connection through the ontology for each agent will exist.
The only form of communication is related to the transmission and the execution of the
regular plan. In workspace 2, such as in workspace 3, agents communicate with each
other with internal communicative action as .broadcast and .send to catch or re-
trieve information from and to the agent society, and artifacts of each workspace could
be used only from agents deployed into the related workspace.
The way proposed above maybe not reliable for this type of application. Cognitive
architecture needs a memory system that can perform operations during the execution

















Figure 4.3: Proposed approach to implement semantic and episodic memory system
using Jason-CArtAgO e Jena-OWL.
time.
Thus, a possible solution is developing a centralized approach, as you can see in
Figure 4.3. Developed knowledge system can emulate the mechanism of a generic belief
base such as the Jason one; it works well at runtime and at the same time guarantees
inferring logical consequences from a set of axioms.
This approach aims to connect the entire system to an ontology through another
agent responsible for operating actions for keeping synced and updated beliefs inside
the agents society.
This method was revealed to be useful and simple to realize a centralized system for
distributing knowledge. The next section will treat in more detail the approach.
4.1.3 The Jino Approach: A Proof of Concept
Let us suppose agents with the goal of understanding objects not present in their knowl-
edge base. As humans do, agents start from whatever they know and through interac-
tions with humans.
The agent system developed using the first approach (Figure 4.2) revealed to be slow
and hard to implement the cause of the need to handle all possible occurring cases.
Also, agents’ connection latency and the delay on possible plans actuation entail a
series of problems that could create inconsistency in the decision process.
Some errors propagated in some semantic structure functionalities because of the
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high latency that severely decreased performances and did not let agents adapt to chang-
ing situations. Indeed, each agent that got a deprecated belief could not know which
version of belief was correct. Besides, CArtAgO produces object properties that repre-
sent perceived beliefs for the agent; this type of beliefs are used for deciding the plan to
schedule.
The crucial difference between the two approaches is in the memory management
system, which was implemented by introducing a specialized agent called Jino.
Jino uses a customized agent-type that considers a series of plans composed to han-
dle the memory system. Jino lets us manage the episodic and the semantic memory but
also all the information acquired by beliefs.
Through the communication system, Jino maintains the system synced with all the
members. The value of beliefs is updated at runtime. When an external agent asks for a
specific belief, Jino knows whether this is reliable or is better to check into the ontology
to retrieve a newer belief version.
Jino’s workspace owns all artifacts necessary to manage the perceptions coming
from agents. The communication system always guarantees the direct connection be-
tween Jino and each agent. To acquire runtime knowledge, Jino gets started each time
a belief changes or an event occurs; this fact lets Jino add, remove, or update some
beliefs and manage others simultaneously. Thus, Jino manages to change knowledge
using its working memory without any external ontology reasoner; this lets the system
use resources at runtime and have beliefs updated and synchronized.
Jino, across the communication system, informs all agent-society about changes
using the broadcast method. Whenever Jino believes that a certain belief is necessary
only for a specific agent or a group of agents, it takes over to communicate only to the
interested agent/group using the .send method. Moreover, when new knowledge is
acquired, Jino firstly saves the knowledge base’s result from constructing the long-term
memory and then lets OWL’s reasoner infer new concepts.
Only one connection with the ontology across Jena Framework is present. The rea-
soner is launched only when it is essential and not when a single agent desires a specific
belief. Jino takes advantage of an internal memory representation that makes belief
usable when someone asks.
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4.2 Robot Incremental Knowledge Acquisition at Run-
time
In the human-robot teaming cooperation scenario, robots interact and cooperate with
humans and the environment to reach a shared and common objective.
Whether human or robot, a team member possesses a prior knowledge apt to support
him to carry out his activities. An Artificial Intelligence system for working in a team
needs a knowledge management system to organize his knowledge. Besides, collabora-
tive tasks with humans could manifest unexpected events; this makes the environment
and the context dynamic and unpredictable.
To the five fundamental lines proposed by J.S. Albus [4], other guidelines were
added to the road-map for creating a human-level artificial intelligence. For developing
a Human-Robot Teaming Interaction (HRTI) architecture, it was considered a sub-set
of them, accordingly, with the requirements dictates by the principal research area (the
HRTI): (i) attention awareness and intentionality, (ii) believable behaviors, (iii) emo-
tional intelligence, (iv) imaginary.
The cognitive architecture described Chapter 3 tries to serve the lines proposed in
the road-map. For exploring everything related to the meta-cognitive level, a first step
is developing a knowledge manager in charge to organize efficiently new concepts ac-
quired at runtime by classifying them.
The previous section (Section 4.1) shows how the knowledge management system
was designed for adapting to the cognitive architecture requirements. This section
shows a computational model to increment the robot’s knowledge at runtime through
an energy-based model built with natural language processing support.
4.2.1 The Kewap Model
The model proposed here is based on the principles of cognitive semantics. The knowl-
edge is handled, representing concepts as mental schema [141]. The mental schema
plays a fundamental role in the conceptualization of a new perception by a robot, and
hence for knowledge discovering. The robot becomes capable of mental situations about
a single perception. The computational model lets the robot acquire imaginery and crit-
ical mass skills [4] because it becomes able to grow in environmental awareness as a
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human could do under the same condition. This model aims to permit the development
of environmental awareness and self-consciousness for knowledge acquisition. The so-
lution adopted for doing that is in employing the ontological structure to represent the
mental schema for the robot. Distribution over the space of possible mental schema
from the ontology allows estimating the probability of each possible schema given a
perception.
Once the schema for perception is inferred, the perception is acquired by blending
the correspondent new concept and the related instance (if the concept does not already
exist in the knowledge base) or only the instance (if the concept already exists), and the
knowledge grows.
The acquisition of new concepts is at runtime by perceptions. Each time that new one
has detected, the knowledge grows, expanding the concepts space and instance space if
the concept is unknown, or only the instance space if the concept is known. The model
integrates sub-symbolic and symbolic approaches, letting it be transparent for humans.
The computational method, called Kewap (KnowledgE WrAPping), is modeled us-
ing two processes: (i) the mapping process, and (ii) the merging process. The method
starts taking as a parameter a label. The label is a string that describes the new percep-
tion perceived by a robot, or an agent, with its sensing module.
Within the cognitive architecture in Chapter 3, the Perception/Observation module
senses the environment, and when a new perception occurs, the module in charge to
manage the knowledge tries to map the concept in the knowledge using Kewap. The
perception is handled as a label: a string related to the meaning of the perception. It is
important to mention that the model meets the assumption of insufficient knowledge and
resource [205] philosophy because it does not need ontological bases rich in concepts
and relationships. It works even when the ontology is limited.
Once the string corresponding to a vocal stream is detected or an object is recog-
nized, the mapping process allows to infer if such an entity is already modeled in the
knowledge, and in this case, the perception is instantiated. Otherwise, the concept has
to be acquired and correctly allocated in the ontology by the merging process.
For the purpose, the surface form of the ontological label and the surface form of the
perception has to be mapped; the similarity measure used is the one proposed in [157]
that computes how the ontological labels and an external word are close.
This measure keeps into account both semantic and syntactic components. The mea-
4. Knowledge Acquisition and Management 82
sure represents a similarity distance between the labels (words) w1 and w2.
It is the weighted sum of the Jaro-Winkler distance [212] and the Wu-Palmer dis-
tance [219], then:
sim(w1, w2) = δ ∗ jaro(w1, w2) + γ ∗ wup(w1, w2). (4.1)
The main motivation to consider the Jaro-Winkler distance is the characteristic of
the strings to compare, that are short words as the labels of the ontology, instead, the
Wu-Palmer is considered one of the best semantic measures in literature.
The parameters δ and γ represent the quantity of syntactic or semantic similarity to
consider. The choice of these parameters depends on the type of application domain.
The constraint to determine these values is δ + γ = 1.
To describe the model, let consider the set of ontological labelsO (the ontology) and
the perception p.
The mapping process is modeled by the map function, that is:
map(p) =
o if maxo > τmer(p) otherwise
where the mer function starts the merging process next defined, while the maxo is the
maximum value of the set Sp where Sp = {sim(p, o) | o ∈ O}.
Themap function returns the concept o in the ontology if omatches with the percep-
tion p according to the similarity value, which has to be greater than the threshold value
τ 1. It means that the perception p is similar to o, so it already exists in the knowledge,
and p becomes an instance of o.
The merging process starts when the maxo value is less than τ ; to merge a new
concept in the ontology requires to compute its correct allocation.
The model inspired by a probabilistic approach already proposed for the Probabilis-
tic Tree Substitution Grammar (PTSG) induction [50]; it aims to define a power-low
distribution over a space of production rules that combine the grammatical linguistic
structures.
For estimating the probability of each production rule, the statistics for linguistic
1An higher value of τ , means that the two concepts have to be very similar, a lower level, means that
concepts not completely similar will be swapped.
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structures they represent has to be learned from text corpora. Parsing a string by using
a PTSG means to find the most probable combination of rules for the given string. A
Pitman-Yor Process (PYP) [158] is used for this purpose. The PYP represents a rich and
flexible class of random probability measures used as the prior distribution in Bayesian
nonparametric inference.
The key idea is that the ontology of the robot is a set of ontological structures,
that are the nodes and the triples representing properties and relations. Thus, a PYP
process is defined for estimating the correct linking between these structures and a given
perception in the same way as the previous string parsing.
It is worth noting that Kewap does not need sufficient statistics for computing such
probabilities because the process works over the text representing the perception and
the label of the ontology.
The PYP process assigns a probability to each ontological structure and then finds
the most probable combination of these structures for a given perception.
Formally, the merging process is modeled by the PYP distribution mer(p) over the
ontological structures, that is:
mer(p) ∝ PY P (α, β,Go) (4.2)
Where α and β are the hyper-parameters of the process that influence the shape of
the distribution, whileGo is the base distribution which determines which fragment trees
will fall in support of mer(p). A fragment tree is an excerpt of the enriched taxonomy
corresponding to O.
In particular, Go is a function that, similarly to map(p), involves the symbolic lin-
guistic properties of p over space o ∈ O, and allows to choose the more plausibly
fragment tree given p.
In this sense, the method is hybrid, involving a sub-symbolic process integrated with
symbolic properties.
The following section shows proof of concept to demonstrate the method’s function-
alities and obtained results. The proof of concept describes a task of self-repairing for
a robot. The objective is endowing a robot with the ability to understand, looking at
its log, which component (hardware or software) has issues at runtime. If some log de-
scription lacks, the Kewap method is used to predict with which concept the perception


























Figure 4.4: The fragment of the ontology including all the concepts about itself. These
concepts are framed.
establishes the semantic relation.
4.2.2 Self-Repairing Task: a Robotic Proof of Concept
This work aims to make a robot aware of objects in dynamic environments and self-
conscious of its knowledge by automatically updating it when a new entity is perceived.
If the robot cannot “understand” an object, it would not be able to use and refer to it
during task execution, leading to compromise in the team’s collaboration.
The ontology is one of the possible strategies to follow for equipping the knowl-
edge level of cognitive agents, and in some cases, it can present little limitations [134].
The problem of modeling dynamic knowledge acquisition processes can be plausibly
enriched by using conceptual spaces [83] representations to align with the ontological
representation [133].
Ontological representation was considered because it is the most widespread and
also allows standardization by the foundation ontology. The ontology is often manually
encoded before the robots are deployed. If the robot is situated in a dynamic environ-
ment, a dynamic ontology is expected to grow when it perceives new objects.
Let consider a simple scenario where a robot is plunged into an environment whose
high-level knowledge is represented in Figure 4.4. The goal of the robot is self-repair.


































Figure 4.5: The fragment of the ontology includes all the concepts about the environ-
ment and some instances.
Elements in ontology concern the physical components of the robot, which it per-
ceives as integral parts of the environment. In Figure 4.5, the same ontology is enriched
with some concepts the robot has perceived and then instantiated; in some sense, it
“knows” these concepts and recognizes one or more instances of them in the environ-
ment. Physical self-repair could become critical in applications where no humans are
around to assist or repair the robot, which has to heal itself. Also, this can be useful for
cooperating with humans to repair other machines.
Knowing the damaged resource is the first step for self-repairing; the robot acquires
awareness of such a resource and becomes able to understand how to repair it, for ex-
ample, by identifying what object can be used in place or the set of necessary actions
for replacing.
Generally, the robots can self-diagnose and detect if and what component is in trou-
ble. The main goal of diagnosis is to check every device and its functionalities and
publish whether the device has or has not an error. Until this moment, the robot has no
awareness about this device. It passively communicates to the human the internal state,
but it cannot understand such a state.
The robot has to semantically conceptualize the device for the opportune interven-
tion to start the self-repair task.
In other words, by self-diagnosis, the robot knows that a device is in trouble, but it





































Figure 4.6: The knowledge acquisition related to the CPU concept with its instance
represented by the diamond shape.
does not know such a resource, which remains an abstract concept until it is not acquired
in the knowledge. The robot might not know anything in advance about its devices, or
it could have partial knowledge about itself.
Experimental Setup
The simulation was developed using Pepper Robot2 and the diagnostic module sim-
ulated hardware trouble mimicking the native naoqi library. As a robot’s vocabulary
was used WordNet [144], a large electronic lexical database for English developed and
maintained at Princeton University since 1986. WordNet was used to calculate the simi-
larity, using Kewap, between the perceived label and the concept’s label. The simulation
started listening to the diagnostic module.
This diagnosis returns a new perception of dwith the name of the damaged resource.
Let suppose that the CPU is this resource, and so the perception is d = cpu.
As it can be seen from Figure 4.5, the CPU is an element not known to the robot.
The robot is able to process the new perceived element, to link it to a known one at to
produce a new instance (see Figure 4.6).
When a new entity is perceived, two different cases can be considered:
1. the abstract concept is already modeled in the knowledge; a new instance for that
concept has to be created corresponding to the perceived entity. We will refer to
2https://www.softbankrobotics.com/emea/it/pepper






































Figure 4.7: The knowledge acquisition related to the CPU concept with its instance
represented by the diamond shape. The emergent concepts are highlighted, among them
the more probable is the candidate parent.
this process as mapping process;
2. the abstract concept is not modeled in the knowledge; both the concept and the
instance have to be created. The concept becomes persistent. We will refer to
this process as merging process. This, it is the case of the previous example that
considers the CPU resource.
In both cases, the problem is related to infer the presence/absence of the concept in
the knowledge and then identify the correct allocation of a new concept/instance in the
ontology, leading to the introspection of the robot.
For this case study, the parameters of equation 4.1 are set with the following values:
δ = 0.7 and γ = 0.3. The PYP was initialized with α = 2 and β = 0.3. These
parameters values were determined experimentally running the experiment several times
in order to find the optimal solution for the problem.
The mapping process map will invoke the merg function because the similarity mea-
sure computed by the equation 4.1 is under the threshold for each concept in the ontol-
ogy.






Table 4.1: Kewap results for the CPU resource.
The Table 4.1 shows the results of the merging process. The concept Processor is
more probable than the other structures in the ontology; a new concept CPU is created
as children of Processor, with the correspondent instance. Since this moment, the robot
has conceptualized the resource, and it can refer to the knowledge about the processor
for self-repairing it or for identifying the possible new processor among a set of available
spare parts.
New knowledge is discovered, and the ontology is updated as drawn in Figure 4.7.
The same figure shows the emergent concepts for the resource, that is, in the structures
which fall in the PYP support; it is important to notice that these concepts are seman-
tically similar to the perception. Hence the base distribution defines good support by
excluding concepts that have a completely different meaning.
Tests were done using different types of concepts. In Table 4.2 each row represents
a new concept to be allocated in the ontology and the corresponding ontological struc-
tures with the results classified by the mapping and the merging processes. Even if the
emergent structures could be trivially evaluated, they were validated by domain experts.
4.3 Summary
This chapter shows the progress made in developing a knowledge management system
for cognitive architectures developed using multi-agent systems.
Engineering knowledge management systems for complex software architectures is
an activity that involves several areas of research. Knowledge engineering has always
been involved in the study of knowledge representation systems for various research
areas, depending on the demands and problems of the domain in which the knowledge
management systems must work. It has been necessary to evaluate the application do-
main and its constraints to model and develop knowledge management systems.
In the solution proposed here, the main problem arises from the fact that agents co-
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Concept Ontological Structure - Result
Kiwi [Fruit] - 0.04250 [Fruit, Pear] - 0.0295 [Fruit, Apple] - 0.02318
Watermelon [Fruit] - 0.04685 [Fruit, Apple] - 0.02563 [Fruit, Pear] - 0.01664
Voltage [Energy] - 0.08136 [Device, Energy] - 0.02436 [] - nan
Linux [Software] - 0.13556 [Object, Software] - 0.04744 [] - nan
Frog [Animal] - 0.03827 [Animal, Fish] - 0.01140 [Animal, Cat] - 0.00913
Cat [Cat] - 1.0 [] - nan [] - nan
Sonar [Sensor] - 0.04739 [Device, Sensor] - 0.03176 [Device, Memory] - 0.02247
Pencil [Pencil] - 1.0 [] - nan [] - nan
Table 4.2: Table collects results obtained during the experiments for testing the method.
Domain experts validated obtained results. Each row contains the new concept and
the related ontological structures computed using Kewap. The label and the correspon-
dent result are represented for each ontological structure. The structures are ordered
according to the results. The concepts are from different domains for demonstrating
the robustness and the generality of the proposed approach. In the case the concept is
already in the knowledge base, only a structure emerges that is the node in the ontology
corresponding to such a concept, for which only the instance has to be created (for ex-
ample, the Cat and Pencil concepts in the table). The cells with empty square brackets
and dashes mean not detected structures.
operate and collaborate to perform functions of the multi-agent system. In this case,
the knowledge must be a repository of information linked semantically and a system
of knowledge control and updating, which keeps the agents belonging to the architec-
ture always synchronized. Besides, the cognitive architecture is designed for realizing
HRTI tasks. In this regard, the environment in which humans and robots collaborate
could be dynamic and or partially unknown. Therefore a method for acquisition and
update at runtime is necessary. The method must be based on design-time knowledge of
the cognitive architecture and categorize new concepts perceived unsupervised quickly
and precisely. To address these issues, the first section of the chapter proposes a cen-
tralized knowledge management architecture, implemented in the cognitive architecture
of Chapter 3. The second section instead tells about the computational model to in-
crease knowledge in a runtime robot. The model proposes a solution for developing a
system able to increase its knowledge even under the assumption of limited resources
and knowledge. The architecture shown in Chapter 3 implements these solutions for
handling and organizing the knowledge.
Chapter 5
Anticipating Actions and Learning
Plans
Chapter 3 shows a solution for realizing Human-Robot Teaming Interaction (HRTI).
The theoretical model, discussed in Section 3.2, implements functionalities useful for
establishing reliable interactions. As said before, the most important change lies in the
deliberation process module of the cognitive architecture. In addition to classical mod-
ules for realizing learning, reasoning, and action selection, this module shows a novel
block that lets an agent anticipate actions to be executed for pursuing an objective. This
ability implements in some sense a kind on imaginary skill. The anticipation process
returns information about the scenario’s evolution regarding plans to schedule to be ex-
ecuted. This process involves the knowledge and the plan library that an agent owns for
acting in an environment. To implement these abilities, a possible solution involves the
creation of a simulating system [183]. The simulator was implemented using a graphics
engine used to develop games, the Unreal Engine1. Besides this ability to anticipate
situations [47], the module acts as an innovative interface that lets humans inspect the
robot’s mind through the interface. It is, in fact, possible to see the result of the decision-
making process of the robot, making this process transparent, as well as navigating the
knowledge of the robot, exploring corridors of the mind as in a video-game, so a hu-
man can see concepts in the robot’s knowledge, instances, and their description. The
simulator is also useful to test plans generated at runtime by the robot without an agent
1https://www.unrealengine.com/
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programmer’s supervision. Indeed, the robot works in a partially known and dynamic
scenario. There may be the possibility that all its functionalities could not be completely
sufficient for facing all challenges for the team. To let agents compose plans at runtime,
an internal action for the agent was done. This internal action enriches, in terms of
capabilities, the agent. The capability to compose plans at runtime is shown in this
chapter. This approach is based on using a different type of logic, the non-axiomatic
logic [202, 206]. It manages the plan library, handling all beliefs, plans, and goals of
the agent by means of the Non-Axiomatic Reasoning System (NARS) [98]2.
5.1 Anticipating Actions: a Development Point of View
Humans and robots collaborate and cooperate in pursuing a shared objective need to
rely on the other for carrying out an effective decision process and revising knowledge
when necessary in a dynamic environment.
For doing that, a solution was realized through a cognitive architecture, discussed in
Chapter 3. The cognitive architecture shows characteristics and functionalities thought
to be used in a robotic platform that has to cooperate with a human. The requirements
were analyzed by studying the human-human cooperation counterpart. The model, de-
signed for implementing this type of interaction, sees the turning point in the delibera-
tion process with respect to other architectures. More than usual modules for learning
and selecting which intention is more reliable to be executed under a specific context,
the cognitive architecture’s deliberation process is based on the cognitive abilities to
imagine the evolution of the scenario. This ability took inspiration from a previous ap-
proach described in Seidita et al. [184]. Thus, anticipating actions makes the difference
in building autonomous robots to cooperate with a human in a dynamic and partially
known context. The anticipation is an important module in the architecture in Figure
3.1.
This section aims to show how it was possible to develop the anticipation module in
the proposed cognitive architecture.
2This work was done during the collaboration with the Temple University with Prof. Pei Wang and
the colleague Dr. Patrick Hammer.
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Figure 5.1: The ROS nodes configuration for letting communication among compo-
nents.
5.1.1 The Simulator
The current situation represents the current state in which the agent is living and acting.
It contains all information about the inner and the outer world that see the agent as
an entity that acts upon it. The software module in charge of supporting the decision-
making process in the sense of anticipating actions is the simulator.
Thus, the simulator realizes the anticipation process of the cognitive architecture. It
was possible by linking the cognitive architecture with the simulator through the usage
of the Robot Operating System (ROS) [164]. To recall, ROS is a middleware widely
used in robotics. ROS is not a real operating system, but it lets programmers develop
robotics applications employing hardware abstraction, device control, and common
functionalities for implementing low-level and high-level capabilities, package manage-
ment, and communication modules. The simulator was developed using Unreal Engine
4 [81] and the communication with other components of the system was done through a
plugin for Unreal Engine, called ROSIntegration [140]. The cognitive architecture uses
the jason_ros bridge3 to integrate the Jason framework and ROS.
3https://github.com/jason-lang/jason_ros
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Thus, the Figure 5.1 contains the diagram that shows the instantiated nodes in Robot
Operating System (ROS) [164] for allowing communication among the simulator, the
multi-agent system that contains all the agent for implementing the cognitive architec-
ture, as shown in Figure 3.2 and the robotic platform for accessing on it through the
ROS interface.
The simulator was built with modules developed in C++ and Blueprints. This last
is a visual scripting system based on the concept of using an interface based on visual
nodes for creating elements from within Unreal Engine Editor. The simulator handles
the publishing and subscribing mechanism. Thus it exchanges information continuously
through topics for representing and simulating activities into the virtual scenario.
The simulator, in the background, executes capabilities to realize the anticipation
process. In this way, the robot tests itself in the current situation and tries to anticipate
results.
Results of the simulation are returned to the multi-agent system, and so the system
may be informed before the real execution if the current scenario reaches or not the fixed
goal through the set of actions used in the virtual scenario.
To recap, the framework, summarized in Figure 5.1, was built considering:
1. one or more Java applications, named Talker, are responsible for communicating
with the robot, using a set of libraries: ROSJava. It was developed by the ROS
community and allowed to instantiate the ROS concept (nodes, services, and top-
ics) inside the Java code. The Java applications use the NaoQI library, provided
by Softbank Robotics, to interface with the Nao robot. NaoQI extrapolates infor-
mation of interest4 (such as robot temperature, robot joints position, battery level,
and so on), and write them into ROS topics;
2. the ROSIntegration plugin, installed in the UE4 editor, creates a bridge between
ROS and UE4, allowing UE4 to subscribe to the ROS topics created by the Java
applications and recover the information from them;
3. on the UE4 side, one or more C++ classes, called Listeners are responsible for
retrieving and elaborate robot data. UE4 functionalities were used to display such
information in a friendly graphic manner.
4For the sake of completeness, the information could be acquired exploiting the ROS framework at
all, for the system’s compatibility and to facilitate the test, it was used the native library.
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4. the multi-agent system was developed using Jason [27] and CArtAgO [171] as
described in Chapter 3.
5.1.2 Generating the Anticipation: A Proof of Concept
Let consider a robot to pursue a simple objective: to reach a specific position in the
room. The robot starts from a known initial position at the time t0.
The mission is a navigation task for path-finding based on A* based algorithm [101].
The robot does not know the environment, and obstacles could spawn along the path es-
tablished. The planner calculates the route to follow according to the robot’s knowledge.
The simulator results help the robot to re-plan when somethings wrong occurs.
The robot is designed for performing the mission and is equipped with essential
knowledge for representing the working environment. As shown in Figure 5.2, the
simulation interface allows the human to be aware of what the robot knows about the
surrounding environment, at the beginning of the mission, and during its execution.
Figure 5.2 shows the system at work. The first row shows the robot deployed onto
the real world, in which it is acting toward the objective. The second row shows the
simulation interface in which the robot is acting in the simulated environment. Figure
5.3 shows another type of perspective about the robot’s mind, the corridor navigable by
a human to inspect the knowledge of the cognitive system, and so, of the robot. As can
be seen, going from left to right:
1. at the beginning of the mission execution, the robot is aware of its position and
the goal’s position. An avatar appears in the simulation environment. The avatar
represents a robot’s mental extension, the image it has of itself in the environ-
ment. The avatar executes the designed path to reach the goal (a middle couple of
figures). It represents the anticipation of the mission;
2. at the end of the simulation/anticipation the robot starts to execute the path;
3. during the execution of the task, the environment could suddenly change or may
be different from the one designed in the initial ontology. Indeed, in this scenario,
we put a second obstacle without inserting it into the ontology. When perceiving
the new situation, the robot stops its navigation. The left ROS node (Figure 5.1)
and the NaoQI interfaces communicate with the ROS master for handling the new
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Figure 5.2: The robot’s mission seen in the real and the simulated environment.
situation. The obstacle appears in the simulation environment through the right
ROS node, and the robot recomputes the best path. Then, the new anticipation is
showed by means of its avatar (right part of Figure 5.2);
4. the process is repeated until the robot reaches the goal or until there are no more
available paths to follow.
The robot used for this proof is the NAO robot by Softbank Robotics. The choice
of the robotic platform is not fundamental. The usage of ROS ensures the compatibility
with a large set of platforms as a robotic framework. The environment was realized into
the RoboticsLab’s room, and generic objects are randomly located in the room.
Software usefulness is evident when the robot behaves differently from expectations,
i.e., when the robot cannot reach the goal although there is an available path. The proof
of concept was tested before in the virtual environment, spawning the robot’s avatar
to verify if the scheduled plan is reliable for the current context. Detected obstacles,
the anticipation process informs the multi-agent system that the selected plan will fail
during the execution phase. So, the reasoning system generates another plan, and the
simulator will test it before acting, as done for the previous one. Only when the simula-
tion gives back a valid result the agents move toward the goal, this anticipates the future
situations letting the robot be able to see the results of its actions.
Finally, anticipation is achieved in the execution of operations before applying them
in the real environment. The simulation process results are returned to the multi-agent
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Figure 5.3: The simulator interface showing a view of the robot’s mind and how it
represents its knowledge.
system to make the agents think about the current situation and then guide the robot in
its mission.
5.1.3 Making Transparent Robots’ Knowledge and Reasoning
A practical aspect of the simulator is the possibility given to the human teammember to
inspect the robot’s work. So, this may be seen as an extra option for this simulator. In
this case, the simulator is not used as a simulation framework for testing before launch-
ing the system in the real environment. However, it is a representation of reality in the
robot’s mind. The simulator lends itself to be a solution for implementing transparency
and explanation in the robot’s reasoning system. The simulator was endowed (Figure
5.3) with an extra virtual scenario, on which the human could navigate the robot’s mind
by going through the robot’s mind corridors. The corridors contain all the knowledge
owned and acquired. In conclusion, the simulator has revealed a good solution for im-
plementing the anticipation process postulated in the theoretical model as discussed in
Chapter 3 and is useful for enhancing the human-robot interaction through an interface
able to show mechanisms behind the robot’s reasoning and knowledge. Considering this
last factor, it was possible to show results of the unsupervised incremental knowledge
process, discussed in Chapter 4.
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5.2 A Method for Learning Plans at Runtime
As many times mentioned in Chapter 1 and Chapter 3, in a scenario where humans and
robots cooperate and collaborate to reach a common objective, one of the most chal-
lenging issues is to endow the robot with the ability to plan actions during the execution
phase proactively.
Normally, the robot is programmed to pursue its objective by executing a plan com-
posed of a set of actions. The robot acts based on its knowledge of the environment
and of the actions to perform. Given a static environment, where everything is apri-
ori known, the robot follows programmer prescriptions. In such a case, the robot is
endowed with the ability to face and respond to all kinds of known inconveniences.
Developers have all the means and information to face design time issues, so ideally,
nothing unexpected will occur while the robot is working.
In the case of robots and humans cooperating in a partially, or entirely, unknown
environment, a desirable correspondence between a goal and a plan cannot be assured.
Above all, it cannot be decided at design time. Here, the need for a completely au-
tonomous robot aware of its objective arises. The robot has to perceive elements from
the environment and, consequently, select the right plan for pursuing that objective. If
the robot has not been endowed with suitable plans, it should find new ones. This latter
situation corresponds to human autonomy and self-adaptation abilities and is one of the
most urgent challenges in human-robot interaction.
Composing plans at runtime requires intelligent methods that let the robot under-
stand how to manipulate its knowledge and its abilities for creating new plans that are
feasible and reliable to be applied by the robot in the context in which it operates. Be-
sides, the uncertainty and the dynamism of the environment do not contribute positively
to simplify the creation of this ability.
An efficient way to face the aforementioned problem is using the agent-oriented
paradigm with the support of a method for composing a high-level plan. In this case,
the BDI model is used for implementing these capabilities, employing the Jason [26, 27]
framework. For implementing the capability to compose plans at runtime, the idea is to
merge the Jason reasoning cycle with the Non-Axiomatic Reasoning System (NARS)
[98, 207]. Both Jason and NARS can be utilized to handle the planning. Jason has
a reasoning cycle implemented and coded inside an agent; it needs well specific and
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defined inputs from the outside to select a plan, and this is the main limitation of Jason
for our objectives. NARS, instead, is a general-purpose reasoning engine that does
not have this limitation. NARS often allows constructing plans even in the absence
of specific knowledge [205, 208]. It is based on information gained from observed
correlations, or structural similarities between existing plans, or both.
The two systems alone cannot completely solve the main problem, but the strengths
of both systems can be combined. In the human-robot interaction domain, the inter-
action is at the same time a source of changes and a source of information useful for
planning and for deciding on actions. So, the idea to merge both the systems, Jason
and NARS, and to create a system where the core is composed of one (or more) Jason
agent that, typically, performs its usual reasoning cycle may face the aforementioned
challenges.
Merging Jason and NARS lets the agent, every time it cannot select a plan from the
plan library, invoke aid by NARS. NARS generates a plan to be added to the agent’s
plan library. NARS mostly works as a portion of the brain of an intelligent system;
it takes control only when all the other automated brain functions do not have success
while listening to the beliefs in the background. NARS is an external reasoning system
that helps the agent modify its behaviors defined at design time.
5.2.1 Composing High-Level Plans in BDI Agents
Jason and NARS alone are not able to handle runtime planning during human-robot
interaction. This proposal consists of merging the two to create a multi-agent system
where several Jason agents deliberate and act to let a robot reach the team’s objective.
Jason agents follow the usual reasoning cycle shown in Figure 2.11 and call NARS as
often as they do not find executable plans in their library. This is possible thanks to a
bridge developed for adapting Jason to NARS and vice-versa. The two systems work
in different languages, so translating the main elements of communication is necessary.
All the knowledge was considered useful for reasoning about the action to perform to
pursue an objective: beliefs, goals, and plans (see Chapter 2 for details about them).
Algorithms and methods for composing high-level plans treated in [143, 142] were
analyzed for designing, modeling, and implementing this system. The control cycle that
regulates work among Jason and NARS is shown in Figure 5.4. In the next sections, the
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Figure 5.4: The revised AgentSpeak control cycle to support OpenNARS.
method that lets a robot (or an agent) to compose high-level plans at runtime merging
Jason and NARS is illustrated as well as the algorithm and the development process.
Endowing Jason Agent with High-Level Plans Capability
Methods for letting an agent in Jason pursue its objective even when preconditions for
selecting a proper plan miss is an interesting challenge to face. Meneguzzi et al. [142]
collected a series of methods and approaches for doing that, analyzing and highlighting
them to show potentiality and weakness. As said before, the Jason control cycle Figure
2.11 alone does not support what it was mentioned above. It was necessary to endow
Jason agent with a capability act to composing high-level plans at runtime also under
the assumption of insufficient knowledge and resources [205, 202, 207].
To extend the control cycle in Figure 2.11 and to identify the new one in Figure 5.4,
the model is inspired from work done by Meneguzzi et al. illustrated in [143] as regards
the development of planning algorithms for BDI agent systems.
Let us suppose that a Jason agent owns partial knowledge of the environment and of
the goals it has to achieve, its plans, actions, and so on. All the activities performed by
the Jason agent are represented in Figure 5.4.
The Jason agent, using only its reasoning cycle, may face a couple of situations. The
agent may find an applicable plan in its library or not; in the first case, the process goes
on as the Jason reasoning cycle prescribes. In the second case, the agent autonomously
invokes the NARS reasoning system to support making a decision. A recovery plan is
triggered by the agent launching an internal action. It informs NARS about the plan’s
failure, and when no alternative plan is available, it lets NARS effectively take control
until it finds a new solution. In the best case, NARS generates a plan that is then added to
the agent’s plan library and is successfully executed (Push Plan Intentions and Process
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Intention activities), letting the Jason system take over again. In the latter case, the
agent informs NARS that the generated plan was successful, so NARS revises the inner
hypothesis that corresponds to the plan, increasing its truth value. The truth value is
used to summarize the evident support for a plan; that’s how its successes and failures
are tracked. Indeed, NARS has a memory system where goals, plans, related parameters,
and contexts are stored. Each time a newly generated plan is considered successful,
NARS has a higher chance to keep it in its memory 5 to serve similar future situations.
In more detail, the Jason reasoning cycle has control when a plan in the library
matches the current beliefs and the current goal. Simultaneously, NARS listens for
inform requests while receiving the agent’s beliefs. The new plan pushed into the plan
library, is scheduled following the Jason system scheduler during this period. So the
reasoning cycle converts the plan into an intention and processes it. After the execution
of the intention, NARS is informed about the success or the failure of the added plan;
it takes note of the result of the action to enhance the success estimate of the plan-
related hypothesis. Suppose the new plan fails and it has been already converted into an
intention. In that case, NARS is informed about that, and the system checks the truth
value (expectation following [207]) to decide whether the plan should be retracted.
It is worth to note that the external reasoning cycle, based on NARS, uses an infer-
ential (non-axiomatic logic [202, 206]) approach to make the decision. Here, the only
extra operation the Jason agent performs is to inform NARS about the results of the plan
application; moreover, the agent autonomously requests help from NARS.
Looking at the control-cycle in Figure 5.4, it is worth to note that the control cycle
is not completely changed and, in standard condition, the agent continues to work as
a general Jason agent, with the addition that if it is needed, it can change its behavior
including an external reasoner for composing high-level plans at runtime. In this sense,
the system’s complexity is not increased, and the capability was implemented exploiting
Jason’s feature for handling cases on which the context of a plan is not valid, and so, no
plan may be executed. This capability is intrinsic to Jason, since it is supported directly
by AgentSpeak using recovery plans [27]. The method was implemented extending the
Jason internal action, and this means that this ability is free to use in each agent within
the multi-agent system.
Figure 5.5 shows the structural view of the proposed reasoning cycle of Figure 5.4
5NARS uses a fixed-sized memory, so forgetting is inevitable once its memory is at full capacity
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The upper part of the figure (the dotted square) represents the Jason framework and its
main elements. The rest of the figure represents the added classes to the framework and
the relations with the existing ones. Allowing agents to create a new plan at runtime
does not require great changes in the code’s structure developed for the multi-agent
application. The solution adopted for this method is simple to use. Programmers have to
apply a few changes in their program, introducing only a recovery plan, which invokes
the new capability to generate new plans at runtime. The extension is merely focused
on the framework, whereby each agent defined in the multi-agent system could call the
new internal action to invoke NARS.
The NarsEngine class shown in the UML diagram in Figure 5.5, involves different
methods to let the system work as intended. The handling phase for plans, and the meth-
ods used within this phase, to translate the knowledge of the agent, will be discussed in
sections 5.2.1 and 5.2.1.
Handling Plans in Jason using NARS
As mentioned before, the agent yields control to the external reasoning system using
two processes that let NARS reason on beliefs and plans already present in the agent.
The appropriate mechanism that lets the agent yield control to NARS is implemented
using the Internal Action interface (see the UML diagram in Figure 5.5).











The agent is endowed with a PlanLibrary attribute, a BeliefBase attribute, a
TransitionSystem attribute and other attributes relevant for the agent.
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Each Jason agent owns all the attributes to perform the reasoning cycle (in Figure
5.5 some of them are shown). The diamond in the figure represents a Map object. This
object contains a String-key and an InternalAction-value. To extend the control cycle,
as mentioned in Section 5.2.1, we realized to add a specific internal action that enables
the agent to use the external reasoning cycle. The new internal action class, called
invokeNARS, extends a class that involves NARS, in the figure it is called NarsEngine,
and it implements the internal action interface.
The pseudo-code that implements the reasoning behind the usage of the invoke-
NARS capability is represented in Algorithm 5. For each cycle, the agent checks if the
intention associated with the plan is valid. In case it is valid, the agent executes the plan;
otherwise, the agent launches the internal action that invokes NARS, passing the current
list of plans and beliefs as an argument. The NarsEngine class is liable to perform the
operation needed to develop the control cycle proposed in Figure 5.4.
Once, the agent executes the invokeNARS internal action the execute function is ex-
ecuted. This implements the handling process that translates the list of beliefs and the
list of plans to the Narsese language (subsection 5.2.1). If no other plan applies, NARS
takes control of the situation, with all knowledge owned by the agent.
Adding a new plan means that NARS succeeded in combining existing plans in the
agent’s Plan Library to create a new one. In general, if the plan exists, it shows a context
that matches with the situation, so it may be used to pursue the goal.
NARS has to assemble plans based on new perceptions and existing plans. For
instance, NARS can probe the environment to fill in existing knowledge gaps by learning
patterns from the sensory-motor experience [96].
Once NARS gets its reasoning system started with the information translated from
Jason to Narsese, it uses inference, such as the deduction rule (for the inference details6
see [207]) for generating the new plan.
The non-axiomatic reasoning system uses events to start the reasoning process. So,
when beliefs are transferred from Jason to NARS, observed ones and others are sent as
events. NARS can also send predicted events as beliefs to Jason, but these are marked as
inferred and come with additional information, encoded as p(x,t), where the additional
information t represents the occurrence time of the prediction. These predicted events
do not go back to NARS again but can be useful to the Jason agent.
6example of a deduction rule: {a; b, b; c} ` a; c and {a; b, (b, c) ; d} ` (a, c) ; d.













String InternalAction + execute(TransitionSystem ts, Unifier un, Term[] args) : 
Object
invokeNARS
+ RETRACT_PLAN_THRESH : float
+ ADD_PLAN_THRESH : float
- engine : Nar
+ shouldRetractPlan(Plan) : boolean
+ informNARS(Plan, boolean) : void
+ translateInheritance(Inheritance) : String
+ translateProceduralImplication(Inheritance, Operation, 
Inheritance) : String
+ ToNARSTerm(Tern, List<String>) : String
+ LiteralToNarsese(Literal, String) : String
+ BeliefToNarsese(Literal) : String
+ PlanBodyToNarsese(String) : PlanBodyHelper
+ PlanToNarsese(Plan) : String
+ BeliefsToNarsEvents(BeliefBase) : void
NARSEngine
Key Value <<interface>>
Figure 5.5: An UML Diagram for showing classes and methods used to merge Jason
and NARS.
The model is implemented using the observer pattern inside the NarsEngine to avoid
potential errors in the reasoning system. Each time a plan fails or succeeds, Jason in-
forms NARS to allow for the NAL-based inferences to revise.
Translating beliefs and plans for NARS
The described functionality requires translating the knowledge expressed as plans and
beliefs from AgentSpeak into Narsese, and back. The translation was done employing
the non-axiomatic logic grammar described in [206]. Being the AgentSpeak language
based on first-order logic and on a term logic, the translation process was easy to imple-
ment since even Narsese is a term logic. Besides, the non-axiomatic logic is endowed
with all logical constructions to map AgentSpeak in Narsese and vice versa. As a first
illustration for the conversion from BDI AgentSpeak representations to Narsese, the
following example can be considered:
1
2 // This line is a generic belief defined in AgentSpeak.
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3 on(switch0).
4 // The same line but this time translated in NARS.
5 <{switch0} --> [on]>. :|:
6
7 // This line is a generic goal.
8 !on(switch0) // The desires to put on the switch in AgentSpeak.




12 /* This line is a generic plan.
13 Plan: invoking the activate operation after
14 being at the position of a switch turns it on. */
15 +!on(switch0) : at(X) & X=switch0 <- .activate(). // writtent in
AgentSpeak.
16 <(&/,<{switch0} --> [at]>,+5,(^activate,{SELF}),+5) =/> <{switch0
} --> [on]>>. // written in NARS.
Listing 5.1: Example of AgentSpeak/NARS translation.
Listing 5.1 represents the translation from AgentSpeak to Narsese. The listing con-
tains three blocks, the first for representing a belief, the second block represents a goal,
and the third block a plan. The codes are in the order, first AgentSpeak and later in
Nars. This excerpt of code is simple lines for letting a robot activate a switch when it is
in the correct position. The NarsEngine class is in charge to translate the goals, the plan
library and the beliefs from AgentSpeak to NARS and vice versa.
5.2.2 Proof of Concepts
JaCaMo7 v0.0.7b [25] and OpenNARS8 3.0.2 [98] are the frameworks used to develop
the method for composing high-level plans described above.
OpenNARS [98] is the open-source version of NARS and JaCaMo [25] is a frame-
work for multi-agent systems programming that combines Jason with other two impor-
tant technologies, CArtAgO [171] and Moise [99].
Two scenarios are treated in this section.
7http://jacamo.sourceforge.net/
8https://github.com/opennars/opennars
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The first proof shows the ability to retract a plan via a statistical approach. Generally,
in the regular control cycle, developers have to write a recovery plan to handle unknown
situations, and the operation to provide success/failure feedback to NARS is appended.
The method takes into account failing plans and removes them if the truth expectation (c
* (f - 12 ) +
1
2 ) (where c is confidence and f frequency, see [207]) of the used plan drops
below a threshold. The feedback is given to the NARS engine via the inform request
sent by Jason.
The second case study shows the ability to generate a new plan using the external
reasoning system. As described in section 5.2.1, the process starts by translating the
actual plans and beliefs defined in the PlanLibrary and the BeliefBase. Once NARS
has received the translated knowledge, it starts the reasoning process to produce a new
solution for the present request. This solution is converted again into Jason’s beliefs
and Jason’s plan to be executed in the next agent reasoning cycle. So, in the beginning,
the agent tries to find a solution using plans written at design time by developers, and
if none is applicable, NARS (running in the background) is expected to find a plan
by reasoning and motor babbling. Once a plan is found, the plan with the associated
beliefs are pushed into the PlanLibrary and BeliefBase (because the plan exceeded a
truth expectation threshold), and Jason takes over again.
Before proceeding with the use cases, another definition is necessary to understand
how the proposed method works. The definition, extracted from page 3 and section 2.3
of [208], concerns the trust expectation (or truth value):
The truth value of a statement measures its extent of evidential support,
rather than that of agreement with a corresponding fact [208].
The examples below show the functionalities introduced by the new control cycle
shown in Figure 5.4.
Plan retraction example In this case, a simple plan is added to the plan library that
is set up in such a way that it most often does not succeed. After each failed attempt,
the expectation value should sink due to the revision rule of OpenNARS. After it falls
below a threshold, it is removed from the plan library. Note that successful executions
increase the expectation. This example is fundamentally different from a plan that just
detracts another plan cause it fails, in fact:







7 +!serve_user : position(kitchen)
8 <- .print("I_am_in_the_kitchen").
9 -!serve_user <- .remove_plan(critical).
Listing 5.2: An AgentSpeak approach for performing an operation.
The listing 5.2 shows a classical method for retracting a plan without any support.
The variant, shown in listing 5.3, relies on NARS’s revision functionality to decide the
plan retraction looks as follows:
1 @critical
2 +!serve_user : position(kitchen)
3 <- .print("I_am_in_the_kitchen");
4 jia.invokeNARS(critical, true).
5 -!serve_user <- jia.invokeNARS(critical, false).
Listing 5.3: The proposed approach for performing an operation with the support of an
external reasoning in the case of missing plan for handling the goal.
Note the true flag on plan success and the false flag on failure.The experiment led to
the retraction of the critical plan after multiple failures, making the system effectively
reject plans that do not work anymore. This is a toy-example to show the difference
between retracting a plan cause it does not respect precondition just one time and the
version that uses the proposed method for retracting a plan only if its truth expectation
value goes below a threshold to mean that this plan is irrelevant for the robot.
Plan addition example In cases where the system’s goal cannot be fulfilled by an
existing plan given the current beliefs, NARS is liable to take action. It is provided
with a set of operations it is allowed to perform. As a consequence of the operations,
new procedure knowledge will be acquired, as described in [96]. So a plan generated as
procedure knowledge in NARS is automatically translated to AgentSpeak and added to
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the plan library when above a certain truth expectation threshold9.
1 /* Beliefs */
2 goal_serve_user. // A helping belief to inform NARS about the plan




6 /* Initial goals */
7 !start.
8
9 /* The plans */
10 +!start <- !serve_user; .wait(500); !start.
11 @critical +!serve_user:
12 current_position(kitchen) <- .print("I_am_in_the_kitchen"); ...;
jia.invokeNARS(critical, true).
13
14 -!serve_user <- jia.invokeNARS(critical, false).
Listing 5.4: A second example to show the plan addition.
Listing 5.4 shows an excerpt of the code used for testing the plan addition capability.
The scenario represents a case in which the robot has to reach the kitchen for serving a
user, and it misses plans. In listings 5.4, beliefs identify the current position of the robot
and the target position, the goal start. The first plan +!start is the starting plan, and
it is in charge to launch the reasoning system. The next plan +!serve_user is given
to accomplish the goal, and it contains actions to execute if the context of the plan is
verified. As you note, the plan’s context is false cause the current position is not the
kitchen. Cause of that, the recovery plan -!serve_user is triggered. The method
described above is started, and all the knowledge of the agent, goals, and the current
full plan library is translated and transported to NARS. NARS produces a plan, and this
last is added to the library to be executed in the next iteration of the +!start plan.
Besides, as you note, other data are given as a parameter to NARS, the plan’s label that
needs the support identified by the character ’@’ and followed by a label, and a true or
false value as described in the case above, for informing failing or success of a plan.
Finally, the case study validated the method, even for adding a runtime plan, since a
9Note that plan addition can also happen during normal operation while Jason is in control, as NARS
is always running in the background and reasons about newly incoming beliefs of the agent.
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plan was generated and added to the plan library. This plan was combined with all the
beliefs (that contains all knowledge acquired by the agent, including the inner state of
the robot), plans, and goals of the agent.
5.3 Summary
This chapter focuses on developing two modules for cognitive architecture: a module
for letting the system simulate its decisions before selecting for applying it the real
world through a simulator, and an algorithm for letting agent compose high-level plan
at runtime based on a non-axiomatic reasoning system.
While the first module enables the cognitive architecture to anticipate the result of an
action, the second is in charge of building new plans for providing a solution that could
satisfy a goal. The system uses the BDI paradigm [168], and the architecture developed
employing the Jason framework [27].
Another result of the work discussed in this chapter is a concrete enhancement for
the multi-agent programming paradigm, it is now endowed with the ability to compos-
ing high-level plans at runtime, necessary for handling unforeseen and unpredictable
situations.
Even the instrument for anticipating and testing the results of these plans, shown in
Section 5.1, before the execution in the real environment may be useful for solving con-
flicts and making robot’s decision-making processes transparent. The simulator grants
two factors in decision making, anticipating actions, and so results, and testing these ac-
tions before applying them in the real world. Modules are complementary in this sense
because composed runtime plans could be tested in this virtual environment to see if the
generated plan fits with the current situation. Composing plans at runtime is not allowed
by the default implementation of a multi-agent system. Several works [142] proposed
and collected solutions and approaches, and in [143] a tentative solution is based on
STRIPS [70]. The main difference between approaches in the literature and the one
in this dissertation lies in the ability to produce novel plans even under the assumption
of insufficient knowledge and resource [205]. This ability was possible thanks to an
artificial general intelligence system called NARS [98]. NARS’ efficiency to learn pro-
cedure knowledge was proven using the mechanisms described in [96]. NARS provides
a robust reasoning cycle when robots have to produce standalone actions and when it is
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crucial to find alternative solutions to the ones determined at design time.
The novelty introduced involves the system’s ability to be autonomous in the sense
that the system can find a plan (not known apriori) based on its knowledge.
The ability to modify itself from within is one of the most critical challenges for
autonomous systems. However, NARS’s ability to hold generated plans in the memory
is dependent on the size of the memory bag. This fact affects the system performance
in terms of wasting knowledge and the ability to infer new plans.
To conclude, the first module integrates cognitive skills for letting agents imagine
results. The second module produces novel plans at runtime autonomously increasing
the level of self-adaptivity of a single agent. Both are in charge of making the architec-
ture efficient for human-robot teaming interaction since robots with these abilities may
interact with humans even in partially and dynamic conditions.
Altogether, the proposed method can highly increase systems’ autonomy, letting
them better operate in scenarios where unexpected circumstances let existing plans fail
or where new plans to deal with novel situations are necessary.
Chapter 6
Human-Robot Teaming Interaction in
a Real Scenario
Monitoring patients through robotics telehealth systems is an interesting testbed cause
patients’ conditions, and their environment, are dynamic and unknown variables. More-
over, in the case of the robot that works as a caregiver, it should be able to interact with
a physician, even remotely.
This chapter shows how to build an intelligent robotic platform using the cognitive
architecture proposed in Chapter 3, thus a validation, based on the usage of this archi-
tecture to be used in a complex domain is given. The robot is in charge to serve a patient
in its home, or hospice, and to interact with the physician for supporting him by remote
[125]. The interaction between the robot and the physician was implemented through a
desktop application on which the physician has the access to the patient’s data. In this
case, the interaction with the physician is not direct but it comes out through a series of
messages exchanged during its execution, in any case, the robot has to interact with the
patient in a smart way for supporting the physician in his tasks. The aim of the human-
robot teaming interaction, in this case, is supporting physicians in changing therapies
at runtime in a dynamic environment. Besides, to be sure that the architecture used
was appropriate to the requirements defined by the problem, then Software Architecture
Analysis Method (SAAM) [114] was used for validation.
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6.1 Agents and Robots for Collaborating with Physicians
in Healthcare Scenarios
Today there are many clinical scenarios in which a physician cannot rely solely on
himself, his knowledge or experience, or his presence, to solve a patient’s problems.
Current scenarios are made more complicated by the increase in the average life ex-
pectancy of citizens, especially in Western countries, which leads to an ever-increasing
demand for healthcare systems. It is also remarkable today that societies are committed
to ensuring access to care and well-being to all citizens [218]. There are also cases in
which patients live in poor or not easily accessible places or in general cases in which
the physician must provide, or receive if he is not on-site, fast and reliable diagnoses
to be able to establish a therapy or otherwise solve a problem. This last is the case, for
instance, of the emergency due to the COVID-19 pandemic. The problem often faced
by emergency room physicians was not having the means for early identification of in-
fected cases. This fact caused a lot of people infected and then dead also among doctors
and nurses. Another case is the lack of professionals or, increasingly challenging, the
presence of changing contexts. For instance, cases in which patients with the same dis-
ease but placed in different family or social contexts have different characteristics and
needs. Probably in these cases, a unique protocol cannot be applied, but doctors have to
be able to decide on a case by case basis.
Supporting physicians and patients in complex clinical contexts requires intelligent
systems endowed with the ability to solve problems during interactions. During the
execution, the system interacts with users and the environment that often change con-
tinuously as a result of the interaction.
This scenario fits perfectly into the context of this thesis, in fact, these challenges
may be solved by multi-agent systems able to self-adapt to changing situations and
deliberate also in the total or partial absence of input data from physicians or patients.
Moreover, aspects cannot be faced and solved at the design time. Developers cannot
identify and implement all the possible situations where a high level of autonomy is
required. At best, they can identify several conditional statements and allow for a set of
possible alternatives in the system behavior.
The more dynamism or uncertainty in clinical contexts exist, the more physicians
may need to be supported by an intelligent system. In this situation, developers have to
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implement mechanisms that let the system autonomously monitor patients, retrieve im-
portant information, reason, and suggest actions to physicians if necessary. All this may
be done employing robots and agents working on the basis of the cognitive architecture
(Chapter 3).
6.2 A Multi-Agent System for Healthcare
This section shows the pilot scenario, designed to model and project the healthcare
application with the cognitive system.
Pilot Scenario. Alice is a nice elder woman with chronic bronchitis and she has to stay
at home. She is assisted by the MyRob robot. MyRob is in charge of monitoring Alice
and her environment to collect her health-data. Dr. Haus prescribes some medicines.
MyRob daily collects and sends data to let Dr. Haus check Alice’s health status or revise
prescribed therapies. The data is stored in a data repository where Dr. Haus, through an
application, analyzes them and decides new therapies or confirms the previous one. If
Dr. Haus, on the basis of the analyzed data, finds the therapy good nothing changes and
MyRob continues its tasks without interruptions otherwise MyRob may send feedback
or recommendations to Dr. Haus. So far, social robots used as a companion or virtual
caregiver [201, 137] satisfactorily face these kinds of duties.
What about if prescribed therapies are not adequate, because something
unforeseen occurred in Alice’s status, and Dr. Haus needs to revise them
collaborating remotely with MyRob?
MyRob checks for alternative actions to apply to the context and asks Dr. Haus’s au-
thorization for proceeding, otherwise it contacts him to inform about the situation. In
the latter case, Dr. Haus decides to change the therapy and through his terminal, he
proceeds to send the new therapy to MyRob. So that, MyRob is allowed to change dy-
namically the therapies. For instance, let us suppose that MyRob has been charged to
open the window each time the quality of air lowers below a threshold and to administer
timely previous medicines to Alice. MyRob is going to open the window but perceives
an increase in Alice’s body temperature. MyRob recognizes the right conditions for
opening the window now lack. MyRob contacts Dr. Haus, informs him about the new
6. Human-Robot Teaming Interaction in a Real Scenario 113
Alice status, and requires his consent for not opening the windows and administering
paracetamol. If MyRob does not know this alternative action, it alerts Dr. Haus for
receiving commands. Dr. Haus may suggest administering paracetamol.
6.2.1 The System Overview: Architectural Aspects
The objective is developing a robot able to change its behaviors at runtime according to
the physician’s prescriptions and the patient’s status.
The robot is developed and programmed and then it behaves based on the theoretical
architecture in Figure 6.1. It resembles the architecture in Figure 3.2 (the pivotal point
of this thesis) that has been redrawn to better fit the healthcare problem domain. The
healthcare problem domain requires the following modules:
• Environment Management – contains all elements for interfacing physicians,
for monitoring the environment in which patients live, and for acquiring data;
• Knowledge Management – is the module for storing and managing data from
the environment and patient;
• Reasoning – is the module devoted to compute data stored into the knowledge
module and to produce a series of actions to accomplish a task;
• Acting – given a set of actions, it extracts the proper action for a specific situation.
The Knowledge Management module depends on the Environment Management
module, indeed only data resulting from monitoring form the knowledge of the system.
Data stored in the Knowledge Management module are used by the system for the rea-
soning process and, at the same time, all the results of the reasoning process update
knowledge. The Reasoning module produces a set of actions, useful to reach one or
more system goals.
This set of actions is passed as input to the Acting module to perform operations in
the environment, producing a change in the state of the environment. As said, the idea
is to use the BDI agents paradigm for providing intelligence support to the physician
work, also allowing him to manage the robot remotely. Beliefs, rules, desires, and
intentions for each agent are defined at design time by developers and users (physicians























Figure 6.1: The architecture for implementing observing, orienting, deciding and acting
cycle. Taken from [125].
and patients in the clinical domain). Robot’s activities are easy to code thanks to the
BDI paradigm underlying the cognitive model.
The next section discusses how it is possible to build a healthcare application for
HRTI employing the cognitive architecture discussed in this dissertation.
6.2.2 Modeling a Healthcare Application for Human-Robot Team-
ing Interaction
The scenario involves two environments, the patient’s residence, and the physician’s
office.
The two environments are connected through a multi-agent system that handles the
real world, the patient, the doctor, and their interaction and the interaction with the
environment. So, each environment owns one or more agents or better one or more
agents are deployed in each environment.
The multi-agent platform serves as a bridge between the patient and the physician.
It is worth to note that the middle layer of this representation constitutes the intelligent
part, or better the cognitive architecture, to be added to a simple teleoperated system.
The physician uses his terminal to access the patient’s environment and retrieves

























































Figure 6.2: The multi-agent system for a robot in a healthcare scenario. The system
shows circles for software modules such as agents and other used frameworks and
three kinds of relations (arrows). The continuous arrow indicates communication be-
tween modules, dashed arrows are activities that identify on which nodes agents and
robots work. The relation: (i) <is deployed> is used for software parts; (ii) <is
situated> for cyber-physical system.Taken from [125].
data about the patient’s status and the surrounding context. The interaction between
the physician and the robot is handled through a software interface, instead, the patient
communicates directly with the robot and vice-versa.
The cognitive model, followed by agents in the architecture figured out in Figure
6.1, starts its reasoning cycle from the Environment Management module. It is respon-
sible for acquiring information from the environment. Collected data are organized and
stored to be saved in the remote server. The Knowledge Management module organizes
data to be synced with the system and updates them with the last perceived one for the
diagnostic purpose by physicians. The same data are handled by the agents in the de-
liberation process module. This module is composed of two sub-systems, the first for
reasoning and the second for acting.
Multi-agent systems are distributed systems over the network. Each agent could be
relocated to other computers that host a node or a set of nodes of the system infras-
tructure. The multi-agent system can be distributed over remote sites connected via the
internet. The system uses internet connectivity to share information, data, and alerts
between the physician’s office and the patient’s environment.
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The physician’s terminal is connected to the multi-agent system through the Virtual
Assistant agent. It implements all necessary functionalities to be into agents’ network
and it receives data from the patient’s environment via the internet.
Data are stored using an OWL ontology, they are accessible from the physician
by a terminal for diagnostic purpose. A memory manager holder organizes acquired
perceptions and collected information by the system in an OWL ontology [11]. The
knowledge is handled as described in [46] and in Chapter 4 and the agent which was
delegated to manage knowledge is deployed into the system with the goal to keep all data
synced and updated. The knowledge of the system is organized to be always synced,
updated, and shared on the entire system and to avoid possible conflicts given the nature
of beliefs. Indeed, beliefs may change during the interaction with the environment or
with the patient so it is necessary to guarantee the right knowledge synchronization
among all the modules.
The Virtual Assistant agent is deployed into the physician’s personal computer as
a computer application. It works as a remote controller application and it endows the
physician for accessing the patient’s environment.
The Virtual Assistant agent assists physicians in remotely collaborating with the
robot located in the patient’s environment. Admitted operations let physicians manage
the robot, such as supervising the robot’s behaviors, stopping or restarting it if necessary.
Nowadays, there exist several teleoperated robots that let the physician operate into
the patient’s environment, no one of them works in autonomy during the interaction
with the patient. Autonomy, in this case, means to be able to recognize or retrieve the
best action to perform in a particular situation, propose the action to the physician and
wait for his command. In this sense, the robot is autonomous and it can suggest some
actions to the physician. Indeed, in this cognitive system physicians can teleoperate in
the sense of changing previous therapies or adding new ones to enhance the quality of
life of the patient. The robotic caregiver should not be seen as a professional robotic
avatar but as a valid instrument useful for monitoring and assisting patients in the place
of clinicians.
Virtual Assistant agent endows physician for checking, revising, updating a therapy
or a set of therapies initially prescribed and provided to the robot for taking care of the
health status of the patient. Therapies are plans in the sense of the agent’s plan that the
Planner agent selects when the context is verified.
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The Planner agent is responsible to realize the intelligence of the system. It commu-
nicates with the Knowledge Manager agent to obtain data synced, updated, and stored
into the ontology for selecting the best plan that fits the current situation. To satisfy
the system goal, the Planner agent tries to find the right solution using the context of a
logical formula; once the context has verified a combination of actions and other plans
let the system move toward the goal.
Logical formulas (as illustrated in Chapter 2), in multi-agent systems, are also called
plans, and each plan is generally pushed into a repository of plans called Plan Library.
Plans use perceptions and information acquired through the Vision and Sensor agents
and are put in action through the Motion agent.
Some instances of Vision and Sensor agents are deployed into the robot, other in-
stances that perform heavy computational processes are distributed on the same node of
the Knowledge Manager agent or in other nodes if necessary, thus giving a high level of
scalability to the system.
Table 6.1 summarizes the description of the role of the agents that are into the sys-
tem.
6.2.3 How the Robot is Employed in the Clinical Scenario
The robot uses algorithms for implementing obstacle avoidance and motion. The agent
may navigate in unknown indoor places using an adapted version of a state-of-the-art
algorithm for robot SLAM (Simultaneous Localization And Mapping) [60].
The Motion agent is strictly connected to the Vision agent. While the former deals
with the motion of the robot, employing an algorithm for navigating an environment
[60], the latter deals with computer vision tasks. The Vision agent, continually, senses
the environment using an RGB camera to discover and to recognize objects located in
the environment. The object recognition module works using the YOLO deep neural
network1 [170]. YOLO is a state-of-the-art system for implementing real-time object
detection and recognition. Recognizing objects is useful for motion’s tasks, such as
obstacle avoiding or to enhance the localization algorithm using some objects as land-
marks, fixed-points, or landmarks (NAO-mark and QR-code) [69]. The Vision agent is
also able to detect the status of the patient, such as understanding when the patient is
1YOLO v3 website: https://pjreddie.com/darknet/yolo




It is a part of the multi-agent system used for managing the sys-
tem’s knowledge. It uses a double kind of knowledge model, an
ontology for storing information and gathering them as concepts
and relations, and a knowledge base where beliefs are stored for
acting in the working domain.
Planner It is a part of the multi-agent system used for planning operations.
This agent is delegated for selecting which plan is more adapt to
pursuing the goal. Generally, the system goal is defined at design
time but it can be handled at runtime. This agent listens for infor-
mation gathered and it deliberates the set of actions and plans that
each agent has to execute using the agent’s communication mod-
ule. This agent communicates directly with the virtual assistant
agent. This last is responsible for upgrading the planner’s plan
library to add plans and enabling it for revising plans at runtime;
this means that the multi-agent systems can act dynamically.
Vision It is a part of the multi-agent system used for vision task opera-
tions.
Sensor It is a part of the multi-agent system used for collecting data from
sensors. These data contribute to the decision-making phase, to
select the plan that best fit with the current situation.
Motion It is a part of the multi-agent system used for handling robot mo-
tion. This agent implements modules for letting robot move and
executing into the environment.
Virtual Assistant It is a part of the multi-agent system used for letting physician be
part of the system. This agent operates as a dashboard console
on which the physicians retrieve data monitored by the robot and
collected from the system. The agent lets physicians communicate
new therapies to the robot that will be translated into plans and
added into the plan library of the planner agent. Therapy will be
executed during the next agent’s reasoning cycle if pre-conditions
signed by the physicians will happen. If this does not happen, an
alert will be sent to the dashboard console.
Table 6.1: The table summarizes the role of the agents into the proposed multi-agent
system, figured out in Figure 6.2. Taken from [125].
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sitting or lying down or the patient is standing and recognize him though face detection
and recognition [200, 2]. Vision agent takes also care of other tasks; a deep description
of this module is out of the scope of the paper.
Other agents are deployed into the multi-agent platform to sense the environment
and to enhance the quality of perceptions. An agent, delegated for handling information
acquired by sensors, continually senses the environment with the aim to keep updated
telemetries about the surrounding context. Data acquired are stored and shared between
all agents.
Moreover, several vision tasks and heavy computational processes used by the robot
are distributed over other nodes in the architecture for balancing the robot’s workload.
Beliefs shared into the platform by agents are used to select the best plan that fits
with the goal of the system, accordingly with the reasoning cycle. Methods are imple-
mented as internal actions or operations for the agent. Perceptions are acquired through
sensors and cameras. Sensors acquire information from the surrounding environment
and each perception is translated into the corresponding belief and added to a set of
beliefs handled by the knowledge manager as described.
The Planner agent communicates with the Knowledge Manager and Virtual As-
sistant agents for teleoperating activities and with the Motion agent to move into the
environment for performing operations. The Planner agent’s plan library can be ma-
nipulated and it is partially revised for changing behaviors at runtime. Ideally, this agent
is divided into two parts: (i) plans for robot acting, (ii) plans for administering therapies.
The former is configured for permitting to operate and this section of plans are written
at design time by agent programmer, the latter is the section of plans that the system
activates to administer therapies to the patient to serve the physician and taking care of
the patient.
In addition, the former is also in charge to handle interactions among patients and
physicians. The cognitive model uses a series of plans for handling the interaction. In
the next section, we describe how to revise therapies remotely starting from diagnosis
and we introduce the mapping process between therapies and agents’ plans.
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6.2.4 Handling Diagnosis and Therapy using Plans
Diagnosis represents the status of the patient in a particular moment of his life and the
triggering condition for administering a therapy. Therapies or medical treatments are
prescriptions aiming to heal a person with health problems. Each therapy contains a list
of indications and contraindications for the patient and it can be effective or not. There
are several types of therapies, in this approach, it was considered only the following
type:
Procedure and Human Interaction – They consist of procedures and prac-
tices administered by humans. In this type of falls therapies for counsel-
ing, family, education but also psychotherapy, cognitive behavioral therapy,
rehabilitation, physical therapy such as vision therapy, massage therapy.
Lifestyle modification and life-coaching fall also in this category.
Each therapy is supported by a set of conditions to apply it. Conditions are made by
individuating data acquired from the physician, observing the patient’s behaviors and
activities. Consider the pilot scenario.
Alice is affected by bronchitis, so Dr. Haus inserts his diagnosis and the related
therapy by using his remote controller application. The mock-up in Figure 6.3 represents
the interface of the remote controller application. Handling this interface is part of the
work of the Virtual Assistant agent. From the point of view of the agent, the diagnosis is
translated into a belief or a set of beliefs useful for selecting a plan. Instead, therapy is
translated into one plan. The system is programmed in a way that lets MyRob constantly
monitor Alice, administer therapy, and update the physician through the Knowledge
Manager agent.
Suppose that something new happens, Alice worsens and a sudden fever appears.
MyRob detects the fever by interacting with her and it reports the Virtual Assistant
agent notices the event and an alert is shown into the Dr. Haus terminal.
Even if Dr. Haus has just deployed some plans for handling fever and MyRob could
select the best plan to face this new situation, it alerts him and waits for consent for
administering the alternative therapy. Dr. Haus can confirm previous therapy and lets
MyRob administer the recovery plan or inspect data for changing therapies. If Dr. Haus
decides to consent to previous therapy, the Virtual Assistant agent sends an ack to the
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Alice




[24-12-2019 03:00 pm] Message received: Alice is lying down yet
[24-12-2019 02:31 pm] Message received: Alice is sleeping
[24-12-2019 01:25 pm] Message received: Alice is eating
[24-12-2019 07:17 am] Message received: Alice is waking up





Alice is a pretty elderly woman with a bronchitis. She has taking 




Figure 6.3: A mock-up of the Virtual Assistant agent deployed into the physician’s
terminal. The tab contains details about the patient. Alerts, warnings and info are
shown into the namesake pills, the data-logger contains exchanged messages. Taken
from [125].
Planner agent and MyRob continues working applying it, otherwise, Dr. Haus has to
produce a new therapy. The multi-agent system allows Dr. Haus to insert all the needed
therapies for facing the disease. He does this by evaluating information acquired by
MyRob through its components.
Dr. Haus compiles the new therapy following some basic rules to be compliant with
the system. Rules are necessary for translating therapies in the “AgentSpeak Language".
This task is also in charge of the Virtual Assistant agent.
The translation process follows some basic rules, resumed in Table 6.2:
• a therapy owns a triggering event, conditions for detecting it and a list of proce-
dures to act when conditions appear and they are verified;
• the triggering event has to catch the status that the system has to attention for
handling the situation. It is defined with a label that represents the triggering
event name;
• conditions have to be identified within the mind a list of symptoms or observations
that the architecture can retrieve from the environment. Symptoms are perceptions
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Therapy Plan
Diagnosis Identifier Triggering Event
Condition to administer therapy Context Pre-conditions
Indications and Treatments Actions, Sub-plans, Messages
Table 6.2: Mapping table between therapy and plan. The table contains the one-to-one
correspondence that we identified for letting remote deployment of therapies in robotic
caregivers that use the proposed architecture.
or beliefs and they are used in the unification process and logical inference for
validating a context;
• the procedures list has to contain actions, behaviors or other therapies (plans) that
try to resolve the issue acting or interacting with the agent;
• a procedure can be a simple action or a more complex structure that involve the
usage of other therapies;
• an alternative therapy can be added into the plan library keeping the same trig-
gering event name and changing conditions for validating it. If conditions of the
default therapy fail, alternative therapy can be executed.
For adding therapies, Dr. Haus has to choose a triggering event name used to add
the therapy into the cognitive system. To do this, Dr. Haus uses the interface (Figure
6.3) shown by the Virtual Assistant agent. Before, he has to add information useful for
applying the therapy that works as conditions for administering the therapy.
In this case, Dr. Haus evaluates that one pill of paracetamol is a good therapy to cure
Alice of the fever. Dr. Haus clicks on Add Information button and he writes:
1 alice; current_diagnosis; fever;
2 fever; paracetamol; 1;
Listing 6.1: Data entered into the system from the remote platform.
Once the aforementioned information has been added to the knowledge base, new
beliefs are registered. The new beliefs are necessary for the new treatment. Now a new
therapy can be added by clicking the namesake button in the interface. Dr. Haus choices
a triggering event name that represent the health problem. Dr. Haus clicks on the Add
Therapy button and assigns the name for this therapy through a textbox. He decides
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to call it to_handle_fever. A new screen is launched and Dr. Haus has to select
which conditions (beliefs) must be satisfied to perform the therapy, next to Dr. Haus
has to compose the list of indications to specify which behavior MyRob has to show to
perform the therapy. The list of behaviors is shown and Dr. Haus indicates the order of
action execution. The list of indications for the new therapy is translated in plan and the
ordered list is made by Dr. Haus. It looks like:
1 to_handle_fever : doctor(D) & D==‘Dr. Haus’ &
2 patient(A) & A==‘Alice’ &








Listing 6.2: An example of plan generated by the system from doctor’s evaluation.
The physician can select actions that have been previously programmed for a specific
robot.
Summarizing, Dr. Haus interacts with Virtual Assistant agent for inserting new ther-
apies for Alice (Figure 6.3), this agent translates therapies in plans and sends plans to
the Planner agent. The Planner agent pushes new plans into its own Plan Library. The
Motion agent makes sure MyRob can operate for administering the therapies.
6.3 Discussing the Architecture Quality and Validation
In this section, the architecture was evaluated employing one of the mainly assessed
methods for analyzing and validating software architectures: the SAAM, Software Ar-
chitecture Analysis Method [114].
The main goal of the evaluation process depends on how much software systems are
capable of fulfilling its quality requirements and identifying risks [127, 56, 18]. So, what
makes an architecture good is how much it fits the goals and needs of the organization
that is going to use it.
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A recent survey [156] presents a comparative analysis of software architectures eval-
uation methods, their result is a taxonomy of evaluation methods. From this taxonomy,
it arises that comparing and validating software architectures is a hard task due to the
different languages and notations used for defining architectures. The chosen method
provides a notation for describing the architecture, mainly highlighting its structural
perspective. Relevant qualities taken in charge of evaluating the architecture are main-
tainability, portability, modularity, reusability, and robustness.
Activities for validating the architecture using SAAM [114] are:
1. Characterize a canonical functional partitioning for the domain.
2. Map the functional partitioning onto the architecture’s structural decomposition.
3. Choose a set of quality attributes with which to assess the architecture.
4. Choose a set of concrete tasks which test the desired quality attributes.
5. Evaluate the degree to which each architecture provides support for each task.
The first activity identifies roles and responsibilities to assign to agents in the ar-
chitecture in Figure 6.1. Then, Figure 6.4 figured out the result of converting the ar-
chitecture using SAAM notation. In so doing, computational entities are highlighted
as well as data and control connections among them. SAAM then prescribes to choose
some quality attributes. The cognitive architecture presents maintainability, portability,
modularity, and reusability, as intrinsic qualities given the nature of the architecture,
the multi-agent system. The agent paradigm allows designing a software system with a
high degree of modularity and a low level of coupling among components that guarantee
these quality factors. It was considered robustness for validating the architecture using
also FURPS [58, 107] requirements category. Robustness [34] refers to the degree to
which a system or component can function correctly in the presence of invalid inputs or
stressful environment conditions.
The need is having software able to adapt to changes and developing an architecture
supporting such a kind of software. To validate the cognitive architecture, some tasks
have been identified. Specifically, tasks are: (i) recognizing new patient’s state, (ii)
adding new suitable plans and (iii) reusing previous successful plans.
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Virtual Assistant Controller
Virtual Assistant

























Figure 6.4: A SAAM based representation of the architecture in Figure 6.1. Taken from
[125].
For validating the architecture in supporting these tasks, the first step is representing
in the SAAM notation (Figure 6.4) the architecture. The SAAM notation has been
created for separating the control flow from the data flow. As can be seen, three basic
processes were identified whose thread of control is assured by the control flow and the
data flow among the computational components, the active and passive data.
Recognizing new patient’s state is a scenario in which guarantying the quality of
robustness is fundamental. This scenario involves only two processes and one thread
involving at the same time one control flow and one data flow. Inside the Deliberation
Controller process, the responsibilities of computation are divided among four compu-
tational components. Each component is in charge of one specific monitoring function
that is directly transferred to the System Controller process. Computational compo-
nents may communicate with each other; communications are direct and not mediated
by other components and processes. This point assures that a change in the environment
is immediately caught and transferred to the related computational entity and then di-
rectly communicated to the knowledge controller. Each computational entity is atomic
and quite reactive, so robustness and the ability to intercept changes is comparable to a
portion of object-oriented code devoted to catching an event.
Adding new suitable plans, this task is supported by a single computational compo-
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nent inside the Virtual Assistant Controller computational component. Only one control
flow and one data flow are necessary. The communication with the Planner computa-
tional component, devoted to managing the new plan, is direct. In this case, since the
Virtual Assistant provides the right interface for inserting a new plan, an error is high-
lighted during the insertion process and immediately communicated, avoiding the risk
of failure or unexpected input propagation.
Reusing previous successful plans is ensured by the system. These plans are stored
in the Working Memory and are available to be selected when the patient’s conditions
fit with the plan’s preconditions. Each time that the patient’s state changes, the Multi-
Agent System Controller computational module takes control for actuating a plan, inter-
acting with the user if needed through the Virtual Assistant Controller. Later on, it sends
data and control to the Deliberation Controller process. In this task, all computational
components are involved, but mainly only two are relevant, the Multi-Agent System
and the Deliberation Controllers. Supporting this task is more demanding since there
are two data and one control flow exchange. The process involved in the thread of con-
trol is of two different levels where one comprises the second. Dependencies between
processes could create an architectural coupling that may slow the thread of control for
supporting that task. For instance, the scheduled plan might depend on other processes’
results and the overall outcome is afflicted by the computational time needed. In so
doing the reaction to the change may not be responsive and other sudden events may
invalidate the chosen plan, affecting the system’s robustness. Hence, this situation may
make all the system asynchronous towards changes.
From the validation process, it was realized that the proposed agent architecture fits
all the needs related to the functional requirements to project the healthcare system. As
said, architecture is not good or bad in general but in concerning some specific goals.
SAAM revealed that the architecture is modular and decoupled enough for support in
reacting to changes at runtime.
Modules were tested onto the robot Pepper2, simulating hypothetical input perceived
from the environment.
2https://www.softbankrobotics.com/emea/en/pepper
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6.4 Summary
This chapter shows an application of human-robot teaming interaction, based on the
cognitive architecture described in Chapter 3, on which a robot and a human have to
cooperate for assisting a patient in his home.
The usage of the proposed cognitive architecture is subordinate to the requirement
that the scenario claims.
All modules were adapted to be used within the context domain. The objective
is to implement within the architecture only the functionalities that are useful for the
scenario.
The intent is testing the cognitive architecture in a specific scenario exploiting it in
its main parts. The module of learning plans at runtime was not directly used, because
forbidden by the domain, and used for suggesting strategies when necessary. The sug-
gestion may be considered as the step before autonomous action and our way is in line
with the concept of interaction with humans.
The robot is endowed with the ability to handle unforeseen situations and to commu-
nicate and collaborate with the physician, thus providing him with intelligent support.
The exploitation of the proposed architecture lets realizes all the system’s function-
alities may be split in the space. In this way, the overall system may be easily scalable
and adaptable to any context. The agents, to be implemented based on the architecture,
have been conceived at a higher level than the implementation one. Hence, thinking to
their macro-level functionalities. It is for this reason that the combination of architecture
plus agent system can be adapted and extended to other and more complicated clinical
scenarios.
The validation made with the SAAM technique revealed the goodness of the cog-
nitive system and it shows its potentiality. Finally, this proof of concept shows the
feasibility of using this architecture for building an autonomous robot, able to adapt to
the cooperative context.
Chapter 7
Theoretical Models for Trustworthy
Interactions
Most of our lives depend on trust: our ability to manage it, granting or denying it when-
ever appropriate, is critical for our safety and well-being during our everyday lives.
Misplaced trust can have catastrophic effects on our physical, emotional, or economic
welfare. Being such an important factor for humans, it is natural to think that it would
also benefit for the social robots we are hoping to involve in our future relationships. In
particular, regarding shared goal scenarios where a human and a robot need to interact
and collaborate to achieve a common objective, it is important that both the involved
agents are able to estimate the trustworthiness of each other so as to adopt the best deci-
sions that would ensure the successful completion of the task. Castelfranchi and Falcone
[38] argue about the importance of trust in the context of society: we, as humans, use
it to define our behavior, to guide our decisions, and in general to build successful rela-
tionships. The use of trust dynamics doesn’t have to be limited to human interactions but
can be extended, with all its virtues, to relationships with artificial agents. Because of
this, robots could improve their performance by being able to perform decisions based
on trust.
Two different perspectives are discussed in this chapter. The first model exhibits an
implementation of the trust theory developed by Castelfranchi and Falcone [38]. The
main contribution of the first model [39] is the ability to justify decisions when some-
thing wrong occurs. This process studied in the theory of trust contributes to making
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artificial intelligent systems trustworthy and explainable. The model, developed using
the Jason framework, implements an adoption/delegation model for trustworthy inter-
action.
The second model [126] introduces a theoretical architecture based on global workspace
theory [15] on which expert systems compete to catch the spotlight of the conscious to
determine a level of trust to the person with whom the system interacts. It merges two
kinds of artificial intelligence approaches, the Bayesian and the deep learning ones. This
model is currently theoretical.
In the following sections, models are introduced and discussed for explaining theo-
ries that drove the research.
7.1 Endowing Robots with Self-Modeling Abilities for
Trustful Human-Robot Interactions
Robots involved in collaborative and cooperative tasks with humans cannot be pro-
grammed in all their functions. They should be autonomous entities acting in a dynamic
and often partially known environment.
Every robot applications present some kind of interaction with humans through ex-
plicit or implicit communications. In the case of autonomous robots operating as a
teammate towards humans, humans provide the goal and the robot has to be able to
maintain knowledge about the environment and the tasks to perform in order to decide
whether to adopt or delegating a task or an action.
Autonomy, proactivity, and adaptivity are the features to decide, at each moment,
which activity has to be fruitfully performed for efficiently pursuing objectives.
In the case of a team composed of only humans, the interaction with a teammate
is based on the level of knowledge owned on the environment and on the “other”. Es-
pecially, knowledge about the capabilities of the other, about the interpretation of the
actions of the other concerning the shared goals, and therefore also about the level of
trust that is created towards the other. Trustworthiness is a parameter to be used for
letting an entity decide which action to adopt or which to delegate.
To make compliant with the rest of the system, this self-modeling ability was done
employing the BDI agent paradigm [28] and developed using the Jason framework [27].
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Another objective of this research work is to implement interactions in teams of
humans and robots, so that collaboration is as efficient and reliable as possible [43]. To
do this, both entities involved in the interaction need to have a certain level of confidence
in each other, that for facilitating the nomenclature we will call the trust level.
Measuring trust in the other is made easier if he has full knowledge of his capabil-
ities, or if he can understand his own limitations. The more one of the two entities is
aware of its limitations and abilities, the more the other entity can establish a level of
confidence and create a productive and fruitful interaction. Implementing a justification
capability may create a productive and fruitful interaction.
The computational model, developed for endowing the robot with this capability,
was tested in a delegation and adoption task described by Castelfranchi and Falcone
[41, 40, 63].
The idea is to exploit practical reasoning in conjunction with the well-known model
of trust [38, 65] to let the robot create a model of its actions and capabilities, hence some
kind of self-modeling abilities.
Starting from the BDI practical reasoning cycle, the deliberation process and the
belief base representation were extended in a way that allows the robot to decompose
a plan in a set of actions strictly associated with the knowledge useful for performing
each action. In this way, the robot creates and maintains a model of the “self” and can
justify the results of its actions.
Justification is an essential result of self-modeling abilities application and at the
same time is a useful means for improving trustful interactions.
7.1.1 Self-Modeling using BDI Agents
How to design and implement a team of robots that possess a model of them-
selves, of their actions, behaviors, and abilities? And more, how to allow
robots reason about themselves and infer information about their activities,
such as why action has failed?
The trust theory [65, 38] was implemented through the multi-agent paradigm and
the BDI model [28]. The trust theory model was integrated into the traditional BDI
working cycle [27].
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For employing the model of trust, it was considered the robot as the trustee and
the human as the trustor. Assuming that the human delegates a part of his goals to
the robot, the level of trust the human has in the robot may be derived from the robot’s
ability to justify the outcome of its actions, especially in the case of failure. Indeed, self-
modeling is the ability to create a model of several features realizing the self. Among
them the knowledge of owns capabilities, in the sense that the agent is aware of what it
is able to do, and the knowledge on which actions may be performed on every part of
the environment. Justifying action is the result of reasoning about actions, it is a real
implementation of the self-modeling ability of an agent (human or robot). For doing
this, it was proposed to represent the robot’s knowledge through actions and beliefs on
those actions.
In particular, it was developed a method for implementing the justification of an
action, or of behavior, which should comprise components allowing to reason about the
portion of knowledge useful for performing that action.
This has to be made for each action of a complete plan. If an action is coupled
with all the concepts it needs for being completed then the performer may know at each
moment whether and why an action is going wrong and then it may motivate all eventual
faults. This scenario is the result of the implementation of self-ability and contributes to
improving the trustful interaction. In the sense that trust, and then the attitude to adopt
or delegate, may change accordingly.
In Section 2.5, in the trust function, the mental state of the trust is achieved through
actions, agent beliefs are implicit and do not appear as direct variables in the trust func-
tion. For implementing it, it was necessary to associate to the plan (or to the action) the
belief or the set of beliefs required to execute it. This choice allowed to map the theory
of trust with the theory modeling the BDI cycle and to regularly report the new BDI
cycle to the implementation part including Jason.
It was necessary to introduce a new representation in the model of τ from [38].
TRUST (X Y C τ gX) where τ = (α, p) and gX ≡ p;
By combining the trust theory model and the self-modeling approach, τ is a couple
of a set of plans πi and the related results pi. Indeed, now the trust model may imple-
ment the BDI paradigm breaking down actions and results into a combination of various
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Figure 7.1: Mapping actions onto beliefs.
arrangements of plans and sub-results.
The model of τ is formalized as:
τ = (α, p) where α =
n⋃
i=1




Moreover, each atomic plan πi is the composition of action γi and the portion of belief
base Bi for pursuing it; formalized as:




Bi is a portion of the initial belief base of the overall BDI system. The ◦ operator
represents the composition between each action of a plan with a subset of the belief
base (Figure 7.1).
This theoretical framework was implemented in the NAO robot exploiting Jason
[27] and CArtAgO [171] for representing the BDI agents and the virtual environment.
The environment model is created through the implementation of a perception module
using NAO. Actions, into the real world, are performed using CArtAgO Artifact through
@Operation functions.
What happens while executing actions can be explained by referring to the BDI
reasoning cycle. Once the robotic system has been, at a first stance, analyzed, designed,
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and put in execution all the agents involved in the system acquire knowledge. They
explore the belief base and all the initial goals they are responsible for (points 1. 2.
3. 4. - Figure 2.10). Then, the module implementing the deliberation and means-and-
reasoning (points 5. 6. 7. - Figure 2.10) is enriched with a new function. Commonly at
this point, while executing the BDI cycle, the tail of actions for each plan is elaborated
to let the agent decide which action to perform. Since the interest is toward the tail of
actions and in all the knowledge useful for each action, a new function was added:
Ac ← action(Bαi , Cap) (7.1)
where Bαi and Cap are respectively the portions of belief base related to the action
αi and the set of agent’s capability for that action.
Agents execution and monitoring imply points 8. 9. 10. 11. 12 of the BDI cycle.
The novelty stands in enriching the BDI model with a new portion of the algorithm able
to identify the impossible (I, B) and ¬ succeeded(I, B) (ref. point 9 of Figure 2.10).
In this step the effective trust interaction takes place, here we may assume that the
robot is endowed with the ability to re-planning, justifying, and requesting supplemen-
tary information from the human being. Thus making the robot fully and trustfully
autonomous and adaptive to each kind of situation it might face or learn depending on
its capabilities and knowledge. The newly added functions, only for the case of justifi-
cation, are shown in the following algorithm:





Figure 7.2 details all the elements and the mapping process among beliefs, actions,
and plans. Summarizing, τ is the goal that a trustor decides to assign to a trustee;
it means that a BDI agent is assigned the responsibility to perform all the actions γi
included in τ .
In the following section, the model was validated by developing an experimental
scenario in which humans and robots interact. The experiment was performed employ-
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Figure 7.2: A block diagram representation of the causal process τ .
ing the NAO robot and one human.
7.1.2 The Robot in Action using Jason and CArtAgO
This case study focuses on a human-robot team whose goal is to carry a certain number
of objects from a position to another in the room. This setup what thought to implement
the first type of delegation shown in section Section 2.5: the literal help. The environ-
ment is composed of a set of objects marked with the landmarks useful for the NAO to
work, the set of capabilities is made up basing on the NAO features, for instance, to be
able to grasp a little box. The NAO is endowed with the capability of discriminating the
dimensions of the box, and so on.
Let us suppose to decompose the main goal (as shown in Figure 7.3) BoxInTheRigth-
Position in three sub-goals, namely FoundBox, BoxGrasped ReachedPosition. Let con-
sider the sub-goal ReachedPosition, two of the actions that allow pursuing this goal are:
goAhead and holdBox. The NAO has to go ahead towards the objective and contem-
porarily hold the box. The beliefs associated with these actions refer to the concepts of





















Figure 7.3: A portion of the assignment tree for the case study. For space concerns are
shown only an excerpt of the whole Assignment Tree diagram, so only few explanatory
belies for each action are reported.
Figure 7.4: The NAO working on the BoxInTheRightPosition goal and the justification.
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the knowledge base these actions affect. In this case, one of the concepts in the box,
it has attributes like its dimension, its color, its weight, its initial position, and so on.
The approach used for describing the environment results in a model containing all the
actions that can be made on a box, for instance, holdBox, and a set of predicates rep-
resenting the beliefs for each object, for instance, hasVisionParameters or isDropped.
They lead to the beliefs visionParameter and dropped that are associated with the action
holdBox through the relation number (7.1.1).
In the following, a portion of the code related to this part of the example is shown.
Algorithm 7: The portion of code that implements the τ decomposition.
+!ReachedPosition: true← goAhead; holdBox. [τ ];
+!goAhead: batteryLimit(X) & batteryLevel(Y) & Y < X ← say(“My battery
is exhaust. Please let me charge."). [γ+1 ];
+!goAhead: batteryLimit(X) & batteryLevel(Y) & Y ≥ X ← execActions.
[γ−1 ];
B1: batteryLimit, batteryLevel ;
+!holdBox: dropped(X) & visionParameters(Y) & X == false←
execAct(Y). [γ+2 ];
+!holdBox: dropped(X) & visionParameters(Y) & X == true← say(“The
box is dropped."). [γ−2 ];
B2: dropped, visionParameters ;
In Figure 7.4 some pictures showing the execution of the case study with the NAO
robot.
In conclusion, the justification model here described refers to the trust theory model.
The aim is to endow agents (or robots) with the ability for letting them explain. The
tropos-like diagram in Figure 7.3 shows the plan decomposition treated in the revised
model of the theory of trust, the decomposition makes possible the transformation pro-
cess for identifying the action guilty of failure. The diagram in Figure 7.3 was enriched
with a dotted circle to represent beliefs that normally are not figured in a tropos di-
agram. It is good to underline, that the showed model is developed for letting robot
implementing justification and it is related to the Chapter 5, and specifically, with the
simulator. The justification process makes the robot, and therefore its decision-making
process, transparent to the eyes of its human teammate. This facilitates interaction and
helps make interaction reliable and trustworthy.
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7.2 A Global Workspace Theory Model for Trust Esti-
mation in Human-Robot Interaction
In this section, the focus is on the trust that is assigned from a robot to a human, which
means that the former will be the trustor and the latter will be the trustee.
The theoretical model takes into account an existing computational model of trust
and Theory of Mind (ToM) proposed by Vinanzi et al. [199]. The proposed extension
that refines the trust estimation procedure, takes into account social cues, like emotions,
facial action units, and gaze direction. The objective is to overcome the two main limi-
tations of this current model, which are: the unimodality of the perceptual information
used and its sole reliance on personal experience. The proposed model acts as a frame-
work and it uses machine learning techniques to gather the previously mentioned social
features from an HRI scenario and uses the Global Workspace Theory (GWT) princi-
ples to determine whether the partner should be trusted or not during the joint action
engagement.
7.2.1 The Global Workspace Model
The Global Workspace Theory (GWT) model depends on the interaction between sev-
eral specialized nodes of a network, which are the expert systems that compete for the
spotlight of the artificial consciousness. Figure 7.5 shows the proposed architecture
based on GWT. The cognitive model hosts two expert systems: the Experience Expert
System (ExES) and the Engagement Expert System (EgES), which are described in de-
tail in the following Sections and are both capable of providing trust estimations. The
GW component is in charge of deciding whether to assign the spotlight to one system or
the other. This architecture is modular, meaning that the expert systems can be changed
in typology and number based on specific needs.
Experience Expert System The ExES [199] is a developmental robotics cognitive
architecture that enables a robot to perform trust evaluations based on personal expe-
rience. Its core component is a Bayesian Belief Network (BBN) that unifies trust and
ToM considerations for the sticker finding game, as described in Figure 7.6. Following
the original ToM experiment [195], it performs two main functions:






















Figure 7.5: The GWT model to predict trust in HRI. It is composed of two expert
systems, both of which use different features to estimate the informant’s trustworthiness.
The Experience Expert System (ExES) uses previous experiences of interactions, while
the Engagement Expert System (EgES) makes use of human-like features detected on
the partner during the interaction. The final decision of the system will be moderated by
the Global Workspace (GW).
1. Familiarisation: the robot experiences some interactions with the informants,
observes the outcome of their suggestions learning who should be considered a
helper or a tricker, and trains a BBN for each of them;
2. Decision making: the robot will use probabilistic inference on the BBNs to de-
cide whether to follow or reject the suggestion for each particular informant. See
[199] for more information and a visual demonstration applied to the Vanderbilt
experiment [195];
In addition to this, and following the psychological principles of trust development
defined by Erikson [61], the robot can use its Episodic Memory to collect all of its past
experiences and decide how to act towards a novel informant it has never familiarised
with. The history of interactions shapes the robot’s personal character development,
which will determine its attitude to instinctively trust or distrust a stranger.
Engagement Expert System The EgES is a cognitive model whose purpose is to
estimate the trustworthiness of the informant using social cues. According to Ekman
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Figure 7.6: The BBN that models the relation between the robot and an informant within
the ExES. The agent generates a separate network for each informant, with the same
structure but different probability distribution. Redrawn from [154].
[59], emotions and micro-expressions are used as subtle hints to understand whether
someone wants to trick us.
Using this principle, EgES feeds the robot’s RGB camera images and auditory per-
ceptions to a stack of machine learning algorithms that classify the current perception
and extract a set of features for an Artificial Neural Network (ANN). The latter is used
to predict the appropriate level of trust to assign to the informant under analysis. Figure
7.7 shows a schematic representation of this process. The computed features are the
following:
• Emotions: the emotional state of the informant. This system classifies emotions
as sad, angry, happy, or neutral;
• Vocal Emotions: the emotion expresses by the informant’s voice signal, without
considering its content;
• Facial Action Units: facial movements and micro-expressions;
• Gaze: the direction of the informant’s gaze, to determine if the informant is look-
ing directly at the robot or not;











Figure 7.7: The EgES architecture. Perceptions are processed by a stack of machine
learning algorithms which will compute a set of features. The latter are processed by an
ANN to determine the final level of trust.
• Gender: different genders show differences in their social cues, this feature takes
this into account;
• Age: as above, social cues differ with age;
• Context: the state of the environment, such as calm or agitated.
The proposed GWT model is built upon two expert systems that are able to inde-
pendently estimate the trustworthiness of another agent engaged in joint action. These
two systems will compete to earn the spotlight of selective attention by the GW, which
represents the artificial consciousness of the system.
7.2.2 Implementation Details
This model is currently an ongoing work at the second phase of the experimentation,
where humans are involved with the aim to collect data for training the Engagement
Expert System.
The implementation involves the ROS framework for orchestrating singles social
cues nodes meanwhile humans interact with the robotic platform. Data are collected
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Figure 7.8: An overview of ROS architecture for implementing the EgES system with
the addition of the ExES rewrote to be compliant with the ROS framework.
analyzing images with a 90 fps camera and feature are extracted using state-of-the-art
algorithm for age and gender estimation [175, 176], the OpenFace framework for face
feature analysis [22], such as the facial landmark detection and tracking [21, 221], eye
gaze tracking [213], facial action unit detection [20]. Figure 7.8 shows the developed
ROS package used to collect data in the first instance.
7.3 Summary
There is a big body of research that suggests the importance of trust in any kind of
relationship, especially between team members [93].
In the previous sections, theoretical models for implementing trustworthy interac-
tions among humans and robots were presented. The objective is building machines
able to understand and make own the concept of trust in all its form [38, 66, 66, 67].
The first section shows an implementation of the trust theory model proposed by
Falcone and Castelfranchi [38]. The main goal of this work is to equip the robot with
the self-modeling ability that allows it to be aware of its skills and failures to implement
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a justification process within the cognitive architecture of Chapter 3.
The trust model has been integrated with a BDI-based part of the deliberation pro-
cess to include self-modeling, exploiting the plan library of an agent. The model lets
the cognitive architecture implement justification. The justification is also used within
the simulator described in Chapter 5.
The outcomes in the various phases are not binding but inspired by a tropos-like [33]
goals-oriented diagram shown in Figure 7.3. However, it is possible to use whatever
methodological approach giving a view of goals and their decomposition, and decom-
position into plans in a way useful to match with the related knowledge base.
The second section shows a theoretical model for trust estimation. The aim to esti-
mate, and so, to measure trust is important for letting agents and robots decide to take
into account a kind of social feature used by humans during team cooperation, or in gen-
eral, to instance reliable social relationships. At the moment, the trust cognitive model
by Vinanzi et al. [199] can perform trust evaluations based solely on past and present
experiences of the involved agent, but the implementation of both the EgES and the GW
seem to be able to enhance this decision making process by taking into account other
factors that would influence human beings engaged in the same task, thus freeing this
cognitive model from the boundaries of personal experience. This last model is shown
but it is currently a theoretical model that aims to enhance the quality of this type of
cognitive capability.
In conclusion, these models aim to contribute to the creation of transparent and
explainable AI systems. These qualities are necessary to build the next generation of
intelligent systems, ethical AI systems [193]. Namely, systems able to contribute to the




Endowing robots with abilities for acting as humans during daily life tasks is the ambi-
tion that moves the research activity whose results are shown in this thesis.
In conclusion, I want to recall the main question that drove this dissertation:
How does a human being act in a team whose goals are known and shared
in a changing environment? And, how can this condition be managed in a
team made by humans and robots?
The answer to these questions is in the proposed cognitive architecture, in the way
the knowledge can be managed and incremented, novel plans can be composed at run-
time, and in how it is possible to anticipate action results before applying them in the
real world. Considering the cognitive architectures discussed in Chapter 2, the proposed
cognitive architecture was thought to be used in an HRTI domain, this entails a series
of trade-offs to accept to apply it as a general cognitive architecture. The proposed cog-
nitive architecture does not want to be a solution for every possible problem in the field
of cognitive systems but it was thought to be used in robotics cooperative scenarios.
One-size-fit-all software architectures are very far from being feasible and reliable, also
considering the complex domain in which I am investigating.
Thus, this research aims at proposing a novel solution for the field of Human-Robot
Teaming Interaction (HRTI). Based on a deep analysis of existing cognitive architec-
tures, it was realized a novel cognitive architecture thought for the robotics fields. This
architecture takes into consideration aspects of cognition, such as self-modeling, for
better meeting human-robot interaction in collaborative and cooperative scenarios.
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The architecture employs the multi-agent paradigm and theories of rational agents
for building a multi-agent system in which the decision-making process reproduces the
human counter-part.
The choice to use a multi-agent system is justified by the fact that a human-robot
teaming interaction system can be considered a complex system. For designing and
building this type of system, the agent-paradigm, and the multi-agent oriented program-
ming, well supports the application domain.
Besides, a multi-agent system helps in seeing the problem of building a cognitive
architecture from another standpoint, the one that concerns the vision of cognitive ar-
chitecture as a complex system. In this regard, the architecture has been modeled and
developed, considering its parts that cooperate and collaborate to achieve the common
goal of the cognitive/complex system.
The state-of-the-art agent-based cognitive architectures use a single agent that per-
forms a reasoning cycle for deciding which action to perform.
To handle robots, maybe is not sufficient for representing or handling a robot with
a single agent. Even because, with a single-agent view, the reasoning cycle becomes
hard to adapt to the different approaches that may help programmers to overcome some
issues during the interaction. For instance, the proposed cognitive architecture can scale
its modules through a set of agents, even handled at runtime, and to implement on them
symbolic and sub-symbolic reasoning techniques without constraints and restrictions.
The solution overcomes these issues letting the programmer distribute the system over
several computational nodes, such as High Performance Computing (HPC). This implies
that the cognitive architecture may be extended without limitations of approaches and
techniques.
To follow, a summary of the results achieved in this doctoral thesis, with particular
attention to the novelties achieved.
A Cognitive Architecture for Human-Robot Teaming Interaction The inner life of
a robot is composed of several cognitive abilities that move its decision-making process.
Although cognitive processes include capabilities for thinking, knowing, remembering,
judging, and problem-solving and are extremely useful in several contexts, these are not
easy to implement in an artificial being. It is possible to define cognitive processes such
as the brain’s higher-level functions and embrace different intelligent activities such as
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language, imagination, perception, and planning. The Chapter 3 introduces the cog-
nitive architecture implemented for robots that have to work as a member of a team.
Specifically, I am referring to the novel designing solution to separate the inner robot’s
beliefs from the motivations that are strictly connected to the team and the anticipation
module. Due to this, it was defined as an extended reasoning cycle for the BDI agent.
The decision-making process uses both beliefs and motivation for pursuing an objective,
in accord with the task assigned to the robot. The decision making is handled through
a situation handler on which priorities, constraints, and requirements are taken into ac-
count for deliberating which intention has to be scheduled to perform. The deliberation
process, exploiting the anticipation, can anticipate results and pursuing an objective, ac-
cordingly with the current situation; this means if something goes wrong, anticipating
results robot does not perform the action, and so, it starts to find an alternative solution
through other mechanisms discussed in previous chapters.
Knowledge Acquisition and Management As mentioned before, knowledge is one
of the most important parts of our system. In a generic cognitive system, where all is
based on a single agent, the agent performs a single reasoning cycle in a loop. Every-
thing is just ready to use, but in a multi-agent system, all agents are distributed, and each
of them works autonomously. Besides, agents employed for developing this architec-
ture use the BDI paradigm on which beliefs, by definition, could be expired or wrong.
This means that it was necessary to endow the architecture with a mechanism that reg-
ulates the acquisition and the distribution, as well as the organization of the knowledge
into the system. A solution was proposed, implemented, and unveiled to be useful for
knowledge management. As well as the novel algorithm uses semantic and syntactic
similarities inherited by the natural language processing domain; the aim is facilitating
the autonomous knowledge increment. Results showed that this method, besides being
fast and accurate in organizing concepts in the knowledge base. The model generalizes
and creates the best semantic match even in critical conditions, such as when the robot
is working under the assumption of insufficient knowledge and resources.
Anticipating Actions and Learning Plans Another important intelligent activity con-
cern the property to model itself, the surrounding context, and the environment through
sensors or other capabilities owned by the robot. Besides, proactiveness is another
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cognitive ability for letting robots (or agents) operate intelligently in such domains.
The cognitive architecture contains modules for representing the robot’s extrospection,
introspection, and proprioception, and an algorithm for letting agents (and so robots)
compose high-level plans at runtime. In Chapter 5 these modules were presented and
detailed. In the first case, the architecture’s anticipation process uses the simulator to
represent the robot, its capabilities, and its knowledge. The simulator helps the cogni-
tive architecture to estimate and evaluate plans before applying them in the real world.
The simulator has two functionalities, the first, to reproduce in a simulated environment
the reasoning of the system and the decisions made by it, to test it before, implementing
a kind of imagination; and the second function is to help the teammate to look inside
the robot’s mind, to clarify any possible situations as well as inspect the robot’s knowl-
edge. The proactiveness was developed employing an Artificial General Intelligence
(AGI) model. The usage of NARS helps the BDI agent in trying to find a solution. The
model is in charge of applying the NAL logic to the BDI agent through a conversion of
the agent’s knowledge. The model is detailed in Section 5.2. The implementation was
made using the internal action of a generic Jason agent and the NARS framework.
Endowing agents with an ability that lets them continue to operate when no possible
plans are available is an important step toward autonomy and self-adaptation. Results
on the usage of this model promise to support complex scenarios even when proper
conditions lack or the robot is not completely equipped with relevant plans necessary
to face situations. The major limitation of this model is the library of plans given at
design time by the agent programmer. To be fruitful, the model needs a library of
plans on which complex plans are composed by atomic plans (or simple plans), easy to
shuffle for composing novel valid high-level plans. Moreover, this method, joint with
the simulator, can test and verify generated plans to use them only if they are applicable
to the context. Following these guidelines, this method and the overall architecture open
the way to new scenarios on which the robot may support team members in different
contexts and environments, even in critical conditions.
Human-Robot Teaming Interaction in a Real Scenario A case study was presented
in Chapter 6. In this chapter, an application was designed and developed exploiting the
architecture. The scenario aims to face an important problem for telemedicine systems.
The team made by a robot and a physician has to collaborate by remote. The application
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uses modules required for administering therapies by remote and monitoring the patient.
The SAAM validation certified the goodness of the system and shown the degree of
coupling between the parts.
The agent programmer has to code only the part of the system delegated to operate
with the patient. This moves the programmer’s attention to the HRI part of the system,
letting him produce an efficient application for the telemedicine scenario. The fact that
the system can adapt autonomously in the environment also reduced a series of problems
related to the usage of robots in an unknown environment.
Theoretical Models for Trustworthy Interactions Since social interactions depend
on social features, it is important to endow the system with abilities that implement these
capabilities. From a theoretical point of view, two models were designed and developed.
The first model is in charge of reproducing all the mechanisms that implement a kind
of trust between two entities, the trustor and the trustee. By introducing trust theories in
the cognitive architecture, it was possible to establish some relevant features for letting
a teammate justify its decision or choosing the level of contribution that this last has in
the team. As in any regular team, each member can choose if he wants to adopt a task
or delegate one. The model, based on the trust theories of Castelfranchi and Falcone,
decomposes a goal in a set of sub-tasks and lets the robot find a justification when the
system is not able to perform an operation or fulfill an order. The second model is more
focused on trust estimation. For a correct teaming interaction, it’s important to endow a
robot with the ability to estimate a level of trust in its informant. This trust-level helps
the robot to understand if the informant is reliable or not. Besides, trust estimation also
helps decision-making since some situations need a strong trust in the informant. This
last is an ongoing work, and a first theoretical model is given and discussed in Chapter
7. The aim is to endow robots with some vision skills that let them trust someone simply
looking for it, involving past experiences and vision capabilities.
Finally, the cognitive architecture aims to build autonomous machines able to work with
humans side by side. Future works concern the development of artificial intelligence
systems that aim to face challenges in AI, employing new skills, and with the respect of
guidelines and codes of conduct to realize ethical robots. For instance, the main interest
is to develop models able to learn activities, employing a new learning paradigm based
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on educational theories, instead of more common learning approaches, such as imitation
learning or reinforcement learning.
Acronyms
AC Attention Codelet.
AGI Artificial General Intelligence.
AI Artificial Intelligence.
ANN Artificial Neural Network.
AOP Agent-Oriented Programming.
AOSE Agent-Oriented Software Engineering.
BB Belief Base.
BBN Bayesian Belief Network.
BDI Beliefs-Desires-Intentions.
CSM Current Situational Model.
EgES Engagement Expert System.
ExES Experience Expert System.
GW Global Workspace.
GWT Global Workspace Theory.
HPC High Performance Computing.
Acronyms 150
HRI Human-Robot Interaction.
HRTI Human-Robot Teaming Interaction.
KB Knowledge Base.
KBS Knowledge-Based System.
MAOP Multi-Agent Oriented Paradigm.
MAPE Monitor, Analyzing, Planning and Executing.
MAS Multi-Agent System.
NAL Non-Axiomatic Logic.
NARS Non-Axiomatic Reasoning System.
PRS Practical Reasoning System.
ROS Robot Operating System.
SAAM Software Architecture Analysis Method.
ToM Theory of Mind.
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