Abstract: We study self-dual codes over chain rings. We describe a technique for constructing new self-dual codes from existing codes and we prove that for chain rings containing an element c with c 2 = −1 all self-dual codes can be constructed by this technique. We extend this construction to self-dual codes over principal ideal rings via the Chinese Remainder Theorem. We use torsion codes to describe the structure of self-dual codes over chain rings and to set bounds on their minimum Hamming weight. Interestingly, we find the first examples of MDS self-dual codes of lengths 6 and 8 and near-MDS self-dual codes of length 10 over a certain chain ring which is not a Galois ring.
Introduction
Self-dual codes are an important class of codes from many perspectives. They have interesting connections to design theory, combinatorics, lattice theory, invariant theory, modular forms, and number theory. See (Assmus and Key, 1992) , (Nebe et al., 2006) and (Pless and Huffman, 1998) for descriptions of these connections. In particular, self-dual codes over rings have proven to be important especially in connection with lattices, modular forms and number theory. Because of these interesting connections, self-dual codes are one of the most interesting classes of codes. As with any class of codes, constructions for this class are vital to their study. Recently, Kim and Lee gave a building-up method to construct selfdual codes over Galois rings in their paper (Kim and Lee, 2007) , and used this construction to study MDS self-dual codes over small Galois rings.
Codes over chain rings are of special interest theoretically and practically since most known good codes are from chain rings. In fact, finding interesting (nontrivial) examples of self-dual codes over Galois rings GR(p r , m) is proposed as one of the research problems in (Nebe et al., 2006, Sec. 2.4.10) . In (Kim and Lee, 2007) , MDS codes of small lengths over nontrivial Galois rings were constructed.
It is still open whether there exist interesting MDS self-dual codes over chain rings including Galois rings.
In this paper, we find good examples of MDS self-dual codes over a certain chain ring which is not a Galois ring. To do this, we study the structure of selfdual codes over chain rings and we generalize Kim and Lee's work to finite chain rings. Further, we extend the building-up construction over Galois rings to selfdual codes over principal ideal rings via the Chinese Remainder Theorem. We use torsion codes to describe the structure of self-dual codes and to set bounds on their minimum Hamming weight. In particular, we find the first examples of MDS self-dual codes of lengths 6 and 8 and near-MDS self-dual codes of length 10 over a chain ring R = GR(3 2 , 2)[x]/(x 2 − 3) which is not a Galois ring. We begin with some definitions.
Throughout we let R be a finite commutative ring with identity. An Rsubmodule C ⊆ R n is called a linear code of length n over R. We assume throughout that all codes are linear unless otherwise specified.
For a code C, we define the rank of C, denoted by rank(C), to be the minimum number of generators of C and the free rank of C, denoted by free rank(C), to be the maximum of the ranks of free R-submodules of C. Codes where the rank is equal to the free rank are called free codes. For any vector over R, we define the Hamming weight to be the number of non-zero coordinates. We denote by d H (C) the minimum Hamming weight of the code, which is the smallest of all the Hamming weights of all non-zero vectors in the code. It is known (see (MacWilliams and Sloane, 1977) for example) that for codes C of length n over any alphabet of size m, d H (C) ≤ n − log m (|C|) + 1. Codes meeting this bound are called MDS (Maximum Distance Separable) codes. Naturally, we define an almost MDS code over R if it is a linear code over R and its minimum distance is one less than the above bound. An almost MDS code for which the dual code is also an almost MDS code is called a near-MDS code (see (Dodunekov and Landjev, 1995) ).
It is known that for any linear code of rank k we have d H (C) ≤ n − k + 1 (see (Dougherty et al., 2009) and ). Any linear code meeting this bound is called a Maximal Distance with respect to Rank (MDR) code.
We attach to the ambient space the following innerproduct:
The orthogonal of the code, denoted by C ⊥ , is defined by
It is evident that C ⊥ is linear. We know from (Wood, 1999) that
n if R is a Frobenius ring, where |R| denotes the cardinality of R. We also know that any chain ring is Frobenius and this is exactly the class of rings that we intend to study. We say that a code C is self-orthogonal if C ⊆ C ⊥ and self-dual if C = C ⊥ . A code C is said to be optimal if it has the highest minimum weight for any code with that length and rank.
Notations and Finite Chain Rings
A finite ring is called a chain ring if its ideals are linearly ordered by inclusion. It follows that it has a unique maximal ideal, i.e., that it is a local ring. While not all chain rings are commutative, we shall assume that all rings in this paper are commutative.
Let Z p n be the residue ring of integers modulo p
where f is a basic irreducible polynomial of degree r, be a Galois ring. Then we know from (McDonald, 1974) (see pp. 307-308, 339-349) that every finite chain ring R is of the following form
where g ∈ GR(p n , r) [x] is an Eisenstein polynomial of degree k, i.e.,
where t = k when n = 1, 1 ≤ t ≤ k when n ≥ 2, and GR(p n , r) × is the set of all units in GR(p n , r). The integers p, n, r, k, t are called the invariants of the chain ring in (3), see (Clark and Liang, 1973) .
In this paper we shall generalize some results about codes over Galois rings. The following is a concrete example which is a finite chain ring but not a Galois ring.
Example 2.1: Let GR(3 2 , 2) = Z 3 2 [x]/(f ) be a Galois ring, where f = x 2 + 2x + 2 is a basic irreducible polynomial of degree 2 over Z 3 2 . Let
We know from (McDonald, 1974) that R is a chain ring, and it can be obtained that R is not a Galois ring. In Section 4, we will give MDS self-dual codes over R of lengths 6 and 8 and near-MDS self-dual codes of length 10.
Let R be a finite chain ring, m the unique maximal ideal of R, and let γ be a generator of the unique maximal ideal m. Then m = γ = Rγ, where Rγ = γ = {βγ | β ∈ R}. We have
It is well known that there exists i such that γ i = {0}. Let e be the minimal number such that γ e = {0}. We call e the nilpotency index of γ. Let R × be the set of all units in R. We know that R × is a multiplicative group under the multiplicative operation of R. Let F = R/m = R/ γ be the residue field with characteristic p, where p is a prime number. This implies that there exist integers q and r such that |F| = q = p r , and F × = F − {0}, which gives that
The following lemma can be found in ((McDonald, 1974) , p. 340). 
where
By j = 0 in Lemma 2.3, we can compute the cardinality of R as follows:
3 Self-dual Codes over Finite Chain Rings
The following structural results for codes over finite chain rings can be found in (Honold and Landjev, 2000) , and . Let R be a finite chain ring. We know that a generator matrix for a code C over R is permutation equivalent to a matrix of the following form : 
where all the entries in 
We define k e = n − e−1 i=0 k i . The following lemma is immediate, see (Honold and Landjev, 2000) or . 
Proof: Since C = C ⊥ , their types must be equal. 
which gives n ≡ 0 (mod 2). 
and the result follows.
Let G be a generator matrix for a self-dual code of length n over R in the form given in (8). Then we have for all i
and for i < i we have
where A T denotes the transpose of the matrix A. This result follows from the fact that the code is self-orthogonal which gives that GG T = 0. 
Notice that the previous theorem is not true in general. For example consider the self-dual code over Z 25 generated by (1, 7). Note that Z 25 / 5 has characteristic 5. The vector (5, 5) is not orthogonal to this vector and hence not in the code. There exist codes over chain rings that are self-dual and MDR. For example, consider the code over a chain ring R with maximal ideal γ with even nilpotency index e and R/ γ a field of characteristic 2. The generalized Klemm code generated by 
has rank 3 and minimum Hamming distance 2 and therefore is self-dual and MDR. This gives that this code is an optimal code. The following is a generalization of Lemma 3.3 in (Kim and Lee, 2007) .
Theorem 3.6: Let C be a linear code over a chain ring R of type
{k 0 , k 1 , . . . , k e−1 } with k 0 = 0. If C is self-dual,
then the minimum Hamming weight d H (C) = 1 and the code is MDR.
Proof: Since the code is equal to its orthogonal then we have that k e = k 0 = 0. It follows that n − k i = 0 giving that k i = n. This gives that the rank of the code is n. The Singleton bound gives that d H (C) ≤ n − k + 1 = 1. Then since the minimum weight cannot be 0, the minimum weight is 1 and the code is MDR.
This theorem shows that the interesting self-dual codes over chain rings do not have k 0 = 0.
We now consider invariant theory with respect to self-dual codes over chain rings.
Let C be a code over a chain ring (or a Frobenius ring in general) R = {a 0 , a 1 , a 2 , . . . , a r−1 } with a 0 = 0. Then the complete weight enumerator of the code C is given by
where n i (c) is the number of occurrences of a i in the vector c. The symmetric weight enumerator is given by
where a 0 , a 1 , . . . , a r −1 are the elements modulo the relation where two elements a and b are related if a = ±b and n i (c) is the number of occurrences of ±a i in c. The Hamming weight enumerator is defined by W C (x, y) = c∈C x n−wt(c) y wt(c) , where wt(c) is the number of non-zero elements of c.
In (Wood, 1999) it is shown that any Frobenius ring has a generating character χ and the MacWilliams relations are given by
Let T be the r by r matrix with
Then the MacWilliams relations are given by
Let A be the |R| by |R| matrix defined by
Let A be the |R | by |R | matrix defined similarly. 
. Applying A to this monomial yields
Hence the complete weight enumerator of C is held invariant by the action of the matrix A. The proof is identical for the symmetric weight enumerator using the corresponding matrices T and A by replacing T by T and A by A above.
Constructions of Self-dual Codes over Finite Chain Rings
In this section, we will focus on the existence of self-dual codes over finite chain rings. We study constructions of self-dual codes over finite chain rings and generalize the main results in (Kim and Lee, 2007) to a finite chain ring, since Galois rings are a subclass of chain rings.
Existence of Self-dual Codes over Finite Chain Rings
Let R be a finite chain ring with the maximal ideal γ . For a ∈ R, if there exists a c ∈ R such that c 2 = a, then a is called a square element in R. In this subsection, we will give a necessary and sufficient condition, for chain rings with residue fields of odd characteristic, such that −1 is a square in R. This will be used in the following construction of self-dual codes over R.
Let ρ be the natural homomorphism from R to its residue field F = R/ γ with |F| = p r for some prime p and a positive integer r; that is, ρ :
It induces a surjective homomorphism
In fact, suppose
a ∈ γ , and this implies that b = ρ(a) = γ = 0 ∈ F × , which is a contradiction.
This gives thatρ(R
× ) = F × ,
and we have that |ρ(R
× )| = |F × |.
Let p be a prime. A finite group G is called a p-group if its cardinality is a power of p.
A proof for the following can be found in ((McDonald, 1974) , p. 355).
Lemma 4.1: Assume the notations given above. Then the following hold.
(ii) There exists a cyclic subgroup H of R × with order p r − 1 such that R × is the product of H and Ker(ρ). Namely,
A proof for the following could be given using Hensel's lemma but we include an elementary proof of the result. Proof: We note that −1 ∈ R × . We first prove that −1 is a square in R if and only if −1 is a square in F × . Suppose −1 is a square in R, then there exists a ∈ R such that a 2 = −1. Thus (ρ(a))
× . This implies that (−1)(a 2 ) −1 ∈ Ker(ρ) for some a ∈ R × by (18). We show in the following that there exists b ∈ Ker(ρ) such that (−1)(a 2 ) −1 = b 2 , and hence −1 = (ab) 2 = d 2 , where d = ab ∈ R. This implies that −1 is a square in R. This is accomplished if we prove that the following map is an automorphism:
Suppose x, y ∈ Ker(ρ) such that x 2 = y 2 , then (xy −1 ) 2 = 1. We have that Ker(ρ) is a p-group by Lemma 4.1. Since p is an odd prime, we have that gcd(2, p) = 1. Therefore we obtain that xy −1 = 1, and hence x = y. This implies that the map in (19) is a bijection, and it is easy to check it is a homomorphism, and so an automorphism.
We know −1 is a square in Proof: If C is self-dual, then C = C ⊥ , and by the identity |C||C ⊥ | = |R| n and (7), we have
This implies that |C|
Since the code is self-orthogonal, we have C ⊆ C ⊥ , so C = C ⊥ , and C is self-dual.
The following gives the existence of self-dual codes over a finite chain ring. It is a generalization of a result in (Kim and Lee, 2007) . Proof: The proofs of (ii), (iii), (iv) can be found from (Dougherty et al., 2009 ). We only need to prove (i) and (v).
(i) If there exists c ∈ R such that c 2 = −1 in R, then (1, c) generates a self-dual code of length 2, since 1 + c 2 = 0. Therefore, there exist self-dual codes over R for all even lengths by the direct sum construction.
(v) If n is odd we prove that there do not exist self-dual codes of length n over R. We prove this statement by contradiction. Assume that there exists a self-dual code C of odd length n over R; then |C| = p ern 2
by Lemma 4.4. This implies that 2 er, since n is odd. The number 2 is a prime; this implies that 2 either divides e or divide r. This gives that either e or r is an even number; this is a contradiction, since e and r are both odd.
If n is even, by (i), the inverse direction in (v) holds. 
Constructions of Self-dual Codes over Finite Chain Rings
Let C be a code over R of length n, and suppose it has a generator matrix with k rows. 
generates a self-dual codeC over R of length n + 2.
Proof: For convenience, let
It is easy to get that the first row vector of the generating matrixG is orthogonal to itself, since
Furthermore, the first row ofG is orthogonal to any other row ofG, since
The last thing we need to do is to prove the ith and jth rows inG are orthogonal for 2 ≤ i, j ≤ k. For 2 ≤ i, j ≤ k, we take the ith and jth rows. We have
Since C is self-dual code, we have that [g i , g j ] = 0. Then since c 2 + 1 = 0, we have that any two distinct rows are orthogonal, soC is self-orthogonal.
By Lemma 4.4, we get that |C| = p ern 2 . Now we compute the cardinality ofC. For any codewordc ofC, there exist a 0 , a 1 ,
This gives that
The fact that |C| = |R| · |C| is easy since the leading row of new matrix contains 1. By Lemma 4.4,C is a self-dual code over R of length n + 2. Proof: LetC be a self-dual code over R of length n. Since the free rank ofC is at least 2, after permuting columns, we may assume the generator matrixG ofC has the following form:
,
Let c ∈ R be such that c 2 = −1. This implies that c is a unit in R. By using elementary row operations,C has the following generating matrix formG :
Deleting the first two columns and then deleting the second row ofG , we obtain the following matrix
Now we prove that any two rows of G are orthogonal to each other. In fact, we have
and
This implies that G is a generator matrix of some self-orthogonal code C of length n − 2. To prove C is a self-dual code, we need to show |C| = p
by Lemma 4.4. Let x = a 1 , then [x, x] = [a 1 , a 1 ] = −1. We construct a code C such that C has the following generator matrix:
The code generated by G isC asG and G can be obtained from one another by elementary row operations. Let C 1 be the R-module generated by the first 2 rows of G and C 2 the R-module generated by the last k − 2 rows of G . Clearly C 1 is free of rank 2, and so |C 1 | = |R| 2 . A nonzero element of C 1 is nonzero on either coordinate 1 or coordinate 2. So C 1 ∩ C 2 = {0} implying |C| = |C 2 ||R| 2 . Let C 2 be C 2 punctured of coordinates 1 and 2, which is also the R-module generated by the bottom k − 2 rows of the (k − 1) × (n − 2) matrix G. Since C 2 is zero on these coordinates, |C 2 | = |C 2 |. Let C 3 be the R-module spanned by the first row of G. If v ∈ C 2 ∩ C 3 with v nonzero, there exists α ∈ R with α = 0 such that (α, −cα, v) ∈ C 1 and (0, 0, v) ∈ C 2 . Subtracting gives a nonzero vector inC of Hamming weight 2 or less, a contradiction. So C 2 ∩ C 3 = {0} implying |C| = |C 2 ||C 3 | = |C 2 ||C 3 |. If all entries in the first row of G are in γ , multiplying the second row of G by a nonzero element of γ e−1 gives a weight 2 vector inC, a contradiction. So |C 3 | =
|R|. Putting these equations together gives
by Lemma 4.4. As |C| = |C||R|, |C| = p
; by Lemma 4.4, C is self-dual.
Let us consider the construction given in Theorem 4.7 Let C be a self-dual code over R with a vector x with [x, x] = −1 and c the element with c 2 = −1. Let C 0 denote the subcode of C defined by
Then ∆ is an ideal of R. Define the cosets C α of C 0 in C such that C α consists of those elements of C with innerproduct α with x.
Then define the coset C α,β as the cosets of C 0 in C ⊥ 0 with C α,β = C α + βx. Then the code generated byG is equal to
where c α,β ∈ C α,β . Let x ν(r) be the indeterminate corresponding to the element r ∈ R. Then we have the following. Theorem 4.9: Let C be a self-dual code over R generated by the matrix G and let C be the self-dual code generated byG in Theorem 4.7. Then
Examples
We construct a self-dual code over a finite chain ring R = GF (3 2 , 2)[x]/(x 2 − 3) by using Example 2.1. The codes constructed throughout this section are free codes over R. Such codes will be called [n, k, d ] codes where n is the length, k is the free rank, and d is the minimum Hamming distance. We know that GR(3 2 , 2) can be
where ω 2 = 7ω + 7. Suppose θ 2 = 3 for some θ ∈ R. Then R can be viewed as
We note that the maximal ideal of R of the above example is θ . As θ 2 = 3 and 3 2 = 0 in R, the nilpotency index of θ is 4 and 0 θ 3 3 θ R.
Hence θ = θR = {a 0 θ + a 1 θω + 3a 2 + 3a 3 ω} and so θ has 9 2 · 3 2 = 9 3 elements. Therefore R/ θ has 9 elements and is the field of order 9, represented as {b 0 + b 1 ω + θ | b 0 , b 1 ∈ F 3 }, and can be thought of as F 3 [ω] where ω satisfies w 2 = 7w + 7 = w + 1.
Notice also that this gives that 3 is a self-dual code over R of length 1. This follows immediately from the nilpotency index of θ being 4 and θ 2 = 3. One could also notice that |3R| = 9 2 and 3(3) = 0 in R and so 3R is self-orthogonal. In what follows, we construct good self-dual codes of length ≥ 2 over R using Theorem 4.7. It is known (Kim and Lee, 2007 ) that over GR(3 2 , 2) there are MDS self-dual codes of lengths 4, 6, 8 and near-MDS self-dual codes of length 10. Since GR(3 2 , 2) R, we may regard them as self-dual codes over R by taking a tensor product R ⊗ C over GR(3 2 , 2). However we will show that there exist MDS selfdual codes of lengths 6 and 8 over R whose generator matrices contain θ. This will imply that there are more self-dual codes over R than self-dual codes over GF (3 2 , 2) for a fixed length. Since 3 2 ≡ 1 (mod 4), then there exists c ∈ R such that c 2 = −1 by Lemma 4.2. We can take c = 1 + ω as c 2 = −1. The generating matrix [1, c] is a self-dual code C 2 of length 2 over R. If we choose x = (1, 5), then by the construction methods given in Theorem 4.7, we can get y 1 = 5ω + 6, and cy 1 = ω + 5. Then we obtain a generating matrix for a self-dual code C 4 of length 4 as follows:
Applying Theorem 4.7 with various values of x, we obtain lots of MDS selfdual [6, 3, 4] codes over R. We list only ten of them in Table 1 to save space, where the second and third columns display −y i (i = 1, 2) so that cy i can be deduced, and the fourth gives the vector x. Furthermore, for each C 6,i (1 ≤ i ≤ 10) we have constructed at least 40 MDS self-dual [8, 4, 5] codes over R. To save space, we give MDS self-dual [8, 4, 5] codes over R using C 6,10 in Table 1 with generator matrix G(C 6,10 ) below. Only ten codes are listed in Table 2 with only y 1 being displayed. G(C 6,10 ) = 1 0 (7ω + 7)θ + 1 θ + 2ω + 2 1 1 (2ω + 2)θ + 2 2θ + 7ω + 7 1 0 1 5 (6ω + 3)θ + 5ω + 7 3ωθ + 7ω + 3 4ω + 3 w + 5 1 w + 1
For n = 10 we obtain at least 50 near-MDS self-dual [10, 5, 5] codes with d H (C) = 5 using an MDS self-dual [8, 4, 5] code C 8 over R with generator matrix G 8 shown below. Ten of them are listed in Table 3 . G 8 consists of the following four vectors in the given order.
(1, 0, 0, 1, (8ω + 2)θ + 4ω + 3, θ + 5ω + 4, 0, 1), (ωθ + 7ω + 2, (ω + 2)θ + 5ω + 3, 1, 0, (7ω + 7)θ + 1, θ + 2ω + 2, 1, 1), ((ω + 5)θ + 7ω + 3, (5ω + 6)θ + 4ω + 2, (2ω + 2)θ + 2, 2θ + 7ω + 7, 1, 0, 1, 5), ((ω + 8)θ + 8ω, (2ω + 3)θ + 8ω + 7, (6ω + 3)θ + 5ω + 73ωθ + 7ω + 3, 4ω + 3, ω + 5, 1, ω + 1).
We use Magma (Cannon and Playoust, 1994) for computation. We used Theorem 5.5 to find the minimum distance of our codes over R in order to speed up the computation. Explicit generator matrices described in Tables 1, 2 , 3 will be posted on www.math.louisville.edu/∼jlkim/preprints.html. 
ω + 4 3ω (8ω + 8, 4, 1, 1) C 6,3 4ω + 7 6ω + 6 (5ω + 5, 7, 1, 1) C6,4 5ω + 3 3ω + 2 (4ω, 2ω + 1, 1, 1) C 6,5 2 5ω + 7 (0, 1, 2ω + 2, 1, 1) C6,6 (4ω + 4)θ + 7ω + 1 (4ω + 2)θ + 3 ((5ω + 5)θ + 2ω + 2, θ + 1, 1, 1) C 6,7 (4ω + 4)θ + ω + 4 (4ω + 2)θ + 3ω ((5ω + 5)θ + 8ω + 8, θ + 4, 1, 1) C6,8 (4ω + 4)θ + 4ω + 7 (4ω + 2)θ + 6ω + 6 ((5ω + 5)θ + 5ω + 5, θ + 7, 1, 1) C 6,9 (ω + 7)θ + 5ω + 3 (4ω + 8)θ + 3ω + 2 ((8ω + 2)θ + 4ω, θ + 2ω + 1, 1, 1) C 6,10 (2ω + 2)θ + 2 (6ω + 3)θ + 5ω + 7 ((7ω + 7)θ + 1, θ + 2ω + 2, 1, 1) Table 2 MDS self-dual codes of length 8 over
codes −y 1 x C8,1 (8ω + 1)θ + 7ω + 5 (0, 1, 4ω, 2ω + 1, 0, 1) C 8,2 (8ω + 4)θ + 4ω + 2 (0, 1, ω + 6, 2ω + 4, 0, 1) C 8,3 (8ω + 7)θ + ω + 8 (0, 1, 7ω + 3, 2ω + 7, 0, 1) C8,4 (2ω + 1)θ + ω + 2 (0, 1, 7ω + 6, 5ω + 1, 0, 1) C 8,5 (2ω + 4)θ + 7ω + 8 (0, 1, 4ω + 3, 5ω + 4, 0, 1) C8,6 (7ω + 6)θ + 7ω + 8 (0, 1, (8ω + 2)θ + 4ω, θ + 2ω + 1, 0, 1) C 8, 7 7ωθ + 4ω + 5 (0, 1, (8ω + 2)θ + ω + 6, θ + 2ω + 4, 0, 1) C 8,8 (7ω + 3)θ + ω + 2 (0, 1, (8ω + 2)θ + 7ω + 3, θ + 2ω + 7, 0, 1) C8,9 (ω + 6)θ + ω + 5 (0, 1, (8ω + 2)θ + 7ω + 6, θ + 5ω + 1, 0, 1) C 8, 10 ωθ + 7ω + 2 (0, 1, (8ω + 2)θ + 4ω + 3, θ + 5ω + 4, 0, 1)
Thanks to Thomas Feulner, all the codes in Tables 1, 2 , 3 are inequivalent.
Remark 4.10: By Theorem 5.6 it is unlikely that there is an 6, 7] code over R. If it exists, then the corresponding code (i.e., Tor 0 (C) defined in Section 5) over F 3 2 will be an 6, 7] code over F 3 2 . But the MDS conjecture (MacWilliams and Sloane, 1977, Ch. 11, Sec. 7) claims that the largest length n for the existence of MDS codes of dimension n/2 over finite fields F q is q + 1 if q is odd. This leads to the following open problem.
. Does there exist an MDS self-dual [10, 5, 6 ] code over R?
Torsion Codes
We let R be a chain ring with maximal ideal m = Rγ and e its nilpotency index. The following definition can be found in and (Norton Table 3 Near-MDS self-dual codes of length 10 over R = GF (3 2 , 2)[x]/(x 2 − 3) from C 8 codes −y 1 x C 10,1 (ω + 6)θ + ω + 1 (8ω + 8, 2, 0, 1, 1, 1, 1, 1 ) C 10,2 (ω + 6)θ + 7ω + 7 (2ω + 2, 5, 0, 1, 1, 1, 1, 1) C10,3 (ω + 6)θ + 4ω + 4 (5ω + 5, 8, 0, 1, 1, 1, 1, 1) C 10,4 (ω + 6)θ + 4ω + 7 (5ω + 2, 3ω + 2, 0, 1, 1, 1, 1, 1) C10,5 (ω + 6)θ + ω + 4 (8ω + 5, 3ω + 5, 0, 1, 1, 1, 1, 1) C 10,6 (3ω + 8)θ + ω + 1 ((7ω + 7)θ + 8ω + 8, θ + 2, 0, 1, 1, 1, 1, 1) C10,7 (3ω + 8)θ + 7ω + 7 ((7ω + 7)θ + 2ω + 2, θ + 5, 0, 1, 1, 1, 1, 1) C 10,8 (3ω + 8)θ + 4ω + 4 ((7ω + 7)θ + 5ω + 5, θ + 8, 0, 1, 1, 1, 1, 1) C 10,9 (3ω + 8)θ + 4ω + 7 ((7ω + 7)θ + 5ω + 2, θ + 3ω + 2, 0, 1, 1, 1, 1, 1) C10,10 (3ω + 8)θ + ω + 4 ((7ω + 7)θ + 8ω + 5, θ + 3ω + 5, 0, 1, 1, 1, 1, 1) and . See also (Dougherty et al., 2009 ) for a description of these codes.
For a code C over R with 0 ≤ i < e define the torsion codes to be
where v indicates the canonical projection of the vector v from R n to the vector space (R/Rγ) n . We note that the codes are defined over the field R/Rγ. Given the generator matrix found in Equation (8), the torsion code Tor i (C) has a generator matrix of the form: 
where the submatrices A i1,j (0 ≤ i 1 ≤ i and 1 ≤ j ≤ e) are reduced modulo the maximal ideal m. It is immediate that Tor 0 (C) ⊆ Tor 1 (C) ⊆ Tor 2 (C) ⊆ · · · ⊆ Tor e−1 (C). In (Dougherty et al., 2009) it is proven that if C is a code over R then min{d
Lemma 5.1: Let C be a self-orthogonal code over a finite chain ring R with nilpotency index e. Then T or i (C), 0
, is self-orthogonal.
since C ⊆ C ⊥ . Since i + j < e this implies that the innerproduct [v, w] ∈ γR, and hence for the images v, w ∈ (R/γR) n this means that [v, w] = 0 in R/γR. Combining this result with previous results we have that for a self-orthogonal code C over a ring R with nilpotency index e:
In the special case when e = 2 we obtain a construction for self-dual codes from the following theorem. Proof: We know that Tor 0 (C) is self-orthogonal and that Tor 1 (C) ⊆ Tor 0 (C) ⊥ . If the code has type {k 0 , k 1 } with k 2 = n − k 0 − k 1 , then we know that k 2 = k 0 which gives that 2k 0 + k 1 = n. The code Tor 0 (C) has dimension k 0 and the code Tor 1 (C) has dimension k 0 + k 1 . The code Tor 0 (C) ⊥ has dimension n − k 0 which is k 0 + k 1 and we have the result.
We now consider the minimum distance d H (C) of a self-dual code over a chain ring R.
The following theorem shows that d H (C) of a self-dual code C over R is related to the minimum distance of a certain code over the finite field R/m. Since the minimum distance of a linear code of length n with dimension k over a finite field GF (q) is at most n − k + 1 (the Singleton bound) we have the following. 
(C)). Hence the first four cases above follow from the upper bounds for the minimum distances of self-dual codes over finite fields (see (Rains and Sloane, 1998) and (Huffman, 2005) ), and the last case is just the Singleton bound. We remark that the fourth case is from the upper bound for Euclidean self-dual codes over F 4 (Huffman, 2005) .
Codes over Principal Ideal Rings
Let S be a principal ideal ring. Then S is isomorphic via the Chinese Remainder Theorem to a cross product of chain rings. We denote this by S = CRT (R 1 , R 2 , . . . , R t ) where R i is a chain ring. See or (Dougherty et al., 2009 ) for codes over principal ideal rings and the Chinese Remainder Theorem.
For a code C i over R i denote
In this case |C| = |C i |. Theorem 6.4: Let S = CRT (R 1 , R 2 , . . . , R t ), where R j is a chain ring for j = 1, 2, . . . , t. For each j let C j be a self-dual code of length n over R j . Let C = CRT (C 1 , C 2 , . . . , C t ) andC be the extended self-dual code constructed using x ∈ S n and c ∈ S in Theorem 6.3. For j = 1, 2, . . . , t, letC j be the extended selfdual code constructed in Theorem 4.7 using x j = Ψ j (x) and c j = Ψ j (c). ThenC = CRT (C 1 ,C 2 , . . . ,C t ).
Proof: This follows from the fact that x = CRT (x 1 , x 2 , . . . , x t ) is a vector over S with the property that its inner-product with itself is −1 and that c = CRT (c 1 , c 2 , . . . , c t ) has the property that c 2 = −1. Then the result follows by examining the generator matrices.
Remark 6.5: The Chinese Remainder Theorem not only gives a construction of codes, it also gives the MacWilliams relations as well, using a well known construction of characters. Specifically, if χ i is the generating character of the ring R i , and χ is the generating character of the ring R, and a = CRT (a 1 , a 2 , . . . , a s ) , then χ(a) = χ i (a i ). Hence knowing the decomposition into chain rings gives the generating character, and then the MacWilliams relations follow from this character.
