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Abstract: 
 
Some living creatures not only have behavior for achieving its purpose 
directly but also indirect behavior supporting direct behavior. Spiders 
evolved from beings with direct predation to beings with indirect predation 
by using their webs as traps. Thus, it is said that weaving webs can support 
the effectiveness of the direct predation. Indirect behavior such as weaving 
webs or structural objects provides probabilities as follows: (1) probabilities 
for preying on bugs which are physically stronger or bigger or faster than 
predators or (2) probabilities for improving the effectiveness of its predation. 
That is, spiders which do not weave webs can capture only bugs which are 
smaller and slower than them. In contrast, spiders which weave webs can 
capture flying bugs and bugs which are faster than them with their webs. In 
this paper, we regarded behavior achieving a purpose directly as “direct 
behavior” and indirect behavior which can improve effectiveness of direct 
actions as “meta-behavior”. We focused on the meta-behavior and studied 
about it.  In natural environments, there are many examples of 
meta-behavior as the spiders’ example. These examples indicate that it is 
said that there are some difficulties introducing meta-behavior to an 
environment. When meta-behavior is introduced to an environment, it could 
be considered that rewards from direct behavior were decreased temporarily 
because agents have to select behavior except direct behavior Therefore, to 
acquire meta-behavior stably and continuously could be difficult. There are 
many studies about acquisition of complicated behavior which consists of 
  
 
simple actions, while there are not many studies about acquisition of such as 
meta-behavior.  Therefore, we have tried to propose an approach to 
introduce meta-behavior for solving a problem. In order to study the 
approach, we applied it to a problem in game theory because of its theoretical 
and stable nature and then we examined the effectiveness of our approach. 
Furthermore we studied how to acquire appropriate meta-behavior in more 
complicated and unstable environments. We applied our approach to 
acquisition of constructive behavior of a nest for predation in a 2D 
environment and a 3D environment. As a result, we could examine the 
effectiveness of our approach introducing meta-behavior and propose 
autonomously acquisition of meta-behavior. 
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Meta-behavior, Autonomous Acquisition of Constructive Behavior, Virtual 
Creatures 
  
  
 
概要： 
 
自然の生物の行動の中には、ある目的を直接的に達成しようとする行動だけ
ではなく、そのような行動をサポートするような行動が存在している。例えば
クモ類の場合、直接追いかけて捕獲を行う種から、巣のような罠を作って獲物
を捕獲する種に進化している。この直接的な捕獲に対するサポート行動が罠の
構築行動であると言える。罠を作るという間接的行動を行う事によって、自身
の身体能力を超える獲物を捕獲可能に出来たり、直接捕獲の場合よりもより多
くの獲物を捕まえる事が出来たりするようになっている。クモ類の場合、巣を
使わない種では、自分より小さく、移動速度の遅い獲物しか捕獲できないが、
巣を使う種では、獲物を足止めする事で、空を飛ぶ獲物や自分より大きく速い
獲物を捕獲し、捕食する事が出来る。本研究では、このような「ある目的を直
接的に達成しようとする行動」を直接的行動、「直接的行動の効率や達成可能な
事柄を増大させる事ができる間接的行動」をメタ行動と呼び、焦点を当てて研
究を行う。メタ行動を導入する事で、効率性や達成可能な事柄を拡大できる例
は自然界には多くあるが、その導入には難しい性質が存在していると考えられ
る。それは、メタ行動の導入時には、直接的行動以外の行動を取らざるを得ず、
その分だけ利得が一時的に低下する事が多く、安定的・継続的にメタ行動の獲
得が行われにくいという点である。捕獲行動の獲得の研究事例では、行動を組
み合わせて複雑な行動を獲得する研究については数が多いが、いわゆるメタ行
動の獲得に関する研究は少ない。そこで、本研究では、メタ行動の導入による
問題解決アプローチの提案を目的として研究を行う。その為に、ゲーム理論の
ような論理的かつ不確定性の少ない問題への適用を通じて、メタ行動の導入の
有効性の検証と獲得に関する実験を行った。その後、実用的な問題への適用を
  
 
行う為に必要となる、不確実性の高い環境におけるメタ行動の進化的獲得に関
する実験を行った。獲物捕獲用の罠の構築行動獲得の実験を行い、結果として、
メタ行動の導入による問題解決アプローチの有効性を確認し、メタ行動の獲得
手法についても提案する事ができた。  
 
キーワード： 
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1. 序論 
 
 科学の発展に伴い、生命に関する様々な謎が解明されてきているが、生物の
脳や知能についての謎は未だ完全に明かされてはいない。今までの科学は、対
象を分解して要素を取り出し、その要素の性質を調べる事で、対象の全体像を
明らかにしてきた。しかし、生命や知能のようなシステムは、取り出した要素
の性質を調べても、システム全体の挙動や性質の解明につながらない。それは、
それらのシステム全体の挙動・性質が要素間の関係にも関連しているからであ
る。特に生命系のシステムでは、要素を取り出してしまうと要素間の関係につ
いては調べる事ができない為、研究者の中には還元的アプローチでは限界があ
ると考える人達もいる。近年では、このようないわゆる複雑系と呼ばれるシス
テムに対して、ボトムアップ的、構成論的アプローチが適用され、徐々にその
性質が解明されてきている。構成論的アプローチでは、構成要素をモデル化し、
複数の要素の振る舞いをシミュレーション上で再現し、要素間の相互作用を発
生させ、システム全体としての振る舞いの創発を目指している。しかし、どの
ようにすれば創発が発生するのか、という事については未だ十分には体系化さ
れておらず、個々の事例について個別の手法を適用している段階である。その
理由としては、複雑系としての特徴を持つシステムは生物、脳、社会、交通な
ど多岐にわたり、それぞれが個別の研究として大きな粒度を持っており、モデ
ル化の仕方にも大きな違いがあることが 1 つの原因であると考えられる。この
ような状況を打破する為には、どのようにすれば創発現象が発生するのかとい
う包括的な議論、モデルが必要になってくると考えられる。しかし、現状では、
個別の事例に対する研究についても進展は十分ではないように感じる。即ち、
現状では、個別の事例に対する研究を進め、事例を充実させる事が必要である
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と考えられる。実際、多くの事例について盛んに研究が行われているが、数あ
る創発に関する研究領域の中でも、本研究では昆虫やクモなどにおける行動獲
得に焦点を当てて研究を進める。人工知能・人工生命の分野で行動獲得に関す
る有名な研究としては、Rodney Brooks の Subsumption Architecture [37, 38]
や Karl Sims の Virtual Creatures[1, 2]が挙げられる。これらの研究では、あ
る目的を達成する為の行動の獲得について研究を行っている。その一方で、あ
る目的を直接的に達成しようとする行動だけではなく、そのような行動をサポ
ートするような行動についての研究事例はあまり多くないが、自然の生物の行
動の中にはそのような間接的行動が存在している。 
本論文でのメタ行動の定義は、他の行動をサポートするような間接的行動、
である。これは、即ち、（１）ある行動の効率を向上させる事ができる間接的行
動や、（２）ある行動だけでは問題解決できないような状況をその間接的行動を
導入する事で解決可能であるような行動の事である。 
クモ類の例を挙げて説明すると、直接追いかけて獲物を捕まえる行動に対す
る間接的行動として、捕獲用の罠を作る行動が挙げられる。クモ類は、造網行
動を行わずに直接的に獲物を捕獲する種族と、造網行動によって巣を構築し、
その巣を活用して獲物を捕獲する種族がいる。進化系統的には、直接捕獲を行
う種族から、造網行動を行う種族が進化的に発生したと言われている。造網行
動は、クモの身体的能力を補う事ができ、直接捕獲では捕獲できないようなク
モよりも身体能力の高い獲物や、空を飛ぶ獲物を捕まえる事を可能とする。ま
た、直接捕獲よりも効率的に獲物を捕まえる事が可能である。しかし、直接捕
獲に比べて巣の構築コストがかかるうえに、一時的に獲物を捕獲できない期間
が発生するなど、獲得に関して不利な条件が多く、造網行動の獲得には難しい。 
上記の例で示した通り、安定的な獲得が難しい場合が多いが、その導入によ
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って問題解決が見込める場合がある。しかし、メタ行動に関する研究はあまり
多くなく、まだまだ研究の余地が残されている。 
本研究では、メタ行動の導入による問題解決に焦点をあて、メタ行動を獲得
する為の条件やメタ行動の獲得の方法について議論を行う。その為に、2 種類の
問題に対してメタ行動の導入を行い、段階的に研究を行った。1 つ目の題材は、
ゲーム理論の問題のひとつである共有地の悲劇である。この問題は、論理的か
つ確定的なルールで表現されており、環境の挙動が予測可能な事例である。そ
の様な環境において、メタ行動の導入によって全体の利得が上昇可能かどうか、
実験を行った。2 つ目の題材は、環境の挙動が予測しにくく、ランダム性の強い
問題、即ち、共有地の悲劇よりも複雑な問題である捕獲用造作物の構築行動の
獲得である。人工生命の領域で議論される、実環境を模した環境における捕獲
者の行動獲得シミュレーションを用いて、2 次元離散環境と 3 次元連続環境にお
いて実験を行った。2 次元離散環境では、獲物を捕獲する為の造作物を構築する
メタ行動と、獲物を直接捕獲する直接行動、その両方が発現しうる捕獲者によ
る実験であり、人工ニューラルネットワークと遺伝的アルゴリズムの組み合わ
せ手法である NeuroEvolution 手法を用いて、どのような環境条件でメタ行動が
有効に発現しうるのか、実験と考察を行い、コストとの関連でメタ行動が有効
に発現する状況について実証的に明らかにした。3 次元連続環境では、連続空間
においてメタ行動の獲得が可能かどうか実験を行った。また、造作物の構築途
中における構造的な評価が、造作物構築行動に与える影響について実験を行っ
た。結果として、メタ行動の進化的な獲得について、遺伝的アルゴリズムや
NeuroEvolution 手法による枠組みを示すことができた。また、直接的行動だけ
の環境よりもメタ行動を導入した環境の方が良いパフォーマンスを得る場合が
あることを示すことができた。そして、造作物構築途中での構造的な評価を行
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い、意思決定の入力とすることで、行動パターンの切り替えを含むプロセスの
獲得の可能性について示唆することができた。 
本論文の構成を以下に述べる。第 2 章では、本研究の関連研究について述べ
る。第 3 章では、メタ行動の導入の枠組みについて詳細を述べ、続く第 4 章で
は、共有地の悲劇へのメタ行動導入事例について詳細を述べる。第 5 章以降で
は、造作物構築行動の獲得問題に対してメタ行動の導入を行う事例について詳
細を述べる。第 5 章では、2 次元環境における造作物構築行動の獲得実験を、第
6 章では、3 次元環境における造作物構築行動の獲得実験について述べている。
第 7 章では、研究の応用可能性について言及するとともに、本研究の総括を行
った。 
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2. 関連研究 
本章では、本研究で対象としている領域の関連研究について、本研究との関
連を中心に言及を行う。関連研究として、大まかに以下の研究が挙げられる。 
 
2.1 Virtual Creatures : Karl Sims の研究とその後続について 
 
人工生命分野では、人工生命が環境に適応する為にその身体や行動を進化
的・学習的に獲得する研究が数多くある。その先駆けとも言える研究は 1994 年
に Karl Sims によって発表された[1, 2]。これらの研究では、Virtual Creature
と呼ばれる人工生命が、3 次元物理シミュレーション空間において、進化的・自
律的に身体と身体に合わせた行動の獲得を行った。Virtual Creature の動作は
人工ニューラルネットワーク（Artificial Neural Network: ANN）によって制御
されている。そのニューラルネットワークと身体の生成規則は、遺伝的アルゴ
リズム（Genetic Algorithm: GA）によって決定されている。参考文献[1]では特
定のタスクを実現する行動の獲得に関する研究を行っている。タスクとしては
歩行やジャンプの獲得などが採用されており、身体に合わせた歩行やジャンプ
などが獲得された。参考文献[2]では、2 体の Virtual Creature による競争下で
のシミュレーションが行われており、共進化による複雑な進化の様子が示され
た。 
 Karl Sims の研究は大変衝撃的であり、現在でも後続というべき研究が多数発
表されている。例えば、Artificial Life 10 にて発表された論文では、3 件の論文
が例として挙げられる。参考文献[11]では、フリーの物理シミュレーション用ラ
イブラリである Open Dynamic Engine (ODE) [9, 10]を用いた Karl Sims の研
究の再実験を行っている。また、参考文献[12]でも、ODE を用いて Karl Sims
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の研究の再現を行い、投擲行動の進化的獲得について実験を行っている。参考
文献[13]でも同様に、3 次元物理環境を ODE で実現することで、Karl Sims の
研究よりもより厳密な物理環境での実験を可能であると主張されている。また、
続く参考文献[14, 15]では、その環境下で、NeuroEvolution of Augmenting 
Topology (NEAT)[16]と呼ばれる手法を拡張した手法を提案・適用し、自律的な
行動獲得を実現している。 
 
2.2 NeuroEvolution of Augmenting Topology (NEAT) 
NEAT[16]は 2002 年に Kenneth らによって発表された ANN の一種であり、
誤差逆伝搬法と同等以上の問題解決能力を持つと主張され、現在多くの研究で
利用されている。従来の ANN では、荷重を変更することで学習を行ってきたが、
近年では荷重と ANN の構造を同時に変化させる手法が提案されている。NEAT
もそのような手法の一種である。NEAT の特徴としては、以下の 3 点が挙げら
れる。 
１）異なる構造を持った ANN 間の交叉手法の採用 
２）Speciation と呼ばれる構造の保護手法 
３）最小の構造（2 層 ANN）から始めて、徐々に構造を大きくしていく点 
 
図は NEAT の進化例を表している。最初は 2 層から始まり、荷重の値の変化、
ノード間のリンクの追加、中間層へのノードの追加などを行い、徐々に構造を
複雑なものへと変化させていく。 
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図 2.1 NEAT 手法における ANN の進化例 
 
2.3 Evolutionary Robotics 
 Evolutionary Robotics[7]の分野では、実機ロボットの制御を人工ニューラル
ネットワークによって行い、そのニューラルネットワークに対して遺伝的アル
ゴリズム[6]を適用させることで進化させている。即ち、ロボットのセンサ情報
をニューラルネットワークへの入力とし、ニューラルネットワークの出力値を
ロボットのモータの動作量とすることでロボットの制御を行い、制御の結果を
評価し、最も良い評価を行った個体を使って次世代を生成する。ロボット単体
の制御[17, 18, 19]、複数のロボットの共進化[20, 21, 22]、複数台の協調動作の
獲得[23-28]まで幅広く適用が行われており、多大な成果が挙げられている。 
 
2.4 Evolutionary Design 
 これらの研究では、構造物の設計図の進化的な獲得を行っている[3]。この構
造物の素材としてはレゴブロックが想定されており、3 次元シミュレーション環
境において、レゴブロック同士の結合部に働く力が計算され、設計図の構造物
が実現可能かどうか検証される。ブロック同士がどのように接続されるかとい
う設計図は遺伝子として表現され、遺伝的アルゴリズムによって進化が行われ
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る。図 2.4 は遺伝子の表現型の例を示している。評価関数は、目的とする構造物
の特徴を評価する内容になっている。例えば、「できるだけ長さを持った構造」
や「できるだけ重いものを保持できる構造」といった評価によって進化を行う
事で、図 2.2、図 2.3 に示すような長い橋や重荷に耐えうる台などの構造が獲得
されている。しかし、これらの研究では、あくまで構造物の設計の進化的な獲
得を扱っており、実際にどうやってこれらの構造物を組み立てるかという設計
手順については、獲得されていない。即ち、人間が考えて組み立てる必要があ
った。 
 そこで、参考文献[4, 5]では、Turtle と呼ばれるエージェントによる構造物構
築行動の獲得を目的として研究が行われている。Turtle エージェントはプリン
タヘッドのように空間上の X-Z 座標上の自由な位置に移動し、ブロックを設置
することが可能である。図 2.5 に示すような行動を組み合わせる事で、図 2.6 に
示すような構造物の構築手順の獲得を実現している。 
しかし、これらの実験では、構築物の構築主体である Turtle エージェント自
体の身体的特徴については考慮されていない。しかし、実際の生物と鑑みてみ
ると、構造物と身体的特徴には必ず関係がある。環境、構造物、身体的な特徴、
これらの関係を考慮する事でより高度な構造物の構築行動が獲得可能ではない
かと考えられる。 
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図 2.2 獲得された構造物の例 1 
 
 
図 2.3 獲得された構造物の例 2 
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図 2.4 遺伝子から変換された構造物の設計図の例 
※図 2.2～2.4 の出展は、参考文献[3] 
 
 
図 2.5 Turtle エージェントの行動表 
 
図 2.6 Turtle エージェントによって構築されたアーチの例 
※図 2.5、2.6 の出展は、参考文献[4, 5] 
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2.5 2 次元上でのクモの巣の構築行動に関する研究 
 構造物の構築を行う動物の構築行動獲得に関する研究では、主に数理生物学
分野におけるアリやハチなどの社会性昆虫に関する研究が圧倒的に多い。その
一方で、クモのような単体で構造物を構築する動物に関する研究はあまり多く
はない。 
 参考文献[29]では、クモの造網行動をルールとして表現し、そのルールのパラ
メータを遺伝的アルゴリズムで最適化することで、進化的な造網行動の獲得を
行っている。また、シミュレーションによって獲得された巣と、実際のクモが
実験環境で張ったクモの巣との比較を行い、モデルの正当性について検討を行
っている。ただし、彼らの研究では、クモ自体の身体的特徴や身体と環境との
物理的な相互作用などについては、考慮されていない。 
 
2.6 社会的ジレンマに対するゲーム理論とエージェントアプローチ 
個人的合理性と社会的合理性が対立する状況における解決策の研究としては、
従来、ゲーム理論的手法が適用されてきた。これは、1980 年に Dawes[31]が囚
人のジレンマ問題の一般化による定式化によって社会的ジレンマを表した事に
端を発する。社会的ジレンマは、個人的合理性と社会的合理性が対立する状況
下において、個人的合理性が優先された結果、社会的非合理が発生する状況を
示す。社会的ジレンマ問題は、非協力ゲームの一種である繰り返しＮ人囚人の
ジレンマとして表現される事が一般的である。非協力ゲームとは、プレイヤー
の間に行動選択に関して拘束的合意が成立しない事を前提として考えるゲーム
状況である。即ち、プレイヤーは個人的合理性にのみ従って行動を決定し、社
会的な合理性について考慮しない事を示す。これらの前提条件のもとで、社会
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的ジレンマ問題は以下のように表現される。 
 
N 人のプレイヤーが協調行動 C か非協調行動 D のどちらかを自身の合理性に
基づいて選択を行う。社会的ジレンマ問題の場合は、非協調行動が支配戦略で
あり、全てのプレイヤーが非協調行動を選択する状況が均衡状態となる。しか
し、その状態で得られる利得は、全てのプレイヤーが協調行動を選択したとき
よりも常に小さくなる。 
 
上述のように、社会的ジレンマ問題に対しては、ゲーム理論によるアプロー
チが従来的であったが、近年、エージェントベースアプローチによる研究が盛
んになっている。エージェントベースアプローチは、状況に応じて意思決定を
行う限定合理的な主体を設計することで、ボトムアップ的にシステムを構築す
る手法である。この手法が採用される理由として、(1)ゲーム理論におけるプレ
イヤーとエージェントの親和性が高い事、(2)数理モデルによる解析的な分析が
難しい複雑な設定においても適用可能である事、(3)動的な環境においても適用
が容易である事、といった３点が考えられる。 
社会的ジレンマ問題へのアプローチは、構造改革型アプローチと態度変容型
アプローチの 2 種類に大別できる。 
構造改革型アプローチは、プレイヤーの非協力的な行動に対して外部から圧
力を加える事で問題の社会構造を変更するアプローチである。具体例としては、
プレイヤーの活動に対して課税や罰金などを設定し、プレイヤーが本来得られ
るはずの利得に変更を加える方法が挙げられる。構造改革型アプローチの利点
は、適切な構造改革を行う事ができれば、全てのプレイヤーに協力行動を促す
事が可能な点である。欠点としては、その適切な構造改革を見つける事が難し
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い点である。 
態度変容型のアプローチは、プレイヤー同士の連帯感や信頼感・モラルの構
築によって、プレイヤーの合理性の種類を変えるアプローチである。社会的ジ
レンマ問題におけるプレイヤーの個人的合理性とは、プレイヤー自身の利得を
最大化する事を目的する行動方針であると言える。態度変容型アプローチの具
体例としては、プレイヤーの合理性を全体的な合理性を考慮するようなものに
変更を加えるアプローチが挙げられる。このアプローチの利点としては、いっ
たん集団への連帯感が構築されると協調が持続する事である。欠点としては、
プレイヤーの意思決定に対して強制力を持たない為、非協力者がなくならない
ことである。 
構造改革アプローチの例としては、山下らによって提案されたメタエージェ
ントによる課税戦略[33]が挙げられる。山下らは Iterated Multiple Lake 
Problem に対して適用を行い、先行研究では、共有地の悲劇への適用を試みて
いる[13]。 
 
2.7 生物学での関連研究 
 参考文献[8]では、クモの生態について詳しく記載されている。クモの身体的
構造や特徴から、行動の種類、その特徴、それらに関する実験など、その範囲
は多岐に渡っている。本研究に関連する部分だけを抜粋した、クモの身体的特
徴、行動的特徴は第 5 章にて、その詳細を述べる。 
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3. メタ行動の導入の枠組み 
本章では、メタ行動導入の枠組みについて定義を行い、そのモデル化の議論
を行う。直接的な行動は、報酬関数によって直接的に学習・進化するが、それ
に対して、直接行動のサポートを行う間接的行動であるメタ行動では、ある種
のコストを通じて間接的に報酬関数を変更し、報酬を得ると考えられる。その
詳細について論じ、モデル化を試みる。また、本研究で扱うメタ行動導入の題
材である、共有地の悲劇と造作物構築行動についてメタ行動導入のモデルを用
いて表現を行い、各題材の特徴と手法の対象領域について明確化する。 
 
3.1 メタ行動の導入の枠組みのモデル 
本研究では、行動の種類について 2 種類の行動に焦点を当てている。１つは、
直接的な行動、もうひとつは、直接的な行動をサポートするような間接的な行
動である。本研究では、前者を直接的行動、後者をメタ行動と呼ぶ事としてい
る。この名称には多分に誤解を生じる可能性があるとは考えられるが、間接的
行動の中でも直接的行動をサポートする間接的行動である点、ある行動の為の
行動であるということから行動間の階層性が考慮できるという点から、この名
称を採用している。メタ行動は、環境に対してなんらかの変化を及ぼすことで
直接的行動の効率性や効果を上昇させる間接的な行動を指す。 
 
図 3.1 にメタ行動を含む環境について示す。直接行動のみを考慮した環境の場
合、エージェント Agent は環境からのセンシング S を元に、行動 A を決定し、
実行する事で、自身を含む環境 Env から報酬 R を獲得する事が出来る。即ち、
この環境下で獲得される報酬は以下の式で表す事が出来る。 
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( )AEnvAgentR ,=   (3.1) 
 
 
図 3.1 メタ行動導入前後の環境について 
 
ここで、環境の特性を変更しうるメタ行動を考慮した場合を考えてみる。メ
タ行動が実行された場合、エージェントから環境に対する能動的な変化が与え
られ、環境が Env から Env’の状態へと変化する。変化した結果として獲得され
る報酬 R’は以下の式で表す事が出来る。 
 
( )MetaAEnvAgentR ,,''= 、但し ( )MetaEnvAgentEnv ,'=    (3.2) 
即ち、 
( )MetaAMetaEnvAgentAgentR ,),,('=       (3.3) 
である。 
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エージェントは常に利得を最大化させる利己的なエージェントであると仮定
すると、エージェントは動作 A かメタ行動 Meta のいずれかから自己の利益を
最大化することが出来る行動を選択すると考えられる。 
 
実際の動物による捕獲行動を例にとって考えてみると、直接的行動は、追い
かけて捕まえるような直接的な捕獲行動、そのメタ行動は造網行動のような間
接的な捕獲行動であると考えられる。直接捕獲をするためには、獲物よりも身
体的特徴に優れている必要がある。一般的に、捕獲者の移動速度や体格などが
獲物よりも大きくなければ獲物を捕獲することはできず、逃げられてしまう。
一方、造網行動によって巣を構築することは直接捕獲に比べてより多くのコス
トを必要とするが、直接捕獲では捕まえられないような獲物を捕まえる事も出
来る。 
コストに関して考えてみると、直接捕獲に比べて、間接捕獲は直接捕獲をサ
ポートする為の行動や環境を変更する為のコストが必要になってくる。即ち、
環境を変更する間は、獲物を捕まえる事が出来ない事を考えると、効率性の低
下が発生すると考えられる。直接捕獲のコストを CD、間接捕獲時のコストを
CIとすると、直接捕獲と間接捕獲における効率は以下のように考えられる。 
直接捕獲の効率 Dd CRE /=      (3.4) 
間接捕獲の効率 Ii CRE /'=       (3.5) 
この時、直接捕獲の効率が高い状況、即ち Ed>Ei であれば直接捕獲が選択さ
れ、Ed>Eiであれば間接捕獲が選択されると考えられる。 
間接捕獲は初期の段階ではコスト・時間ともに直接捕獲よりも多く必要とな
る場合が多い為、即ち、CD≦CI であると考えられる為、安定的・継続的に選択
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されにくいと考えられる。また、間接捕獲の効率が直接捕獲よりも高く、最終
的に得られる利得が大きくなければ間接捕獲を進化的に獲得することは難しい
と考えられる。 
 
3.2 メタ行動の導入の枠組みを用いた各題材の表現 
 
 本研究では、2 種類の題材に対してメタ行動の導入を行う。1 つ目の題材は、
ゲーム理論の問題のひとつで、有限な共有資源のシェアリングに関するジレン
マを取り扱った問題である共有地の悲劇である。この問題では、複数のエージ
ェントが自身の利得を最大化させる為に、共有資源の使用量である活動度の決
定という行動を行う。しかし、この問題では、共有資源の最大量は決まってお
り、全体の活動度が高い程、共有資源から得られる利得が低下していくという
特徴的な環境設定となっている。その為、全員が利己的に最大活動度を選択し
続けると最低限の利得しか獲得できないが、利己的なエージェントは活動度を
下げる事ができない、というジレンマ的状況である。本研究では、共有地の悲
劇に対して、環境を表す利得関数に対して変更を加える行動である課税行動と
いうものをエージェントに対して導入している。即ち、直接行動である活動度
の選択か、メタ行動である課税行動のどちらか、自身の利得が最大化する行動
を選択するようにエージェントに変更を加えている。 
 一方、もう一つの題材である捕獲用の造作物構築行動の獲得では、捕獲者エ
ージェントによる獲物エージェントの捕獲行動の獲得を題材としている。捕獲
者エージェントは、直進、右旋回、左旋回、造作物の材料であるブロックの設
置といった基本的な行動を用いて、直接行動である追跡による直接的捕獲か、
メタ行動である造作物を用いた間接的捕獲の獲得を行う。 
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共有地の悲劇は、確定的なルールによってゲーム全体の挙動が予測可能であ
るという特徴がある。また、エージェントの行動に対してコストが考慮されず、
実行によって即座に利得が獲得されるという環境であり、行動のプロセスでは
なく、動作が評価対象となっている。エージェントの行動は、直接行動かメタ
行動かのいずれかを選択するという形式になっている。それに対して、捕獲用
の造作物構築行動の獲得では、確定的なルールによってシミュレーションの挙
動が決定されておらず、ランダム要素を含む為、環境の挙動の予測は難しい。
また、複数の動作を組み合わせて直接捕獲や間接捕獲の一連のプロセスを獲得
する必要があり、獲得したプロセスが造作物の評価を通じて間接的に評価され
ていると言える。行動についても、直接行動かメタ行動の選択ではなく、基本
的な行動の組み合わせを用いて直接行動やメタ行動を獲得する。以上の特徴を
まとめたものを表 3.1 に示す。以上の様に、本研究では、メタ行動の導入の枠組
みを適用する問題とその対象領域を段階的に広げていく事で、研究を進めてい
く。 
 
表 3.1 本研究で対象とする題材の特徴 
 共有地の悲劇 造作物構築行動の獲得 
環境の性質 確定的 
予測可能 
不確定的 
予測困難 
評価の対象 行動単体 行動のプロセス 
行動の獲得方法 直接行動かメタ行動かの
選択 
基本的動作からの獲得 
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4. ゲームエージェントにおけるメタ行動 
本章では、ゲーム理論におけるメタ行動について議論を行い、メタ行動によ
る枠組みの理論的な問題における有効性について検証を行う。本論では、ゲー
ム理論の題材の中でも、メタ行動との親和性が高いと考えられる共有地の悲劇
について説明を行い、共有地の悲劇にたいしてメタ行動を適用することで問題
解決を図る手法について議論を行う。 
 
4.1 共有地の悲劇 
4.1.1 概要 
共有地の悲劇[30]は、1968 年に生物学者 Garret Hardin によって発表された
寓話で、環境問題への警鐘であった。寓話の内容としては以下の通りである。 
 
共有の牧草地に対して複数の牛飼いが好きなだけ牛を放牧する事で過放牧が
発生する。しかし、常に自身の利得を最大化させようとする牛飼い達は、自分
ひとりだけが放牧している牛の数を減らす事が出来ない。そうして、過放牧の
状態が続いた結果、牧草地の荒廃が進み、全ての牛飼いは利益を得る事が出来
なくなった。 
 
この寓話の特徴は、牛飼い達の利益という個人的合理性と共有の放牧地の保
護という社会的合理性が対立する状況において、個人的合理性を優先した結果
として、社会的非合理が発生するという点である。現代社会における環境問題
や資源枯渇問題などの多くは、この社会的ジレンマ構造を持っているといわれ
ている。具体的な例としては、二酸化炭素による地球温暖化問題や、フロンガ
スによるオゾン層破壊の問題、化石燃料の枯渇問題などが挙げられる。 
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以上が、共有地の悲劇の設定である。共有地の悲劇では、このままの設定では
悲劇的状況を回避する事が出来ないことが多くの研究によって示されている。
そこで、共有地の悲劇に対してどのような拡張を行えば、悲劇的状況を回避可
能であるかという研究が行われてきた。 
 
4.1.2 共有地の悲劇の定式化 
共有地の悲劇に対する定式化は、繰り返し N 人囚人のジレンマ問題による一
般化[35]に端を発する。その後、社会的ジレンマ問題のモデルについても様々な
研究が行われてきた。宮西ら[32, 36]は、[35]に示された利得関数を用いてモデ
ル化を行っている。他のモデルとの違いとしては、（１）N 人囚人のジレンマ問
題としてではない定式化が行われている点、（２）非協調行動に非協調の度合い
が設定されており、エージェントの選択が 2 択ではない点、以上の２点が挙げ
られる。以下は、そのモデルを用いた共有地の悲劇の定義である。 
 
このゲーム問題では、N 体のエージェントはそれぞれ、自身の利得を最大化
する事を目的として活動度の選択を行う。活動度は共有資源の消費度合いを表
し、数値が高い程得られる利得が多い。活動度が０の場合は協調行動、それ以
外の場合は裏切り行動を選択したと考えられる。行動の選択によって得られる
利得は自身の行動のみならず全エージェントの選択に依存している。共有地の
悲劇は非協力ゲームの一種であり、自身が行動を決定する際に他のエージェン
トの行動を知る事ができない。即ち、エージェントは TA の値を見積もった上で
自身の行動を決定する必要がある。しかし、このゲームにおいては、どのよう
な TA の値においても、高い活動度ほど多くの利得を得られる。従って、全ての
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エージェントが個人的合理性に従う場合、推定される TA の値は常に最大値であ
り、その場合においても自身も最大活動度を選択せざるを得ない。 
 
即ち、エージェントの数を N とした場合、上記の設定は以下のように表される。 
活動度     }0|{ MjactActivity j ≤≤=  
エージェント i の活動度    Activityai ∈  
エージェント i の得られる利得 
iii aTANMaTAaPayoff 2)(),( −−×=     (4.1) 
 但し、 ∑== Ni iaTA 1 は全エージェントの活動度の合計を示している。 
 
以下に、N=4、M=4、Activity={0, 1, 2, 3}である場合の利得関数の例を表 4.1 に
示す。 
 
iii aTAaTAaPayoff 2)16(),( −−=                         (4.2) 
 
表 4.1 共有地の悲劇における利得関数の一例 
  
Total Activity (TA) 
0 1 2 3 4 5 6 7 8 9 10 11 12 
ai 
0 0 0 0 0 0 0 0 0 0 0 - - - 
1 - 13 12 11 10 9 8 7 6 5 4 - - 
2 - - 24 22 20 18 16 14 12 10 8 6 - 
3 - - - 33 30 27 24 21 18 15 12 9 6 
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また、表をグラフ化したものを図 4.2 に示す。 
 
図 4.1 共有地の悲劇における利得関数の一例 
 
以上の例からわかる通り、どの状況においても活動度が高いほど得られる利
得は高く、TA の値が低いほど得られる利得は高い。即ち、この利得関数の特徴
は以下のように現される。 
)1,(),(
),(),( 1
+>
>+
TAaPayoffTAaPayoff
TAactPayoffTAactPayoff
ii
jj    (4.3) 
 
社会的ジレンマ問題においてジレンマ状況を回避する為の方法として提案さ
れている手法は大別すると以下の２つである[34]。一つは、個人的合理性を他の
種類の合理性に変更する手法、もう一つは利得関数を変更する事で問題構造を
変更する手法である。前者は、エージェントの意思決定方法に対して、他者と
の関係や社会的な利益を評価するような変更を加える手法であり、エージェン
ト間の協調行動の誘発が期待できる。しかし、行動の選択に対する外部的な強
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制力が無いために、協調行動グループを犠牲にして自身の利益を獲得するフリ
ーライダーの出現を抑える事が出来ない。後者の手法は、報酬や罰金などによ
って利得構造の変更を行う手法である。エージェントは、変更後の利得構造を
基に個人的合理性を満たすような行動を選択する。即ち、悲劇的状況を回避可
能な報酬制度や罰金制度を作り込むことができれば、個人的合理性を変更する
ことなく悲劇的状況を回避する事が可能である。また、非協調行動に対する外
部的な強制力によってフリーライダーを抑制する事も可能となる。しかし、こ
の手法の問題点として、最適な報酬制度や罰金制度、それらの設定をどの様に
発見するかが問題となってくる。 
 山下らの研究では、利得構造の変更によってジレンマ状況を回避する手法の
一種である「メタエージェントによる課税戦略」の提案と導入を行っている[33]。
また、本研究とその先行研究では、メタエージェントによる課税戦略に対して、
メタエージェント化機能の導入を行っている[32, 36]。 
 
 第 3 章で示したメタ行動導入後の枠組みで考えた場合、メタ行動導入は後者
の手法、問題構造を変更する手法の一種であると言える。拡張を加えた共有地
の悲劇におけるエージェントは、通常の行動に加えて環境に値する利得構造の
変更を行う「報酬や罰金を用いる」というメタ行動を選択可能であり、それを
うまく用いる事で、状況を以前よりも改善することが可能である。山下らの研
究では、メタ行動を選択したエージェントはメタエージェントと呼ばれ、自身
の持つ課税戦略を元に利得構造を変化させる事ができる。以下では、その詳細
について述べる。 
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4.1.3 メタエージェントによる課税戦略 
 
 この戦略では、社会的ジレンマ問題の利得構造に変更を加えるために、エー
ジェントの消費行動に対して課税を行う。即ち、各活動度に対して課税を行い、
エージェントが本来得られる利得を減額させる。メタエージェントによって行
われる各活動度に対する課税は、各エージェントの持つ課税プランとして表現
される。メタエージェントの利得は、課税プランを実施して得られる税収によ
るものなので、各活動度を選択したエージェントの数 N(aj)と ajに対応する課税
値の積の合計で表される。また、メタエージェントも個人的合理性に従い税収
を最大化するように課税の設定を行う。但し、メタエージェントの課税値の上
限は、本来の利得よりも低い値であるとする。 
 
メタエージェント k の課税プラン  
{ }
),(0
0
TAaPayofflvwhere
MjlvLP
j
k
j
k
j
k
≤≤
≤≤=
 (4.4) 
メタエージェント k の利得   
∑ == Mj kjjk lvaNevenueR 0 *)(     (4.5) 
エージェント i の利得   
k
a
ii
ilvTAaPayoffewardR −= ),(    (4.6) 
 
 メタエージェントが１体のみの場合、個人的合理性に従うメタエージェント
は出来る限り税収を高める課税プランを設定しようとする。そのような事態を
回避する為に、複数のメタエージェントによる競争の導入を行っている。即ち、
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各メタエージェントの課税プランから最小課税値で構成される社会的課税プラ
ンを作成し、最小課税値を提案したメタエージェントのみが税収を得られるよ
うに設定した。これにより、メタエージェント間の競争が発生し、課税値の利
己的な上昇を抑制する事が可能となった。社会的課税プランの導入に関する変
更を加えた結果を以下の式として示す。 
 
社会的課税プラン 
{ }
)...,,min(
0
1min
min
N
jjj
j
lvlvlvwhere
MjlvSLP
=
≤≤=
   (4.7) 
 
 
メタエージェントの利得 
⎪⎩
⎪⎨
⎧
≠
== ∑ =
)(0
)(*)(
min
0
minmin
k
jj
M
j
k
jjjjk
lvlvif
lvlviflvaN
evenueR   (4.8) 
 
エージェントの利得 
min),( ia
ii lvTAaPayoffewardR −=     (4.9) 
 
以下の図は、課税プランとエージェントの得られる利得の関係を表したもので
ある。 
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図 4.2 課税プランとエージェントの利得（Reward）の関係 
 
 グラフにおける横軸はエージェントの活動度を示し、縦軸は利得と課税値を
示す。グラフに示すような課税プランが提示されている場合、エージェントが
得られる利得Rewardは上記のように表す事ができる。活動度act0においては、
課税値が利得よりも大きいので、メタエージェントは税金を取り立てる事が出
来ない。他の活動度では、Payoff から課税値を差し引いた値が Reward になっ
ている。エージェントはこの Reward をもとに、個人的合理性を満たす活動度
を選択する。この場合、活動度 act2 を選択した時に得られる利得が最も高いの
で、エージェントは活動度 act2を選択する。 
 以上の仕組みを用いる事で、メタエージェントの課税プランによっては悲劇
的状況を回避することが可能ではないかと考えられる。メタエージェントによ
る課税戦略を採用する際に考慮しなければならない点として、以下の２点が考
えられる。 
1. 適切な課税プランをどのように設定すべきか。 
2. メタエージェントを何体導入すべきか 
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適切な課税プランを設定する事ができれば、社会的ジレンマ状況を回避でき
る可能性が出てくる。問題を分析する事によって適切な課税プランを埋め込む
事は可能である。しかし、エージェントベースシミュレーションの目的の一つ
は、自律的に問題を解決する事である。従って、適切な課税プランを自律的に
獲得できる事が望ましい。その為に、進化的手法の導入を行い、課税プランに
対して遺伝的アルゴリズムの適用を行っている。メタエージェントは複数ある
遺伝子のなかから最も評価の高い遺伝子を課税プランとして採用する。遺伝的
アルゴリズムにおける評価関数の詳細については後述する。 
 メタエージェントを何体導入すべきかについては、問題の設定によって変わ
る事が予想される。この問題についても自律的に解決される事が望ましい。本
研究では、エージェントから状況に応じてメタエージェントが選出される事で、
この問題を解決している。次節では、その方法について詳細を述べる。 
 
 
4.2 メタエージェント化機能の導入 
 
 メタエージェントをどのタイミングで、何体導入すればよいのかという問題
に対して、本研究はメタエージェント化機能を導入する事で解決を行った。エ
ージェントが選択する活動度の一つとして、メタエージェントとして振舞う事
を追加している。即ち、エージェント自体を拡張している。拡張の際、共有資
源を利用する活動度を選んだエージェントをプレイヤー、課税を行うエージェ
ントをメタエージェントと定義した。従って、エージェントの行動は以下のよ
うに定義される。 
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エージェントの行動 { }metaplayeri AAa ∪∈     (4.10) 
プレイヤーとしての活動度 { }MjaA jplayer ≤≤= 0   (4.11) 
メタエージェントとしての活動度 { }metameta aA =   (4.12) 
 
 エージェントは、自身の行動を選択する際にプレイヤーとしての期待利得と
メタエージェントとしての期待利得を比較して最も利得の高い活動度を選択す
る。期待利得は、上述の Reward、Revenue と同じ式を用いて計算される。 
 
4.3 遺伝的アルゴリズムにおける評価関数について 
 
 先行研究では、どのような評価関数を設定すれば、適切な課税プランを獲得
する事ができるかを調べるために、以下の評価関数の導入を行っている。 
b
N
j j
N
j j
a
i
ii
i
worstworst
ewardR
ewardR
ewardR
wardevenueRE ⎟⎟
⎟
⎠
⎞
⎜⎜
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⎝
⎛
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∑
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1
1Reβα
(4.13) 
 
 この評価関数は、パラメータ設定によってエージェントの個人的合理性と社
会的合理性の評価の比率、エージェントの役割に対する評価の比率を変更する
事ができる。第一項は、エージェントの個人的合理性に対する評価を表してい
る。即ち、プレイヤーとしての利得とメタエージェントとしての利得の合計を
用いた評価を行っている。第二項は、システム全体の社会的合理性に対する評
価を行っている。このシステムにとって良い状態とは、ジレンマ状況を回避し
て全てのエージェントの利得を増加させる事である。従って、全てのエージェ
ントのプレイヤーとしての利得の合計値を用いて評価を行っている。第一項、
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第二項の分母は、エージェントの得られる最低の利得である。即ち、悲劇的状
況が発生した場合にエージェントが得られる利得を示している。 
この式のパラメータはα、β、a、ｂの４個である。αはメタエージェントと
しての利得に対する係数、βはプレイヤーとしての利得に対する係数である。
パラメータ a は個人的合理性に対する係数、パラメータ b は社会的合理性に対
する係数である。これらの値を調節する事で、様々な評価関数を用いる事が可
能となる。例えば、a>>b という設定にする事で、社会的合理性に関する項目を
評価しない評価関数として扱う事が可能となる。 
  
4.4 拡張版の共有地の悲劇のシミュレーションについて 
 図 4.3 はシミュレーションの流れの概要を示したものである。また、ＰＡＤ
で表現したものが、図 4.4 になる。 
 
図 4.3 拡張版共有地の悲劇のシミュレーション概要図 
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図 4.4 拡張版共有地の悲劇のＰＡＤ図 
 
シミュレーションでは、まずエージェントの設定を行うことから始まる。こ
こで、課税プランの設定が行われるが、初期ステップの場合はランダムに課税
プランを用いる。次のステップからは遺伝的アルゴリズムの遺伝的操作によっ
て生成された課税プランを用いる。次の再考プロセスでは、エージェントの意
思決定を行っている。このステップでは、ランダムな順番でエージェントに意
思決定をさせるプロセスを固定回数繰り返す。これは、エージェント間の情報
量の格差を埋めるためである。なぜならば、最初に選ばれたエージェントは他
の全てのエージェントの活動度を推測して自身の活動度を選択しているのに対
して、最後に選ばれたエージェントは推測なしで自身の活動度を選択できる。
この情報的な格差を埋める為に、間隔をあけて意思決定を複数回繰り返してい
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る。全てのエージェントの意思決定が終了した後に、エージェントが得られる
利得の計算を行い、得られた利得を基に課税プランの評価を行う。最後に次の
ステップで用いる課税プランを遺伝的操作によって作成する。ここまでがシミ
ュレーションのおおまか流れである。以下に課税プランの評価についての詳細
を記載する。 
再考プロセスからこの評価プロセスまでの一連の流れを通して、各エージェ
ントの持つ一つの課税プランについて評価を行う事が出来る。しかし、遺伝的
アルゴリズムを適用するためには、他の全ての課税プランについても評価を行
う必要がある。そこで、全ての課税プランを評価するために、再考プロセスか
ら評価プロセスまでの流れを遺伝子の数だけ繰り返す事になる。例えば、エー
ジェントが１０体、各エージェントが遺伝子を５０個持っていたとすると、プ
ロセスを５０×１０回繰り返す事になる。因みに、課税プランの評価は他のエ
ージェントがどのような課税プランを提案していたかによって変化する。その
ため、このシミュレーションでは、ある課税プランの評価を行うために、他の
エージェントが異なる課税プランを取った場合の評価も行い、平均をとってい
る。例えば、１つの課税プランにつき６回評価を行った平均値をその課税プラ
ンの評価値とする場合、以上の流れは、６×５０×１０回繰り返される事とな
る。 
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4.5 メタ行動導入の枠組みでの表現 
 
 図 4.5 は、これまでの共有地の悲劇の拡張に関する説明を、メタ行動の導入の
枠組みを用いた共有地の悲劇のモデルとしてまとめたものである。今回の実験
では、全エージェントが利得を向上させる事が出来る課税プランの自律的な獲
得を行う。即ち、メタ行動の自律的な獲得に関する実験を行う。 
 
 
図 4.5 拡張版共有地の悲劇のメタ行動の導入の枠組みによる表現 
 
 
4.6 シミュレーション実験とその結果について 
 
 以下の実験パラメータを用いて、シミュレーションを行い、メタエージェン
トとプレイヤーの利得の変化について調べた。実験に関するパラメータについ
ては、以下の通りである。 
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エージェントの数 12 体 
活動度の最大レベル 6 
初期活動度  プレイヤーとしての最小活動度 0aa i =  
評価関数の定数 α = 0 
   β = 2 
   a = 0 
   b = 2 
 
遺伝的アルゴリズム関連 
 遺伝子の数 30 
 突然変異率 0.05% 
 
再考プロセスの繰り返し回数 12 回 
 
シミュレーションの結果を図 4.6 に示す。図は各世代における平均利得の遷移
を示すものである。5 世代毎に平均を取ったプレイヤー全体の利得の平均（図中
菱型）、メタ全体の利得の平均（図中四角）、プレイヤーとメタの利得を合わせ
た状態での平均利得（図中丸）、提案手法導入前の悲劇的状況におけるエージェ
ント全体の利得の平均（図中三角）を示している。 
悲劇的状況における利得は、式 4.1 の利得関数に実験パラメータを代入して求
められた数値である。常に全エージェントが最低利得である 50 を獲得し続ける
状況になっている。それに対して提案手法導入後のプレイヤーの平均利得は、
常に最低利得である 50 を上回り、初期世代では 10 程度、最終的には 20 程度、
平均利得を上昇できている。メタの平均利得を見てみると、変動は大きいもの
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4.7 拡張版共有地の悲劇におけるメタ行動の獲得について 
ここで、このゲームにおける直接的行動とメタ行動とのコストについて比較
を行い、第 3 章で提案したモデルの有効性について検証を行う。 
 このゲームの場合、プレイヤーになるエージェントの行動回数とメタになる
エージェントの行動回数は一致するので、コストの比較は獲得された平均利得
の比較と等しいことになる。図 4.6 を見てみると、直接的行動を行ったプレイヤ
の平均利得は 70 前後であるが、間接的行動を行ったメタの平均利得は 120 前後
になっている。即ち、適切なメタ行動が獲得された状況において、Ed≒70 < Ei
≒120 が成り立っている事がわかる。 
 
4.8 4 章についてのまとめ 
 
本章では、メタ行動を共有地の悲劇に導入し、そのメタ行動の最適化を行う
事で、共有地の悲劇における悲劇の回避を示す事が出来た。即ち、確定的なル
ールを用いて記述された環境において、メタ行動の自律的な獲得と、メタ行動
の導入による問題解決アプローチの有効性を確認することが出来た。 
本章以降では、より不確実性の高い問題である造作物構築行動の獲得に対し
てメタ行動の導入を行う。その為に、メタ行動である造作物構築行動の自律的
な獲得に関する実験を行った。 
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5. ２次元シミュレーションにおける仮想生物 
 
本章以降では、メタ行動の現実的な問題への適用についての議論を行ってい
く。実際的な生物におけるメタ行動とは何かを考えた場合、巣のような造作物
の構築行動の進化的な獲得がその一例としてあげられる。本章では、その様な
事例におけるメタ行動の導入として、2 次元シミュレーション上における仮想生
物の構造物構築行動の獲得に関して議論を行う。 
 
5.1 問題の性質について 
 
造作物構築行動のシミュレーションの説明を行う前に、この問題で言う所の
複雑さというものについて議論を行う。即ち、ゲーム理論の問題の 1 つである
共有地の悲劇と造作物構築行動のような問題との間にどのような違いがあるの
かについて説明を行う必要があると考えられる。 
ここで言及されている複雑さとは、行動のタイミングとその報酬が与えられ
るタイミングとの間が一対一になっていない事を示している。図 5.1 に行動とそ
の報酬の関係を示す。(a)は第 4 章で取り扱った拡張版共有地の悲劇の場合、(b)
は造作物構築行動などの場合の関係を示す。拡張版共有地の悲劇では、ある行
動の直後にその評価が与えられる為、その行動の評価が安定的に与えられる。
しかし、実際的な環境では、ある行動のシーケンスに対して報酬が与えられる
事が多く、適切な行動シーケンスを獲得することが重要になってくる。即ち、
本研究では、間接行動の効果が出るまでの時間的な遅れ、適切な行動シーケン
スを獲得する為の問題空間の広さ、外乱の発生しやすさを指して、問題がより
複雑であると言及している。 
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図 5.1 問題の特徴の違い 
 
5.2 自然生物におけるメタ行動 
 
自然の生物の構築する構造物の中でも、もっとも一般的なものは巣であると
考えられる。ビーバー、アリジゴク、アリ、ハチ、クモなど、多くの生物はあ
る機能性を持った巣を構築することで、環境を自身の生存に有利な状態へと変
化させる事ができる。それらの機能性は大別すると、防護、住居、捕獲などが
考えられる。その中でも、本章以降では、捕獲用の構造物の構築に焦点を絞り、
研究を進める。 
実際の生物における構造物構築行動の観察結果などを考慮し、環境設定を決
定した。本研究では特に、クモの生態について焦点を絞った。 
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5.3 クモの生態について 
5.3.1 身体的特徴について 
（１）身体構造について 
 図 5.2 と図 5.3 はクモの身体構造に関するものである。昆虫とは異なり、前体
部と腹部の 2 部分から構成されている。触肢１対、脚 4 対、8 個の眼と 1～5 個
の糸疣を持つ。全身には体毛が生えており、この体毛によって風や振動、接触
を感知することが出来る。また脚先には爪が付いており、接触センサの役割を
果たしている。脚の節には、琴状器官と呼ばれる振動検知を行う器官があり、
巣上において振動源の方向を検知することが出来る。 
 
 
図 5.2 クモの身体構造の例 
※図 5.2, 5.3 は参考文献[8]からの引用である 
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図 5.3 クモの感覚器官の例 
 
（２）視覚について 
クモの場合、２つの主眼と６つの副眼を持っている。昆虫とは異なり、いず
れの眼も単眼構造になっている。眼の配置は種によって異なり、造網生活を行
う種の場合、より散開している傾向がある。 
まず、昆虫の眼やクモの眼に共通する特徴として、運動視のみが可能である
事が挙げられる。即ち、静止しているものを視認することが出来ず、動いてい
るものしか視認できない。主眼は最も前側に位置する眼で、主に近距離の視認
に用いられ、3～4 種類の色（青、緑、黄、紫外線）を認識することができる。
副眼は、遠距離の視認に対応しており、緑色のみを認識できる。また、光に対
する感知速度が速い。遠くにいる獲物を副眼で見ながら接近し、近くにくると
主眼で見ながら行動を行うといった役割分担が見られる。 
 ちなみに、昆虫の視覚は、2 個の複眼と 2～3 個の単眼で構成されている。複
眼は 1 ブロックに付き、1 画素を認識していると考えられる。イエバエは 12000
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画素、トンボの場合は 50000 画素と言われている。これらは比較的粗い画像で
あるが、視野角が広いという特徴がある。以上のように、空間解像度は人間に
比べて低くなっているが、時間解像度は人間よりもはるかに高く、高速アクロ
バット飛行などに貢献している。それに対して、単眼は明暗の検知をする単純
な光受容器であり、解像度が低い代わりに、明暗の検知に優れている。昆虫は、
複数個の単眼を用いる事によって、太陽の位置や水平線の傾きを検出すること
が可能であると考えられており、それらによって自身のロー、ピッチ、ヨーの
傾きを検出し、飛行制御に役立てていると考えられている。 
 
（３）記憶能力について 
 昆虫もクモもある程度の短期記憶の保持が可能であることが、実験的に検証
されている。巣を持つ昆虫の殆どは巣の周囲の風景を記憶可能であり、特に縄
張りや決まった飛行ルートを持つ昆虫では場所記憶の能力が特に発達している。
ミツバチの場合は、その行動圏内で、いつ、どこで、どのような花を訪れれば
蜜が得られるのか、花の形、匂い、色、場所、開花時間を学習可能であるし、
餌場と巣の間の距離や方向を記憶可能である。昆虫やクモの記憶は、脳神経節
内のキノコ体と呼ばれている部分で行われている事が実験的に確認されている。
しかし、その詳細については未だ解明されていない。 
 
5.3.2 造網行動について 
 クモの巣の中で一般的なイメージとして扱われているものは、円網、とくに
らせん網であるだろう。らせん網は少量の糸で広い空間を占有することが出来、
頑強でありながら、張り替えや補修が簡易で、垂直や水平、斜めにも掛ける事
ができるという特徴がある。図 5.4 に一般的ならせん網の構造と部位の説明を示
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す。 
 
図 5.4 クモの巣の構造 
※参考文献[8]からの引用 
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一般的な巣の張り方は大まかには以下の通りである。前の行動で作られた巣の
部位が次に作られる部位を規定しており、行動は基本的には後戻りしない事が、
造網行動の特徴として挙げられる。 
 
１．橋糸を張り、補強する。張り方は様々で、風に糸をなびかせたり、歩いて
移動したりなど環境に依存する。 
２．巣を三叉の状態にし、中心（こしき）を決定する。 
３．こしきから放射糸を枠に向けて張り、張った糸にそって中心へと戻る。こ
しきに戻った際、張力の確認が行われ、張力が不十分であれば次の放射糸
を張り、十分であれば足場糸を張るプロセスへと移行する。 
４．足場糸を広めの間隔でこしきから外側へとらせん状に張っていく。足場糸
の間隔はクモの脚の長さによって決定される。 
５．外側からこしきに向かって、粘着糸をらせん状に張っていく。その際、足
場糸を辿りながら移動を行い、粘着糸を張りながら、用済みの足場糸を切
って回収していく。 
 
また、クモの造網行動についての特徴をまとめると、以下の点が挙げられる 
・捕食行動や造網行動は生得的なものであり、学習によって大幅に変わる事は
ない。また、種によって異なる。 
・前に作られたものが次に作られるものを規定している。行動は連鎖的であり、
基本的にやり直しは行われない。大きな環境の変化があったときのみやり直
しが行われる。 
・造網行動時には、視覚情報は用いられず、脚先の爪による接触センサ、体毛
による振動センサ、脚の節にある琴状器官などを用いている。 
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5.3.3 補虫行動について 
 補虫行動についても、造網行動と同様に、特定の行動シーケンスが遺伝的に
決定されている可能性が指摘されている。即ち、ある行動の結果によって作ら
れた変化が次の行動を決定するという反応と行動の連鎖によって振る舞いが形
成されている可能性である。 
 
5.3.4 クモの生態を考慮したシミュレーション上のエージェントの設定 
  
上記のクモの生態のまとめより、以下の設定を考慮した 
・生得的な造作物構築行動を表現する為に、遺伝的アルゴリズムと人工ニュー
ラルネットワークの組み合わせ手法を用いる。これは、Evolutionary Robotics
で主に用いられている手法と同様である。 
・センシングする内容について、主に近接センサのようにきわめて近距離的な
もののみを用いる。内部状態については、現在位置と向き、残りの巣の材料
の感知が可能とした。 
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5.4 シミュレーションの概要 
 
このシミュレーションでは、構造物の構築を行う捕獲者エージェントと捕獲
対象である獲物エージェントの 2 種類のエージェントが存在している。図 5.5
にシミュレーションの大まかな流れについて示す。流れとしては、Virtual 
Creature や Evolutionary Roboticsにおける一般的なシミュレーションと同様、
遺伝的アルゴリズムのシミュレーションが基になっている。即ち、遺伝子群を
生成し、各遺伝子について試行を行い評価し、その評価をもとに次世代を生成
する。試行の際には、各遺伝子はエージェントの意思決定機構である人工ニュ
ーラルネットワークの荷重として変換される。どのような試行を行うかは実験
設定によって異なるためここでは割愛するが、基本的には捕獲者エージェント
が造作物の構築を行い、獲物エージェントは環境内の移動を行う。 
 
 
図 5.5 シミュレーション概要 
GA
Genotype: 
weights of an ANN
Phenotype: ANN
Actions
A structural object
and moves of prey
Evaluation
Generation
Translation
Execution
Select a gene
Construction
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5.5 造作物構築行動の獲得のメタ行動の導入の枠組みによる表現 
 
 ここで、捕獲用造作物の構築行動の獲得をメタ行動の導入の枠組みで表現し
たものを図 5.6 と図 5.7 に示す。図 5.6 は、造作物構築行動の進化的獲得に関す
る実験である実験１を示している。実験 1 では、メタ行動である造作物構築行
動の獲得のみに焦点を当てている。その為、捕獲者のみが構造物構築行動を行
い、その後獲物が環境に流入してくる、いわゆる交代制のシミュレーション設
定となっている。実験 2 では、メタ行動と直接行動である直接捕獲の両方を獲
得可能な場合について検証を行っている。その為、捕獲者が直接捕獲と間接捕
獲を同時に行う事のできる環境設定が必要となる。そこで、実験 2 では、捕獲
者と獲物が並列的に動作可能であるような設定を採用している。即ち、捕獲者
の行動途中でも、一定時間毎に 1 体の獲物が環境に流入してくる、並列的なシ
ミュレーション設定とした。 
 
 
 
図 5.6 造作物構築行動のみの獲得を行う場合のメタ行動の枠組みによる表現 
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図 5.7 直接捕獲と造作物構築行動の両方の獲得を行う場合のメタ行動の枠組
みによる表現 
 
5.6 実験１ 造作物構築行動の進化的獲得 
 
本章のシミュレーション環境は、実験 1 で取り扱うものと実験 2 で取り扱う
ものの 2 種類がある。実験 1 のシミュレーション環境では、捕獲者エージェン
トと獲物エージェントは同時に存在することはなく、順番に行動を行う。実験 2
では、捕獲者エージェントと獲物エージェントが同時に行動を開始する環境を
採用している。 
図 5.8 に実験 1 のシミュレーション環境の詳細を示す。環境は、2 次元格子状
であり、エージェントやブロックなどの要素は 1 タイルの大きさである。シミ
ュレーションエリアの一端には、獲物エージェントの環境への流入口であるス
タートエリアがある（図内右端の青色）。その反対側には、獲物エージェントの
環境からの流出口であるエスケープエリアがある（図内左端の灰色）。シミュレ
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ーションの流れとしては、まず捕獲者エージェントが環境中心部に出現し、構
造物構築行動を行う。一定時間経過後、捕獲者エージェントは環境から取り除
かれ、代わりにスタートエリアに全ての獲物エージェントが一斉に出現する。
獲物エージェントはエスケープエリアに向けて移動を開始する。全ての獲物エ
ージェントの移動が終了すると、１試行が終了する。この実験設定においては、
捕獲者エージェントの目的は、造作物で獲物エージェントをスタックさせるこ
とである。獲物エージェントの目的は、脱出エリアへと到着することである。 
 
 
図 5.8 2 次元シミュレーションにおける環境の概要 
 
5.5.1 獲物エージェント 
 獲物エージェントは、いわゆる単純反射エージェントの一種である。本章の
実験では、獲物エージェントの行動規則は 2 種類用意されている。1 つは前進の
みの行動規則であり、もうひとつは簡単な障害物回避の行動規則である。どち
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らの行動規則が採用されるかは、実験設定による。 
 
前進のみを行う獲物エージェントの場合、進行方向にブロックが存在すると、
スタック状態となり、以降獲物エージェントは行動が出来なくなる。それに対
して、障害物回避行動を持つ獲物エージェントの場合は、進行方向にあるブロ
ックを回避して行動することが出来る。その障害物回避ルールは以下の通りで
ある（図 5.9）。 
・進行方向にブロックがない場合、獲物エージェントは直進する 
・進行方向にブロックがない場合、進行方向に対して斜め前の左右どちらかを
ランダムに選んで移動する。移動後の向きは、移動前の進行方向と同じとす
る。 
即ち、進行方向の斜め左前、前、斜め右前の 3 方向にブロックがある場合は、
スタック状態となり、移動できなくなる。これは、造作物の構築コストが上昇
している事を示す。 
 
 
図 5.9 獲物の障害物行動のルール 
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5.5.2 捕獲者エージェント 
 捕獲者エージェントは、獲物を出来るだけ多く捕獲する事を目的としたエー
ジェントである。特に、この実験 1 では、造作物を構築する事で獲物を出来る
だけ多く捕獲することを目的としている。 
 
5.5.2.1. センシング 
 捕獲者エージェントは、周囲の 1 近傍、計 8 か所の環境情報をセンシング可
能である。具体的には、1 タイルにつき、ブロックの有無をセンシングする。セ
ンシングするタイルの順番は、捕獲者エージェントの向きに応じて相対的な順
番となっており、捕獲者エージェントの正面からみて左上を一番とし、右下を
最後としている。図 5.10 に、その順番について図示したものを示す。環境情報
以外にも、捕獲者エージェントは内部状態として、現在位置、現在の正面方向、
設置できるブロックの残量を持っている。ちなみに、捕獲者エージェントの向
きは 8 方向の 45 度刻みで設定されている。捕獲者エージェントは、これらの環
境からのセンシング結果と、内部状態を意思決定機構への入力として扱う。 
 
 
図 5.10 周囲のブロックの有無のセンシングの相対的な順番 
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5.5.2.2.  基本的な行動 
 捕獲者エージェントの基本的な行動は、前進、左旋回、右旋回、ブロックの
設置の 4 種類である。前進は、進行方向に対して 1 ブロック分移動を行う。図
5.10 中の例で言うと、2 番のタイルに移動を行う事になる。但し、移動先にブ
ロックがある場合は、何も行動できないと判断され、行動が無効となる。左旋
回は、エージェントから見て左側へ 45 度回転、右旋回は右側へ 45 度回転を行
う。ブロックの設置は、エージェントの進行方向 1 タイルにブロックの設置を
行う。ただし、既にタイルの上にブロックが設置済みの場合、行動は無効とな
る。 
捕獲者エージェントは、上記のセンシングデータと内部状態を入力として意
思決定を行い、上記の基本的な行動のいずれかを選択する。意思決定の詳細に
ついては、次のセクションにて述べる。 
 
5.5.2.3. 意思決定 
  
 捕獲者エージェントは、2 層ニューラルネットワーク（2LANN）を意思決定
機構として用いている。このニューラルネットワークの荷重は遺伝子から翻訳
された生得的なものであり、学習による変化は考慮されていない。入力として
は、周囲の環境情報と内部状態を用いる。図 5.11 は意思決定に関わる入力、出
力とニューラルネットワークの関係を図示したものである。入力は、全て[-1.0, 
1.0]の範囲に線形変換される。環境情報は、検知する周囲の環境一ブロックにつ
き 1 入力として扱い、ブロックがあれば 1.0、なければ-1.0 の値がセンシング結
果となる。出力値は、[0.0, 1.0]の範囲となっている。出力ユニットは各行動に
対して割り当てられており、最も出力値の高い出力ユニットの行動が選択され
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る。入出力関係をまとめると以下のようになる。 
 
入力情報＝｛環境情報、内部情報、閾値荷重｝ 
環境情報＝｛-1.0（ブロック無し）, 1.0（ブロック有り）｝ 
内部情報＝｛角度、現在位置 X 座標、現在位置 Y 座標、設置可能残りブロック
数｝ 
 
出力情報＝ [ ]{ }outj NumjO <<= 00.1,0.0  
 
 
図 5.11 意思決定機構 
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5.5.3 評価関数 
  
 実際の生物による造作物構築行動の進化的な獲得を考えた場合、その評価は、
基本的には生き残れるかどうかという事になってくる。生き残る為には、より
効率的に多くの獲物を捕食する必要がある。即ち、作られた構造物に対する構
造的な評価ではなく、あくまでも生存に関する機能のみが評価されていると言
える。その点を考慮して、本研究でも、基本的には、造作物の獲物の捕獲機能
について評価を行う。その為に、評価関数では、ブロックで足止めする事の出
来た獲物の数 Npreyを評価として扱い、造作物の評価とする。評価関数を以下に
示す。 
preyNFitness α=1        (5.1) 
但しαは定数 
 
 但し、構造物の構造に関する評価を行った場合に、どのような影響が造作物
構築行動の獲得に対して現れるか検証する為に、構造の評価を行う場合の評価
関数を用いた実験も行う。その評価関数では、構造物の Y 軸方向での長さの評
価を行っており、Y 軸方向に直線的に長い程、評価が高くなる。式は以下の通
り。 
 
)(2 iprey SStEvalNFitness ⋅+⋅= βα      (5.2) 
但し、α、βは定数、StEval(Si)は造作物 Si の構造の評価を行う関数であり、
以下の式で表される。 
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LenBlock は造作物 Si において Y 軸方向に連続して並んだブロックの数であり、
StEval は Y 軸方向にブロックが 3 個以上並んだ場合は 3 個目以上の並んだブロ
ックの数を評価とし、3 個以下の場合は 0 を評価とする関数である。 
 
5.5.4 実験 1 の設定 
  
 2 次元環境における造作物構築行動の進化的獲得を目的として、上述の設定に
より実験を行った。また、意思決定機構として、2 層 ANN 以外に NEAT のど
ちらが問題に適しているか検討を行う為に、それぞれのニューラルネットワー
クを用いた場合の結果の比較を行った。 
 
実験パラメータを以下に示す。 
 
環境 
・環境の広さ  19×19＝361 タイル（移動可能部分のみ） 
・獲物エージェントの数 19 体 
・最大ブロック数  19 個 
 
評価関数 
・α  10 
・β  10 
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かる。しかし、最終的な収束値としては、大きな違いが見られない事がわかる。
また、評価関数の違いによって行動の大きな変化は見られなかった。獲得され
た行動は次のような特徴があった。初期頃の世代では、その場で回転を行い、
周囲にブロックを配置する行動を獲得していた。その後、配置したブロックの
周りを移動しつつ、ブロックを配置する行動が獲得された。実験毎に異なる行
動が獲得されており、ジグザグで斜めに進んでいく場合とらせん状に回転しな
がらブロックを配置していく場合があった。図 5.13 と図 5.14 に、獲得された造
作物の例を示す。図中「＜」は獲物、「□」はブロック、「Ｅ」は脱出エリア、
矢印は捕獲者を示す。しかし、この実験環境で最も効率の良いと考えられる、Y
軸方向に対して直線的な構造を持つ造作物の獲得には至らなかった。 
 
 
図 5.13 評価関数 1 の場合の造作物の例 1 
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図 5.14 評価関数 1 の場合の造作物の例 2 
 
5.5.5.2. 評価関数 2 を用いた場合の実験  
 
 図 5.15 に、評価関数 2 を用いた場合の結果を示す。評価関数 1 を用いた場合
と同様、図は、エリート個体の評価の遷移を表している。こちらの場合も NEAT
手法の方が 2 層 ANN よりも収束が早い。しかし、収束値としては、ほぼ同等で
あると言える。 
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図 5.18 固定的な順序によるブロックの有無のセンシング 
 
5.5.6 実験１まとめ 
  
 実験 1 を通じて、遺伝的アルゴリズムとニューラルネットワークの組み合わ
せによる NeuroEvolution 的枠組みを用いる事で、造作物構築行動というメタ行
動の一種を進化的に獲得できる事を確認する事ができた。また、用いるニュー
ラルネットワークを何にするかという事についても検討を行った結果、本シミ
ュレーションの場合、NEAT、2LANN のいずれの場合でも同等の結果を得る事
が可能であることが分かった。実験 2 以降では、構造が簡単で解析しやすいと
考えられる 2LANN を用いて実験を行っていく。 
 5.5.5.2 節と 5.5.5.3 節で行った実験の結果から、造作物構築行動に影響を与え
る方法として、評価関数への造作物の構造的な評価の項の追加と、ブロックの
センシングの仕方の二通りを確認する事ができた。しかし、生物の進化を考え
ると、進化の際に与えられる評価に造作物の評価が直接的に含まれている事は
考えにくい。従って、環境や捕獲者の身体、ひいてはセンシングの仕方に造作
物構築行動に対して影響を与える要因が含まれていると考えた方が良いと思わ
れる。 
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5.6 実験 2 直接捕獲と間接捕獲の両方を獲得できる捕獲者による実験 
 
 間接的行動の導入を考える上で、どのような環境であれば間接的行動を導入で
きるか、間接的行動を導入する意味があるか、という事を考える事は非常に重
要であると言える。第 3 章で述べた通り、間接的行動の獲得は、直接的行動の
獲得に比べると獲得しにくい傾向があると予想される。間接的行動は、直接的
行動をサポートする事で、直接的行動によって得られる評価の効率を上昇させ
る事が出来る。しかし、間接的行動を行うという事は、その間に直接的行動に
よる評価の上昇が期待できないという事である。即ち、間接的行動の為の時間、
労力などのコストが必要であり、間接的行動を実行している間は直接的行動に
よる評価の上昇がない為、直接的行動のみの場合よりも進化的に獲得されにく
い傾向にあると考えられる。 
クモを例にとって考えてみる。多くのクモは、捕獲用の罠を作らず、直接追
いかけたり、待ち伏せしたりして獲物を直接的に捕獲している。進化を経て、
糸を用いて捕獲用の罠を作るような種が出現してきた。罠を作る為には、１日
から２日という時間的なコスト、巣の材料であるたんぱく質などの資源的なコ
スト、巣を構築する際の労力など様々なコストが発生する。巣を作っている間
は獲物を捕獲することができないが、巣が完成すれば、自分よりも移動速度が
速い獲物、空を飛んでいる獲物など、直接的捕獲では獲得できなかった獲物を
捕まえる事が出来るようになる。以上の点を踏まえて考えると、間接的行動に
よる一時的な評価の下降や停滞を上回る評価を後々に獲得できる事、身体的な
能力の不足を補える事、これらが間接的行動を獲得する為の重要な要素である
と考えられる。 
実験１では、間接的行動の一種である造作物構築行動の獲得について実験を
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行った。実験 2 では、直接的行動と間接的行動の両方を実行可能な捕獲者エー
ジェントの導入を行い、どういった環境設定、条件であれば、間接的行動の獲
得が行われるのか、という事について実験を行った。 
 
5.6.1 環境設定の変更 
 
直接的捕獲と間接的捕獲を比較する為に、本実験では、環境設定の変更を行
っている。実験 1 では、最初に捕獲者のみが環境に出現して行動を行い、一定
時間経過後に捕獲者が消失、その後、獲物が環境に一斉に流入して行動する、
という流れで実験が行われていた。しかし、直接捕獲を考えた場合には、捕獲
者のみが行動する時間は有用ではない。更に、獲物が一斉に現れた場合、同時
に複数体の獲物を捕獲する事は難しく、間接的行動の結果と比較するには不適
当であると考えられる。そこで、獲物は一定時間ごとにランダムな位置から環
境に流入してくる事とした。図 5.19 に変更後の環境を示す。変更としては、(1)
獲物の出現位置と脱出位置の変更、(2)獲物の出現タイミングの変更の 2 点であ
る。獲物の脱出エリア（図 5.19 灰色部分）を環境の四辺に配置し、その 1 ブロ
ック内側の四辺を獲物の出現エリア(図 5.19 青色部分)としている。獲物は出現
位置とは反対の方向に向かって移動を開始する。出現タイミングは、定数によ
って決定することとした。実験の際には、各世代の各試行で同じ出現位置、タ
イミングを用いるものとした。 
直接捕獲による獲物捕獲の判定は、捕獲者と獲物が同じタイル上に存在して
いる場合としている。捕獲者と獲物の向き、どちらが先にタイル上に存在して
いたかについては考慮しない。 
獲物と捕獲者の身体的な能力を表す為に、移動速度の導入を行った。移動速
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度は、一回の行動に必要なステップ数として表される。即ち、「捕獲者０獲物３」
のような表記の場合、捕獲者が毎ステップ行動し、獲物は 3 ステップ毎に移動
を行う事をしめしている。この移動速度の違いは即ち、直接捕獲の難しさに関
係している。捕獲者の移動速度が獲物の移動速度よりも速い場合は獲物を捕ま
えやすい事が予想されるが、捕獲者の移動速度が遅い場合は獲物を捕まえる事
が難しいと予想される。 
5.6.5 節では、障害物回避行動を持たない獲物について実験を行い、5.6.6 節
では、障害物回避行動を持つ獲物について実験を行った。障害物回避行動の有
無は、造作物構築のコストに関連している。即ち、障害物回避行動を持つ獲物
を足止めする為には、最低 3 つ以上のブロックが必要になる為、造作物構築コ
ストが高くなっている事になる。 
 
図 5.19 変更後の環境設定 
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5.6.2 直接捕獲用のセンサ 
 
 直接捕獲を行う為に、捕獲者には獲物の位置や獲物までの距離を知覚する必
要がある。直接捕獲を行うクモの場合、その視野はほぼ 360 度であり、真上以
外は見渡す事ができる。その視野内の動く物体の移動速度、物体の大きさを検
知し、ある一定の速さ、大きさ、距離であれば、視野の中心に獲物を捕えるよ
うに方向を変えながら追跡をすると考えられている。本実験では、これらの特
徴を踏まえ、捕獲者は十分な視野を持っており、最も近い獲物までの距離、正
面方向の獲物までの距離を検知する事ができるとした。実際には、獲物までの x
軸方向の距離の差分、y 軸方向の距離の差分を検知する最近傍獲物距離センサと、
正面方向の獲物までの距離検知する獲物用近接センサを実装し、意思決定機構
であるニューラルネットワークへの入力情報として扱っている。図 5.20 に追加
したセンサについての図を示す。図 5.21 に直接捕獲を考慮した場合の意思決定
機構について示す。 
 
図 5.20 直接捕獲用のセンサ 
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図 5.21 直接捕獲用センサを追加した場合の意思決定機構 
 
5.6.3 評価関数 
 
 本実験では、直接捕獲による獲物の数 Ncaptured と間接捕獲による獲物の数
Ntrappedの和を評価値として扱っている。即ち、以下の評価式を採用している。 
 
rappedtcaptured NNFitness ⋅+⋅= βα3      (5.4) 
但し、α、βは重み係数 
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5.6.4 実験設定  
 
環境の設定については、上記で述べた変更が反映されたものとなっている。 
 
環境 
・環境の広さ    19×19＝361 タイル（移動可能部分のみ） 
・獲物エージェントの数  100 体 
・エージェントの出現タイミング  10 ステップ 
・最大ブロック数   19 個 
・移動速度   獲物３（遅い）＜捕獲者０（速い） 
    獲物０（速い）＞捕獲者３（遅い）のいずれか 
    以下のグラフ中では、捕獲者＜獲物、 
              捕獲者＞獲物という表記を用いている 
・獲物の回避行動  有り 
    無し のいずれか 
 
その他の部分については、実験 1 と同じ設定になっている。即ち、以下の通り
である。 
評価関数 
・α  10 
・β  10 
 
遺伝的アルゴリズム関係 
・突然変異率  0.10 
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・交叉率    0.70 
・保存エリート 1 体 
・個体数  50 体 
・世代数  100 世代 
 
 直接捕獲と間接捕獲に対するコストに関係する環境条件について、まとめた
表を表 5.1 に示す。 
 
表 5.1 直接捕獲と間接捕獲のコストに関する環境条件 
環境条件 捕獲者の獲得する行動 
獲物の回避 
行動の有無 
移動速度 直接行動のみ メタ行動のみ 両方 
無し 
捕獲者＞獲物 
5.6.5.1 節で説明 
5.6.5.2 節で 
説明 捕獲者＜獲物 
有り 
捕獲者＞獲物 
5.6.6.1 節で説明 
5.6.6.2 で 
説明 捕獲者＜獲物 
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 図 5.26、5.27 は最終世代のエリート個体における試行でのステップ毎の獲物
捕獲数の推移を示したものである。図 5.26 は捕獲者の移動速度の方が獲物より
も遅い場合、図 5.27 は捕獲者の移動速度の方が獲物よりも速い場合を示してい
る。いずれの場合も、間接捕獲数に追随して直接捕獲数が上昇している事がわ
かる。これは、間接捕獲によって足止めした獲物を直接捕獲している事を示し
ており、間接捕獲が直接捕獲の効率の上昇、ひいては捕獲全体の効率の上昇を
行っている事を示している。 
 
 
5.6.6 実験結果２ 獲物がブロック回避行動を持つ場合 
 
5.6.6.1. 直接捕獲と間接捕獲を別々に行った場合の結果 
図 5.28 は、直接捕獲のみを行う事ができる捕獲者を用いた場合の結果と、間
接捕獲のみを行う事ができる捕獲者を用いた場合の結果を示すものである。通
常線は、捕獲者の移動速度が獲物よりも遅い場合を示し、点線は捕獲者の移動
速度が獲物よりも速い場合を示す。図 5.22 との違いは、 獲物が障害物回避行
動を持っている為、間接捕獲のコストが上昇している点である。間接行動の評
価値の推移を見てみると、移動速度の違いによる評価値の違いはほとんどない
事がわかるが、障害物回避行動を持たない獲物を用いた実験の時とは異なり、
捕獲した獲物の数がかなり減少している事がわかる。 
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低下する為、間接捕獲と直接捕獲を組み合わせた行動が獲得されるのだと考え
られる。その証拠に、図 5.26、5.27、5.32 などで示す 1 試行中における累積捕
獲個体数の推移を見てみると、間接捕獲数の上昇に追随するように直接捕獲数
が上昇している。これは、間接捕獲によって足止めされた獲物を直接捕獲して
いる事を示している。 
 
表 5.2 実験 2 の結果のまとめ 
環境条件 捕獲者の獲得する行動 
獲物の回避 
行動の有無 
移動速度 直接行動のみ メタ行動のみ 両方 
無し 
捕獲者＞獲物 
 速度差に 
依存する 
速度差に 
依存しない 
 
捕獲量は低い
直接行動とメ
タ行動が交互
に進化 
捕獲者＜獲物 メタ行動のみ
が進化 
有り 
捕獲者＞獲物 
速度差に 
依存する 
速度差に 
依存しない 
 
捕獲量は高い
直接行動のみ
が進化 
捕獲者＜獲物 メタ行動と直
接行動がわず
かに進化 
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 クモやアリジゴクなどは間接捕獲と直接捕獲を組み合わせる事で、直接捕獲
のみの場合よりもより多くの獲物を捕まえる事が出来ている。これは、間接的
行動によって構築した罠によって獲物を足止し、直接捕獲にかかるコストを低
下させる事によって、間接捕獲と直接捕獲の組み合わせの獲得が可能であるか
らと考えられる。つまり、自然の例においても、直接的行動のサポートを行う
間接的行動であるメタ行動を導入する事で、直接行動のさらなる改善が行われ
ていると言える。実験 2 を通じて、それと同じ状況が 2 次元シミュレーション
上でも発生しうる事が確認できた。 
 
5.7 第 5 章まとめ 
  
 2 次元離散環境において、獲物捕獲用の造作物構築行動の獲得実験を行い、造
作物構築行動の獲得を示す事ができた。即ち、これにより、ある程度複雑な環
境下において、進化計算的手法を用いる事で、適切なメタ行動の獲得が可能で
あることを示す事が出来た。また、直接的行動と間接的行動の両方を行う事の
できる環境において、どのような条件でどちらの行動が獲得されるのかについ
て、行動のコストの変化という観点から考察を行った。また、間接的行動の導
入によって直接的行動の効率を上昇させうる可能性を示す事ができた。 
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6. ３次元物理シミュレーションにおける仮想生物 
 
本章では、第５章で得られた結果をもとに、３次元物理シミュレーション上、
即ち３次元連続空間上における仮想生物での構造物構築行動の獲得を試みる。
実験の内容としては、2 次元離散環境のシミュレーションと同じく、2 種類のエ
ージェントによる捕獲用の造作物構築行動の進化的な獲得である。Open 
Dynamic Engine[9, 10]を用いて 3D 物理シミュレーション環境の構築を行い、
実験を行った。 
 
6.1 シミュレーションの設定 
 
 シミュレーションの流れは、2 次元環境の時と同じものを採用している。即ち、
図 5.5 に示す通り、遺伝的アルゴリズムシミュレーションのフローを基本として、
意思決定機構に人工ニューラルネットワークを用い、その荷重を遺伝子によっ
て決定している。各遺伝子について試行を行い、最も評価の高かった遺伝子を
もとに次世代の生成を行う。今回のシミュレーションでは、その試行部分を 3D
シミュレーション環境で構築している。 
 
6.1.1 シミュレーション環境 
 
図 6.1 に 3D 物理シミュレーションの環境の概要を示す。環境の中心には、捕
獲エリアがあり、獲物エージェントが捕獲エリアに侵入した場合、その獲物エ
ージェントは捕獲されたとみなされ、以降行動不能となる。これは、クモの巣
やアリジゴクの巣のように一定の場所で狩りを行う動物を想定した設定である。
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環境の一端には、獲物エージェントの環境への流入口であるスタートエリアが
ある。その反対側には、獲物エージェントの環境からの流出口である脱出エリ
アがある。獲物エージェントの目的は、環境から脱出することである。捕獲者
エージェントの目的は、獲物エージェントを捕獲することである。但し、その
捕獲方法として、ブロックを用いて獲物エージェントをスタック状態にするか、
捕獲エリアへと誘導するか、いずれかの方法を実現する必要がある。 
 
 
図 6.1 3D 物理シミュレーション環境の概要 
 
6.1.2 獲物エージェント 
  
 3D シミュレーション環境における獲物エージェントは、単純反射エージェン
トの一種であり、簡単な障害物回避ルールを持つ。図 6.2 に獲物エージェントの
外観を示す。獲物エージェントは 2 つの車輪、シャーシ、頭部を持ち、センサ
としてビジョンセンサを備えている。獲物エージェントはビジョンセンサによ
ってブロックの位置を認識することが出来、ブロックの回避を行う事が出来る。
図 6.3 にブロック回避の様子を示す。眼の前にブロックがある場合、ブロックの
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無い方向へ旋回しつつ移動を行う事で、ブロックの回避を行う。ブロックの位
置によっては、獲物エージェントはブロックを回避することが出来ず、スタッ
ク状態に陥ってしまう。 
 
 
図 6.2 獲物エージェントの外観 
 
 
図 6.3 障害物回避の様子 
 
6.1.3 捕獲者エージェント 
 
 図 6.4 に捕獲者エージェントの身体構造を示す。捕獲者エージェントの身体は
頭部、首、シャーシ、二つの車輪から構成されている。センサとして最大 8 個
の近接センサを持つ。近接センサは一定の長さを持ち、センサと接触したブロ
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ックとセンサの根元までの距離を値として返す。ブロック未検出時には、セン
サ最大値にマイナスを掛けたものが返される。内部状態としては、2 次元シミュ
レーション環境時と同じく、現在の向き、現在位置、設置可能ブロック数を持
つ。行動としては、直進、左旋回、右旋回、ブロックの設置の 4 種類の行動を
持つ。これらの行動は、2 次元シミュレーション環境時と同じ内容になっている。 
 
図 6.4 捕獲者エージェントの身体構造 
 
6.1.4 意思決定機構 
 
 捕獲者エージェントは意思決定機構として 2 層ニューラルネットワークを採
用している。基本的には 2 次元シミュレーション環境時と同じだが、環境情報
に当たる部分が近接センサからの値へと変更になっている。 
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図 6.5 3D 物理シミュレーション環境における捕獲者エージェントの意思決定
機構 
 
6.1.5 評価関数 
 
 構造物の評価として、下記の評価関数を用いた。 
∑ −+= TSj
jD
TFitness 1βα       (6.1) 
α、βは定数、T は捕獲することのできた獲物エージェントの数、S は獲物エー
ジェントの全体の数である。Dj は j 体目の獲物エージェントと中心との距離で
ある。この評価関数では、第１項では捕まえた獲物の数による評価を、第 2 項
では、捕獲できなかった獲物エージェントをどれだけ中心部に近い位置に留め
る事が出来たかを評価している。図 6.6 は評価の例を示している。この場合、2
体を捕獲エリアに誘導することが出来たので、T=2 で第 1 項が計算され、残り
の１体と中心部までの距離を用いて第 2 項が計算される。 
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図 6.6 構造物の評価 
 
6.2 実験１ 構造物構築行動の進化的な獲得 
 
 3D 物理シミュレーション環境における構造物構築行動の進化的な獲得を目
的として実験を行った。また、環境のセンシング方法によって異なる行動が獲
得されるかどうか検討を行う為に、近接センサの数を変えて実験を行った。近
接センサの数は、正面のみの 1 つの場合、正面 3 つの場合、周囲 8 個の場合の 3
種類である。 
 
6.2.1 実験パラメータ 
環境 
・環境の広さ  10.0[m]×10.0[m] 
・獲物エージェントの数 16 体 
・最大ブロック数 5 個 
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・ブロックの寸法 0.5[m]×2.0[m]×0.5[m] 
 
遺伝的アルゴリズム関係 
・突然変異率 0.10 
・交叉率    0.70 
・保存エリート 1 体 
・1 世代の個体数 30 体 
 
6.2.2 実験結果 
 
 図 6.7 に各センサ数におけるエリート個体の評価値の遷移を示す。センサ数が
3 の場合が最も高い評価値を獲得しているが、他の場合と比べてあまり大きな差
がない事がわかる。センサ数 8 の場合が最も評価が低いが、世代数が足りず進
化が不十分である可能性がある。評価値としては、3～6 体の獲物エージェント
を捕獲出来ている事が伺える。従って、獲得された構造物は 16 体中の半分以下
程度の獲物エージェントしか捕獲することが出来ておらず、ある程度しか環境
へ適応できた巣を作る事が出来ていない事がわかる。 
 図 6.8 に、各センサ数において、獲得された構造物の例を示す。各場合におい
て、獲得された行動は基本的には同一種類のものであった。その場で回転しな
がら、ブロックを設置していくという行動である。センサ数 1 の場合は、ブロ
ックを設置して回転し、センサにブロックの反応がなくなると、またブロック
を置くという行動を繰り返している。センサ数 3 の場合も同様であった。セン
サ数 8 の場合は、1 つブロックを置いたあと、しばらく回転を続け、その後再度
ブロックを置き始めた。これは、ブロックを検知するセンサが複数あり、それ
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らが離れた位置関係であった為だと思われる。しかし、その結果として、片方
のセンサがブロックを検知して回転する方向と、もう片方のセンサがブロック
を検知して回転する方向が逆であった為、その場で向きの変換を繰りかえすス
タック状態に陥っており、結果としてブロックを 3 個までしか配置することが
出来なくなっていた。センサ数 8 の場合、用いるセンサ数が増えた為、行動間
の競合が発生しやすくなっている事が推測される。その為に、他の場合にくら
べて、適切な行動を獲得するまでに必要な世代数が増え、結果として今回の設
定では、環境に適応した行動が獲得できなかったと考えられる。 
 いずれの場合にしても、獲得された行動は環境に対してある程度適応できて
はいたが、不十分であると言える。その為、本研究では、自然の動物の構造物
構築行動、特にクモの造網行動に注目し、その特徴の一つである中間評価につ
いて着目した。 
 
図 6.7 異なる近接センサ数におけるエリート個体の評価値の遷移 
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図 6.8 獲得された構造物の例 
 
6.3 実験 2 中間評価の影響 
 
 実際のクモの造網行動を鑑みてみると、クモは造網行動の最中に巣の張力を
何度も確かめ、意思決定の重要な情報としていると考えられる。例えば、一本
の放射糸を張る際に、クモは必ずこしきに戻り、巣の張力を確かめる。張力が
不十分であれば更に追加の放射糸を張り、十分であれば次のプロセスである足
場糸掛けへと移行する。また、他のプロセスにおいても、張力が極端に変化し
た場合巣の異常を察知し、通常とは異なる行動をとる場合がある。このように、
巣の状態を張力によって検知し、意思決定の重要な情報として扱っている事が
わかる。以上の事柄から、実際の生物における構造物構築行動の特徴について
以下の点が挙げられる。 
１）自身の構造物の特徴を評価し、その結果を意思決定に用いている点 
２）巣の物理的性質と張力を検知できる身体的能力を用いて、巣全体の特徴を
張力という情報量に変換している。即ち、環境と身体との物理的な相互作
用を通じてグローバルな情報をローカルな情報に変換し、意思決定に用い
ている 
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 今回の実験では、（１）を考慮し、意思決定機構への入力情報に構造途中の中
間における構造物の評価を明示的に用いる事で、獲得される行動に対する影響
を確認する。（２）に対しては、今回の実験では明示的に含める事はしない。 
 
6.3.1 中間評価 
 
 今回の実験では、捕獲者エージェントの周囲のブロック数を中間評価として
採用した。式は以下の通りである。 
⎩⎨
⎧ <=
)(
)2/(
otherwiseMAX
MAXNifN
sEval
Eval
Bbb
     (6.2)
 
但し、Nb は捕獲者エージェントが検知したブロックの数、MAXB は設置可能ブ
ロックの最大数、MAXEval は定数である。即ち、Nb が最大値の半分以下である
場合は、Nb が評価となり、最大値の半分以上である場合は一定の評価値が与え
られる。 
 
6.3.2 意思決定機構への変更 
 
 図 6.9 に中間評価を入力の一部として明示的に追加した意思決定機構につい
て示す。前の実験で用いられた 2 層 ANN に対して、入力ノードを 1 つ追加し、
その入力として上記の中間評価関数によって計算された値を用いている。 
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図 6.9 中間評価を加えた意思決定機構 
 
6.3.3 実験パラメータ 
 
環境 
・環境の広さ  10.0[m]×10.0[m] 
・獲物エージェントの数 16 体 
・最大ブロック数 10 個 
・ブロックの寸法 0.5[m]×2.0[m]×0.5[m] 
 
6.3.4 実験結果 
 
 図 6.10～6.12 に各センサ数におけるエリート個体の評価値の遷移を示す。セ
ンサ数 1 の場合は 50 世代で評価値が一致しているが、センサ数 3 の場合は中間
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 図 6.13～6.15 に各センサ数において獲得された構造物構築行動の様子を示す。
図 6.13 の左側は中間評価なしの場合の構造物構築行動を、右側は中間評価あり
の場合の構造物構築行動を示している。中間評価なしの場合、捕獲者エージェ
ントは、ブロックを置きながらその場で回転を行う。そして、五つ目のブロッ
クを置いた後、設置した直後のブロックに沿いながら移動を開始し、ブロック
の反応が消えると再度、新しいブロックを置くという行動を行う。中間評価あ
りの場合、獲物エージェントは、ブロックを置きながら前進を行い、ブロック
の積み上げを行っていく。 
 
 
図 6.13 センサ数 1 の場合における構造物構築行動の様子 
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 図 6.14 の左側はセンサ数 3 の場合の中間評価のない捕獲者エージェントの構
造物構築行動を、左側は中間評価のある捕獲者エージェントの構造物構築行動
を示している。中間評価を用いていない場合、獲得された行動はセンサ数 1 の
場合の中間評価を用いていない捕獲者エージェントと類似している。中間評価
を用いている捕獲者エージェントの場合、ブロックを設置しながら回転する行
動を行った後、少し前進して、もう一度回転しながら設置している。 
 
 
図 6.14 センサ数 3 の場合における構造物構築行動の様子 
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 図 6.15 の左側は、中間評価を用いない場合の捕獲者エージェントの構造物構
築行動を、右側は中間評価を用いた場合の捕獲者エージェントの構造物構築行
動を示している。中間評価を用いていない場合の捕獲者エージェントは、その
場で回転しながらブロックを設置する行動を二回繰り返している。一度目の回
転で置いたブロックの間にブロックを置き、隙間を詰めるような行動を獲得し
ている。一方、中間評価を用いている捕獲者エージェントは、回転しながらブ
ロックを二個ずつ離れた間隔で設置していき、6 個目のブロックを置いたあと、
前方へと移動し、一定の距離を進んだ後、再度ブロックを置き始めている。こ
れは、周囲に 6 個のブロックを設置した事によって、構造物の構造評価 sEval
の値が行動の切り替えを誘発した事が、このような振る舞いが発生した原因の
一つであると考えられる。 
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図 6.15 センサ数 8 の場合における構造物構築行動の様子 
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図 6.16 センサ数 8 の場合における進化前後の ANN 
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図 6.16 はセンサ数 8 の場合における進化前と後の人工ニューラルネットワー
クの様子を示している。赤い丸で囲まれた入力ユニットは、中間評価の入力に
対応している。青いコネクションは正の値の荷重を示し、赤いコネクションは
負の値の荷重を示している。コネクションの太さは値の大きさを示しており、
絶対値が大きいほど線が太くなる。進化前の ANN は、大きな値を持つ正の荷重
が多い。その一方、進化後の ANN は、大きな値を持つ荷重自体が少なくなって
いる事がわかる。 
ここで、中間評価に対応する入力ユニットの荷重に注目してみる。進化後の
ANN では、ブロックの設置、右旋回に対して負の荷重が繋がり、左旋回、直進
に対して正の負荷が繋がっている。試行開始当初は、捕獲者エージェントの周
りにブロックはなく、sEval の値は 0 になっている。即ち、行動の選択に関して
中間評価の値が全く考慮されていない状態である。しかし、捕獲者エージェン
トが自身の周囲にブロックを多く配置すると、sEval の値は大きくなり、ブロッ
クの設置、右旋回の行動は抑制され、左旋回と直進の行動が刺激される。これ
によって、左旋回と直進の行動が選択されやすくなると考えられる。以上のよ
うに、中間評価の情報を用いて重要な意思決定を行うような振る舞いが獲得さ
れている事がわかる。 
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6.4 第 6 章のまとめ 
 
 3D 物理シミュレーション環境において、構造物構築行動を進化的に獲得する
仮想生物の枠組みについて実験を行い、自身の行動や環境に合わせた構築行動
の獲得が可能であることを示唆する事が出来た。また、中間評価を入力情報の 1
つとして扱う事で、実際の生物の持つ構造物構築行動の特徴を再現することが
できる可能性を示唆する事ができた。即ち、環境に合わせた適切なメタ行動の
獲得の可能性を示唆する事ができた。 
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7. 結論 
 
 本章では、研究としての結論を述べ、将来的な展望として、提案手法の応用
として考えられる例を述べる。 
 
7.1 結論 
 本研究では、ある目的を直接的に達成しようとする行動を直接的行動、直接
的行動をサポートし、その効率性や実現可能な事柄の改善が可能である間接的
な行動をメタ行動と呼び、焦点を当て、メタ行動の導入による問題解決アプロ
ーチ提案の為の基礎研究を行ってきた。メタ行動の性質について議論を行うと
ともに、メタ行動の導入の枠組みの有効性の検証を行う事を目的として、共有
地の悲劇と造作物構築行動の獲得という 2 種類の問題に対して適用を行い、段
階的に研究を進めてきた。 
共有地の悲劇は、確定的なルールによってゲーム全体の挙動が予測可能であ
るという特徴がある。また、エージェントの行動に対してコストが考慮されず、
実行によって即座に利得が獲得されるという環境であり、行動のプロセスでは
なく、動作が評価対象となっている。エージェントの行動は、直接行動かメタ
行動かのいずれかを選択するという形式になっている。それに対して、捕獲用
の造作物構築行動の獲得では、確定的なルールによってシミュレーションの挙
動が決定されておらず、ランダム要素を含む為、環境の挙動の予測は難しい。
また、複数の動作を組み合わせて直接捕獲や間接捕獲の一連のプロセスを獲得
する必要があり、獲得したプロセスが造作物の評価を通じて間接的に評価され
ていると言える。行動についても、直接行動かメタ行動の選択ではなく、基本
的な行動の組み合わせを用いて直接行動やメタ行動を獲得する。 
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以上の問題へのメタ行動の導入を通じて、その有効性を段階的に確認する事
が出来た。結果として、メタ行動の進化的な獲得について、遺伝的アルゴリズ
ムや NeuroEvolution 手法による枠組みを示す事ができた。また、直接行動だけ
の環境よりもメタ行動を導入した環境の方が良いパフォーマンスを得る場合が
ある事を示す事ができた。そして、造作物構築途中での構造的な評価を行い、
意思決定の入力とする事で、行動パターンの切り替えを含むプロセスの獲得に
ついて示す事が出来た。 
 
7.2 メタ行動の設計論に向けて 
  
 本研究では、直接的な行動のサポートを行う間接行動をメタ行動と呼び、研
究を進めてきた。これは、直接行動と間接行動との関係性において階層性が認
められる事を考慮してのことである。しかし、一般的な定義におけるメタと比
較した場合、意味的な乖離が存在していると言える。例えば、巣や道具を用い
る動物の例で考えると、どのようにして数ある行動の中から、道具や巣を作り、
用いるプロセスの獲得に至ったかという部分こそがメタ的な行動の獲得であり、
どのようにして道具をより効率的に使うかという部分は、メタ性が低い問題で
あると言える。本研究では、共有地の悲劇、造作物構築行動の獲得、いずれの
問題においてもメタ性の低いメタ行動の獲得に対して焦点を当て研究を行い、
進化的な獲得に成功している。本研究は、生き物の行動の内部評価自体を変え
るような高次のメタ行動が発現する機構を考える上で重要な第一段階になり得
るものであると考えている。実際の生物の生存競争下における進化において高
次のメタ行動の獲得が見られるように、シミュレーションにおける高次のメタ
行動の獲得でも、敵や餌となるものがいる環境での進化による組み合わせ探索
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を用いる手法は有用であると思われる。今後は、この延長線状での高次のメタ
行動の獲得を扱う設計論へと結び付けたい。 
 
7.3 今後の展望と予想される応用 
 
メタ行動の導入による問題解決アプローチの応用例として、生物学的な意義
と工学的な応用が考えられる。本研究は、自然の生物の行動の中にみられる間
接的な行動に端を発している為、生物学的な意義との親和性が高いと考えられ
る。巣のような造作物構築行動の獲得だけではなく、設定の変更によって、異
なるメタ行動に対して応用可能である。即ち、生物がどのようにして本来の目
的とは異なる行動をメタ行動として獲得するに至ったのかという研究的な意義
がある。 
 工学的な応用として、まず考えられる例は、自律的なロボットにおける行動
獲得への応用である。造作物獲得の事例を適用する事で、評価関数で指定した
機能を持つ造作物を自律的に構築するロボットを実現できる可能性がある。こ
のようなロボットは、宇宙や深海など常に安定した通信が難しいような環境に
おいて特定のタスクを実行させる場合などに有効になると考えられる。また、
造作物構築行動だけではなく、何らかの手順、プロセスの獲得に応用できる事
を考えれば、プログラミングや何らかの操作手順の最適化などへ応用可能では
ないかと考えられる。例えば、ある設計図の構築手順を提示する事で、最も構
築プロセスの短い造作物設計方法を選択する手助けになると考えられる。その
機能を用いれば、ある機能を持った思いがけない構造の提案をしつつ、人間に
よる修正を加える事で、実用的かつ構築プロセスが短く、コストが低いものを
提案可能になるようなソフトウェアなどが実現可能ではないだろうか。 
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 以上のように、本研究で提案した手法は、生物学的な意義においても、工学
的な応用においても、重要な役割を果たし得ると考えられる。 
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