This study attempts to model the exchange rate between Euro and USD using univariate modelsin particular ARIMA and exponential smoothing techniques. The time series analysis reveals non stationarity in data and, therefore, the models fail to give reliable predictions. However, differencing the initial time series the resulting series shows strong resemblance to white noise. The analysis of this series advocates independence in data and distribution satisfactorily close to Laplace distribution. The application of Laplace distribution offers reliable probabilities in forecasting changes in the exchange rate.
INTRODUCTION
orecasts in exchange rates are important for future contracts, for the imports and exports, the debt and payments of a country, the speculation on currencies…. for all aspects of the international economic relations. Up to present stage of international exchanges, the efforts to stabilizing the exchange rates between the principal currencies were only partially effective, succeeding only in avoiding perverse, sudden changes of the exchange rates. Several efforts have been attempted to relate the exchange rates with the fundamentals of the economies involved, e.g. Purchasing Power Parity theories have not resulted to to forecast accurate enough for practical reasons. Besides, the problem is not only the accuracy of the forecast: as in almost all fields in economics the forecast is attempted not expecting fulfillment of the forecast but take measures of avoiding its realization. Further, due to the social character of the economic forecasts, a "bad" forecast, from the technical point of view, can be realized, because it only worked as a self fulfilled prophecy... However, a good short-term forecast is important for mainly speculative purposes.
In this study are attempted forecasts using autoregressive schemes and exponential smoothing models. The inadequate results obtained by these models limited the effort to simply calculate probabilities for short-run changes of the exchange rate to lay in specific ranges.
DATA AND METHODOLOGY
The data consists of 3202 daily observations of ER ranging from January 4, 1999 to July 1, 2011. The Data is shown in table 12 in the appendix to this text. The variables involved in the study are the exchange rate between Euro and USD (denoted ER), the number of observations (denoted OBS) and the differed series ER (denoted DER).
The data is first subjected to descriptive statistic analysis for identification of the characteristics of the ER series. Then it is tested the stationarity of the time series by applying the Augmented Dickey Fuller (ADF) test for existence of unit root. The non rejection of the unit root hypothesis made suspicious for forecasts the use of the 
Summary for ER
The runs test for ER rejects independence of the values in the series, with p-value 0, observed number of runs 36 and expected (in case of independence) 1564. The expected number of runs = 1564, 81 1845 observations above K; 1357 below P-value = 0,000
TESTING FOR UNIT ROOT

Preliminary results
Attempting forecasting with ARIMA techniques the first step is to check stationarity in the series. As preliminary step is checking if the series is-at least-time stationary, an absolute precondition for stationarity in the series. To this purpose the data is split into 13 groups, according to the year each value belongs. The box plot in graph 3 already discards possibility of time equality in means, the graph of which follows year by year the course of the initial series. © 2012 The Clute Institute 
Boxplot of ER by YEAR
For enforcement of the hypothesis of non equality in means the groups are subjected to ANOVA analysis, the results of which are shown in table 2. In same table are shown the annual means, the standard deviations and the number of observations in each year. The p-value (zero) of Fisher"s F and the high value of the adjusted coefficient of determination (91, 73%) clearly reject the hypothesis of means equality and, consequently, stationarity in the series. The above conclusion is enforced by the autocorrelation function for ER, which is typical for a non stationary time series 
FORMAL TEST FOR EXISTENCE OF UNIT ROOT
Although all the preliminary tests rejected stationarity in the ER series, it is necessary to subject the series to the augmented Dickey-Fuller (ADF) test, which is exactly tailored for identification of unit root(s) in a time series. For this purpose it is first considered the model with intercept and trend: DER t =constant+β*ER t-1 +γ*t+U t (t: OBS=1, 2, …..n)
(1)
The results of the OLS regression are shown in table 3. The significance of the parameters estimates are shown in Table 4 . Some plots of the residuals analysis from the regression are shown in Graph 5. The residuals suggest white noise, not normally distributed. 
Graph 5: Residual plots from DER regression with intercept and trend
Residual Plots for DER (with intercept and trend)
The second step is to consider the model (1) with constant, without trend DER t =constant+β*ER t-1 +U t (t: OBS=1, 2, …..n)
The results of the OLS regression are shown in table 5. The significance of the parameters estimates is shown in table 6. Some plots of the residuals analysis from the regression are shown in Graph 6. The residuals suggest white noise, not normally distributed. 
Graph 6: Residual plots from DER regression with intercept, no trend
Residual Plots for DER (with intercept, no trend) © 2012 The Clute Institute
The ADF test for unit root fails to reject the hypothesis of existence of unit root in the ER series. Indeed, the fitting in the ER series the autoregressive model AR(1) ER t = constant+α*ΕΡ t-1 +U t (t=2, 3, …… n)
The results of the parameters estimates are as in table 7 The value of the coefficient in the model is very closed to unit (α=0,994), thus enforcing the hypothesis of existence of unit root in the ER time series. The residuals plots for ER in the AR(1) scheme as shown in graph 7 is very similar to the ones obtained in the regression models (1) and (2): white noise, confirming the existence of unit root in the data. Although the non stationarity hypothesis in the series is supported by all the previous tests, it is worth questioning if omitting a part of the series the remaining one could eventually exhibit stationarity so that help as basis for forecasting reasons. For this purpose the series is split into two parts of equal size, each part containing 1601 observations, denoted by ER1 and ER2 respectively. On each of the so obtained series is applied the AR(1) model. The application results are figured in tables 8 and 9. As shown in the two above tables the values of the α coefficients is very close to unit (0,9995 for ER1 ; 0,9968 for ER2) indicating the same non stationarity as in the initial, non-truncated series. Any attempt to forecasting with the series before transforming it to stationary should lead to unreliable and/or trivial results. In order to demonstrate the last statement the initial series is retained up to the 3149 first observations and then demanded to give forecasts for the following 150 days, using an scheme AR(1). The legitimacy of the AR(1) model is justified by the partial autocorrelation function as shown in graph 8. 
Partial Autocorrelation Function for ER
(with 5% significance limits for the partial autocorrelations)
As expected, due to non stationarity of the original series the tail-truncated time series gives forecasts within so broad confidence intervals that any forecast within these intervals is practically useless. Forecasts and confidence intervals are shown in graph 9. 3250  3000  2750  2500  2250  2000  1750  1500  1250  1000  750  500  250  1 As shown in the above graph the 95%-confidence intervals are very broad to help practical forecasting. However, it is interesting that the autocorrelation function (graph 10) and the partial autocorrelation function (graph 11) of the residuals from the application of the autoregressive scheme AR(1) indicate residuals strongly resembling to white noise. 
Graph 9: Forecasting with AR(1) model; the 95%-confidence intervals are very broad to help practical forecasting
OBS Data
PACF of Residuals for ER
If the residuals form a white noise, then ER is a random walk and, therefore, by differencing ER can plausibly be expected that the first differences in ER form a white noise pattern, the distribution of which could give information on the probable changes of the exchange rate. But before attempting this direction, it is interesting to check forecasting possibilities by applying models of exponential smoothing. © 2012 The Clute Institute
FORECASTING WITH EXPONENTIAL SMOOTHING
Given the inadequacy of the AR(1) for forecasts it will be tried the model of exponential smoothing. The periodogram for ER, graph 12, exhibits only trivial substantial periods in the series, therefore the exponential smoothing with cycles (Winters" s model) can be neglected; there will be applied on the Holt"s model in its single version (no trend) and its version with trend. In order to test the forecasting power of the exponential smoothing models, the models were applied to the first 3000 observations and demanded to give forecasts for the following 500 days.
Forecasting with Single Exponential Smoothing
The model of single exponential smoothing is F t = αX t-1 +(1-α)F t-1 (t=2, 3, … n) Although the accuracy measures MAD (mean absolute deviation) and MSD (mean square deviation) indicate very satisfactory application of the model in the known range of observations, the great value of MAPE (mean absolute prediction error)exhibits failure of the model in prediction of future values. This is clearly shown in the graph in 13, which the full range of the observations (3202 observations) and the forecasts (along with confidence intervals) are overlaid.
FORECASTING WITH DOUBLE EXPONENTIAL SMOOTHING
The model of double exponential smoothing is F t =L t-1 +T t-1 (t=2, 3,…….n)
T t-1 =γ(L t -L t-1 )+(1-γ)T t-1
L t : the level at time t, α the weight for the level T t : the trend at time t, γ the weight for the trend X t : the data value at time t; F t the forecast at time t; α,γ: parameters 0< α,γ<1) © 2012 The Clute Institute
The forecasts obtained by the double exponential model are shown in graph 14 
Partial Autocorrelation Function for DER
(with 5% significance limits for the partial autocorrelations) © 2012 The Clute Institute Further, the runs test for DER does not reject independence of values. The p-value of the test (0,404) is much greater than the critical value 0,05. Runs test for DER Runs above and below K = 0,0000843174 The observed number of runs = 1625 The expected number of runs = 1601,40 1613 observations above K; 1588 below P-value = 0,404
As shown in graph 18, the distribution of DER is highly symmetric (skewness= -0,06052, very close to zero), leptokurtic (kurtosis=3,97716>3), with mean almost zero (m=0,000084)and very small variance(s 2 =0,000065).
Graph 18: Histogram and distribution characteristics for DER
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