Let G = (V, E) be a connected finite graph. In this short paper, we reinvestigate the Kazdan-Warner equation ∆u = c − he 
Introduction
It is well known that the following equation
gives a description of the conformal deformation of the smooth metric g on a 2-dimensional closed Riemannian manifold (M, g). Kazdan and Warner had given satisfying characterizations to the solvability of the above equation.
Grigor'yan, Lin and Yang [5] first studied the corresponding equation on a connected finite graph G = (V, E), where V is the vertex set and E is the edge set. Denote C(V ) as the set of real functions on V . The discrete graph Laplacian ∆ : C(V ) → C(V ) is
for f ∈ C(V ) and i ∈ V , where µ : V → (0, +∞) is a fixed vertex measure, and ω : E → (0, +∞) is a fixed symmetric edge measure on G. Grigor'yan, Lin and Yang [5] considered
where c ∈ R, and h ∈ C(V ). For any f ∈ C(V ), denote f as the average value of f with respect to the measure µ. Let us summarize the results of Grigor'yan, Lin and Yang [5] .
• c = 0 case. Assume h ≡ 0, then the equation (1.1) has a solution if and only if h changes sign and h < 0.
• c > 0 case. The equation (1.1) has a solution if and only if h is positive somewhere.
• c < 0 case. If (1.1) has a solution, then h < 0. On the contrary, if h < 0, then there exists a constant −∞ ≤ c − (h) < 0 depending only on h such that (1.1) has a solution for any c ∈ (c − (h), 0), but has no solution for any c < c − (h). Moreover, if h ≤ 0 and h ≡ 0, then c − (h) = −∞ and hence (1.1) always has a solution.
In the following we shall call the equation (1.1) "Kazdan-Warner equation" (on graph). One can see from Grigor'yan, Lin and Yang's results, when c is nonnegative, the solvability of (1.1) has been understood completely. However, in the case when c is negative, one still needs to know:
Can one solve the Kazdan-Warner's equation (1.1) when c = c − (h)?
The main purpose of this paper is to answer the above question. We prove In the following of this paper, we prove Theorem 1.1 by using variational principles and the method of upper and lower solutions. We follow the approach pioneered by Chen and Li [1] , and Kazdan and Warner [4] . 
Proof. Using e x − 1 ≥ x for any x ∈ R, we have e u i −u j − 1 ≥ u i − u j and further
Then for each i ∈ V , it follows
Theorem 2.1 in [3] tells us that the operator −(∆ + c) −1 preserves order. Hence we obtain ϕ ≥ e −u .
Proof. Note the unique solution ϕ depends on c. One can get the conclusion easily by orthogonally diagonalization method. In the following of this paper, we assume −∞ < c − (h) < 0. This is equivalent to say h < 0 and there is a i ∈ V , such that h i > 0. We shall prove the Kazdan-Warner equation For any f ∈ C(V ), we define an integral of f over V with respect to the vertex weight µ by
Similarly, for any function g defined on the edge set E, we define an integral of g over E with respect to the edge weight ω by
Now we choose a sequence of numbers c k such that
The main idea for the final proof is to find a solution u k to the following equation
such that all u k are uniformly bounded. Therefore we can choose a subsequence of u k that tends to someû ∈ C(V ). Taking limit in the above equation (2.2), we show thatû is a solution to the Kazdan-Warner equation (1.1). The main difficulty is to choose such u k . We shall prove the existence of such u k by the following four steps.
Step 1. Find a real number A, which is a sub solution to (2.2) for any k. In fact, for any A satisfying A < ln h −1 m sup k c k , where h m < 0 is the minimum value of h, there holds ∆A − c k + he A > 0.
Step 2. Find a ψ k , which is a supper solution to (2.2) for any k.
In fact, for each k, fix a c k with 0 > c k > c k > c − (h). By Grigor'yan, Lin and Yang's results, the equation ∆u = c k − he u has at least a solution ψ k , that is,
that is, ψ k is a super solution to the equation (2.2).
Proposition 2.5. For each k, we have A < ψ k .
Proof. Fix k. Since the graph G is finite, we may choose a vertex i ∈ V , such that ψ k i = min j∈V ψ k j . We just need to prove A < ψ k i . It's easy to see ∆ψ k i ≥ 0. By
we see h i < 0. Further note
we obtain
Step 3. Find a u k for each k, such that A < u k < ψ k , u k is a solution to the equation (2.2), and u k minimize the following functional
Since {f : A ≤ f ≤ ψ k } is a compact set of a finite dimensional vector space, I k (f ) attains its minimum at some u k ∈ {f : A ≤ f ≤ ψ k }. We first show that
Hence ∆u
However, ∆u
which is a contradiction. Therefore we obtain A < u k . Similarly, if
However,
which is a contradiction. Hence we obtain u k < ψ k . Then we show u k is a solution to the equation (2.2). In fact, calculate the Euler-Lagrange equation of I k (f ) at u k , we obtain
which implies that u k is a solution to the equation (2.2). Thus we finish this step.
Step 4. We show all u k are uniformly bounded. We just need to show all u k are uniformly bounded above. By the assumption of c − (h) > −∞, there exists at least one vertex i ∈ V such that h i > 0. Since u k is the minimum point of I k , then
This leads to e
which implies that all A ≤ u k i ≤ C h,G are bounded above by some universal constant C h,G depending only on the information of G and h. Now by
it's easy to see that for every vertex j with j ∼ i, u k j is bounded above by some universal constant C h,A,G . Since the graph G is finite and connected, we derive A ≤ u k j ≤ C h,A,G for all j ∈ V and all k ∈ N by induction.
Since all u k are uniformly bounded, we may choose a subsequence u kn , such that u kn →û as n → ∞. Let n → ∞ in the following equation
we obtain ∆û = c − (h) − heû.
