• the strength of the coupling between the components (minimal, uniform, maximal, asymmetric);
• the degree of specialization of the teams on certain components (see below);
• the scheduling strategy (all possible list policies and the optimal policy).
This procedure yields a set of more than 80 different sample projects, plus 25 different scheduling policies. The optimal policy for some project setting is computed using a particular dynamic programming algorithm, called value iteration. To evaluate the performance of the various policies, we simulate a large number of project paths (trajectories) for each possible combination of sample project and scheduling policy. We have already seen in [SPIP 2002 ] that list policies are a good starting point for analyzing scheduling decisions in our model. In this paper, we proceed along similar lines, but in addition analyze the behavior of the optimal policy.
Role of simulation.
Process simulation is a key technique in this study. We use simulation extensively to evaluate the scheduling policies under different project settings. For each policy (including the optimal policy) and setting, we simulate 10,000 full project trajectories. We observe the project cost for each trajectory and use the corresponding frequency table and mean value as an approximation of the true cost distribution and expected cost of the policy. For a given setting, we use the simulation results to determine the best list policy. We then compare the performance of the best list policy against the optimal policy. In future studies, process simulation will be indispensable for analyzing the behavior of policies in detail, most notably, the scheduling decisions made by an optimal policy. Even our small examples have up to several hundred thousand states, and the optimal policy stores an optimal action for each state. Hence, it is hard to see from the state-action table how the policy actually behaves. In such cases, simulation quickly provides valuable summary information about a policy since we can easily collect data such as the actual task assignments and cost for each component while simulating a project trajectory.
Results. For first results, please refer to section 4 (analysis of simulation results) and section 5 (conclusions).
Previous PROSIM work. This paper is a continuation of work which was also presented at PROSIM 2000 and PROSIM 2003. As compared to our previous work, we now provide a whole set of related sample projects, compute the optimal policy for each example, compare the performance of the best list policy against the optimal policy, and study the impact of important project factors on the project cost and scheduling decisions.
Input Data for the Sample Project
Components. The sample project has 4 components (A, B, C, and D) of varying complexity and risk-level. Differences between the components with respect to their complexity and risk-level are modelled in the following way:
• The probability distributions for the net development times of the components have different means and variances. The expected net effort for A and B is smaller than for C and D. The distributions for C and D have a higher variance than the distributions for A and B.
• The probability that design problems will originate from a component varies from component to component. The risk is lowest for component A and highest for component D.
According to their complexity and risk-level, the components are ranked A < B < C < D. Note that for a project with 4 components there are 4! = 24 different list policies, denoted as ABCD, ABDC, …. DCBA.
Teams. The project has 2 teams (One and Two). The teams work simultaneously on the project. A team may be specialized on different components. Specialization is expressed in this simulation study by using base distributions as input which have a smaller mean as compared to non-specialized teams, see below.
Base Probabilities. The base probabilities for component A consist of two parts: The probabilities P(D i A (t)) specify how likely it is that team i will finish component A after t time units, and are taken from a binomial distribution (with parameters n=2 and p=0.5). The binomial distribution has been shifted to the right by 3 units and then scaled by a factor of 0.9 to model that there is a 10 percent risk that a redesign will originate from component A during development. The probabilities P(E i A (t)) specify that there is a 5 percent chance that team i will report a design problem (and hence trigger a redesign) after 3, respectively, 4 time units while working on component A. Without specialization (see below), team One and Two have the same base probability distributions for component A. Rework. For each component, there also is a probability distribution for the rework time required if the component is affected by a design change. For components A and B, the rework time will always be one time unit. For components C and D, one and two time units occur with equal probability. To code if and how teams are specialized on certain components, we use a 4-digit notation (one digit for each component). A 0 means no specialization, a 1 means that team One is specialized on the component, and a 2 means that team Two is specialized on the component. For example, the case of no specialization at all is coded as 0000; the case of team One being specialized on C, the other team being specialized on D, and no team being specialized on A or B, is coded as 0012.
Specialization. If a team is
For any given component, we use the same base distributions for team Two as for team One, except when one team is specialized on that component and the other team is not. Therefore, the case 1122 has the same input data and dynamics as 2211; only the roles of the two teams are switched. Hence, we need to study only half of the theoretically possible specialization codings in our simulations. In this study, there is at most one specialized team for each component. Having two specialized teams for the same component doesn't make much sense for this study since then there would be no performance difference for that component between the two teams which could be exploited by clever scheduling. In addition, we focus on having 0, 2, or 4 cases of specialization; the other cases (having 1 and 3 components with specialized teams) are left for future study.
Coupling. The stronger the coupling between the components A through D is the more likely it is that design problems which originate in one component will propagate to other components and lead to rework there (ripple effects). The strength of the coupling between the components is measured by the dependency degrees α(K,X) where K and X are sets of components. For example, α({B},{A,B,D}) is defined as the probability that changes in the design will extend exactly over the components A, B, and D given that the redesign was triggered by component B.
In this study, we vary the strength of the coupling by using four different sets of dependency degrees:
• Minimal coupling means that only those components in which a design problem occurs will have to be reworked, but no other components. With minimal coupling, tasks are being worked on independently of each other. This is the best-case scenario with no feedback between different tasks.
• Maximal coupling means that always all components will have to be reworked in case of a redesign, no matter in which component a design problem occurs. This is the worst-case scenario with maximal feedback between different tasks.
• Uniform coupling assumes no prior knowledge about the coupling between the components. Each set of components bears the same risk of being affected by rework in case of a redesign, no matter in which component a design problem arises.
• Asymmetric coupling assumes strong coupling between certain pairs of components (C and D, A and C, B and D) and weak coupling otherwise; see [SPIP 2002 ] (section 3.3) for the specific values of the dependency degrees.
Optimization and Simulations
The simulations in this study are based on a re-implementation of the stochastic process model presented at [PROSIM 2003 ]. The new implementation is written in C# under .NET instead of the ModL language coming with the simulation environment EXTEND. The C# code is much faster, of course. In addition, we have implemented an algorithm to compute an optimal scheduling policy in our model for each given set of input data. The algorithm is exact up to the precision of the floating point arithmetic. The algorithm implements value iteration [Bertsekas 1995 , Ross 1983 but also takes advantage of the fact that our software process MDP has no cycles. This yields a faster algorithm which combines value iteration with depth-first search for accessible states. For each set of dependency degrees (minimal, uniform, maximal, and asymmetric) and each team specialization coding (0000 through 2221) we carried out the following steps:
• compute the optimal policy;
• simulate all 24 possible list policies;
• simulate the optimal policy.
During optimization, we recorded the CPU time required for computing the optimal policy, the number of different states of the MDP, and the expected project cost under the optimal policy -this is also called the optimal cost. In the simulations, we ran 10,000 full project trajectories for each policy and recorded the simulated cost distribution and corresponding mean cost. A comparison of the optimal cost against the simulated mean cost for the optimal policy showed that 10,000 simulation runs were enough to get a reliable picture for our sample project. In general, the effort for computing an optimal strategy grows exponentially with the number of different states of an MDP. Hence, exact optimization is feasible only if the instance under study is not too large. The computations were carried out on a Pentium III processor with 700 MHz clock rate and 256 MB of main memory.
Analysis of Simulation Results
Optimal cost. Recall that the optimal cost is defined as the expected cost of the optimal policy. Figure 1 shows the optimal cost for all combinations of team specialization and coupling strength that we studied for the sample project. The stronger the coupling between the components, the higher is the optimal cost. This is as expected, because the risk of change propagation and rework increases with the strength of the coupling. The optimal cost is highest if none of the teams are specialized, see the bars for specialization coding 0000. The optimal cost in general is lowest if for each component there is a team which is specialized on that component, see, for example, the bars for specialization coding 1212. Again, this is as expected, because specialized teams have a shorter expected net development time for the components than non-specialized teams. Figure 2 shows the relative performance advantage of the optimal policy over the best list policy for various project settings. For the optimal policy, we used the exact expected cost computed during optimization; for the best list policy, we used the simulated mean cost. We analyze the figure in the following subsections.
The remainder of this section is organized along the dimension "degree of specialization." We shall call the components A and B "small" because they have a shorter expected net development time than the "large" components C and D, independent of which teams is assigned to work on them. No specialization of teams. This setting refers to specialization coding 0000. In this case, the list policies fall into two broad categories, depending on whether a policy manages to achieve a balanced assignment (one large and one small component assigned to each team) or not. In the balanced case, the simulated project cost comes close to the optimal cost, no matter how strong the coupling between the components is. As a consequence, without specialization of teams the best list policy is close to optimal in the sample project. One specialized team for each component. These settings refer to the specialization codings 1111, 1212, 1221, 1222, 2122, 2211, 2212, and 2221 . In all these cases except 1111, there is a significant performance gap between the best list policy and the optimal policy, see Figure 2 . The advantage of the optimal policy ranges roughly between 2 and 5.5 percent. These percentages look small. One must bear in mind, though, that this is due to the small size of our sample project. Any policy will assign two of the four components as its first action; if a list policy mimics the optimal policy by choosing the same first scheduling action as the optimal policy, then there ain't too much what can go wrong when assigning the remaining two components in the sequel. Hence, we expect to see a greater advantage for the optimal policy in future studies of larger examples. We are currently analyzing why case 1111 behaves differently. Since one and the same team is specialized on all four components, but the other team is not specialized at all, this setting is probably more similar to setting 0000 than to the other settings with specialization.
The height of the bars in Figure 2 shows that the stronger the coupling between the components, the smaller is the improvement which dynamic scheduling can achieve over the best list policy. A possible explanation is that due to the increased process feedback and rework that comes with stronger coupling, the future behavior of the process is more and more unpredictable; thus, it is getting harder for the dynamic strategies to make better decisions than the list policies. The following table shows that the optimal cost is smallest if one of the teams is specialized on one large and one small component, whereas the other team is specialized on the remaining large and small component (cases 1221 and 1212). The optimal cost grows if the specialization is unbalanced, that is, if one of the teams is specialized on more components than the other team (see, for example, case 2212). The optimal cost also grows if one team is specialized on the large components and the other team on the small components (see, for example, case 2211). This observation is independent of the coupling strength. Specialized teams for two components only. These settings fall into three groups: The first group contains the cases 0011 and 0012, where the teams are specialized on the two large components; the second group holds the cases 0101, 0102, 0110, 0120,1001, 1002, 1010, and 1020, where the teams are specialized on one large and one small component; and the third group contains the cases 1100 and 1200, where the teams are specialized on the two small components. In all three groups, the best list policy always is close to optimal, see Figure 2 . We are currently analyzing the details, but it looks as if the best list policy can take advantage of the specialization the same way the optimal policy does. The following table shows the optimal cost in each group. The specializations complement each other if one team is specialized on one component and the other team on the other component, as opposed to one and the same team being specialized on both components. In all three groups, complementary specialization shows a lower optimal cost than non-complementary specialization (see, for example, setting 0101 versus 0102). The difference increases with the strength of the coupling. Suppose that the strength of the coupling is fixed. If we restrict the analysis to settings with complementary specialization, the optimal cost is smallest in the first group and largest in the third group (see, for example, setting 0012 versus 1200). In addition, the optimal cost shows little variation within the second group; the corresponding median lies between the optimal cost of the first and third group. Similar statements hold if we restrict the analysis to settings with non-complementary specialization (see, for example, setting 0011 versus 1100). Given our particular choice of the base probabilities, the expected net development time for both large and small components is about 50 percent shorter with a specialized team than with a non-specialized team. Therefore, it is better to have specialized teams for the large, expensive components than for the small ones.
coupling minimal uniform maximal asymmetric optimal cost of 0011 versus 0012
