Backward error analysis has become an important tool for understanding the long time behavior of numerical integration methods. This is true in particular for the integration of Hamiltonian systems where backward error analysis can be used to show that a symplectic method will conserve energy over exponentially long periods of time. Such results are typically based on two aspects of backward error analysis: (i) It can be shown that the modi ed vector elds have some qualitative properties which they share with the given problem and (ii) an estimate is given for the di erence between the best interpolating vector eld and the numerical method. These aspects have been investigated recently, for example, by Benettin & Giorgilli in 5], by Hairer in 16], and by Hairer & Lubich in 18]. In this paper we aim at providing a unifying framework and a simpli cation of the existing results and corresponding proofs. Our approach to backward error analysis is based on a simple recursive de nition of the modi ed vector elds that does not require explicit Taylor series expansion of the numerical method and the corresponding ow maps as in 5, 16, 18] . As an application we discuss the long time integration of chaotic Hamiltonian systems and the approximation of time averages along numerically computed trajectories.
Introduction
In this paper, we consider the relationship between solutions to a given system of ordinary di erential equations (vector elds) d dt x = Z(x); numerical approximations x n+1 = t (x n ) to them, and solutions to associated modi ed equations d dt x =X i (x; t) (i 1) :
The vector eldsX i ( t) are formulated in terms of an asymptotic expansion in the step-size t, i.e., are chosen such that the numerical solution can formally be interpreted, with increasing index i, as the more and more accurate solution of the modi ed equation. Previous papers on backward error analysis for di erential equations include those by Warming & Hyett 38 ], Griffiths & Sanz-Serna 12], Beyn 6 ], Feng 10 ], Fiedler & Scheurle 11] , and Sanz-Serna 31]. Another early reference to related ideas is Moser 24 ] who discusses the approximation of a symplectic map near an equilibrium by the ow map of a Hamiltonian vector eld.
More recently, general formulas for the computation of the modi ed vector eldsX i ( t) have been derived by Hairer 16 ], Calvo, Murua & Sanz-Serna 7], Benettin & Giorgilli 5] , and Reich 26] . In papers by Neishtadt 25 ], Benettin & Giorgilli 5] , and Hairer & Lubich 18] , the question of closeness of the numerical approximations and the solutions of the modi ed equations has been addressed. In particular, it has been shown in these papers that the di erence can be made exponentially small in the step-size t, i.e. jj t;Xi (x) ? t (x) jj c 1 t e ?c2= t ; (1.1) provided the vector eld Z and the numerical one step method t are real analytic 22]. Here c 1 ; c 2 > 0 are appropriate constants, t;Xi denotes the time-t-ow map of the vector eldX i , and the index i ( t) has been chosen such that the di erence is minimized.
Backward error analysis is of utmost importance for an understanding of the qualitative behavior of symplectic methods 32] for Hamiltonian problems. It has been shown by Hairer 16 ], Calvo, Murua & Sanz-Serna 7], Reich 26] , and Benettin & Giorgilli 5 ] that for symplectic discretizations, the modi ed vector eldsX i ( t) are Hamiltonian. For special cases see also the papers by Auerbach & Friedman 4] and Yoshida 39] . The Hamiltonian structure of the modi ed equations implies that a symplectic integrator will preserve the total energy over an exponentially long period of time 25, 23, 5, 18] . Similarly, the adiabatic invariant of a Hamiltonian system with rapidly rotating phase is also preserved over an exponentially long periods of time provided a symplectic method is used 29] .
The fact that symplectic methods lead to modi ed equations that are Hamiltonian is a special instance of the so called geometric properties of backward error analysis. By this we mean the following: If the vector eld Z belongs to a certain class of vector elds, like integral preserving or divergence-free vector elds, and the numerical approximation t also preserves the corresponding quantities, then the modi ed vector eldsX i ( t) will be in the same class as Z. Besides symplectic methods, special instances of these geometric aspects have been discussed before. See, for example, the papers by Reich 26 ], Hairer & Stoffer 20] and Gonzalez, Higham & Stuart 13] .
In this paper, we revisit backward error analysis by using a simple recursive scheme for the ]. This in turn allows for a simple characterization 1 of the geometric properties of the modi ed vector eldsX i ( t) and a rather simple proof for the exponentially small truncation error (1.1). Our approach is close to the one discussed by Benettin & Giorgilli 5] in the sense that we consider general one step methods 2 and that we use a \direct" approach 3 . However, di erent techniques are used and we will discuss this in more detail in x4. In x5, we consider the numerical integration of a \chaotic" Hamiltonian system by a symplectic method and discuss the approximation of time-averages along numerically computed trajectories. We assume that a Poincar e section 14] can be de ned and that the corresponding Poincar e section is uniformly hyperbolic. Backward error analysis and the shadowing lemma 33] will be used to show that a numerically computed trajectory stays close to an exact solution over exponentially long periods of time. This and the large deviation theorem 36] allow us to discuss the convergence of long time averages along numerically computed trajectories. Z : U R n ! R n and its discretization by a one step method 19] x n+1 = t (x n ) = x n + t (x n ; t) :
We assume that t : U R n ! R n is a smooth map and a method of order p 1, i.e. jj t;Z (x) ? t (x) jj = O ( t p+1 ) for all x 2 U.
As in described in the Introduction, we look for a family of vector eldsX( t) such that t;X( t) t or, equivalently, 1;X( t) t ; X( t) := tX( t) ; for all t su ciently small. Here 1;X denotes the time-one-ow map of the vector eld X( t). The family of modi ed vector elds X( t), t 0, is formally de ned in terms of an asymptotic expansion in the step-size t, i.e. X( t) = t X 1 + t 2 X 2 + t 3 X 3 + : : : The formally in nite sequence of vector elds f X i g i=1;::: ;1 can be obtained by Taylor series expansion of the one step method t , i.e. t = id + t 1 + t 2 2 + : : : ;
id(x) = x the identity map, and comparison of this series with the expansion of the time-one-ow map 1;X( t) in terms of t. The vector elds X i are chosen such that these two series coincide term by term. This is the general approach followed by Benetttin & Giorgilli 5] and Hairer 16] . The two papers di er in the way the Taylor series expansions are written down. But they lead to exactly the same sequence of vector elds f X i g i=1;::: ;1 . We obviously have X 1 = Z and X i = 0, i = 2; : : : ; p, for a method of order p.
We now give a recursive de nition of the modi ed vector eld X( t) that does not require an explicit
Taylor series expansion. This recursion was introduced by the author in the unpublished report 26].
First we formally introduce the \truncated" expansions X i ( t), i = 1; 2; : : : ; 1, by means of X i ( t) = i X j=1 t j X j :
We obviously have X i+1 ( t) := X i ( t) + t i+1 X i+1 : Let us assume that X i ( t) has been chosen such that the di erence between the time-one-ow map of X i ( t) and the numerical one step method t is O( t i+1 ). This suggests to consider the following recursion: X i+1 ( t) := X i ( t) + t i+1 X i+1 ; (2.4) Thus eqs. (2.4) and (2.5) recursively de ne the modi ed vector elds X i ( t), i = 1; : : : ; 1. The recursion is started with X 1 = tZ. The generated sequence f X i g i=1;::: ;1 is, of course, equivalent to the sequences obtained by using Taylor series expansions as described in 16, 5] .
Throughout this paper, we will exclusively work with the recusion (2.4){(2.5). In x3, it will be shown that this leads to a simple characterization of the geometric properties of the modi ed vector elds and, in x4, explicit estimates for the di erence between the time-one-ow map of the modi ed vector eld X i and the numerical method will be given. We like point out that these results can also be (and have been 16, 5, 18, 20, 13] ) derived using explicit Taylor series expansion of the ow map and the numerical method. However, we feel that the application of the recursion (2.4){(2.5) leads to a simpli cation in the presentation of these results. belongs to a linear subspace g of the Lie algebra of all smooth vector elds on R n . Let us assume furthermore that x n+1 = t (x n ) = x n + t (x n ; t) is a geometric integrator for this subspace g, i.e., t 2 G for all t 0 su ciently small. Then the perturbed vector elds X i ( t), i = 1; : : : ; 1, de ned through the recursion (2.4){(2.5) belong to g, i.e. X i ( t) 2 g : 2 Proof. The statement is certainly true for X 1 ( t) = t Z. Let us assume that it also holds for X i ( t), i.e., X i ( t) 2 g for all t 0 su ciently small. Since t (x) = x + t (x; t) 2 G 
2.
Let us discuss ve examples: Example 1. Consider the subspace g of all vector elds that preserve a particular rst integral F : R n ! R. In fact, this space is a subalgebra under the Lie bracket (3.6). In other words
and
To show this we di erentiate (3.7) w.r.t. x which gives X T @ xx F + @ x F @ x X = 0 :
The same procedure is applied to (3.8) . Using these identities and the de nition (3.6) in (3.9) yield the desired result. The corresponding subset G is given by the F-preserving di eomorphisms , i.e. Again we have T id G = g. Namely:
= div X(x); X := @ =0 . Thus, if the numerical method t is volume conserving, then the modi ed vector elds X i ( t), i = 1; : : : ; 1, are divergence-free. Again, the same result has been formulated by Gonzalez where H : P ! R is a smooth function. The corresponding subset G is given by the set of smooth di eomorphisms on P that preserve the Poisson bracket f:; :g 1]. Let be a family of maps in G with =0 = id. Then 0 = @ fF ; G g ? fF; Gg] =0 = fF; @ x G Xg + f@ x F X;Gg for all smooth functions F; G : P ! R, X := @ =0 . This is the condition for a vector eld X to be locally Hamiltonian. Since P is simply connected, the vector eld is also globally Hamiltonian 3].
If the discrete evolution (2.3) satis es t 2 G for all t > 0, then t is called a symplectic method and it follows from Theorem 1 that the modi ed vector elds X i ( t), i = 
4 Truncation Error of Backward Error Analysis
We like to derive an explicit estimate for the norm of the vector elds X i+1 and the di erence between the time-one-ow map 1;Xi( t) and the numerical approximation t , i = 1; : : : ; 1. To do so we assume from now on that the vector eld Z in (2.2) is real analytic. We also introduce the following notations: Let B r (x 0 ) C n denote the complex ball of radius r > 0 around x 0 2 R n and To nd an estimate for X i+1 , as de ned in (2.5), we need estimates for the mappings appearing on the right hand side of (2.5). We start with an estimate for the map t . We assume that the Poincar e return times t p (x), x 2 V, are bounded by some moderate constant K > 0.
We are interested in the solutions on a particular level set of constant energy. For simplicity, we take the level set M 0 . Then it is su cient to consider the \restricted" Poincar e map 0 which is de ned as the restriction of to
Thus we have reduced the study of the dynamical properties of the Hamiltonian system (5.18)-(5.19) on the energy shell M 0 to the study of the properties of the Poincar e map 0 . If 0 is an ergodic (mixing) map, then the Hamiltonian system is ergodic (mixing) on M 0 . Note that 0 is volume preserving, i.e. det @ x 0 (x) = 1.
From now on we assume that 0 is a uniformly hyperbolic map, i.e., for each x 2 D, the linearization @ x 0 (x) at x possesses strictly expanding and contracting directions only 14], 36].
The \stochastic" behavior of such a (deterministic) map has been investigated, for example, in 36]. Here we only point out the four main results:
There q n+1 = q n + (q n ) M ?1 p n+1 ; p n+1 = p n ? (q n ) r q V (q n ) ? (H(q n ; p n+1 ) ? e) r q (q n ) ; t n+1 = t n + (q n ) :
The method is explicit in the variable q. Unfortunately this implies that the method is only rst order in . However, the method is symplectic and, therefore, the Hamiltonian E = H(q; p) ? e] (q) is conserved to O( ) over exponentially long periods of time. A second-order symplectic discretization can be obtained by using the second-order Lobatto IIIa-b partitioned Runge-Kutta formula 34], i.e. p n+1=2 = p n ? 2 h (q n )r q V (q n ) ? H(q n ; p n+1=2 ) ? e]r q (q n ) i ; (5.29) q n+1 = q n + 2 (q n+1 ) + (q n )] M ?1 p n+1=2 ; (5.30) p n+1 = p n+1=2 ? 2 h (q n+1 )r q V (q n+1 ) ? H(q n+1 ; p n+1=2 ) ? e]r q (q n+1 ) i ; (5.31) t n+1 = t n + 2 (q n ) + (q n+1 )] : (5.32) The resulting scheme is implicit in (q).
This approach is applied to the anisotropic Kepler problem with a scaling function (q) = hAi n = 1 t n t n?1 hAi n?1 + t n A(q n )] :
The time average of r = p (q x ) 2 + (q y ) 2 (mean distance) was computed for four di erent initial conditions and the evolution of the corresponding time averages hri n can be found in Fig. 1(a) .
The di erent lengths of the time intervals are due to the fact that the same number of steps with step-size were taken which leads to di erent actual step-sizes t n . Within a tolerance of c = 0:04, these averages converge to the same value 1:33. In Fig. 1(b) , the total energy H, the angular momentum L, and the variation in the actual step-size t = r 2 can be found for a particular trajectory. We also plotted the intersections of the trajectory with the (q x ; p x ) plane in the (X 1 ; X 2 ) representation (5.24){(5.25). Theoretically, these points should ll the rectangle in a uniform way (the invariant meassure is the Lebesgue meassure). With one thousand points plotted, the uniform distribution is satis ed quite well.
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