Fish swarm image segmentation provides an easy to understand and analyze representation for behavior monitoring feature extraction and image information analysis, accurate and effective image segmentation is the basis of fish shoal monitoring. In this paper, algorithm of adaptive fast clustering for fish swarm color image segmentation was proposed by combining the fish swarm hypoxia image features and K-Means++ algorithm. In the RGB color space, the color information of the channel with the maximum average brightness is retained, the others compensation was zero, the generated new image replaced the original. The fish color library was constructed using the gray distribution statistics of the fish swarm targets and background. The pixel probability distribution value in each gray scale range of the normalized gray histogram of the newly generated image is calculated, and combine with the fish group target gray scale reference statistic, the clustering value is determined by two traversing. According to the reserved channel information, the corresponding cluster fish swarm color library is selected for color clustering. The clustering result is processed by threshold transformation to finally realize fish swarm image segmentation. Experiment showed that the average range of structural similarity of our algorithm was [0.93, 1], and the average range of peak signal-to-noise ratio was [44, 50], the running time of the algorithm in this paper is 56% shorter than K-Means ++ algorithm and 71% shorter than the fuzzy clustering algorithm when processing the same images, which could met the requirements of image segmentation quality and accuracy for fish behavior detection.
I. INTRODUCTION
Reasonable regulation of aquaculture water environment is crucial to the healthy growth of fish swarm [1] - [3] . It is one of the effective ways to accurately control the aquaculture water environment by effectively and accurately extracting fish targets and analyzing and identifying the relationship between behavior characteristics and environmental factors [4] - [6] .
In recent years, many scholars have done a lot of research on image clustering and image segmentation [7] - [11] . Image clustering is the clustering of a color image into several clusters in the image, and each cluster corresponds to the target in the image. An image can get several color classes through the color clustering of the image, and each color class may correspond to several consecutive color blocks in space. Image segmentation is to divide an image into several regions The associate editor coordinating the review of this manuscript and approving it for publication was Gangyi Jiang.
with the same characteristics. Especially under complex conditions, the hard clustering image segmentation based on K-Means and soft clustering based on fuzzy clustering is studied deeply in theory and practice [12] - [17] .
Hong et al. [18] determined the clustering number by the number of gray histogram peaks in the K-Means clustering process, and the fish image segmentation was realized by combining the mathematical morphology method. Guoqiang et al. [19] used Matlab clustering analysis tool, took the B plane of grouper image as input matrix, conducted clustering segmentation on it, and the extraction of complete grouper was realized from complex seawater background. Vij et al. [20] used watershed and K-Means segmentation technology to complete color image segmentation, which effectively reduced the occurrence of easy over-segmentation in watershed. Saha et al. [21] proposed a multi-focus image fusion algorithm based on source image edge information and K-Means segmentation, so that the segmentation VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ results have good sharpness and minimum fusion artifacts. Namburu et al. [22] introduced rough set and K-Means clustering to eliminate the influence of image noise on segmentation accuracy. Patil et al. [23] estimated the number of clusters using edge clustering to realize automatic segmentation of color images. Kazanskiy et al. [24] proposed image segmentation with complex hyperspectral method based on pixel spatial proximity, which combined support vector machine and K-Means++ to obtain high accuracy.
Arthur and Vassilvitskii [25] proposed a central-based clustering algorithm, which effectively ensured the distance between the initial clustering centers as far as possible and improved the accuracy. Condat [26] proposed a new method of data clustering and image segmentation. Firstly, k regions were fixed to reduce the operation cost of unnecessary. However, this method relied on the discretization of search space, and a limited number of candidates must be specified to determine k centroid. Zheng et al. [27] set the value of the image brightness component to a specific, and which used the equivalence relation between the threshold value and the connected domain number to conduct adaptive segmentation, avoiding the interactive input of K value. Classical fuzzy clustering assigns data to multiple clusters at different degrees of membership but irrelevant data are also allocated to some clusters that do not relate to them. Chowdhary et al. [28] bound possibilities method with fuzzy c-mean to resolve this issue after applying intuitionistic fuzzy histogram hyperbolically algorithm in initial preprocessing phase in the mammogram images. Dougherty et al. [29] proposed a core-based locally adaptive fuzzy C-Means and probability de-fuzzing classification method, which eliminated the influence of local intensity non-uniformity and noise and improved the accuracy of image segmentation and classification. Chowdhary and Acharjya [30] proposed hybrid possibilistic exponential fuzzy c-mean segmentation approach, exponential FCM intention functions are recalculated and that select data into the clusters. Which solves the wellknown fuzzy segmentations like fuzzy c-means (FCM) assign data to every cluster is not realistic in few circumstances. Li et al. [31] used multi-channel information and spatial information of fish image to segment, which overcame the problem that traditional Fuzzy C-Means clustering algorithm was sensitive to noise, so as to improve the robustness of the algorithm. Chowdhary and Acharjya et al. [32] proposed a novel intuitionistic possibilistic fuzzy c-mean algorithm, possibilistic fuzzy c-mean and intuitionistic fuzzy c-mean are hybridized to overcome the coincident cluster problem, reduces the noise and brings less sensitivity to an outlier. Wan et al. [33] proposed the fuzzy c-means (FCM) algorithm and its improved have been proven to be effective in image segmentation, but the methods are not adaptable to process fish swarm images owing to the intrinsic speckle noise. Fuzzy c-means clustering algorithm can determine which clustering category the current data are by assigning membership weight and calculating probability percentage [34] , [35] . The algorithm is of high complexity, which consumes a lot of computing resources and is especially sensitive to the noise of image segmentation [36] , [37] . The K-Means algorithm with a high complexity and is sensitive to noise and abnormal points [38] , [39] . In both soft clustering algorithm and hard clustering algorithm, the clustering value is determined manually, in addition, the algorithm has high complexity and low operating efficiency, making it difficult to meet the realtime segmentation of specific targets.
For the above reasons, we presented algorithm of adaptive fast clustering for fish swarm color Image segmentation. The algorithm flow chart is shown in the figure 1 below:
From the flow chart, firstly, channel separation is carried out on the original image. Through histogram analysis, the channel that contributes the most to the fish swarm target is selected. After color compensation of reserved channel image, a new image is obtained for subsequent segmentation. According to the pixel probability distribution values in each gray scale interval of the normalized histogram of the newly generated image and the benchmark probability statistics of fish swarm, the cluster value of clustering is screened out through two traversal. According to the reserved channel information, the established fish swarm color database is selected to complete the color clustering. The threshold transformation of clustering results is made to achieve the segmentation of fish swarm targets.
II. MATERIALS AND METHODS

A. IMAGE DATA ACQUISITION
The data came from the agricultural Internet of things engineering technology research center of China agricultural university. In this paper, we selected 60 crucian (5-7cm) with small individual and clustering habit were as experimental fish. Before data collection, crucian had been living in water for 2 months and had fully adapted to the cultivation environment. The size of the fish tank was 120 * 120 * 100cm, the water level was 70cm, and the indoor temperature was about 15 degrees. The device of image acquisition is HIKVI-SION camera, which was used for video image acquisition, with resolution of 1024 * 768 pixels, bit depth of 24 bits and 24 frames /s. The image acquisition dates used in this experiment are from February 26, 2019 to March 2, 2019, the camera saves an image everyone minute and collects a total of 7,200 images. The figure 2 is the diagram of the experimental device. In the figure, the dissolved oxygen content in the water is monitored by the Multi3420 sensor, the camera is used for image collection, and the results are transferred to the local computer via local area network for storage.
B. COLOR CLUSTERING SEGMENTATION ALGORITHM
K-Means++ is a center clustering algorithm. In the process of image clustering, clusters are composed of objects with close Euclidean space distance, and compact and independent are taken as the final goal. Suppose the group of pixels in the image is represented as follows: N is the total number of pixels. x i ∈ R 3 , It means that every sample element was a 3 dimensional vector. Randomly select k cluster center of mass, λ 1 , λ 2 · · · λ k ∈ R 3 , Without considering the spatial position of the points, the formula of d ij for the color similarity of two pixels can be calculated according to the principle of close color value, as follows:
Until the following formula is satisfied:
where, o i represents the nearest point between sample x i and k clustering centers. λ j is the guess for the sample center of the same class. After the end of clustering, each point is replaced by the center point of the cluster.
C. THE ESTABLISHMENT OF FISH COLOR LIBRARY
In order to analyze the influence of different channel on image brightness and contrast, we randomly selected 5000 fish images, conducted channel separation operation on them, and counted the average of gray distribution in different channels. In the Figure 3 , (a) represents the average normalized histogram of the gray-scale image of the R channel, (b) represents the average normalized histogram of G channel. Figure (c) represents the average normalized histogram of B channel. From the figure 2, we can refer to the brightness and contrast features of different channels intuitively. The peak position of the histogram indicates the overall brightness. If the image is brighter, the peak of the histogram appears in the right part of the histogram. If the image is dark, the peak of histogram is displayed in the left part makes dark details difficult to distinguish. If there is just a small non-zero value in the middle of the histogram, the contrast is low. If the distribution of nonzero values is very much and uniform, the image contrast is higher. It can be seen from figure (a) (b) (c) that the channel G is of high brightness, compared with the average brightness and contrast of channel R and channel B. G channel image contributes the most to fish target.
In the process of color clustering, it is necessary to build a corresponding color library based on the features of the target images. In this paper, the fish shoal color library L i , i = 0, 1, 2 is constructed according to the contribution of different channel images' brightness. The color library consists of three parts. L 0 is the fish swarm color library that only retains the brightness information of R channel image; L 1 is only retains the brightness information of G channel image; L 2 only retains the brightness information of B channel image. For example, when the average brightness of G channel image is the maximum, L 1 is constructed based on the G channel image. The grayscale value range in L 1 library is [0, 255], and the grayscale compensation of the remaining two channels is zero. Table 1 shows the color information in the L 1 library:
Where, R_P represents the grayscale values of R channel pixels, G_P represents the values of G channel, B_P represents the B channel.
D. K-MEANS ALGORITHM
K-means algorithm is a clustering algorithm based on partition, which has been widely used in image segmentation. The steps of the algorithm are as follows:
Step 1: K samples were randomly selected from the data set as the initial clustering center;
where, o 1 ,o 2 , . . . , o k represent randomly selected cluster center, O represents the set of cluster center.
Step 2: For each sample x i in the data set, the distance from it to K clustering centers is calculated and divided into the corresponding classes of the clustering center with the smallest distance;
Step 3: For each category o i , its clustering center is recalculated as follows:
where, the sample set is x, i = 1, 2....N , N is the total number of pixels.
Step 4: Repeat steps 2 and 3, until the cluster center is no longer changed.
E. FISH SWARM IMAGE SEGMENTATION ALGORITHM 1) FEATURE IMAGE GENERATION
In the RGB color space, the channel with the maximum average brightness in the three channel images is taken as the target channel, and the others with lower are compensated to zero, and the generated new image replaces the original. The three components of a color image are represented by vectors form:
Img(x, y) is the pixel value of any point, where (x, y) represents the position coordinates, R(x, y) is the brightness value at the (x, y) pixel point of R channel, G(x, y) represents the brightness value of G channel, B(x, y) represents the brightness at the (x, y) pixel point of B channel. In order to get the most obvious fish swarm feature image, channel separation is carried out for the three-color image, and the channel feature with the maximum average brightness is retained. The others are compensate to zero, and the generated feature image is represented by Seg(x, y).
where, Img(x, y) represents original images. M i is different compensation operations: M 0 means that the brightness information of the R channel will be retained and the others will be zero; M 1 means G channel will be retained and the remaining will be compensated to zero; M 2 means B channel will be retained and the others will be compensated to zero.
2) DETERMINATION OF CLUSTER VALUE OF FISH SWARM COLOR CLUSTERING K-Means++ algorithm can ensure the distance between clustering centers as far as possible, but cluster values are determined according to manual experience [25] . The larger the cluster value, the smaller the image segmentation, the higher the time complexity, and the larger number of irrelevant regions can be easily segmented. If the clustering value is too low, incomplete and over segmentation will occur. Choosing the right cluster number has a significant impact on the segmentation. The steps of cluster value selection algorithm in this paper are described as following:
Step 1: set the gray interval. Set the gray image of fish swarm after color compensation is Segray(x, y), where (x, y) is the spatial coordinate, including the grayscale of c 0 , c 1 · · · c 255 . In this paper, the images are divided into T gray intervals according to the gray level to form a new pixel space R , denoted as:
For each small grayscale interval, the number of pixels is:
where, R' is the new pixel space, || * || means the norm of the sum between the number of pixels in the grayscale interval of c i and c j , Segray(x, y, c i ) refers to the number of pixels whose gray value is c i , (x, y) is the spatial coordinate, r(c i , c j ) represents the total number of pixels between the grayscale interval of c i and c j .
Step 2: traverse the pixels and calculate the total number of pixels in each gray interval. Take any r t ∈ R and calculate the total number of pixels in the gray scale interval according to the above formula. Count the percentage of pixels of each gray interval in the total number of pixels, which is represented by p t , t = 1, 2, 3 · · · T .
In the formula, (x, y) is the spatial coordinates of pixels, r(c i , c j ) represents the total number of pixels in the c i and c j . N is the total number of pixels in the image, and t is a positive integer.
Step 3: Sort the pixel distribution probability values of each grayscale interval in step2. In order to select the grayscale interval distribution that has more influence on the target, the benchmark probability value is set as p 0 . By traversing the probability value of each pixel distribution, we can find the probability distribution value satisfying the following equation:
The pixel distribution satisfying the gray range of the above equation is very helpful for foreground segmentation. We consider the color information as a category. After traversing all, the cluster value K is determined as follows:
where, (x, y) is the spatial coordinate of pixel, (c i , c j ) represents the grayscale interval of c i and c j . N is the total number of pixels, and p 0 is the base probability value.
3) CLUSTERING SEGMENTATION FISH COLOR LIBRARY SELECTION
Through the brightness analysis of different channels of Img(x, y), different color compensation methods are adopted, and a new color compensation image Seg(x, y) is generated to replace the original image. M i represents different compensation operations, where i = 0, 1, 2.
If i = 0 represents the color compensation by M 0 operation, then the generated image will be color clustering by R library.
Seg(x, y) = Img(x, y) * M 0 (13) If i = 1 represents the color compensation by M 1 operation, and the generated images be color clustering by G library.
Seg(x, y) = Img(x, y) * M 1 (14) If i = 2 represents the color compensation by M 2 operation, the result will be color clustering by B library.
Seg(x, y) = Img(x, y) * M 2 (15) 
4) IMAGE COLOR CLUSTERING
According to the determined cluster value K and the fish swarm color library L i , i = 0, 1, 2. K-Means ++ algorithm is used to cluster images. A sample point is randomly selected from the cluster color library L i as an initial center of mass o 1 , and the remaining center of mass satisfies the following conditions: o x = l y ∈ L i , x = 1, 2, · · · , K; y = 0, 1 · · · 255; i = 0, 1, 2
Calculate the distance between each sample point in L i and o 1 , the probability as follows:
D(L i ) is the distance from each sample point to the nearest center. Select the point with the highest probability as the next initial center of mass. Repeat this step until K initial centers are selected. The sample point is l y in the color library.
III. EXPERIMENTAL RESULTS AND DISCUSSION
In the experiment, the experimental platform is desktop, Intel(R)Core(TM)i7-6700 CPU@3.40GHZ 3.41GHZ,8GB. The experimental environment is windows10, Matlab and Python.
A. EVALUTION OF EXPERIMENTAL SEGMENTATION EFFECT 1) SEGMENTATION RESULTS UNDER DIFFERENT ENVIRONMENTS
In the culture process, the increase of the floating impurities, the color of water and the change of illumination will bring more noise interference, which will challenge the VOLUME 7, 2019 image segmentation of fish schools. In order to verify the robustness of the algorithm to the image segmentation of fish hypoxia, we randomly selected 100 fish hypoxia images in different environments for segmentation experiments. The segmentation result of some images is shown in figure 4 :
In different aquaculture environments, our algorithm could clearly segment the target from the image, and the result was complete and clear. It suggests that our algorithm is robust.
2) COMPARISON OF DIFFERENT ALGORITHMS
In order to verify the segmentation effect of the proposed algorithm, we used a representative fuzzy clustering algorithm (FCM) and the traditional K-Means++ algorithm for comparison experiments. 100 images collected were segmented by our algorithm and others, and the results were used as the basis for later comparative analysis. Figure 5 presents the results of different segmentation algorithm. In the figure, (a) is the original image, (b) is the image by using our algorithm, (c) is the segmentation result of K-Means ++ algorithm, (d) is the segmentation image of FCM algorithm. It can see from the results of (c) are fuzzy and incomplete, with poor edge sensitivity and insignificant boundary segmentation. The segmentation in (d) show over-segmentation of the reflective region, a lot of inappropriate and excessive segmentation cannot meet the actual requirements well. It can be seen from the results of (b) that the boundary between the target and the background is bright and the segmentation is complete. Compared with the other algorithm, we achieved effective and accurate segmentation of images.
B. EVALUATION OF ALGORITHM SEGMENTATION 1) STRUCTURAL SIMILARITY
The structural similarity (SSIM) reflects the similarity between the segmentation and the standard image, the value range is [0, 1], the larger the value, the higher the similarity between the segmentation effect and the reference image, the higher the segmentation precision, and the better the effect. Where, the reference image is a binary target segmentation image that is manually calibrated by agricultural experts. When the value is 1, indicating that the segmentation effect is exactly the same as the reference image. This index can measure the distortion degree of the image structure and has certain universality.
In the formula, sigma σ fg is the covariance of f and g, which is the measurement of the structural information of image structure attribute. MN is the total number of pixels. σ f and σ g are standard deviations of f and g respectively. Where, (f , g) is the structural similarity value between f and g.
In order to analyze the segmentation performance of different segmentation methods for a given image, this paper presented the structural similarity values of 300 images obtained by different algorithms. It can be seen from the figure 6 that the average range of structural similarity of the algorithm in this paper [0.93, 1]. Compared with others, our algorithm has the highest accuracy, which indicated that the quality of segmentation image was high.
2) PEAK SIGNAL-TO-NOISE RATIO
Peak signal to noise ratio (PSNR) is an error sensitive image quality evaluation, the value range is [0,100]. The higher value, less distortion and the higher quality. The specific calculation formula is as follows:
where, g(i, j) is the gray value of the standard at the coordinate of (i, j), f(i, j) is the gray value of the segmented image at the coordinate of (i, j), MN is the image size, and A is the total gray level. In order to analyze the performance of different algorithms in a given image, this paper statistics the peak signal-tonoise ratio obtained by using different methods to segment 300 images, as showed in figure. 7. It can be seen from the figure that the average range of peak signal-to-noise ratio of the proposed algorithm was [44-50], which was significantly higher than FCM and K-Means++ algorithm. It indicated that our algorithm had higher reliability and better effect.
3) ANALYSIS OF ALGORITHM RUNNING EFFICIENCY
In order to further analyze the segmentation efficiency of different algorithms, 300 fish shoal images collected were randomly divided into three groups. Each group of 100 images for segmentation experiment, all images are 1024 * 768. The average segmentation time of the three different algorithms is shown in the table below: In the table 2, the running time of the algorithm in this paper is 56% shorter than K-Means ++ algorithm and 71% shorter than the fuzzy clustering algorithm when processing the same images. Therefore, the running time complexity of our algorithm is less than the traditional algorithm, and the segmentation efficiency is improved.
The following table compares the time and space complexity of our algorithm and the traditional K-Means ++ algorithm.
In the table 3, K is cluster value, M is the number of fields of each element, N is the number of pixel points in each channel image, I is the number of iterations. After K is selected as the cluster value, I iteration is set, then the time complexity of traversing N pixel points in a single channel is I * N * K * M, and the space complexity is N * M. Therefore, when all three channels are traversed, the time complexity and space complexity are respectively: I * N * K * M * 3 and N * M * 3. Therefore, the time complexity and space complexity of our algorithm is improved compared with the traditional k-means ++ algorithm.
4) ANALYSIS OF ALGORITHM SEGMENTATION ACCURACY
In order to accurately evaluate the segmentation accuracy of the algorithm, 100 images are randomly selected for segmentation, and the segmentation results of the image are compared with the standard reference images marked by agricultural experts. The average accuracy, over-segmentation rate and under-segmentation rate of image segmentation of the three algorithms are statistically analyzed. The results are shown in the following table: In table 4, Acc_Seg represents the segmentation accuracy, Over_Seg represents the over-segmentation rate, and Under_Seg is the under-segmentation rate. Acc_Seg refers to the percentage of the area that is accurately divided to the real area in the reference image. The higher the ratio, the more accurate the segmentation; Over_Seg refers to the ratio of the pixel points of the segmentation result outside the reference image area; Under_Seg is the ratio of the pixel points in which the segmentation result is missing inside the reference image area. The above three indicators are calculated as follows:
where, R seg represents the reference area of the segmented image manually drawn by the expert. T seg represents the real area of the image obtained by algorithm segmentation. O seg is the number of pixels that should not be included in the segmentation result, but actually the number of pixels in the segmentation result. U seg is the number of pixels that should be included in the segmentation result, but the number of pixels that are actually not in the segmentation result.
|R seg − T seg | is the number of pixels that are incorrectly split. It can be seen from the table that the algorithm has a lower over-segmentation rate and higher accuracy than the comparison algorithm. Among them, under the same conditions, the over-segmentation rate of the proposed algorithm is only 26.54% and 11.11% of the K-Means++ algorithm and the FCM algorithm, respectively, showing better segmentation performance. Therefore, our algorithm for fish image segmentation has good versatility and effectiveness, is a practical and promising algorithm of image segmentation.
C. PARAMETER SELECTION OF ALGORITHM 1) GRAY INTERVAL NUMBER SELECTION
Gray distribution of the target image has continuity, and the change of pixel gray value between adjacent valleys of the gray histogram has continuity, so that the number of valleys in the normalized histogram is more suitable as the number of the gray interval. In this paper, the number of valleys of normalized histogram was regarded as the number of gray scale interval. Experiment show that the number of gray interval determined by the algorithm not only guarantees that each gray interval had enough pixel points, but also reduced the impact of external environment noise on the segmentation target and improved the accuracy of segmentation. 
2) DETERMINATION METHOD OF BASE PROBABILITY VALUE
The gray interval was divided according to the number of valleys in the gray histogram of each image, and calculates the probability distribution of the number of pixels in each gray interval respectively. The statistical formula is as follows:
In the formula, (x,y) is the spatial coordinates of pixels, r(c i , c j ) represents the total number of pixels in the grayscale interval of c i and c j . N represents the total number of pixels in the image, and t is a positive integer. To determine the basic probability p 0 in the clustering process, we counted 1000 images and calculated the average IOU of segmentation results under different benchmark probability values. IOU is a measure of image segmentation performance. Given a set of images, IOU measures the similarity between the segmentation region and the real region of the objects existing in the set of images, and is defined by the following equation:
where, IOU represents the intersection and union ratio of segmented and reference image that is a binary target segmentation image manually calibrated by agricultural experts. SR and GT represent segmentation result and reference image respectively.
In the field of image segmentation, if the results are completely consistent with the original image, then the IOU is 1. The higher the IOU, the higher the segmentation accuracy is considered. Table 5 was the average IOU values of 1000 images under different benchmark probabilities. As shown in table 3, when p 0 < 0.01, as the value of p 0 decreases, the average IOU values decrease, when p 0 > 0.01, as the p 0 increases, the average IOU values decrease, when p 0 = 0.01, the average IOU values reaches about 95%, which can meet the requirements of image segmentation. Therefore, this paper adopts the base probability value of 0.01.
In table 5, P 0 represents benchmark probability, R_IOU represents the average IOU value of image segmentation results retaining R channel information, G_IOU represents the average IOU value of image segmentation results retaining G channel information, B_IOU represents the average IOU value of image segmentation results retaining B channel information.
3) CLUSTER VALUE DETERMINATION ANALYSIS
In order to verify the validity of the method to determine K. The artificial trial was compared with the method in this paper to determine K, and the segmentation experiment was carried out for 500 images. In the process of manually determining the cluster value, when the IOU between the result and the reference image reaches the maximum, record the number of K value. The K is output and saved when using our algorithm. The reference image is a binary target segmentation image manually calibrated by agricultural experts.
It can be seen from the table 6 that the cluster values determined in this paper were consistent with the results determined by manual. This showed that the cluster value determination algorithm in this paper is effective.
IV. CONCLUSION
Based on K-Means++ algorithm, this paper presented algorithm of adaptive fast clustering for fish swarm color Image segmentation. The main conclusions were as follows:
1) Through channel color compensation, a new image was generated to replace the original and reduced a large number of complex noise. 2) Aiming at the features of color clustering and fish hypoxia images, an independent fish cluster color library is constructed by using the gray distribution statistics of fish swarm and background target. Which reduced the time of clustering and improved the efficiency.
3) The clustering value was determined adaptively through the valley number of normalized histogram, so as to avoid the inefficiency and invalid segmentation brought by artificial experience. 4) The average range of structural similarity of our algorithm was [0.93, 1], and the average range of peak signal-to-noise ratio was [44] [45] [46] [47] [48] [49] [50] . Compared with the other methods, the quality and accuracy were significantly improved. 5) Experiment showed that the running time of the algorithm in this paper is 56% shorter than K-Means ++ algorithm and 71% shorter than the fuzzy clustering algorithm when processing the same images. In our algorithm, the color information of the fish swarm was retained to the maximum extent. Although the method eliminated a lot of irrelevant noise, it also caused a loss to the pixel information.
