We explore a state-of-art architecture based on convolutional recurrent networks, designed to ingest and extract information of a sequence of satellite images, for large area LULC classification in the Brazilian Amazon biome. We fine-tune and evaluate it according to multiple combinations between MODIS archives at 250 m for a single year, providing surface reflectance time series data and derived indices, and external environmental data. Qualitative and quantitative differences between the trained models were evident according the input features assessed. The combination of surface reflectance and auxiliary data yield slightly better performance than only using surface reflectance data. In specific, the auxiliary data contributed to the accuracy of Mixed Forest, Savanna, Grassland and Cropland. In contrast, the arrangement including derived indices showed lower performance and therefore they negatively contribute to the classification task in the area of study.
INTRODUCTION
Among existing large area land cover and land use (LULC) mapping, the Brazilian Amazon (BA) in South America has received a wide attention due to its special relevance for biodiversity, global nutrient cycles, and climate change. Initiatives such as the Program for the Estimation of Deforestation in the Brazilian Amazon (PRODES), Real Time Deforestation Monitoring System (DETER), Terraclass and MapBiomas have exploited the availability of EO records and supervised learning machine learning (ML) methods to turn them into valuable information for decision making in BA [1] A new perspective of data-driven methods for remote sensing classification has been opened by deep learning (DL). In contrast to common ML, such as the used by the Brazilian Amazon LULC initiatives, DL methods learn the often difficult task of feature extraction purely from a large quantity of provided data points. This is accomplished by hierarchically stacked layers that each extract a increasingly high-level representation of the scene [2] .
Thanks to the progress in computer resources, the EO community have recently started exploiting models based on Recurrent Neural Networks (RNNs) for LULC classification [3] . The time is naturally modelled by RNNs and therefore they are well-suited to exploit EO time series. In contrast to other common DL-techniques applied to LULC classification such as Convolutional Neural Networks (CNNs), RNNsbased models have obtained in most of the cases higher performance which might be attributed to the additional information provided by the time dimension [4] . Moreover, evidences exist about the potential of these models to handle cloud observations within the learning process [3] .
In this work, we investigated the feasibility of an end-toend sequential recurrent encoders model based on convolutional variants of RNNs for the task of LULC mapping in the Brazilian Amazon using MODIS surface reflectance imagery and noise labels obtained from existing multitemporal LULC maps available at 500 m. The assessment includes a set of experiments comparing different arrangements of input features -including surface reflectance bands, derived indices and external environmental data and their impact on the classification performance.
STUDY AREA AND DATA

Study Area
The study area corresponds to the Brazilian Amazon biome, a large region covering approximately 4.1 million km 2 in South America.
Data
Reference Data
The LULC ground truth labels were obtained from the MODIS land cover product (MCD12Q1). For this study, the MCD12Q1 International Geosphere-Biosphere Program (IGBP) classification scheme, which classifies pixel into one of 17 classes was used. We worked with the most recent Collection 6 MCD12Q1 product, which covers the years 2001-2016 at a spatial resolution of 500 m.
We aimed to reduce label noise by identifying reliable pixels. These pixels consisted of those with unchanged land cover during a given time period. For instance, reliable pixels of 2009 consisted of those unchanged from MODIS LULC maps between 2008, 2009 and 2010 ( Figure 1 ).
Satellite
The Moderate resolution Imaging Spectroradiometer (MODIS) data were used as source of satellite imagery. The input data derived from MODIS imagery were:
• Spectral reflectance: Images of two MODIS 8-day composite surface reflectance products, MOD09A1 and MOD09Q1, at a spatial resolution of 250 m and 500 m, respectively for 2009 were obtained from Google Earth Engine (GEE). MOD09Q1 provides surface reflectance in two bands, red and Near-Infrared (NIR). MOD09A1 also includes these bands plus five bands (blue, green, Short-Wave Infrared 1 (SWIR1), SWIR2, SWIR3). The spectral information of both products were combined, excluding red and NIR bands of 500 m MOD09A1 product. All MODIS bands at 500 m were resampled using bilinear interpolation to 250 m to harmonize the raster data dimensions.
• Temporal information: Additional to the spectral information, the day-of-year of the individual observations was added as matrix to the input tensor. (NDWI), Normalized Difference Infrared Index with SWIR2 (NDII1) and Normalized Difference Infrared Index with SWIR3 (NDII2).
Auxiliary data
External auxiliary data of topography and climate were obtained from GEE. For topography, layers of elevation, aspect and slope were extracted from CGIAR SRTM Data Version 4 at a spatial resolution of 90m and then up-sampled to 250 m. For climate, the layers of annual mean temperature and annual precipitation from WordClim Bio Variables V1 dataset were extracted at a spatial resolution of 1km and down-sampled to 250 m.
Data partition
As input to the network architecture, the study area was subdivided into squared blocks of 384 pixels x 384 pixels of MODIS data at a spatial resolution of 250 m. The block size is multiples of a patch size of 24 x 24, which correspond to the size used to train the networks (Figure 2 ). To ensure dataset independence while maintaining similar class distributions, these blocks were then randomly assigned to partitions for network training, hyper-parameter validation and model evaluation in a ratio of 4:1:1.
According to the split ratio, for 2009 59.7, 15.0 and 15.0 millions of reliable pixels were used for training, validating and evaluating the network assessed.
METHODOLOGY
We oriented our implementation on a model design proposed by Rußwurm and Körner [3] . The essentials of this model are described in this Section.
Recurrent Neural Networks and variants
RNNs iteratively encode a sequence of T observations x = {x 0 , . . . , x T }. Since the data is processed sequentially, deeper representations are created through sequential updates h t ← x t , h t−1 with context information from the previous representation h t−1 . Hence, few stacked recurrent layers produce deep high-level representations for the classification task [5] . This recurrent networks design, however, struggles with learning long-term relationships due to vanishing and exploding gradients when back-propagating corrections though time. This has been addressed by additional cell gates, initially in Long Short-Term Memory (LSTM) networks and later in Gated Recurrent Units (GRU). These gates control the gradient flow through time and enable learning of long temporal relationships.
The initial formulation of RNNs was taylored towards temporal sequence processing. Here, trained weights are applied by matrix multiplication to the input x ∈ R d in a fullyconnected fashion. To process spatiotemporal data these matrix multiplications can been replaced by convolutions. With this, inputs x ∈ R w×h×d of given height h, width w and depth d can be processed and local pixel neighborhoods are considered. These spatiotemporal implementations are referred to as convolutional LSTM (ConvLSTM) or convolutional GRU (ConvGRU) throughout this work.
Sequential Recurrent Encoders for Multi-Temporal LULC classification
Inspired by the sequence-to-sequence learning, Rußwurm and Körner [3] 's proposed network use convolutional variants of gated recurrent layers to pass the input image sequence x = {x t , . . . , x T } of observations x ∈ R h×w×d at each observation time t. The index T denotes the maximum length of the sequence and d the input feature depth. To eliminate bias towards the last observations in the sequence, the data are passed to the encoder in both sequential (seq) and reversed (rev) order. Network weights are shared between both passes. When GRU cells are used, the output h seq 0 , h rev 0 ∈ R h×w×d is initialized with zeros. The concatenated final out-
are the representation of the entire sequence and are passed to a convolutional layer for classification. A second convolutional classification layer projects the sequence representation h T to softmax-normalized activation mapsŷ for n classes: h T ∈ R h×w×2r →ŷ ∈ R h×w×n . This layer is composed of a convolution with a kernel size of k class , followed by batch normalization and a rectified linear unit (ReLU) or leaky ReLU non-linear activation function. At each training step, the cross-entropy loss between the predicted activationsŷ and an one-hot representation of the ground truth labels y evaluates the prediction quality.
Tunable hyper-parameters are the number of recurrent cells r and the sizes of the convolutional kernel k rnn and the classification kernel k class . 
Network hyper-parameter optimization
The network was trained from the scratch and evaluated using GRU cells. A manual grid search was conducted for hyperparameter optimization. Values of three key parameters of the recurrent encoder-decoder architecture were studied: (i) the number of hidden units or cells (8, 16, 32, 64); (ii) number of layers (1, 2 and 3); and (iii) encoding scheme (unidirectional or bidirectional). Each parameters' combination was trained on a Tesla M60 GPU using a batch size of 8. We experimentally found that optimal results were obtained with higher number cells such as 64, a single layer and bidirectional setting.
Feature importance experiments
The model which returned optimal results was selected to conduct a feature importance investigation after training 100 epochs with a batch size of 32. Four feature combinations were evaluated according to the input data sets (described in Section 2.2): (i) Spectral reflectance, Temporal Information (SR + TI); (ii) Spectral reflectance, Temporal information, Spectral indices (SR + TI + SI); (iii) Spectral reflectance, Temporal Information, Auxiliary data (SR + TI + AUX); (iv) Spectral reflectance, Temporal information, Spectral indices, Auxiliary data (ALL).
To quantitatively evaluate the performance of different experiments, five metrics, namely overall accuracy (OA), Precision, Recall and F1-score, were computed over tiles of 384 pixels from the evaluation dataset for 2009.
RESULTS AND DISCUSSION
Quantitative Evaluation
The summary of the results of different combinations of input features is reported in Table 1 . In overall, the auxiliary data and extracted index measures can contribute positively and negatively, respectively to the LULC classification.
Due to the Kappa metric showed the highest difference between the experiments, this metric was computed by LULC class and illustrated in Figure 3 . In overall, frequent classes (e.g. Evergreen broadleaf forest, Savannas, Grasslands, Croplands and Water) were in general more confidently classified than less frequent classes (e.g. Deciduous broadleaf forest, Woody Savannas, Permanent Wetlands and Urban and builtup). It is important to note experiments including only surface reflectance, temporal information with or without auxiliary data showed good performance in less frequent classes in comparison to the remaining experiments including surface indices. In specific, the auxiliary data slightly contribute to the accuracy of Mixed Forest, Savanna, Grassland.
Qualitative Evaluation
Classification maps over five evaluation blocks of 384 px distributed across the study area obtained from the feature input experiments are depicted in Figure 4 .
For most of these blocks, the experiments with spectral reflectance, temporal information, and with or without auxiliary data yield classification maps that approximate better to the ground-truth maps. Whilst the spatial representation of these experiments achieved good results, certain classes such as Permanent Wetland and Woody Savanna (see Examples C, D and E in Figure 4 ) are likely to be confused with surrounding dominant classes such as Evergreen broadleaf forest and Grassland. The confusion of these vegetation types are commonly reported in the remote sensing literature. Wetlands represent complex land cover units characterized by high intraand low inter-class variance, resulting in difficulties in their discrimination [6] . Regarding the confusion between Woody Savanna, Savanna and Grassland might be explained due to close ecological relationships between these land cover types, which are challenging to map at coarse resolutions such as the satellite images used within this work.
Despite of the few samples of Urban and built-up pixels, it is worth to note the experiments excluding spectral indices slightly captured the presence of a small urban centre. Fig. 4 : Qualitative results of the inference for 2009 by the trained convolutional GRU sequential encoder networks using different input features. The map insets correspond to five evaluation blocks distributed across the study area.
CONCLUSIONS
A end-to-end and state-of-art RNN-based architecture was trained for large area LULC classification in the Brazilian Amazon biome using MODIS satellite images and external data. We found the architecture achieve satisfactory results with average kappa values close to 0.87 with or without using auxiliary data.
