Determination of chromium in samples of water may be performed by GF-AAS that is capable of analyzing for very low concentrations in the range of micrograms per liter. Chromium belongs to the group of metals that are known to be toxic in high concentrations to humans, although it is also regarded as a nutrient, as an essential trace metal for humans. However, there is a risk of generating incorrect concentrations, if the general level of uncertainty of measurement were not established beforehand during the process of method validation. Determination of chromium in pure water is regarded as relatively uncomplicated but it is more difficult in saline solutions, owing to the influence of interferences. In the current investigations, interferences are disregarded with the aim of establishing all parameters that are required for the analytical laboratory to get a full overview of uncertainty of measurement and performance of the method itself. Guidelines of quality assurance recommend that the uncertainty of measurement should be calculated upon the basis of a single calibration line. However, recent investigations have indicated that uncertainties that were derived from pooled calibrations are more likely to be comparable to those found by repetitions of samples, which is beneficial to reliability and decision making.
Introduction
Most frequently, chromium is present in oxidation state +III in drinking water and spring water, but in wastewater from e.g. the electroplating industry, chromium may also occur in oxidation state +VI. It may also be found in welding dust in the working environment [1] as chromium particles (oxidation state 0). At low concentration, Cr3+ is to be regarded as an element essential to human health but it may be toxic at higher concentrations [2] . Therefore, should the level of chromium, as well as heavy-metal ions, be monitored and controlled. Chromium in all oxidations states may be determined by graphite-furnace atomic absorption spectrometry (GF-AAS) where only 10 to 20 g of sample is needed for each analysis. The technology of GF-AAS is known as a technology that can analyze elements in solution at the trace level of concentrations. Therefore, it is well suited for analysis of metallic elements in drinking water, waste water and production water. Thus, GF-AAS determines total chromium, and additional measures, such as extraction or chromatography, must be introduced, in order to perform a speciation [2, 3] . However, GF-AAS is also known to be susceptible to the influence of interferences that may give rise to various procedures for correction of results [4] . According to contemporary practice of analytical chemistry [5] , results of chromium analysis must be subject to quality control. Quality assurance is one of the key operations that is needed for making decisions, e.g. about proximity to accepted limits of concentrations in water, and uncertainty of measurement is the main parameter of interest [5] . The uncertainty of measurement may be calculated in many ways, some of which are rather complicated and labor intensive [5] , which deter many scientists from using it. Therefore, simplification is called for, and alternative methods of QA have been developed, in order to meet this demand [6] [7] [8] [9] . The present experiments were undertaken, as to demonstrate the difference between manufacturers' specifications, specifications in literature and specifications that were obtained under conditions of real analysis. Analysis by GF-AAS of Cr 3+ in 0.1 nitric acid that was prepared in distilled water, was performed with the aim of producing an overview of uncertainty of measurement under the best possible conditions of analysis. Accordingly, it is expected that any subsequent analysis of chromium in any type of sample will be associated with an uncertainty of measurement that exceeds those of the present investigation.
Results and Discussion
Two independent series of experiments were conducted with GF-AAS (Perkin Elmer Analyst 4100, hollow cathode lamp  = 357.9 nm) in one day and the measurements were repeated on another day. This operation was performed in order to estimate day-to-day variations and to obtain an uncertainty of measurement that was compatible with the concept of trueness. Thus, a total of four series of experiments were conducted. Standards of [Cr 3+ ] = 10, 25, 50, 75 and 100 g/L were prepared in 0.1 M nitric acid following guidelines of the GF-AAS apparatus for determination of chromium. The set of pooled data of all eight regression lines is shown in Fig. 1 where no outliers were rejected [9] . Earlier results with analysis of iron showed that the spread of data around the regression line was independent of concentration when a high number of data were recorded [10] . This is a special feature of GF-AAA that can only be demonstrated after a method of validation with many repetitions. It is difficult to extract from Fig. 1 the same trend, but this is ascribed to the relatively low number of data (N = 25) that were used to construct the calibration line ( Fig. 1) . Accordingly, the uncertainty depended weakly on concentration with an increase of 4.2.10-4 signal units per g/L. No uncertainty budget [5] was constructed because it was the aim of the present investigation to obtain correspondence between predicted uncertainty and observed uncertainty. Figure 1 . Pooled calibrations of determination of chromium by GF-AAS with data that were collected from two experiments repeated on separate days. The regression line was used to calculate uncertainty of measurement but it was not used to calculate concentrations. Concentrations were found from regression lines of individual experiments.
Limit of detection (LOD) and limit of quantitation (LOQ) were determined upon the basis of blank values of a single experiment (Table 1) . However, the average value of the blank [11] was not included in the calculation because it depended on only four repetitions. The LOD and LOQ were determined as 0.14 g/L and 0.48 g/L, respectively, which corresponds well to some literature values [12] but disagrees with others [13] . Disagreements may originate from the difference in composition of the matrix [2] or from different ways of calculating LOD. The remaining parameters were determined according to a newly published method of quality assurance [14] . The results of Table 1 show that LOD and LOQ differ very much from the lower-limit of analysis (LLA) value, and is in fact the ratio of LLA to LOQ 51, which is of major concern to users of this particular technology for determination of chromium. This result demonstrates the importance of the LLA value; in order to avoid that concentrations below LLA are used for making incorrect decisions on proximity to limits set by environmental guidelines. Any concentration below the LLA value of 7.1 g/L is determined with a relative uncertainty above 50 % and multiplication with tentative dilution factors would magnify the uncertainty correspondingly. Therefore, it is important to establish a full overview of uncertainty as a function of concentration before undertaking measurements of water samples.
It is shown by the upper-limit of analysis (ULA = 200 g/L, Table 1 ) that this is the most favorable concentration of analysis where relative uncertainty is at a minimum. The minimum relative uncertainty corresponds to the best coefficient of variation (BCV) that was determined as 7.9 % ( Table 1) . Experiments with speciation analysis of real samples [2] tend to suggest that CV-value are larger than this BCV. However, CV-values have also been reported as low as those of repetitions () and IUPAC formula () (Fig. 2) . Above the start-of-best range (SBR) of 80 g/L, all concentrations may be determined at a relative uncertainty of 7.9 % because the relative uncertainty remains approximately constant at CV-values that were calculated by the IUPAC formula [15] . The CV-values of pooled calibrations () always resided above CV-values of repetitions () and those that were calculated by the IUPAC formula () (except for sample X at approx. 50g/L).
concentrations that correspond to SBR. Accordingly, samples should be diluted to concentrations of 80 -200 g/L, in order to obtain results of lowest possible relative uncertainty (Table 1) . It should be noted that ULA is far above the standard of highest concentration (100 g/L) that was used for the analysis. The ULA was calculated by the method published earlier [8] where the non-linear response function was fitted to data. Thus, the recommended maximum concentration could be extended by a factor of two and reach 200 g/L. This short method validation that was outlined above is used to predict that any sample must be determined at a relative uncertainty that is higher than 7.9 %, and concentrations that are determined at concentration below 7.1 g/L are associated with an uncertainty of above 50 %. Table 1 Figures of merits that were obtained by the method of pooled calibrations [14] (Fig. 1) . However, LOD and LOQ were calculated on the basis of a single experiment. The relative uncertainty (CV %) is depicted as a function of concentration in Figure 2 . The CV of calibration data ( Fig. 1) are shown by filled circles and a decrease as a function of concentration is reminiscent of a general trend for most calibration experiments. The CV value is close to 50 % for the standards of 10 g/L, which corresponds well to the proximity to the LLA (Table 1) . Similarly, the CV-values approaching a value below 10 % at high concentrations is in accordance with the BCV (Table 1) . A total of 22 samples were prepared for the semimethod validation where one of the samples was a control sample with a concentration of 100 g/L. The method was not fully validated because that would require determination of a known concentration in a certifiedreference material that was not available for the analysis. It was expected that the 21 samples A, B, C,…, T, W and X have concentrations between 0 and 100 g/L and they were prepared by dilution of randomly-sized aliquots of the stock solution. Therefore, concentrations of unknowns were not known a priori to any degree of trueness.
The results of measurements with GF-AAS are shown in Figure 3 where vertical lines on top of each column represent the CV of the average value of four repetitions (five repetitions for sample X). The horizontal broken lines of Fig. 3 represent the values of standards, for ease of comparison (zero concentration not shown).
CV-values of all samples (open squares) were depicted in Fig. 2 together with CV-values of standards (full circles). It was expected to observe comparable CV-values (Fig. 2 ) because samples and standards were prepared in exactly the same manner with same stock solution, nitric acid etc. However, the CV for samples (N = 4) were less than half the value of CV of standards that were determined by the aid of pooled calibrations (N = 25).
The CV-values were also determined by the IUPAC method, as shown by crosses in Fig. 2 , which provided CV-values close to those of pooled calibration but approaching those of the samples at concentrations above approx. 40 g/L. The CV-values of IUPAC refer to single determinations and, thus, it is suggested that CV-values of samples resemble CV-values of single determination, which means that they were largely underestimated. This observation reflects a general problem of analytical chemistry: when the number of repetitions is too low for concentrations determined below LLA or the number of repetitions is low, there is a tendency for the CV-value to become underestimated [10] . This phenomena originates from the low short-term precision as compared to the long-term precision that usually is much higher [10] . Therefore, it would be reasonable to 'tag' samples as undetermined below LLA (Table 1) , and samples with concentrations determined below SBR should have a CVvalue of at least 7.9 %, which is not observed for results of Fig. 2 . Concentrations of samples, which were determined at concentrations between LLA and SBR should have CV-values determined by the more general and complicated formula that was published earlier [14] . One result in particular (sample X) deviated significantly from corresponding results of the same sample and gave rise to an increased CV-value of approx. 100 % (Figs. 2 clear from Fig. 2 that it may be denoted as an outlier with respect to both average value and uncertainty. The international Standardization Organization (ISO) recommends rejection of outliers as an integrated activity of the calibration [16] . However, rejection of outliers may produce a low level of uncertainty, particularly with a low number of repetitions, which is detrimental to reproducibility. It has been suggested that flakes of graphite from the graphite furnace of GF-AAS may block the direct view from sample to detector during the analysis [10] . The amount of graphite flakes is unpredictable, and it leads to an additional contribution to total uncertainty. It would therefore be wrong to delete the outlier of Fig. 2 because it indicates that the method validation might not be finished for this particular series of experiments. The method was 'semi-validated' by recovery measurements of a water sample with [Cr +3 ] = 100 g/L, which was found indiscriminate from 100 % (Fig. 2) . More measurements are needed, in order to complete the true level of uncertainty. Therefore, it jeopardizes the GF-AAS technology as a reliable tool of analysis of trace metals, as it proved impossible to avoid these outliers.
It has been shown earlier that other technologies of trace-metal analysis do not live up to expectation when a full method validation of pooled calibrations and evaluation of long-term precision was performed [7] .
Conclusion
Unusually low CV-values were found after repetitions of experiments with determination by GF-AAS of chromium (III) in water samples. The CV-values of repetitions were lower than those found by pooled calibration, which suggest that more repetitions were needed for the samples. The CV-values of pooled calibrations were found to be at least BCV = 7.9 % (Table 1) , which should be the guiding uncertainty of measurement for analysis of samples of pure water. Accordingly, CV-values of samples in e.g. saline matrices would be expected to exceed this value. The optimum interval of concentrations was determined as 80 -200 g/L, where CV is approx. constant and in this interval, it attains the value of the BCV (7.9 %). Samples may be analyzed at concentrations as low as 7.1 g/L (LLA, Table 1 ) where CV-values start to rise above 50 %. This overview of CV-values was established even before samples were measured, and it demonstrates the importance of applying the tool of pooled calibrations to the method validation. It was suggested to not remove outliers from any data sets because it may lead to underestimated levels of uncertainty and outliers may disclose a general problem with the methodology.
