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Abstract. Higher category theory is an exceedingly active area
of research, whose rapid growth has been driven by its penetration
into a diverse range of scientific fields. Its influence extends through
key mathematical disciplines, notably homotopy theory, algebraic
geometry and algebra, mathematical physics, to encompass impor-
tant applications in logic, computer science and beyond. Higher
categories provide a unifying language whose greatest strength lies
in its ability to bridge between diverse areas and uncover novel
applications.
In this foundational work we introduce a new approach to
higher categories. It builds upon the theory of iterated internal
categories, one of the simplest possible higher categorical struc-
tures available, by adopting a novel and remarkably simple "weak
globularity" postulate and demonstrating that the resulting model
provides a fully general theory of weak n-categories. The latter are
among the most complex of the higher structures, and are crucial
for applications. We show that this new model of "weakly globular
n-fold categories" is suitably equivalent to the well studied model
of weak n-categories due to Tamsamani and Simpson.
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Preface
The theory of higher categories is a very active area of research and
is penetrating diverse fields of science.
Historically the subject was motivated by questions in algebraic
topology and mathematical physics, two areas where the most impor-
tant applications are currently found. Algebraic geometry also makes
use of higher categorical notions. More recently higher categories are
penetrating logic and computer science, and also start to appear in
algebra and representation theory. Higher categories can sometimes be
used as a common language to describe complex phenomena occurring
in these areas.
A plethora of different approaches to higher categories have been
developed over the years. Each one represents certain relevant aspects
of the abstract notion being modelled, often with a view to supporting
a particular ecosystem of applications. At this stage no one approach
suits all such contexts, and indeed one might doubt the viability of a
universally applicable model. It appears instead that the most pru-
dent approach is to continue the development of all of these important
strands, relating them where necessary by explicit comparisons.
The purpose of this monograph is to introduce a new approach to
working with higher categories: this is based on a simple higher cate-
gorical structure consisting of iterated internal categories (also called
n-fold categories) as well as on a new paradigm to weaker higher cate-
gorical structures which is the idea of weak globularity.
We show that our new model, called weakly globular n-fold cate-
gories, is suitably equivalent to one of the models of higher categories
that was studied in greatest depth, the one introduced by Tamsamani
[110] and further studied by Simpson [102].
We achieve this comparison by developing a larger context of ’Segal-
type models of weak n-categories’, based on multi-simplicial structures,
of which both the Tamsamani model and weakly globular n-fold cate-
gories are special cases.
The use of simplicial structures to capture higher coherence phe-
nomena has a long history in algebraic topology, starting with the
vii
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work of Graeme Segal [100], and then the study of categories enriched
in simplicial sets by Vogt, Dwyer, Kan, Smith [42], [43] and by oth-
ers. More recently, simplicial techniques underpin the development of
so called (∞, n)-categories, where several models have been developed
and studied by Bergner [19] [21], Barwick and Kan [8], Lurie [78], Joyal
[65], Rezk [94] [95] and others.
Simplicial models of (∞,∞)-categories have been developed by Ver-
ity [119], building upon insights from the study of simplicial nerves of
strict n-categories initiated by Street [106].
In this work we concentrate on higher structures in the ’truncated’
case, where there are higher morphisms only in dimensions 0 up to
n. This is intimately connected to the Postnikov tower in algebraic
topology. In fact the algebraic modelling of the building blocks of
spaces, the n-types, which are Postnikov sections of spaces, is related
to models of weak n-categories via the so called ’homotopy hypothesis’:
a good model of weak n-categories should give an algebraic model of
n-types in the weak n-groupoid case. We show that our model does
satisfy the homotopy hypothesis.
There are long standing open questions about weak n-categories,
both within category theory and in its applications to homotopy the-
ory: for instance the comparison between the simplicial and higher
operadic models of higher categories and the algebraic description of
the k-invariants of spaces.
The present work provides a platform where these and other open
questions can be studied. This however goes beyond the scope of this
work, whose goal is to lay the foundations of this theory.
The potential of our model to tackle these open questions comes
from one of the main novelties of our approach here: the use of an
entirely rigid structure, namely a subcategory of n-fold categories, to
model weak n-categories.
The terminology ’rigid structure’ refers to the fact that n-fold cat-
egories, being iterated internal categories, have associative and unital
compositions in n different simplicial directions. In this sense, n-fold
categories are a strict higher categorical structure, though not the same
as strict n-categories, since the higher morphisms in dimensions 0 to
up n do not form just a set. In our model, the higher morphisms in
dimension k have themselves a (n− 1 + k)-fold categorical structure of
a special type which is suitably equivalent to a discrete structure (that
is, a set): this is the ’weak globularity condition’.
n-Fold structures were used in homotopy theory by Loday [75] for
the modelling of connected (n+ 1)-types via catn-groups. The idea of
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weak globularity was first introduced by the author in [87] in an internal
setting for the category of catn-groups: weakly globular catn-groups
were shown in [87] to be algebraic models of connected (n + 1)-types;
weak globularity was extended and further studied by Blanc and the
author in [22] in the context of general n-types, for which an analogue
of Loday’s model was not available.
None of these works however captured the general categorical case.
This necessitates many novel ideas and techniques, such as the use of
pseudo-functors to model higher structures and the construction of a
rigidification functor from Tamsamani model to weakly globular n-fold
categories.
This work uses a blend of techniques from category theory and
simplicial homotopy theory, reviewed in the background Part II. We
therefore hope this work will be accessible both to category theorists
and to algebraic topologists.
There are five parts in the organization of this work:
Part I Higher categories.
This part aims to provide the reader with a guide for the rest
of this work. It contains a broad introduction to higher cate-
gories, some historical development of the notion of weak glob-
ularity and a non-technical overview of the main ideas and
results of this work.
Part II Background.
This part covers the main techniques from category theory and
simplicial homotopy theory used in this work.
Part III Weakly globular n-fold categories and Segalic
pseudo-functors.
In this part we introduce the main new structure of this work,
the category Catnwg of weakly globular n-fold categories, and
we study its relation to a class of pseudo-functors which we
call Segalic pseudo-functors.
Part IV Weakly globular Tamsamani n-categories and
their rigidification.
This part is devoted to another new structure, the category
Tanwg of weakly globular Tamsamani n-categories. The main
goal of this part is the construction of the rigidification func-
tor from weakly globular Tamsamani n-categories to weakly
globular n-fold categories.
Segal-type models of higher categories x
Part V Weakly globular n-fold categories as a model
of weak n-categories.
This part contains the construction of the discretization func-
tor from weakly globular n-fold categories to Tamsamani n-
categories, and the final results: the comparison between Catnwg
and Tan, exhibiting Catnwg as a model of weak n-categories, and
the proof of the homotopy hypothesis.
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Part I
Higher categories
Part I aims to provide the reader with a guide for the rest of this
work. Chapter 1 contains an introduction to higher categories, while
Chapter 2 is an introduction to the three Segal-type models studied in
this work: the Tamsamani model and the two new models we intro-
duce here, called weakly globular n-fold categories and weakly globular
Tamsamani n-categories.
Our overview of higher categories in Chapter 1 aims to highlight
the open questions that led to our approach to weak higher categories
alongside with providing some context of their development. We do
not aim to give a comprehensive detailed survey of different models of
weak higher categories, and we have provided several bibliographical
references where further information can be found.
After giving some motivation and context, we describe in Chapter
1 the main classes of higher structures and highlight their differences:
strict versus weak higher structures, truncated versus non-truncated
case, and the class of n-fold categories, which is central to this work.
We then concentrate in Section 1.3 on one of the most impor-
tant connections between higher category theory and homotopy the-
ory, which is the algebraic modelling of the building blocks of spaces,
the n-types. Once again, rather than giving a detailed comprehensive
survey of all the different models, we point the reader towards biblio-
graphical references and then concentrate on a model of path-connected
(n + 1)-types via n-fold structures due to Loday, called catn-groups,
which developed independently on models of weak higher categories.
The question of how catn-groups compare to models of weak higher
groupoids is what first led the author to introduce the notion of weak
globularity, in an internal context inside the category of groups.
In Chapter 2 we explain the idea of weak globularity in the general
categorical context. Our aim in this chapter is to convey some of the
ideas behind our constructions and to give a summary of the main
results. In particular, in Section 2.4.1 we give an account of the main
common features of the three Segal-type models of this work.
Although Chapter 2 is written in a way that avoids technical details,
at times we need to refer to some basic notions and notations which
are fully explained in Part II on background techniques, and we refer
to the appropriate sections there when needed.
We end in Section 2.4.3 with a description of the overall organi-
zation of the rest of this work, and with a diagrammatic summary in
Figure 2.1.
CHAPTER 1
An introduction to higher categories
In this chapter we give a non-technical introduction to higher cat-
egories. In Section 1.1 we describe some of the contexts that inspired
and motivated their development. In Section 1.2 we explain the idea
of higher categories, and the different classes of higher structures.
In Section 1.3 we discuss one of the most important occurrences of
higher categories in algebraic topology, which is the algebraic modelling
of homotopy types. We give an account of the use of n-fold structures
in modelling n-types, including the work by the author. This provides
an historical development of the notion of weak globularity, which is
central to this work and is discussed in more details in the next chapter.
1.1. Motivation and context
The language of categories and functors permeates modern math-
ematics. In a category we have objects, morphisms, compositions of
morphisms and identity morphisms for each object, such that compo-
sitions are associative and unital . When each morphism is invertible
we obtain a groupoid. A one-object groupoid is the familiar notion of
a group, while a one-object category is a monoid.
The maps between categories are the functors: These associate ob-
jects to objects and arrows to arrows in a way that is compatible with
the composition and with the identities.
Many familiar mathematical structures form a category: for in-
stance vector spaces and linear maps, topological spaces and continuous
maps and so on.
The idea of a higher category was prompted by several inputs. First
of all, there are many natural examples of higher structures. An impor-
tant one is the 2-category Cat of small categories. This comprises 0-
dimensional data which are the categories (the objects), 1-dimensional
data which are the functors (1-morphisms between the objects), and 2-
dimensional data which are the natural transformations between func-
tors (2-morphisms between 1-morphisms).
Functors can be composed: given functors F : A → B and G : B →
C the composite functor G◦F : A → C associates to each object a ∈ A
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the object G(F (a)) ∈ C and to each morphism f ∈ A the morphism
G(F (f)) ∈ C. Natural transformations can also be composed, but in
two different ways. Given functors F,G,H : A → B between categories
A and B, and natural transformations α : F ⇒ G and β : F ⇒ G we
can form a ’vertical’ composite natural transformation β ◦v α : G→ H
with components given by the composites
(β ◦v α)a = βaαa : F (a)→ H(a)
for each object a ∈ A. Given functors F, F ′ : A → B between categories
A and B, functors G,G′ : B → C between categories B and C and
natural transformations α : F ⇒ F ′ and β : G ⇒ G′ we can form the
’horizontal’ composite natural transformation β◦hα : GF → G′F ′ with
components given by the composites
(β ◦h α)a = (βF ′(a)) (Gαa) : GF (a)→ G′F ′(a)
for each object a ∈ A. We can associate a geometric picture to these
data by associating points to categories (the objects), arrows to func-
tors (the 1-morphisms) and globes to natural transformations (the 2-
morphisms), with the two different compositions of natural transfor-
mations pictured as vertical and horizontal compositions of globes, as
illustrated below:
Objects •
1-morphisms • // •
2-morphisms • ⇓ DD•
Vertical and horizontal compositions
• @@
⇓α
⇓β
// • // • @@⇓β◦vα •
• ⇓α @@ •

⇓β @@ • // •

@@
⇓β◦
h
α •
Every 2-category comprises data as above, and we also call the
objects ’0-cells’, the 1-morphisms ’1-cells’, the 2-morphisms ’2-cells’.
So we see that every k-cell (for k = 1, 2) has a (k−1)-cells as its source
and target. The highest dimension of cells in this example is 2, and
this is called the ’dimension’ of the higher structure.
The idea of a higher category in dimension greater than 2 is to
have higher cells of globular shape, with each k-dimensional cell having
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(k − 1)-cells as its source and target. When cells are present only in
dimensions 0 up to n we say that the higher structure is n-dimensional.
So for instance when n = 3 we can think of a 3-cell as a ’globe between
globe’, that is a sphere.
Many higher categorical ideas have their root in the notion of ho-
motopy coherence in algebraic topology. The latter developed along
several directions, leading to diverse applications. One was the study
of loop spaces, leading in an algebraic setting to the notions of H∞ and
E∞ spaces: the works of Boardman and Vogt [23], May [82], Stasheff
[105], Segal [101], Sugawara [108] are relevant here. Operads also devel-
oped as a way to encode higher homotopy coherences, see for instance
the works of May [84], Loday [74], Markl [81].
The abstraction and ’categorification’ of these models of homotopy
coherence led to several combinatorial approaches to higher categori-
cal structures, in particular the Segal-type model of Tamsamani and
Simpson [102], [110] and the higher operadic models of Batanin [10],
also studied by Leinster [73], Weber [13], [12] and others.
Another way to encode higher order homotopical information is via
the notion of model category pioneered by Quillen [93], and the one
of simplicial categories and their localizations, which was studied by
Dwyer, Kan and others [42], [40], [41], [43], [44].
Quillen model categories remain a key tool in algebraic topology
and are increasingly tackled from a categorical perspective, as shown
for instance in the works of Garner [52] and Riehl [96].
Simplicial categories are one of the models of a class of higher struc-
tures called (∞, 1)-categories, which have become a central object of
study in modern homotopy theory, encoding the idea of ’homotopy
theory of homotopy theories’. Several other models have also been de-
veloped, leading to a variety of applications, as further explained in the
next section.
Algebraic structures in (∞, 1)-categories led to the notion of ∞-
operads: See the work of Lurie [77], as well as the dendroidal sets model
of Moerdijk and Weiss [86], further studied by Heuts, Hinich, Cisinski
and others [61], [33], [34]. A further extension of these approaches is
developed by Hackney and Robertson [60].
Another motivating force for the development of higher category
theory coming from algebraic topology was the algebraic modelling of
the Postnikov systems of spaces. This is quite central to this work, and
we explain this context in further detail in section 1.3.
Mathematical physics has also been inspiring many developments
in higher categories, in the pursuit of models for TQFT and higher
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cobordism categories. Several conjectures in this direction were formu-
lated by Baez and Dolan [3], the cobordism hypothesis was recently
proved by Lurie [79], higher categories and low-dimensional TQFTs
were investigated by Schommer-Pries [37], [99].
Algebraic geometry also has seen the use of higher categorical ideas
in the pursuit of the notion of higher and derived stacks as well as higher
non-abelian cohomology : see for instance the works of Hirschowitz,
Simpson [102], [62], Pridham [92], Toën [85], [114], [113], Toën and
Vezzosi [115], [116].
More recently higher categories entered logic and computer science
in the area of homotopy type theory, see for instance the book of the
Univalent Foundations Project [117], and the works of Voevodsky [122],
LeFanu Lumsdaine and Kapulkin [29][76], Awodey and Warren[2], van
den Berg and Garner [17]. Other recent applications of categorical
structures are in the areas of quantum computing, see for instance the
works of Coecke, Kissinger and Vicary [35], [121]. Higher categories
have also given rise to interesting software implementations, see the
works of Bar, Kissinger and Vicary [5], [6].
1.2. Different types of higher structures
The behaviour of compositions of cells in a higher category deter-
mine two main classes: strict and weak higher categories. As further
explained in Section 1.2.3 below, in the strict case, compositions are
associative and unital; in the weak case, they are associative and unital
only up to coherent isomorphims.
For each of these classes, there are higher categories which admit
cells in every dimension (ω-categories), and those that have cells in
dimensions only 0 up to n (truncated n-categories). A further class of
higher structures central to this work is the one of n-fold structures.
Below we give a description of these different types of higher structures
and some of their relationships.
1.2.1. ω-Categories. These have been studied extensively in re-
lation to applications to homotopy theory, mathematical physics and
algebraic geometry, giving rise to several models of (∞, n)-category;
intuitively, the latter are weak higher categories admitting cells in all
dimensions and with weakly invertible arrows in dimension higher than
n.
There are several models of (∞, 1)-category, all of which are Quillen
equivalent: quasicategories, introduced by Boardman and Vogt [23] un-
der the name of ’weak Kan complexes’ and much developed by Joyal
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[65] and Lurie [78]; simplicial categories introduced by Dwyer and Kan
[42], [40], more recently studied with a model category approach by
Bergner [19]; complete Segal spaces studied by Rezk [95]; relative cat-
egories, studied by Barwick and Kan [8]. The survey paper of Bergner
[20] gives a description of these different models and their Quillen equiv-
alences. More recently quasi-categories have been studied using tech-
niques of 2-category theory and monad theory by Riehl and Verity [98],
[97], and a model of (∞, 1)-categories in terms of internal categories in
simplicial sets was studied by Horel [63].
Models of (∞, n)-categories for n > 1 have been studied by Ara,
[1], Barwick and Kan [7] Bergner and Rezk [18] [21] [94], Lurie [79] and
played an important role in Lurie’s proof of the cobordism hypothesis .
An axiomatic approach to (∞, n)-categories was developed by Barwick
and Schommer-Pries [9].
The most general kind of weak ω-category possible would admit
cells at all dimensions without stipulating that all cells should be weakly
invertible above some finite dimension. Verity developed the theory of
complicial sets [119] [120] to model these (∞,∞)-categories as an adap-
tation of the theory of strict complicial sets [118], which he developed
to prove the the Street-Roberts conjecture [106] on the characterization
of nerves of strict n-categories.
1.2.2. Truncated higher categories. In this work we concen-
trate on ’truncated’ higher categories, with cells only in dimensions 0
up to n. This relates to one of the original motivations for the de-
velopment of higher categories, namely the algebraic modelling of the
Postnikov systems of spaces, whose sections are the n-types, that is
spaces with trivial homotopy groups in dimension higher than n.
The largely open problem of understanding algebraic invariants
such as the higher homotopy and cohomology operations leads us in-
exorably to the question of unravelling the combinatorics of Post-
nikov systems of spaces and simplicial categories. This is connected
with achieving a useful combinatorial description of the k-invariants of
spaces, another open problem of some significant merit. The work of
Baues [15] provides a low dimensional and stable exemplar in this di-
rection, by demonstrating the utility of this approach to computations
of some differentials in the Adams spectral sequence.
Applications of the truncated case toEn-structures and to Hochschild
cohomology were developed in the context of the higher operadic model
of Batanin [11], see also the work of Tamarkin on the Deligne conjecture
[109]. Simpson in [102] envisages the use of Tamsamani n-categories
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for applications to algebraic geometry, in the theory of higher stacks
and of non-abelian cohomology.
1.2.3. Strict versus weak n-categories. In a strict higher cat-
egory, compositions of cells are associative and unital, and there is a
simple way to describe strict n-categories via iterated enrichment. Al-
though simple to define, strict n-categories are insufficient for many
applications and the wider class of weak n-categories is needed. For
instance, strict n-groupoids do not model n-types in dimension n > 2
(see [103] for a counterexample in dimension n = 3).
In a weak n-category, higher cells compose in a way that is asso-
ciative and unital only up to an invertible cell in the next dimension,
and these associativity and unit isomorphisms are suitably compatible
or coherent.
In dimensions n = 2 and n = 3 the idea of a weak n-category is
embodied in the classical notions of bicategory due to Bénabou [16] and
tricategory due to Gordon, Power and Street [55], and more recently
studied by Gurski [59], Garner [53] and others. In these structures,
explicit diagrams encode the coherence axioms for the associativity
and unit isomorphisms.
Capturing the coherence axioms explicitly in dimension n > 3 seems
intractable. Instead, various combinatorial machines have emerged to
automate the process of defining weak n-categories [72]: in these ap-
proaches the coherence data for the higher associativity are not given
explicitly but they are automatically encoded in the combinatorics
defining the models.
Different types of combinatorics have been used, including multi-
simplicial structures as in Tamsamani and Simpson [103], [110], higher
operads as in Batanin [10], Leinster [72], Weber [13], [12] and Trimble
[31], opetopes as in Baez, Dolan[4] and as in Cheng [32] and several oth-
ers. The comparison between these different approaches is still largely
an open problem.
1.2.4. n-Fold categories. There is a third class of higher struc-
tures besides strict n-categories and weak n-categories which is central
to this work: the class of n-fold categories. n-Fold categories were in-
troduced by Ehresmann [46], [47], [48]. There is an extensive literature
for the case n = 2 (when they are called double categories), developed
among others by Dawson, Grandis, Pare, Pronk, see for instance [38],
[57], [56]. Model structures on double categories were developed in joint
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work by the author [51] while Fiore and the author built a model struc-
ture on n-fold categories [50] generalizing Thomason’s model structure
on categories [111]. A recent application of n-fold categories to alge-
braic geometry is found in [123].
The definition of an n-fold category is elementary, and is based
on the notion internal category (see Section 3.2 for more details). To
understand the latter, remember that the data for a small category can
be presented by a diagram
X1×X0 X1 m // X1
d0 //
d1 // X0
s
oo
where X0 is the set of objects, X1 the set of arrows, the maps d0, d1
are the source and target maps, s is the identity map and m is the
composition. These maps satisfy the axioms of a category, giving asso-
ciativity of composition and identity laws. Such a diagram and axioms
make sense in any category C with pullbacks and this defines the notion
of an internal category in C.
Let ∆ be the category of non-empty finite ordinals and morphisms
the non-decreasing maps between them. This category is the basis for
the combinatorial models of topological spaces called simplicial sets,
which are functors from ∆op to the category of sets. These are ubiqui-
tous in algebraic topology.
Functors from the product of n copies of ∆op (which we denote by
∆n
op) to Set are called multi-simplicial sets and are also prominent in
algebraic topology, more specifically in simplicial homotopy theory.
The relation between categories and simplicial sets comes from the
nerve functor
N : Cat → [∆op , Set]
Given a category X, (NX)[0] is the set of objects of X while for k ≥ 1
(NX)[k] consists of the set of sequences of arrows in X of length k.
Conversely, a characterization of those simplicial sets that are nerves
of categories can be given in terms of the so called Segal condition on
a simplicial set.
Similarly, for any category C with pullbacks there is a nerve functor
N : Cat (C)→ [∆op , C]
whose image can be characterized in terms of Segal maps.
The definition of internal categories can be iterated: if C is the cat-
egory Cat , we can consider internal categories in Cat , then repeating
this until the n-th iteration affords the category Catn of n-fold cat-
egories. By iterating the nerve construction one obtains a full and
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faithful nerve functor
N(n) : Cat
n → [∆nop ,Cat ] .
and a characterization of the image of this functor can be given in terms
of (iterated) Segal conditions (see Lemma 3.3.6 for more details).
Thus we can think of n-fold categories as structures whose elements
carry an intrinsic n-cube geometry and which may be composed along
any one of the n axes of that geometry.
For instance, when n = 2, we can visualize a double category as
having objects, 1-morphisms in two different directions (horizontal and
vertical), both composable in the respective directions, and squares
which can be composed both horizontally and vertically, as in the pic-
ture below:
Objects •
Horizontal arrows • // •
Vertical arrows
•
•
Squares
• //

•

⇓
• //•
Horizontal compositions
• // • // •
• //

•

⇓
• //•
//•

⇓
//•
Vertical compositions
•
•
•
•

•

⇓
• //

•

⇓
• //•
These compositions are all associative and unital, hence these struc-
tures are, in this sense, ’strict’. However, they are much wider than
strict n-categories because, unlike in strict n-categories, these n di-
rections are completely symmetric and we cannot identify in a n-fold
category any ’sets of k-cells’ for k = 0, · · · , n.
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1.2.5. n-Fold structures versus strict and weak n-categories.
An important application of n-fold structures appeared in the context
of homotopy theory, in the modelling of connected (n+ 1)-types using
n-fold categories internal to the category of groups [75], as we are going
to explain in Section 1.3.2 below.
This leads to the question of how n-fold categories relate to strict
and weak n-categories. The first question has an easy answer, and as
we will illustrate in detail in Section 3.4 there is a full and faithful
embedding
n-Cat ↪→ Catn
For instance, a strict 2-category is a double category in which the cat-
egory of objects and vertical arrows is discrete. Thus the vertical sides
of the squares in Figure 3.3 are identities and thus can be represented
as globes under the identification
Consequently the vertical sides of the squares in the picture on
page 10 are identities which we may contract in our diagrams, thereby
depicting those squares as globes:
a b
a b
g
f
≡ a b
g
f
Thus the picture on page 10 for a double category reduces to the picture
on page 4 for a strict 2-category.
The second question, of the relationship between n-fold categories
and weak n-categories, is in general much harder to answer. Indeed
much of the work presented here addresses itself directly to answering
the following motivating question of this kind:
Can we identity a suitable subcategory of n-fold categories which
gives a model of weak n-categories?
We positively answer this question with the introduction of the
category of weakly globular n-fold categories and the proof of a suitable
equivalence to the Tamsamani model of weak n-category. Our model
is based on a new paradigm to weaken higher categorical structures
which is the notion of weak globularity. We explain the idea of weak
globularity in Chapter 2, while in what follows we give an account of its
first appearance in the context of the algebraic modelling of homotopy
types.
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1.3. The homotopy hypothesis
As already pointed out, one of the most important connections be-
tween homotopy theory and higher category theory is the ’homotopy
hypothesis’: any good model of weak n-category should give an alge-
braic model of n-types in the weak n-groupoid case.
In this section we first give a summary of the notion of algebraic
models of n-types, and we then concentrate on the use of n-fold struc-
tures to give such models in the path-connected case. This is the first
context which saw the development of the notion of weak globularity
in the work by the author [87]. In the next chapter we will introduce
the idea if weak globularity in a more general categorical context.
1.3.1. Homotopy types and their algebraic models. A topo-
logical space whose homotopy groups vanish in dimension higher than
n is called an n-type. The n-types are building blocks of spaces thanks
to a classical construction in algebraic topology, which is the Postnikov
decomposition [54], [83], [90], [104]. More precisely, the Postnikov sys-
tem of a space consists of its n-type constituents together with some
cohomological invariants called k-invariants. One of the fundamental
theorems in algebraic topology is that the Postnikov system of a space
determines its homotopy type [54].
Postnikov systems exist for more complex structures than spaces,
for instance for categories enriched in simplicial sets, also called simpli-
cial categories, which are models of (∞, 1)-categories. Their Postnikov
sections consist of categories enriched in (simplicial) n-types, while the
k-invariants are cohomology classes in the Dwyer-Kan-Smith cohomol-
ogy [44].
A fundamental question in algebraic topology is the search for alge-
braic models of n-types. By this we mean a category Gn, built only from
combinatorial and categorical data, together with a pair of functors
Πn : n-types→ Gn B : Gn → n-types
inducing an equivalence of categories
Gn/∼n ' Ho (n-types) . (1.1)
Here Gn/∼n is the localization of Gn with respect to some algebraically
defined weak equivalences, and Ho (n-types) is the homotopy category
of n-types. The equivalence of categories (1.1) means that the right
hand side, which has a purely topological input, is described by the
left hand side in an entirely algebraic or categorical way. Hence we call
Gn an ’algebraic model of n-types’.
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Since the Postnikov sections of simplicial categories are categories
enriched in (simplicial) n-types, an algebraic model of the latter via
a product-preserving functor Πn gives rise to an algebraic model for
the Postnikov sections of simplicial categories, namely consisting of
categories enriched in Gn. It is crucial for this application to work with
a model of general n-types, nor merely path-connected ones, since the
mapping spaces of simplicial categories are general simplicial sets, not
merely path-connected ones.
The simplest case is n = 1. In this case, G1 is the category of
groupoids. The functor B is the classifying space functor, which can
be obtained by taking the geometric realization of the nerve of the
groupoid; equivalence of groupoids are equivalence of categories. The
functor Π1 is the classical fundamental groupoid functor [54]. The
latter associates to a space the groupoid whose objects are the points
of the space and whose morphisms are the homotopy classes of paths.
The extension to the case n > 1 amounts to finding higher order
analogues of the fundamental groupoid. It was noted by Grothendieck
in ’Pursuing Stacks’ [58] that this would naturally lead to some type
of higher groupoidal structure. For a given space, there are notions
not only of ’homotopy between paths’ but also of ’homotopies between
homotopies’ and then ’homotopies between homotopies between homo-
topies’ and so on. Intuitively we expect the ’fundamental n-groupoid’
Πn(X) of a space X to have these higher homotopies as higher cells,
with only the n-cells requiring dividing out by the homotopies one level
higher.
Converting this intuition into rigorously defined models is far from
trivial and has been the object of much study both by algebraic topol-
ogists and category theorists.
The category n-Gpd of strict n-groupoids is insufficient for the pur-
pose of modelling n-types. For instance, in [103] there is a counterex-
ample showing that one cannot use strict 3-groupoids to model 3-types
of spaces with non-trivial Whitehead products. Thus a more complex
notion of higher groupoid is needed.
A good notion of weak n-category needs to satisfy the homotopy
hypothesis: namely, it should provide an algebraic model of n-types
when the cells in the structure are weakly invertible, that is in the
weak n-groupoid case. For several models of higher categories this
hypothesis has been shown to hold.
Some algebraic models of n-types arose as the higher groupoidal
case of models of weak n-categories, such as the Tamsamani [110] and
the Batanin [10] models. Other algebraic models of n-types developed
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independently within algebraic topology; these models were build alge-
braically and combinatorially and were shown to satisfy the equivalence
of categories (1.1) but they were not built as the higher groupoid ver-
sion of a model of weak n-category. Examples of these include the
catn-groups of Loday [75], the hypercrossed complexes of Carrasco
and Cegarra [30], the crossed n-cubes of Porter [89] and of Ellis and
Steiner [49]. In low dimension other examples are the crossed mod-
ules in groups introduced by MacLane and Whitehead [80], the double
groupoids with connections of Brown and Spencer [28], the quadratic
modules of Baues [14], and the crossed modules of length 2 of Conduché
[36].
Of particular relevance for this work is Loday’s model of connected
(n + 1)-types, which is based on n-fold categories internal to the cat-
egory of groups. This was developed independently in an algebraic
topological context and gave rise to interesting topological applica-
tions, such as a higher order version of the Van Kampen theorem [27].
A crucial question, which lies at the very origin of this work, is the
following:
Is Loday’s model of connected (n + 1)-types, based on n-fold cate-
gories internal to groups, the higher groupoid version of some general
model of weak higher category?
In order to answer this question one must first understand how the
n-fold model of Loday relates to some model of higher categories that
is known to satisfy the homotopy hypothesis, such as the Tamsamani
model.
This is far from trivial. As we explain in the next section, the key
to this comparison is the notion of weak globularity, introduced in the
context of catn-groups by the author in [87].
1.3.2. Modelling homotopy types with n-fold structures.
One of the earliest appearances of higher categorical structures in alge-
braic topology is due to MacLane and Whitehead [80] who used crossed
modules in groups to model connected 2-types. It is well known that
the category of crossed modules in groups is equivalent to the category
of internal categories in groups. The latter is the same as the category
of strict 2-groupoids with one object, also called strict 2-groups. Thus
the Maclane-Whitehead model amounts to modelling of connected 2-
types with a strict 2-dimensional categorical structure.
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The modelling of homotopy types becomes easier to handle in the
path connected case, since it allows us to work within the entirely al-
gebraic context of the category of groups. The Kan loop group functor
from the category of based topological spaces to simplicial groups [54]
is the reason that internalisation in groups works in the path-connected
case.
As mentioned in the previous section, several models of connected
(n + 1)-types were developed independently of the pursuit of higher
categorical models, even though they all exhibit some type of higher
structures.
Among these, catn-groups are very appealing from a categorical per-
spective as their underlying higher categorical structure is particularly
simple: it is easy to prove (see for instance [87] for details) that they
are equivalent to the category Catn(Gp) of n-fold categories internal to
groups.
At the same time, models of higher categories were being devel-
oped, and in particular the Tamsamani model for which a proof of the
homotopy hypothesis is given [110]: thus Tamsamani (n+1)-groupoids
model (n + 1)-types. A suitable subcategory of Tamsamani (n + 1)-
groupoids can be identified to model connected (n+ 1)-types.
This naturally leads to the question of finding an explicit compari-
son between the Tamsamani model and the catn-groups model for the
path connected case. Such a comparison is highly non-trivial because
the two higher categorical structures have a fundamental difference: the
Tamsamani model has sets of cells in dimensions 0 up to n, together
with compositions coming from a multi-simplicial structure. The higher
cells have a globular shape as in the case of strict n-groupoids, but the
compositions are no longer strictly associative and unital.
In the catn-groups model, however, there is no immediate way to
identify sets of higher cells. The n-fold structure is symmetric in all
n different simplicial directions, and the only higher cells which we
can identify in the structure have a (hyper-)cubical shape. Hence the
question:
How can we connect the cubical model of catn-groups to a globular
model like the Tamsamani model of connected (n+ 1)-types?
The notion of weak globularity, introduced by the author [87] for
the category of catn-groups, is the key to answering this question.
Segal-type models of higher categories 16
We showed in [87] that the category Catn(Gp) of n-fold categories
in groups can be replaced by the category Catn(Gp)wg of weakly glob-
ular catn-groups (which is also called in [87] category of ’special catn-
groups’) without loss of homotopical information. That is, weakly glob-
ular catn-groups model connected (n+ 1)-types.
The idea of weak globularity is to impose additional conditions on
catn-groups to break the symmetry of the n simplicial directions and
identify ’substructures’ in a catn-group from which one can recover the
sets of higher cells. To identity which substructures in a catn-group
should play this role we consider the full and faithful embedding
n-Cat (Gp) ↪→ Catn(Gp)
of strict n-categories internal to groups to n-fold categories internal
to groups, which is formally analogous to the embedding of strict n-
categories in n-fold categories mentioned in Section 1.2.
It is not difficult to see (see Section 3.4 for more details) that a
strict n-category in groups amounts to an n-fold category in groups
in which certain substructures (which are catk-groups, for 0 < k <
n − 2) are discrete. By discrete here we mean they are groups, seen
as discrete catk-groups in which all structure maps are identities. The
corresponding underlying sets are the sets of higher cells in a strict
n-category internal to groups. We call this the globularity condition
since it is the condition that gives rise to the globular shape of higher
cells in the structure.
In a weakly globular catn-group these substructures are no longer
required to be discrete, but ’homotopically discrete’ in a precise sense
that allows iteration (these are called in [87] ’strongly contractible catn-
groups’). Each of these substructures has a higher groupoidal structure
of its own which is however not a general k-fold structure (for the
respective dimension k) like in a general internal catn-group, but is
equivalent to a discrete one. The sets underlying the latter correspond
to the ’sets of higher cells’.
Further, we show in [87] that there is a comparison functor
Catn(Gp)wg → GTan+1
which preserves the homotopy type. Here GTan+1 denotes groupoidal
Tamsamani (n+ 1)-groupoids. This functor is obtained by discretizing
the homotopically discrete substructures in a weakly globular catn-
group, so as to recover the globularity condition. Full details can be
found in [87].
Besides the comparison with the Tamsamani model, another advan-
tage of weakly globular catn-groups over general catn-groups to model
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(n + 1)-types is that the latter do not have an algebraic version of
the Postonikov tower functor from catn-groups to catn−1-groups: in
other words this functor can be produced only by passing to classifying
spaces and then applying the fundamental catn−1-group functor. In-
stead, weakly globular catn-groups come equipped with a very simple
and entirely algebraically defined functor
p(n) : Catn(Gp)wg → Catn−1(Gp)wg
exactly corresponding to the Postnikov truncation, that is such that
for each X ∈ Catn(Gp)wg (whose classifying space BX is therefore
a connected (n + 1)-type) there is a map BX → Bp(n)X inducing
isomorphisms of homotopy groups in dimensions 0 up to n.
In [22] Blanc and the author developed the notion of weakly globular
n-fold groupoids with the goal of using n-fold structures for modelling
general n-types. This case is considerably more complex than the path-
connected case. In particular, several features of weakly globular catn-
groups that could be deduced from their definition now need to become
part of the definition of weakly globular n-fold groupoid.
In [22] we build a functor from spaces to weakly globular n-fold
groupoids as well as from weakly globular n-fold groupoids to n-types,
but we do not exhibit a proof that this gives an equivalence of categories
after localization, that is that weakly globular n-fold groupoids are an
algebraic model of n-types.
More precisely, in [22] we show that the functor from the localization
of weakly globular n-fold groupoids to the homotopy category of n-
types is essentially surjective on objects, but we do not give a proof of
the fully faithfulness needed to realize an equivalence of categories. We
do realize an equivalence of categories in [22] by enlarging the category
of weakly globular n-fold groupoids, but this comes at the price that
the larger category is no longer an n-fold structure.
The realization of the modelling of general n-types via weakly glob-
ular n-fold structures remained open until the present work, where it is
one of our main results. This needs the category of groupoidal weakly
globular n-fold categories, which strictly contains the weakly globular
n-fold groupoids of [22]. Further, we show that the functor from spaces
to the latter given in [22] can still be used as a convenient model: such a
model is very explicit and it is independent of other models of n-types.
CHAPTER 2
An introduction to the three Segal-type models
In this chapter we give an overview of the approach to higher cate-
gories developed in this book, which is based on n-fold structures and
on the idea of weak globularity. We develop this in the context of three
models based on multi-simplicial structures, which we call Segal-type
models since the compositions of higher cells is related to the notion
of Segal maps. One of these models is due to Tamsamani [110], the
other two are new. Our aim in this chapter is to convey the main
intuitions and ideas, referring the reader to the later chapters for the
precise definitions and results.
In Section 2.1 we highlight one of the issues that we face when
dealing with the general higher categorical case, instead of the higher
groupoidal one, which is the notion of higher categorical equivalence.
In Section 2.2 we explain why multi-simplicial structures are a nat-
ural environment for the development of models of higher categories,
referring to the crucial notion of Segal maps.
In Section 2.3 we explain the intuition behind the idea of weak glob-
ularity, which is central to this work in developing the new paradigm
to weaker higher categorical structures. Finally in Section 2.4 we give
a broad overview of the main features of the three Segal-type models
of higher categories treated in this work and of the main result. We
also give an overview of the organization of this work.
In this chapter we sometimes needs notation and definitions recalled
in the background part, and we refer the reader to Part II for further
details.
2.1. Geometric versus higher categorical equivalences
An important aspect of the passage from the higher groupoidal
case to the general higher categorical case in modelling weak higher
structures concerns the notion of equivalence. It is well known that a
functor between groupoids is an equivalence of categories (that is, fully
faithful and essentially surjective on objects) if and only if it induces
a weak homotopy equivalence of classifying spaces; here the classifying
space of a groupoid is the geometric realization of its simplicial nerve,
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and a weak homotopy equivalence is a map inducing isomorphisms of
homotopy groups in all dimensions (see [54]). So in the category of
groupoids, categorical and geometric weak equivalences of coincide.
In fact, let F : X → Y be a functor between groupoids which is a
weak homotopy equivalence. Then pi0(BX) = q(X), where q denotes
the connected components functor, and similarly for Y . Thus pi0(BF )
being an isomorphism implies that F is essentially surjective on objects.
Given a, b ∈ X, since X and Y are groupoids there are bijections
X(a, b) ∼= X(a, a), Y (Fa, Fb) ∼= Y (Fa, Fa)
On the other hand, pi1(BX, a) = X(a, a) and pi1(BY, Fa) = Y (Fa, Fa).
This pi1(BF, a) being an isomorphism implies from above that there is
a bijection
X(a, a) ∼= Y (Fa, Fa)
that is, F is fully faithful. In conclusion, F is an equivalence of cate-
gories.
Conversely, if F : X → Y is an equivalence of categories, then
q(F ) is an isomorphism, hence from above pi0B(F ) is an isomorphism.
Also, since F is fully faithful, for each a ∈ X, pi1(BX, a) = X(a, a) ∼=
Y (Fa, Fa) = pi1(BY, Fa). That is, pi1(B(F ), a) is an isomorphism.
In conclusion, B(F ) is a weak homotopy equivalence, since it induces
isomorphisms of all homotopy groups (recall that pii(BX, a) = 0 for
each i > 1 since X is a groupoid).
This relation between categorical and weak homotopy equivalences
for groupoidal structures extends to higher dimensions: for instance
for weakly globular catn-groups in [87] and for weakly globular n-fold
groupoids in [22], weak equivalences are defined using classifying spaces,
the latter being the geometric realization of a multi-diagonal, and it is
shown that these can also be described in terms of higher categorical
equivalences.
The general categorical case is more complex: an equivalence of
categories is also a weak homotopy equivalence of its simplicial nerves,
but not conversely. Thus a notion of higher categorical equivalence
needs to be defined alongside with notions of weak n-categories. In
the case of our Segal-type models, a notion of n-equivalence is given as
part of the inductive definition of the structure.
2.2. Multi-simplicial structures as an environment for higher
categories
Our Segal-type models of weak n-categories are based on multi-
simplicial objects, more precisely functors from ∆nop to Cat , where
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∆n
op denotes the product of n copies of ∆op. The reason why multi-
simplicial objects are a good environment for building models of higher
categories is the fact that their combinatorics exhibits certain maps,
called Segal maps, as natural candidates for the compositions of higher
cells.
Let first illustrate the case n = 1. As already recalled in Section
1.2, there is a nerve functor
N : Cat → [∆op , Set]
where
(NX)k =

X0, k = 0;
X1, k = 1;
X1×X0
k· · ·×X0 X1, k > 1.
It is possible to give a characterization of the simplicial sets that are
nerves of small categories by using the notion of Segal maps. For each
k ≥ 2 these are maps
µk : Xk → X1×X0
k· · ·×X0 X1
which arise from the commuting diagram
Xk
ν1
tt
ν2

νk
((
X1
d1

d0

X1
d1

d0

. . . X1
d1
||
d0

X0 X0 X0 . . . X0 X0
where for each 1 ≤ j ≤ k and k ≥ 2, let νj : Xk → X1 be induced by
the map [1]→ [k] in ∆ sending 0 to j − 1 and 1 to j.
Then a simplicial set is the nerve of a small category if and only if it
satisfies the Segal condition that all the Segal maps are isomorphisms.
Under this isomorphisms the composition map
X1×X0 X1 c−→ X1
corresponds to the face map X2 → X1 induced by the map [1]→ [2] in
∆ sending 0 to 1 and 1 to 2.
Thus given a simplicial set, its simplicial structure together with
the Segal maps contain a natural candidate for the composition, and
the Segal condition ensures that such composition satisfies the axioms
of a categorical composition (that is, it is associative and unital). This
paradigm carries on in higher dimensions and it can be used to give
notions of strict as well as weak higher categories.
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Namely, Segal maps can be defined for any simplicial object [∆op , C]
in a category C with finite limits, and they can be used to characterize
nerves of internal categories in C using the Segal condition that all Segal
maps are isomorphisms, in a way formally analogous to the case of Cat
(see Chapter 3 for more details). For instance internal categories in Cat
(also called double categories) can be described as simplicial objects in
Cat such that all the Segal maps are isomorphisms.
Strict 2-categories can be described as simplicial objects X in Cat
satisfying the Segal condition as well as the condition that X0 is a dis-
crete category. Once again, the simplicial structure and the Segal maps
give the candidates for the compositions of higher cells while the Segal
condition implies the associativity and unitality of the compositions.
We refer to Examples 3.3.8 and 3.4.5 in the next chapter for a pictorial
representation of double categories and strict 2-categories.
Another approach to the use of Segal maps is possible: given a
simplicial object X ∈ [∆op ,Cat ] such that X0 is a discrete category,
we can relax the Segal condition and require that Segal maps for each
k ≥ 2
µk : Xk → X1×X0
k· · ·×X0 X1
are not isomorphisms but merely equivalences of categories. We obtain
a structure with sets of 0-cells X00, sets of 1-cells X10, sets of 2-cells
X11. We can also define a composition
X1×X0 X1
µ′2−→ X2 → X1
where µ′2 is a pseudo-inverse to µ2 and the map X2 → X1 is induced by
the map [1]→ [2] in ∆ sending 0 to 1 and 1 to 2. Since µ′2 is no longer
an isomorphism, this composition is no longer associative and unital.
What we obtain is a Tamsamani 2-category [110]. Lack and the author
proved in [70] that Tamsamani 2-categories are suitably equivalent to
bicategories.
In dimensions higher than 2, we use the category [∆n−1op ,Cat ] of
multi-simplicial objects in Cat to obtain suitable notions of n-categories.
Segal maps can be defined for multi-simplicial objects, and it is easy
to see that there are fully faithful multi-nerve functors
Catn → [∆n−1op ,Cat ]
n-Cat → [∆n−1op ,Cat ]
(see Sections 3.3 and 3.4 for more details). A characterization of the
image of these functors is also easy to give in terms of Segal maps (see
Lemma 3.3.6 and Corollary 3.4.4). However, as in the case n = 2,
we can impose different kind of Segal conditions to obtain a different
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behavior of the composition of higher cells and therefore define models
of weak higher categories.
In summary, multi-simplicial objects are a good environment for
building models of higher categories since the multi-simplicial maps
and the corresponding Segal maps provide suitable candidates for the
compositions of higher cells.
To obtain models of weak n-categories using multi-simplicial struc-
tures we need to impose extra conditions to encode:
a) The sets of cells in dimensions 0, . . . , n.
b) The behavior of the compositions, giving weak associative and
unit laws.
c) A notion of higher categorical equivalence.
As outlined in Section 2.4, we adopt three different approaches that
encode this extra structure, giving rise to three different Segal-type
models of weak n-categories.
2.3. The idea of weak globularity
Weakly globular n-fold categories form a full subcategory of n-fold
categories. They are based on a new paradigm to weaken higher cate-
gorical structures: the idea of weak globularity.
In a strict n-category, the k-cells, for each for each 0 ≤ k ≤ n,
form a set. Equivalently, considering strict n-categories as embedded
in [∆n−1op ,Cat ] via the multinerve functor, the k-cells for each 0 ≤ k ≤
(n− 2) form a discrete (n− k − 1)-fold category, that is one in which
all structure maps are identities.
In the weakly globular approach the k cells (for each 0 ≤ k ≤ (n−
2)) no longer form a set but have a higher categorical structure on their
own. More precisely, they form a ’homotopically discrete (n− k − 1)-
fold category’: this is a (n − k − 1)-fold category which is suitably
equivalent to a discrete one (see Chapter 5 for more details). We call
this the weak globularity condition.
The weakness in a weakly globular n-fold category is encoded by
the weak globularity condition. Further, the weak globularity condi-
tion allows to recover the notion of ’sets of higher cells’ in a n-fold
category. More precisely, in a weakly globular n-fold category, for each
0 ≤ k ≤ (n − 2) there are substructures which are homotopically dis-
crete (n− k − 1)-fold categories, equivalent to discrete structures: the
underlying sets of these discrete structures correspond to the sets of
k-cells. The definition of weakly globular n-fold category also requires
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several additional conditions to obtain well behaved compositions of
higher cells.
The main result of this work is that there is a suitable equiva-
lence between weakly globular n-fold categories and Tamsamani n-
categories. To establish this result, we work in a broader context
of three Segal-types models: weakly globular n-fold categories, Tam-
samani n-categories, and a further new model which we call weakly
globular Tamsamani n-categories, containing the previous two as spe-
cial cases.
Below we give a summary account of the main features of these
three models.
2.4. The three Segal-type models
We identify three multi-simplicial models based on the notion of
Segal maps, which we therefore call Segal-type models. The first is
the category Tan of Tamsamani n-categories introduced by Tamsamani
[110] and further studied by Simpson [102]. The second is the category
Catnwg of weakly globular n-fold categories, introduced first in this work
for any n ≥ 1, which is a full subcategory of the category Catn of n-
fold categories. The third is another new model, the category Tanwg of
weakly globular Tamsamani n-categories.
There is a third higher categorical structure which embeds in all
three of the above, which is the category n-Cat of strict n-categories.
There are full and faithful inclusions
Tanwg
Tan
+ 
88
Catnwg
4 T
gg
n-Cat
4 T
ff
* 

77
The category n-Cat admits a multi-simplicial description (see Section
3.4 for more details) as the full subcategory of (n − 1)-fold simplicial
objects X ∈ [∆n−1op ,Cat ] satisfying the following
(i) X0 ∈ [∆n−2op ,Cat ] and X1...1
r
0 ∈ [∆n−r−2op ,Cat ] are constant
multi-simplicial objects taking value in a discrete category, for
all 1 ≤ r < n− 2. Here we use Notation 3.1.3.
(ii) The Segal maps (see Definition 3.1.1) in all directions are iso-
morphisms.
The underlying sets of the discrete structures X0 (resp. X1...1
r
0) in (i)
correspond to the sets of 0-cells (resp. r-cells) for 1 ≤ r ≤ n − 2; the
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sets of (n − 1) and of n-cells are given by ob(X1...1
n−1
) and mor(X1...1
n−1
)
respectively.
The isomorphisms of the Segal maps (condition (ii)) ensures that
the composition of cells is associative and unital.
The discreteness condition (i) is also called the globularity condition.
The name comes from the fact that it determines the globular shape
of the cells in a strict n-category. For instance, when n = 2, we can
picture 2-cells as globes
•
f

g
??⇓ ξ •
See Examples 3.4.5 and 3.4.6 for more detailed descriptions of the cases
n = 2 and n = 3.
Strict n-categories found several applications, for example in the
groupoidal case where they are equivalent to crossed n-complexes (see
[26]). However, they do not satisfy the homotopy hypothesis (see [103]
for a counterexample showing that strict 3-groupoids do not model
3-types).
Therefore we must relax the structure to obtain a model of weak
n-category. Using the multi-simplicial framework, we consider three
approaches to this:
a) Category Tanof Tamsamani n-categories. In the first approach,
we preserve the globularity condition (i) and we relax the Segal
map condition (ii) by allowing the Segal maps to be suitably
defined higher categorical equivalences. This makes the com-
position of cells no longer strictly associative and unital.
b) Category Catnwg of weakly globular n-fold categories. In the sec-
ond approach condition (ii) is preserved so we obtain a sub-
category of n-fold categories. However, the globularity con-
dition (i) is replaced by weak globularity: the sub-structures
X0, X1...1
r
0 (1 ≤ r ≤ n − 2) are no longer discrete but ’ho-
motopically discrete’ in a higher categorical sense that allows
iterations (see Chapter 5 for more details).
The notion of homotopically discrete n-fold category is a
higher order version of equivalence relations. In particular, if
an n-fold category X is homotopically discrete, it is suitably
equivalent to a discrete n-fold category Xd via a ’discretization
map’ γ : X → Xd.
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c) Category Tanwg of weakly globular Tamsamani n-categories. In
the third approach, both conditions (i) and (ii) are relaxed.
2.4.1. Common features of the three Segal-type models. In
this section we describe the main common features of the three models,
which we denote collectively by Segn. Our purpose is to convey some
of the main ideas underpinning the three Segal-type models. We point
out, however, that to prove our results, the main structures need to be
developed in the order presented in this work: namely we first need to
define the categories Catnhd and Catnwg and only later Tanwg and Tan.
(1) Inductive definition
Segn is defined inductively on dimension, starting with Seg1 =
Cat . For each n > 1 we set
Segn ⊂ [∆op , Segn−1].
Unravelling this definition gives an embedding
Jn : Segn → [∆n−1op ,Cat ]
Thus our models have a multi-simplicial structure. The sim-
plicial maps are the candidates for encoding the compositions
of higher cells. An object X of Segn is called discrete if JnX
is a constant functor taking value in a discrete category. The
functor Jn is defined in Notation 3.3.13 for n-fold categories
(this also for Catnwg), and in Definition 8.1.1 for the category
Tanwg (and thus also for Tan).
(2) Weak globularity condition
This condition encodes the sets of higher cells and is based
on our new paradigm to weaken higher categorical structures.
Namely, if X ∈ Segn, then X0 is a homotopically discrete
(n− 1)-fold category, and it is discrete if X ∈ Tan.
We refer to Chapter 5 for more details on the notion of
homotopically discrete (n − 1)-fold category. If X is homo-
topically discrete, there is a discretization map
γ : X → Xd (2.1)
where Xd is discrete (as defined above). Thus, if X ∈ Segn, X0
and X1...1
r
0 (for 1 ≤ r ≤ n−2) are homotopically discrete. The
sets underlying the discrete structures Xd0 , Xd1...1
r
0 correspond
to the sets of r-cells for 0 ≤ r ≤ n− 2.
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The weak globularity condition is used in Definition 6.1.1
(for the category Catnwg) and in Definition 8.1.1 (for the cate-
gory Tanwg).
(3) Truncation functor p(n)
Given X ∈ Segn, we can apply levelwise the isomorphism
classes of objects functor p : Cat → Set to JnX ∈ [∆n−1op ,Cat ]
to obtain pJnX ∈ [∆n−1op , Set]. We require that this is the
multinerve of an object of Segn−1; that is, there is a trunca-
tion functor
p(n) : Segn → Segn−1
making the following diagram commute:
Segn
  Jn //
p(n)

[∆n−1
op
,Cat ]
p

Segn−1
 
N(n−1)
// [∆n−2
op
, Set]
The effect of the functor p(n) is of dividing out by the highest
dimensional invertible cells.
The definition of truncation functor is found in Definition 5.1.1
(for the category Catnhd), in Definition 6.1.1 (for the category
Catnwg), in Definition 8.1.1(for the category Tanwg) and in Ex-
ample 8.1.3 (for the category Tan).
(4) Higher categorical equivalences
Given X ∈ Segn and (a, b) ∈ Xd0 , let X(a, b) ⊂ X1 be the fiber
of the map
X1
(d0,d1)−−−−→ X0 ×X0 γ×γ−−→ Xd0 ×Xd0 .
where γ is the discretization map as in (2.1). Each X(a, b) ∈
Segn−1 should be thought of as a hom-(n− 1)-category.
The 1-equivalences in Seg1 are equivalences of categories.
Inductively, if we defined (n − 1)-equivalences in Segn−1, we
say that a map f : X → Y in Segn is a n-equivalence if the
following conditions hold
i) For all a, b ∈ Xd0 ,
f(a, b) : X(a, b)→ Y (fa, fb)
are (n− 1)-equivalences
ii) p(n)f is an (n− 1)-equivalence.
This definition is a higher dimensional generalization of a func-
tor which is an equivalence of categories. Indeed the latter can
27 Simona Paoli
be formulated by saying that a functor F : X → Y is such that
X(a, b) ∼= Y (Fa, Fb), for all a, b ∈ X and p(F ) is an isomor-
phism.
Condition i) is a higher dimensional generalization of fully
faithfullness while condition ii) generalizes essential surjectiv-
ity on objects. As in the case of an equivalence of categories,
condition ii) can be weakened.
The notion of n-equivalence is given in Definition 5.1.4 (for
the category Catnhd) and it is part of the inductive Definitions
6.1.1, 8.1.1 of Catnwg and Tanwg respectively.
(5) Induced Segal maps condition
This condition regulates the behaviour of the compositions.
Given X ∈ Segn, since X ∈ [∆op , Segn−1] and there is a map
γ : X0 → Xd0 , we can consider the induced Segal maps for
k ≥ 2 (see Definition 3.1.2 for more details)
µˆk : Xk → X1×Xd0
k· · ·×Xd0 X1 .
In defining Segn we require these maps to be (n−1)-equivalences.
Note that when X ∈ Tan, γ = Id, so µˆk are the same as the
Segal maps.
The induced Segal maps condition is shown to hold for the
category Catnhd in Proposition 5.2.6, while it is part of the in-
ductive Definitions 6.1.1, 8.1.1 of Catnwg and Tanwg respectively.
(6) The functor q(n)
Given X ∈ Segn, we can apply levelwise the isomorphism
classes of objects functor q : Cat → Set to JnX ∈ [∆n−1op ,Cat ]
to obtain qJnX ∈ [∆n−1op , Set]. We can prove that this is the
multinerve of an object of Segn−1; that is, there is a functor
q(n) : Segn → Segn−1
making the following diagram commute;
Segn
  Jn //
q(n)

[∆n−1
op
,Cat ]
q

Segn−1
 
N(n−1)
// [∆n−2
op
, Set]
There is also a functor
d(n) : Segn−1 → Segn
making the following diagram commute
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Segn−1
  Jn //
d(n)

[∆n−2
op
,Cat ]
d

Segn
 
N(n)
// [∆n−1
op
, Set]
where d : Set → Cat is the discrete category functor. The
effect of the functor d(n) is to include objects of Segn−1 in Segn
as discrete in the nth direction. Since q is left adjoint to d
there is a map, natural in X ∈ Segn−1
X → d(n)q(n)X.
This map plays an important role in the construction of the
rigidification functor Qn.
The existence of the functor q(n) is proved in Proposition 8.2.1
(for the category Tanwg) and in Corollary 8.2.3 (for the cate-
gories Catnhd, Catnwg, Tan). The functor d(n) is discussed in Defi-
nition 3.3.12 for internal n-fold categories, in Lemma 8.1.5 for
Tanwg and in Remark 8.1.6 for Catnwg and Tan.
(7) The functors p(j,n), q(j,n) and d(n,j)
By repeatedly applying the functors p(n) and q(n) we obtain
functors, for each 1 ≤ j < n
p(j,n) = p(j)p(j+1) · · · p(n−1)p(n) : Segn → Segj−1
q(j,n) = q(j)q(j+1) · · · q(n−1)q(n) : Segn → Segj−1 .
These are often used in proving the results of this work. The
definitions for the different models are found in Definition 6.2.1
and Notation 8.1.7 (for p(j,n)) and Notation 8.2.4, Remark 8.2.5
(for q(j,n)).
We can also repeatedly apply the functor d(n) and obtain func-
tors
d(n,j) = d(n)...d(j+1)d(j) : Segj−1 → Segn
see Notation 8.1.8.
(8) Groupoidal Segal-type models
The definition of the groupoidal version GSegn of the three
Segal-type models is obtained inductively starting from groupoids
as follows. We set GSeg1 = Gpd. Suppose inductively we de-
fined GSegn−1 ⊂ Segn−1, then X ∈ GSegn ⊂ Segn if
i) Xk ∈ GSegn−1 for all k ≥ 0.
ii) p(n)X ∈ GSegn−1.
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We show in Corollary 11.3.11 that GSegn is a model of n-types,
that is there is an equivalence of categories
GSegn/∼n ' Ho(n-types) .
Thus Segn is a model of weak n-categories, satisfying the ho-
motopy hypothesis.
2.4.2. Main Results. The central result of this work is a model
comparison between weakly globular n-fold categories and Tamsamani
n-categories showing that the two models are suitably equivalent after
localization. Our main theorems are as follows (see Theorem 9.4.1,
Theorem 11.2.5, Theorem 11.2.6 and Theorem 11.3.9).
Theorem. A. There is a functor rigidification
Qn : Ta
n
wg → Catnwg
and for each X ∈ Tanwg an n-equivalence natural in X
sn(X) : QnX → X.
Theorem. B. There is a functor discretization
Discn : Cat
n
wg → Tan
and, for each X ∈ Catnwg, a zig-zag of n-equivalences in Tanwg between
X and DiscnX.
Theorem. C. The functors
Qn : Ta
n  Catnwg : Discn
induce an equivalence of categories after localization with respect to
the n-equivalences
Tan/∼n ' Catnwg/∼n
We also identify a subcategory GCatnwg ⊂ Catnwg of groupoidal weakly
globular n-fold categories and we show that it gives an algebraic model
of n-types. This means that the category Catnwg satisfies the homotopy
hypothesis:
Theorem. D. There is an equivalence of categories
GCatnwg/∼n ' Ho (n-types)
In Corollary 11.4.6 we also show that the equivalence of categories
of Theorem D can be realized using the fundamental weakly globular
n-fold groupoid functor of Blanc and the author [22].
We call the functor Qn rigidification functor because it replaces a
globular and weak structure with an equivalent more rigid structure (an
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n-fold category), which is no longer globular but it is weakly globular.
For n = 2 the functor Q2 was constructed by Pronk and the author in
[88]. The construction of Qn andDiscn for n > 2 is much more complex
and it requires several novel ideas and techniques, as presented in this
work.
One of the key features in the construction of Qn is the use of
pseudo-functors. Pseudo-functors feature prominently in homotopy
theory, for instance in iterated loop space theory [112]. They are also
ubiquitous in category theory [24], and can be described with the lan-
guage of 2-monad and their pseudo-algebras [91].
Weakly globular n-fold categories are a full subcategory of (n− 1)-
fold simplicial objects in Cat , that is functors [∆n−1op ,Cat ]. We con-
sider the pseudo-version of these, that is pseudo-functors Ps[∆n−1op ,Cat ].
Crucial to this work is the use of the strictification of pseudo-
functors into strict functors
St : Ps[∆n−1
op
,Cat ]→ [∆n−1op ,Cat ]
left adjoint to the inclusion. This topic had many contributions in
category theory, including [107]. We use in this work the elegant for-
mulation of Power [91], further refined by Lack in [69].
We introduce a subcategory
SegPs[∆n−1
op
,Cat ] ⊂ Ps[∆n−1op ,Cat ]
of Segalic pseudo-functors. We show in Theorem 7.2.3 is that the stric-
tification functor St restricts to a functor
St : SegPs[∆n−1
op
,Cat ]→ Catnwg ⊂ [∆n−1
op
,Cat ] .
The rigidification functor factors through the subcategory of Segalic
pseudo-functors. That is, Qn is a composite
Qn : Ta
n
wg −→ SegPs[∆n−1
op
,Cat ]
St−→ Catnwg .
In the case n = 2, it is easy to build pseudo-functors from Ta2wg.
More precisely, given X ∈ Ta2wg, define Tr2X ∈ [ob(∆op),Cat ] by
(Tr2X)k =

Xd0 k = 0
X1 k = 1
X1×X0
k· · ·×X0 X1 k > 1 .
(2.2)
Since X ∈ Ta2wg, X0 ∈ Cathd so there are equivalences of categories
X0 ' Xd0
Xk ' X1×Xd0
k· · ·×Xd0 X1 for k > 1.
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Thus, for all k ≥ 0 there is an equivalence of categories
(Tr2X)k ' Xk .
By using transport of structure (more precisely Lemma 4.3.2 with C =
∆op) we can lift Tr2X to a pseudo-functor
Tr2X ∈ Ps[∆op ,Cat ]
and by construction Tr2X ∈ SegPs[∆op ,Cat ].
Building pseudo-functors from Tanwg when n > 2 is much more com-
plex. The above approach cannot be applied directly because the in-
duced Segal maps, when n > 2 are (n − 1)-equivalences but not in
general levelwise equivalence of categories. For this reason we need to
introduce an intermediate category LTanwg, from which it is possible to
build pseudo-functors using transport of structure. The functor from
Tanwg to Segalic pseudo-functors factorizes as
Tanwg
Pn−→ LTanwg Tr n−−→ SegPs[∆n−1
op
,Cat ]
The functor Pn produces a functorial approximation (up to an n-
equivalence) of an object of Tanwg with an object of LTanwg, while the
functor Tr n is built using transport of structure.
We call the functor Discn discretization functor because it replaces
a weakly globular structure with a globular one.
The idea of the functor Discn is to replace the homotopically dis-
crete substructures in a weakly globular n-fold category by their dis-
cretization. This goes at the expenses of the Segal maps, which from
being isomorphisms become higher categorical equivalences.
In the higher groupoidal case, this idea had already appeared in
the work by the author in [87] and [22], but further work is needed in
the general categorical case to deal with the functorial choice of the
discretization maps for the homotopically discrete substructures.
We illustrate this in the case n = 2. Given X ∈ Cat2wg, by definition
X0 ∈ Cathd, so there is a discretization map γ : X0 → Xd0 which is an
equivalence of categories. Given a choice γ′ of pseudo-inverse, we have
γγ′ = Id since Xd0 is discrete.
We can therefore construct D0X ∈ [∆op ,Cat ] as follows
(D0X)k =
{
Xd0 , k = 0
Xk, k > 0 .
The face maps
(D0X)1 ⇒ (D0X)0
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are given by γ∂i i = 0, 1 (where ∂i : X1 ⇒ X0 are face maps of X)
while the degeneracy map
(D0X)0 → (D0X)1
is σ0γ′ (where σ0 : X0 → X1 if the degeneracy map of X). All other
face and degeneracy maps in D0X are as in X. Since γγ′ = Id, all
simplicial identities are satisfied for D0X. By construction, (D0X)0 is
discrete while the Segal maps are given, for each k ≥ 2, by
X1×X0
k· · ·×X0 X1 → X1×Xd0
k· · ·×Xd0 X1
and these are equivalences of categories since X ∈ Cat2wg. Thus, by
definition, D0X ∈ Ta2. This construction however does not afford a
functor
D0 : Cat
2
wg → Ta2
but only a functor
D0 : Cat
2
wg → (Ta2)ps
where (Ta2)ps is the full subcategory of Ps[∆
op
,Cat ] whose objects are
in Ta2. This is because, for any morphism F : X → Y in Ta2, the
diagram in Cat
Xd0
fd //
γ′(X0)

Y d0
γ′(Y0)

X0
f
// Y0
in general only pseudo-commutes.
To remedy this problem we introduce the category FCatnwg which
exhibits functorial choices of the homotopically discrete substructures
in Catnwg and from which the discretization process can be done func-
torially, using an iteration of the above idea, via a functor
Dn : FCat
n
wg → Tan.
We then show that we can approximate any object of Catnwg with an n-
equivalent object of FCatnwg. Namely we prove in Theorem 10.3.6 that
there is a functor
Gn : Cat
n
wg → FCatnwg
and an n-equivalence GnX → X. The discretization functor Discn is
then defined as the composite
Catnwg
Gn−→ FCatnwg Dn−−→ Tan .
It is straightforward (Corollary 11.3.7) that Qn and Discn restrict
to the groupoidal versions of the models
Qn : GTa
n  GCatnwg : Discn
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and that these induce equivalence of categories after localization with
respect to the n-equivalences (Proposition 11.3.8). Using the result of
Tamsamani [110] it then follows (Theorem 11.3.9) that
GCatnwg/∼n ' Ho (n-types) . (2.3)
In Corollary 11.4.6 the equivalence of categories (2.3) is obtained with
a different fundamental higher groupoid functor
Top
Hn−−→ Gpdnwg
j
↪→ GCatnwg
whereHn is the functor from spaces to weakly globular n-fold groupoids
of Blanc and the author in [22] and j is the inclusion. This has the
advantage that Hn is independent of [110] and has a very explicit form,
as we illustrate in some low-dimensional examples at the end of Section
11.4.
2.4.3. Organization of this work. We conclude this part with
an account of the overall organization of this work. A more detailed
synopsis of the content of each part can be found at the beginning of
each, where we also provide some diagrammatic summaries.
Part II contains an account of the main background techniques
from simplicial homotopy theory and from category theory used in this
work and also fixes the relative notation. The content of this part is
essentially expository, and aims to facilitate the reader with following
the technical aspects of this work.
The core of this work is developed in Parts III, IV, V.
In part III we introduce some of the new structures in this work and
study their properties: the category Catnhd of homotopically discrete
n-fold categories (Chapter 5), the category Catnwg of weakly globular
n-fold categories (Chapter 6) and the category SegPs[∆n−1op ,Cat ] of
Segalic pseudo-functors (Chapter 7).
The main result of this part is Theorem 7.2.3, establishing that the
classical strictification of pseudo-functors, when restricted to Segalic
pseudo-functors, yields weakly globular n-fold categories; that is, there
is a functor
St : SegPs[∆n−1
op
,Cat ]→ Catnwg
Part IV introduces the more general of the three Segal-type mod-
els of this work, the category Tanwg of weakly globular Tamsamani n-
categories (Chapter 8). The main result of this part is Theorem 9.4.1
which constructs the rigidification functor
Qn : Ta
n
wg → Catnwg
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This uses crucially the functor St of Theorem 7.2.3 as well as several
other intermediate steps, such as the subcategory LTanwg ⊆ Tanwg. These
are developed in Chapter 9.
In Part V we establish the main comparison result between Tam-
samani n-categories and weakly globular n-fold categories, exhibiting
the latter as a model of weak n-categories. One of the main construc-
tions is the discretization functor
Discn : Cat
n
wg → Tan
and its properties established in Theorem 11.2.5. This needs several
intermediate steps, in particular the new category FCatnwg, developed
in Chapter 10.
The rigidification and discretization functors then lead to the main
comparison result, Theorem 11.2.6, on the equivalence of categories
Tan/∼n ' Catnwg/∼n
Chapter 11 concludes with a proof of the homotopy hypothesis,
after introducing the higher groupoidal version of the three Segal-type
models.
In Figure 2.1 below we give a schematic account of the main results
of this work.
2.4.4. List of informal discussions. We have included a number
of informal discussions throughout the text to convey the ideas and
intuitions behind the main definitions and constructions. A list of the
main ones is as follows:
Section 5.1.1: The idea of homotopically discrete n-fold category.
Section 6.1.1: The idea of weakly globular n-fold categories.
Section 7.1.1: The idea of Segalic pseudo-functor.
Section 8.1.1: The idea of weakly globular Tamsamani n-categories.
Section 9.1.1: The idea of the category LTanwg.
Section 9.2.1: Main steps in approximating Tanwg with LTanwg.
Section 9.3.1: The idea of the functor Trn.
Section 9.4.1 The rigidification functor Qn: main steps.
Section 10.1.1: The idea of the construction X(f0).
Section 10.2.1: The idea of the functors Vn and Fn.
35 Simona Paoli
Section 10.3.1: The idea of the category FCatnwg.
Section 10.3.3 The idea of the functor Gn.
Section 11.1.1: The idea of the functor Dn.
Section 11.2.1: The idea of the functor Discn.
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PART III
Weakly globular n-fold categories
and Segalic pseudo-functors
Definition 5.1.1 Catnhd
Definition 6.1.1 Catnwg
Definition 7.1.1: SegPs[∆n−1op ,Cat ]
Theorem 7.2.3
St : SegPs[∆n−1
op
,Cat ] → Catnwg
PART IV
Weakly globular Tamsamani n-categories
and their rigidification
Definition 8.1.1 Tanwg
Definition 9.1.2 LTanwg
Theorem 9.3.1
Trn : LTa
n
wg → SegPs[∆n−1op ,Cat ]
Theorem 9.4.1 Rigidification functor
Qn : Ta
n
wg
Pn−→ LTanwg Trn−−→
SegPs[∆n−1
op
,Cat ]
St−→ Catnwg
PART V
Weakly globular n-fold categories
as a model of weak n-categories
Definition 10.3.1 FCatnwg
Definitions 11.3.1, 11.3.5
GCatnwg, GTanwg, GTan
Theorem 11.2.5 Discretization functor
Discn : Cat
n
wg → Tan
Theorem 11.2.6
Tan/ ∼n ' Catnwg/ ∼n
Theorem 11.3.9
GCatnwg/ ∼n ' Ho(n-types)
Figure 2.1. Summary of overall organization and main results
Part II
Background techniques
The techniques used throughout this work draw from two sources:
simplicial homotopy theory and category theory. Part II reviews these
techniques, more precisely we cover multi-simplicial techniques in Chap-
ter 3, and categorical background in Chapter 4.
We recall in Section 3.1 the central notion of Segal maps for (multi-
simplicial) objects and fix our notation for multi-simplicial objects. We
then review in Section 3.2 internal n-fold categories and in Section 3.3
their multi-nerves. We use these multi-simplicial notions to give in
Section 3.4 the multi-simplicial description of strict n-categories. This
is very important to build a geometric intuition around the Segal-type
models of this work. For this reason, we illustrate in detail some low-
dimensional cases and draw corresponding pictures. In Section 3.5 we
recall the functor décalage, which is used in Chapters 10 and 11.
We recall in Section 4.1 two important functors from Cat to Set, the
isomorphism classes of objects and the connected components functors,
which play a crucial role in the Segal-type models of this work.
The last part of Chapter 4 reviews the notion of pseudo-functor
and their strictification, as well as a standard technique to produce
pseudo-functors, which is an instance of ’transport of structure along
an adjunction’ in the sense of [67]. These techniques play a crucial role
in this work, in relation to the new notion of Segalic pseudo-functor
studied in Chapters 7 and 9.
The material in Part II is essentially known, but we have presented
it in a way that is best suited for the rest of this work, with emphasis
on the multi-simplicial description of strict n-categories and n-fold cat-
egories: the latter is not always spelled out at this level of detail in the
literature, and it is crucial to build the intuition around our Segal-type
models.
Suitable references for Part II include [24], [54], [67], [69], [71], [83],
[91].
CHAPTER 3
Multi-simplicial techniques
This chapter reviews (multi)-simplicial techniques. Multi-simplicial
objects are functors from ∆nop to a category C with finite limits. When
C is the category Set, multi-simplicial sets are combinatorial models of
spaces and are used in homotopy theory, see for instance [54].
As outlined in Chapter 1 the connection between higher categori-
cal structures and multi-simplicial structures arises via the notions of
nerves (and their iterated versions, called multi-nerves) and of Segal
maps. We review these in this chapter, where we also spell out in
detail the multi-simplicial description of strict n-categories and n-fold
categories. In the cases n = 2 and n = 3 these descriptions admit a
geometric interpretation which is easy to visualize (see Examples 3.3.9
and 3.4.6). Such a geometric visualization is very helpful to build the
intuition around the modifications needed to build a weak model of
higher categories using multi-simplicial structures.
3.1. Multi-simplicial objects and Segal maps
We start by reviewing the notion of multi-simplicial objects and
their associated Segal maps. These play a crucial role throughout this
work since, as explained in the previous chapter, multi-simplicial ob-
jects form a natural environment for the definition of higher categorical
structures.
3.1.1. Simplicial objects and their Segal maps. Let ∆ be the
simplicial category. Its objects are finite ordered sets
[n] = {0 < 1 < · · · < n}
for integers n ≥ 0 and its morphisms are non decreasing monotone
functions. If C is any category, a simplicial object X in C is a con-
travariant functor from ∆ to C, that is X : ∆op → C. We write Xn
for X([n]). A simplicial map F : X → Y between simplicial objects in
C is a natural transformation. We denote by [∆op , C] the category of
simplicial objects and simplicial maps.
It is well known (see for instance [83]) that to give a simplicial
objectX in C is the same as to give a sequence of objectsX0, X1, X2, . . .
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together with face operators ∂i : Xn → Xn−1 and degeneracy operators
σi : Xn → Xn+1 (i = 0, . . . , n) which satisfy the following simplicial
identities:
∂i∂j =∂j−1∂i if i < j
σiσj =σj−1σi if i < j
∂iσj =
 σj−1∂i, if i < jId, if i = j or i = j + 1
σj∂i−1, if i > j + 1
(3.1)
Under this correspondence ∂i = A(εi) and σi = A(ηi) where
εi : [n− 1]→ [n] ηi : [n+ 1]→ [n]
εi(j) =
{
j, if j < i
j + 1, if j ≥ i ηi(j) =
{
j, if j ≤ i
j − 1, if j > i.
Definition 3.1.1. Let X ∈ [∆op , C] be a simplicial object in any
category C with pullbacks. For each 1 ≤ j ≤ k and k ≥ 2, let νj : Xk → X1
be induced by the map [1] → [k] in ∆ sending 0 to j − 1 and 1 to j.
Then the following diagram commutes:
Xk
ν1
tt
ν2

νk
((
X1
d1

d0

X1
d1

d0

. . . X1
d1
||
d0

X0 X0 X0 . . . X0 X0
(3.2)
If X1×X0
k· · ·×X0 X1 denotes the limit of the lower part of the dia-
gram (3.2), the k-th Segal map for X is the unique map
µk : Xk → X1×X0
k· · ·×X0 X1
such that prj µk = νj where prj is the jth projection.
Definition 3.1.2. Let X ∈ [∆op , C] and suppose that there is a
map
γ : X0 → Y
in C such that the limit of the diagram
X1
γd1

γd0

X1
γd1

γd0
  
· · · k · · · X1
γd1
~~
γd0

Y Y Y · · · · · ·Y Y
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exists; denote the latter byX1×Y k· · ·×YX1. Then the following diagram
commutes, where νj is as in Definition 3.1.1, and k ≥ 2
Xk
ν1
tt
ν2

νk
((
X1
γd1

γd0

X1
γd1

γd0
  
. . . X1
γd1
}}
γd0

Y Y Y . . . Y Y
The k-th induced Segal map for X is the unique map
µˆk : Xk → X1×Y k· · ·×Y X1
such that prj µˆk = νj where prj is the jth projection. Clearly if Y = X0
and γ is the identity, the induced Segal map coincides with the Segal
map of Definition 3.1.1.
3.1.2. Multi-simplicial objects. Let ∆nop denote the product of
n copies of ∆op, that is
∆n
op
= (∆op)n = ∆
op × n· · · ×∆op
Given a category C, [∆nop , C] is called the category of n-fold simplicial
objects in C (or multi-simplicial objects for short).
Notation 3.1.3. If X ∈ [∆nop , C] and k = ([k1], . . . , [kn]) ∈ ∆nop ,
we shall use several alternative notations as follows
X([k1], . . . , [kn]) = X(k1, . . . , kn) = Xk1,...,kn = Xk
We shall also denote for 1 ≤ i ≤ n
k(1, i) = ([k1], . . . , [ki−1], 1, [ki+1], . . . , [kn]) ∈ ∆nop .
The following is an elementary fact:
Lemma 3.1.4. Every n-simplicial object in C can be regarded as a
simplicial object in [∆n−1op , C] in n possible ways.
Proof. For each 1 ≤ i ≤ n there is an isomorphism
ξi : [∆
nop , C]→ [∆op , [∆n−1op , C]]
given by
(ξiX)r(k1, . . . , kn−1) = X(k1, . . . , ki−1, r, ki+1, . . . , kn−1)
for X ∈ [∆nop , C] and r ∈ ∆op. 
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From Lemma 3.1.4, given an n-fold simplicial object X ∈ [∆nop , C],
for each simplicial direction 1 ≤ i ≤ n we have Segal maps for ξiX ∈
[∆
op
, [∆n−1
op
, C]]. For each r ≥ 2 these are maps in [∆n−1op , C]
(ξiX)r → (ξiX)1×(ξiX)0
r· · ·×(ξiX)0 (ξiX)1
where (ξiX)r is as in the proof of Lemma 3.1.4.
Example 3.1.5. Consider the case n = 2. Then X ∈ [∆2op , C]
is called a bisimplicial object in C. It is equivalent to a bigraded se-
quence of objects Xst of C (s, t ≥ 0) together with horizontal face and
degeneracy maps
∂hi : Xst → Xs−1,t σhi : Xst → Xs+1,t
as well as vertical face and degeneracy maps
∂vi : Xst → Xs,t−1 σvi : Xst → Xs,t+1 .
These face and degeneracy maps must satisfy the simplicial identities
(horizontally and vertically) and every horizontal map must commute
with every vertical map. We call these equalities bisimplicial identities.
In Figure 3.1 we draw a pictorial representation of the corner of a
bisimplicial object X, where direction 1 is horizontal and direction 2 is
vertical:
...
...
...
· · · X22
//
////
 
X12
////
 
oooo
X02
 
oo
· · · X21
//
////
 
OO OO
X11
////
 
oooo
OO OO
X01

oo
OO OO
· · · X20
//
////
OO
X10
////oooo
OO
X00oo
OO
Figure 3.1. Corner of a bisimplicial set X
We see from the picture that a bisimplicial object is a simplicial
object in simplicial objects in two directions, vertical and horizontal.
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For each r ≥ 0 denote by Xr∗ ∈ [∆op , C] the vertical simplicial
object with
(Xr∗)k = Xrk
and by X∗r ∈ [∆op , C] the horizontal simplicial object with
(X∗r)k = Xkr .
Then for each r ≥ 2 there are horizontal Segal maps in [∆op , C]
Xr∗ = X1∗×X0∗
r· · ·×X0∗ X1∗
and vertical Segal maps in [∆op , C]
X∗r = X∗1×X∗0
r· · ·×X∗0 X∗1
3.2. n-Fold internal categories
Definition 3.2.1. Let C be a category with finite limits. An inter-
nal category X in C is a diagram in C
X1×X0 X1 m // X1
d0 //
d1 // X0
s
oo
(3.3)
where the maps d0, d1, s,m satisfy the axioms:
(1) d0s = d1s = IdX0 .
(2) d1p2 = d1m, d0p1 = d0m, where pi : X1×X0 X1 → X1, i = 1, 2
are the two projections.
(3) m◦
(
IdX1
s◦d0
)
= IdX1 =
(
s◦d1
IdX1
)
.
(4) m◦(IdX1 ×X0 m) = m◦(m×X0 IdX1)
X0 is called ’object of objects’, X1 ’object of arrows’, d0 and d1 are
called respectively ’source’ and ’target’ maps, s is the ’identity map’
and m is the ’composition map’. When C = Set this gives the axioms
of a small category and X1×X0 X1 is the set of composable arrows.
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Definition 3.2.2. If X and Y are internal categories in C , an
internal functor F : X → Y is a diagram in C
X1×X0 X1 m //
F1×F0 F1

X1
d0 //
d1 //
F1

X0
s
oo
F0

Y1×Y0 Y1 m
′
// Y1
d′0 //
d′1 // Y0
s′
oo
where the corresponding maps commute, that is they satisfy
(1) d′0◦F ′1 = F0◦d0, d′1◦F ′1 = F0◦d1.
(2) F1◦s = s′◦F0.
(3) F1◦m = m′◦(F1×F0 F1).
We denote by Cat C the category of internal categories and internal
functors. When C = Set, this is the category Cat of small categories.
Definition 3.2.3. The category Gpd C of internal groupoids in C
is the full subcategory of Cat C whose objects X are such that there is
a map
i : X1 → X1
such that
m(IdX1 , i) = sd0, m(i, IdX1) = sd1 .
The map i gives the inverses to each (internal) arrow. When C =
Set, GpdC is the category Gpd of small groupoids.
Definition 3.2.4. The category Catn(C) of n-fold categories in C
is defined inductively by iterating n times the internal category con-
struction. That is, Cat1(C) = Cat C and, for n > 1,
Catn(C) = Cat (Catn−1(C)).
When C = Set, Catn(Set) is simply denoted by Catn and called the
category of n-fold categories (double categories when n = 2).
Definition 3.2.5. The category Gpdn(C) of n-fold groupoids in C
is defined inductively by iterating n times the internal groupoid con-
struction. That is, Gpd1(C) = GpdC and, for n > 1,
Gpdn(C) = Gpd(Gpdn−1(C)).
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When C = Set, Gpdn(Set) is simply denoted by Gpdn and called the
category of n-fold groupoids (double groupoids when n = 2).
3.3. Multi-nerve functors
There is a nerve functor
N : Cat C → [∆op , C]
such that, for X ∈ Cat C
(NX)k =

X0, k = 0;
X1, k = 1;
X1×X0
k· · ·×X0 X1, k > 1.
When no ambiguity arises, we shall sometimes denote (NX)k by Xk
for all k ≥ 0.
The following fact is well known:
Proposition 3.3.1. A simplicial object in C is the nerve of an in-
ternal category in C if and only if all the Segal maps are isomorphisms.
Definition 3.3.2. Let F : C → D be a functor, I a small category.
Denote
F : [I, C]→ [I,D]
the functor given, for all i ∈ I, by
(FX)i = F (X(i)).
Definition 3.3.3. By iterating the nerve construction, we obtain
the multinerve functor
N(n) : Cat
n(C)→ [∆nop , C] .
More precisely, N(n) is defined recursively as
N(1) = N : Cat C → [∆op , C] .
Given N(n−1) : Catn−1C → [∆n−1op , C] let
N(n) = N(n−1)◦N1
where N(n−1) is as in Definition 3.3.2.
Definition 3.3.4. An internal n-fold category X ∈ Catn(C) is dis-
crete when N(n−1)X is a constant functor.
Thus in a discrete internal n-fold categories all structure maps are
identities.
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Remark 3.3.5. Let X ∈ [∆nop , C]. For each k = (k1, ..., kn) ∈ ∆nop
and 1 ≤ i ≤ n we have
X(k1, ..., ki−1,−, ki+1, ..., kn) ∈ [∆op , C]
and there are corresponding Segal maps for each ki ≥ 2
Xk → Xk(1,i)×Xk(0,i)
ki· · ·×Xk(0,i) Xk(1,i) (3.4)
where k(1, i) and k(0, i) are as in Notation 3.1.3.
We claim that the condition that the maps (3.4) are isomorphisms
(for all k ∈ ∆nop) is equivalent to the condition that for each 1 ≤ i ≤ n
the Segal maps for ξiX ∈ [∆op , [∆n−1op , C]] are isomorphisms. This
follows immediately from the fact that
(ξiX)ki(k1, ..., ki−1, ki+1, ..., kn) = Xk
(ξiX)0(k1, ..., ki−1, ki+1, ..., kn) = Xk(i,0)
(ξiX)1(k1, ..., ki−1, ki+1, ..., kn) = Xk(i,1) .
Using this observation we can now give a characterization of those
multi-simplicial objects X ∈ [∆nop , C] which are in the image of the
multinerve functor N(n) : Catn(C) → [∆nop , C]. Namely, they are those
multi-simplicial objects whose Segal maps in all directions are isomor-
phisms, as illustrated in the following Lemma.
Lemma 3.3.6.
a) X ∈ [∆nop , C] is the multinerve of an object of Catn(C) if and
only if, for each k ∈ ∆nop, ki ≥ 2 and 1 ≤ i ≤ n
Xk ∼= Xk(1,i)×Xk(0,i)
ki· · ·×Xk(0,i) Xk(1,i). (3.5)
b) X ∈ [∆nop , C] is the multinerve of an object of Catn(C) if and
only if, for each 1 ≤ i ≤ n, all the Segal maps of ξiX ∈
[∆
op
,Catn−1(C)] are isomorphisms.
Proof.
a) By induction on n. For n = 1 this is Proposition 3.3.1. Suppose
the lemma holds for n − 1 and let k = (k1...kn) ∈ ∆nop . Denote
r = (k2...kn) ∈ ∆n−1op . Observe that
Xk = (Xk1)r, Xk(1,i) = (Xk1)r(1,i−1) Xk(1,0) = (Xk1)r(0,i−1) .
(3.6)
Thus if (3.5) holds, we have
(Xk1)r = (Xk1)r(1,i)×(Xk1 )r(0,i)
k1· · ·×(Xk1 )r(0,i) (Xk1)r(1,i)
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for each k1 ≥ 2. Hence Xk1 satisfies the inductive hypothesis and we
conclude that Xk1 ∈ Catn−1(C). Further, taking i = 1 in (3.5) we see
that
(Xk1)r = (X1)r×(X0)r
k1· · ·×(X0)r (X1)r
that is, we have isomorphisms in Catn−1(C)
Xk1
∼= X1×X0
k1· · ·×X0 X1
for each k1 ≥ 2. By Proposition 3.3.1 it follows that X ∈ Catn(C).
Conversely, let X = N(n)Y with Y ∈ Catn(C). Since N(n) =
N(n−1)N1, it is
Xk = (N(n−1)(N1Y )k1)r
Xk(1,i) = (N(n−1)(N1Y )k1)r(1,i−1)
Xk(0,i) = (N(n−1)(N1Y )k1)r(0,i−1) .
(3.7)
By induction hypothesis applied to (N1Y )k1 ∈ Catn−1(C) and by (3.7),
(3.5) follows.
b) This follows immediately from a) and from Remark 3.3.5.

We now deduce that every object of Catn(C) can be considered as
an internal category in Catn−1(C) in n possible ways, corresponding to
the n simplicial directions of the multinerve.
Proposition 3.3.7. For each 1 ≤ i ≤ n there is an isomorphism
ξ˜i : Cat
n(C)→ Cat (Catn−1(C))
making the following diagram commute:
Catn(C) N(n) //
ξ˜i

[∆n
op
, C]
ξi

Cat (Catn−1(C))
N1
// [∆
op
, [∆n−1
op
, C]]
(3.8)
where ξi is an in the proof of Lemma 3.1.4.
Proof. We claim that, for each Y ∈ Catn(C), (ξiN(n)Y )k is the
multinerve of an object Zik ∈ Catn−1(C). In fact, by Lemma 3.3.6,
N(n)Y has all the Segal maps isomorphisms, hence the same holds for
(ξiN(n)Y )k so that, by Lemma 3.3.6 again, the claim follows. Consider
the simplicial object
(ξiN(n)Y ) = Zi∗ ∈ [∆op ,Catn−1(C)].
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By Lemma 3.3.6 b) its Segal maps are isomorphisms. Hence Zik is the
nerve of an internal category ξ˜iY ∈ Cat (Catn−1(C)), that is
N1ξ˜iY = ξiN(n)Y .
This defines ξ˜i and shows that (3.8) commutes. 
We next consider some low-dimensional examples in which the multi-
nerves can be visualized geometrically.
Example 3.3.8. Double nerves of double categories.
Taking C = Set and n = 2 above, we obtain the double nerve
functor
N(2) : Cat (Cat )→ [∆2op , Set]
from double categories to bisimplicial sets. Given X ∈ Cat (Cat ) we
can visualize the corner of its double nerve as in Figure 3.2 on page 57.
We see that all the Segal maps in both the vertical and horizontal
directions are isomorphisms. It is possible to give a geometric inter-
pretation to this double nerve by thinking of X00 as sets of points, X01
as sets of vertical arrows, X10 as sets of horizontal arrows, X11 as sets
of squares. Then horizontal and vertical arrows compose (respectively
horizontally and vertically) while squares compose horizontally via
X11×X01 X11 → X11
and vertically via
X11×X10 X11 → X11 .
This geometric data, and the relative axioms, are an alternative way
to define double categories: see for instance [45] for more details.
Although this presentation is useful for the study of some aspects
of double categories, for this work the presentation in terms of internal
categories in Cat and the one in terms of their double nerves is suffi-
cient. Figure 3.3 on page 57 is a geometric picture of the corner of the
double nerve of a double category.
Example 3.3.9. 3-Fold nerve of 3-fold categories.
Taking C = Set and n = 3 we obtain the 3-fold nerve of 3-fold
categories
N(3) : Cat
3 → [∆3op , Set] .
Given X ∈ Cat3, a picture of the corner of N(3)X is given in Figure
3.4 on page 58, where direction 1 is horizontal and direction 3 is vertical.
We have omitted drawing the degeneracy operators for simplicity.
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1
3
2
The isomorphisms above Figure 3.4 correspond to the Segal con-
dition.
We can obtain a geometric visualisation of Figure 3.4 by setting
X000 = set of objects;
X010 = set of arrows in direction 2;
X100 = set of arrows in direction 1;
X001 = set of arrows in direction 3;
X110 = set of squares in directions 1,2;
X011 = set of squares in directions 2,3;
X101 = set of squares in directions 1,3;
X111 = set of cubes.
Arrows in direction i can be composed in direction i (for i = 1, 2, 3).
Squares in direction i, j (i, j = 1, 2, 3) can be composed in direction i
and in direction j. Cubes can be composed in all three directions. A
geometric picture is found in Figure 3.5 on page 58.
Definition 3.3.10. Let 1 ≤ k ≤ n. The nerve functor in the kth
direction is defined as the composite
N (k) : Catn(C) ξ˜k−→ Cat (Catn−1(C)) N−→ [∆op ,Catn−1(C)]
where ξ˜k is as in Proposition 3.3.7.
Note that
N(n) = N
(n)...N (2)N (1).
Remark 3.3.11. Let ob : Cat C → C be the object of objects func-
tor. The left adjoint to ob is the discrete internal category functor
d : C → Cat C
associating to an object X ∈ C the discrete internal category on X. By
Definition 3.3.4, the nerve of the discrete internal category on X is the
constant simplicial object on X.
By Proposition 3.3.7 we then have
CatnC
ξ˜n∼= Cat (Catn−1C)
ob //
Catn−1C .
d
oo
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Definition 3.3.12. We define d(1) = d and for n > 1,
d(n) = ξ˜−1n ◦ d : Catn−1C → CatnC; .
Thus d(n) is the discrete inclusion of Catn−1C into CatnC in the nth
direction.
Notation 3.3.13. When C = Set we shall denote
Jn = N
(n−1) . . . N (1) : Catn → [∆n−1op ,Cat ] .
Thus Jn amounts to taking the nerve construction in all but the
last simplicial direction. The functor Jn is fully faithful, thus we can
identify Catn with the image Jn(Catn) of the functor Jn.
Given X ∈ Catn, when no ambiguity arises we shall denote, for each
(s1, . . . , sn−1) ∈ ∆n−1op
Xs1,...,sn−1 = (JnX)s1,...,sn−1 ∈ Cat
and more generally, if 1 ≤ j ≤ n− 1,
Xs1,...,sj = (N
(j) . . . N (1)X)s1,...,sj ∈ Catn−j .
Lemma 3.3.14. There is a commuting diagram
Catn−1
N(n−1) //
d(n)

[∆n−1
op
, Set]
d¯

Catn
Jn
// [∆n−1
op
, Set]
(3.9)
where d(n) is as in Definition 3.3.12 and d : Set → Cat is the discrete
category functor.
Proof. Let X ∈ Catn and k ∈ ∆nop . Then
(d¯N(n−1)X)k = d(N(n−1)X)k = dXk = (ξ−1n d1X)k = (Jnd
(n)X)k .
Since this holds for each X ∈ Catn and k ∈ ∆nop , it follows that
d¯N(n−1) = Jnd(n)
that is, 3.9 commutes. 
Lemma 3.3.15. Let P be the pullback in [∆n−1op ,Cat ] of the diagram
in A → C ← B. Suppose that for each k ≥ 2 there are isomorphisms
of Segal maps in [∆n−2op ,Cat ]
Ak ∼= A1×A0
k· · ·×A0A1, Ck ∼= C1×C0
k· · ·×C0C1, Bk ∼= B1×B0
k· · ·×B0B1 .
Then Pk ∼= P1×P0
k· · ·×P0 P1.
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Proof. We show this for k = 2, the case k > 2 being similar. Since
the nerve functor N : Cat → [∆op , Set] commutes with pullbacks (as it
is right adjoint) and pullbacks in [∆n−1op ,Cat ] are computed pointwise,
for each s ∈ ∆n−1op we have a pullback in Set
(NP )2s //

(NA)2s

(NC)2s // (NC)2s
where
(NA)2s = (NA)1s×(NA)0s (NA)1s
and similarly for NC and NB. We then calculate
(NP )2s = (NA)2s×(NC)2s (NB)2s =
= {(NA)1s×(NA)0s (NA)1s}×(NC)1s×(NC)0s (NC)1s {(NB)1s×(NB)0s (NB)1s} ∼=
∼= {(NB)1s×(NC)0s (NB)1s}×(NA)1s×(NC)0s (NA)1s {(NB)1s×(NC)0s (NB)1s} =
= (NP )1s×(NP )0s (NP )1s .
In the above, the isomorphism before the last takes (x1, x2, x3, x4) to
(x1, x3, x2, x4). Since this holds for all s, it follows that
P2 ∼= P1×P0 P1 .
The case k > 2 is similar.

3.4. Multisimplicial description of strict n-categories
In this section we establish the analogue of Lemma 3.3.6 for strict
n-categories. We recall the definition of strict n-category, which is given
by iterated enrichment. We refer to [68] for background on enriched
categories.
Definition 3.4.1. The category n-Cat of strict n-categories is de-
fined by induction of n. For n = 1, 1-Cat = Cat . Given (n − 1)-Cat ,
let
n-Cat = ((n− 1)-Cat )-Cat
where the enrichment is with respect to the cartesian monoidal struc-
ture.
Unravelling this inductive definition we see that strict n-categories
have sets of cells in dimensions 0 up to n, and these compose in a way
which is associative and unital. Below we make this more precise using
the multi-simplicial language.
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A strict n-category in which all cells are invertible is called a strict
n-groupoid. We denote by n-Gpd the category of strict n-groupoids,
where 1-Gpd = Gpd.
We prove a characterization of the image of the functors
Jn : n-Cat → [∆n−1op ,Cat ] and N(n) : n-Cat → [∆nop , Set] .
The resulting multi-simplicial description of strict n-categories is help-
ful to build the intuition about the weakening of the structure achieved
with the Segal-type models of this work, which are also full subcate-
gories of [∆n−1op ,Cat ].
To establish this characterization, we use the fact, proved in the
Appendix of [47] that if V is a category satisfying mild conditions,
the categories enriched in V are the internal categories in V whose
object of objects is discrete, that is it is the coproduct of copies of
the terminal object. As observed in [47], these conditions are satisfied
when V = Catn and V = n-Cat .
Remark 3.4.2. Consider the composite
N : V-Cat → CatV → [∆op ,V ]
where V is as in [47]. It follows by [47] and by Proposition 3.3.1 that
X ∈ [∆op ,V ] is in the image of N if and only if the Segal maps of X
are isomorphisms and X0 is discrete.
When V = (n− 1)-Cat , we obtain the functor
N : n-Cat = ((n− 1)-Cat )-Cat → [∆op , (n− 1)-Cat ] .
Iterating this construction we obtain the multinerve
Jn : n-Cat → [∆n−1op ,Cat ] . (3.10)
We next give a characterization of the image of Jn.
Lemma 3.4.3. Let X ∈ [∆n−1op ,Cat ]. Then X is in the image of
the functor Jn as in (3.10) if and only if:
a) The Segal maps in all directions are isomorphisms.
b) X0 ∈ [∆n−2op ,Cat ] and X r
1...10
∈ [∆n−r−2op ,Cat ] are constant
functors taking value in a discrete category for all 1 ≤ r ≤
n− 2.
Proof. By induction on n. For n = 2 it follows by Remark 3.4.2
taking V = Cat . Suppose, inductively, that the lemma holds for (n −
1) and let X = JnY with Y ∈ n-Cat . By construction, Jn is the
composite:
n-Cat N−→ [∆op , (n− 1)-Cat ] Jn−1−−−→ [∆op , [∆n−2op ,Cat ]] ∼= [∆n−1op ,Cat ] .
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By Remark 3.4.2 when V = (n − 1)-Cat , (NY )0 is a constant functor
taking value in a discrete and the Segal maps of NY are isomorphisms.
Hence X0 = (JnY )0 = Jn−1(NY )0 is constant with values in a discrete
category and the Segal maps of X in direction 1 are isomorphisms.
The Segal maps of JnX in direction k > 1 are levelwise the Segal
maps of Xt = Jn−1(NY )t for each t ≥ 0 and these are isomorphisms by
inductive hypothesis applied to (NY )t ∈ (n− 1)-Cat . So in conclusion
the Segal maps in all directions are isomorphisms, which is a).
Further X1 = Jn−1(NY )1 and since (NY )1 ∈ (n−1)-Cat , by induc-
tive hypothesis X10 and X s
1...10
are constant with values in a discrete
category for all 1 ≤ s ≤ n − 3. So in conclusion X r
1...10
is constant
with values in a discrete category for all 1 ≤ r ≤ n − 2, proving that
condition b) holds.
Conversely, let X ∈ [∆n−1op ,Cat ] satisfy a) and b). By Lemma
3.3.6 it follows from condition a) that X = JnY for Y ∈ Catn. Further,
for each t ≥ 0, (NY )t ∈ Catn−1 and Jn−1(NY )t satisfies a) and b), so
by induction hypothesis (NY )t ∈ (n− 1)-Cat . Also, since by b) X0 is
constant with values in a discrete category, (NY )0 is discrete.
In conclusion, NY ∈ [∆op , (n−1)-Cat ] is such that (NY )0 is discrete
and the Segal maps are isomorphisms. From Remark 3.4.2 it follows
that Y ∈ n-Cat . 
By taking nerves of categories dimensionwise in [∆n−1op ,Cat ] we
obtain the multinerve functor:
N(n) : n-Cat −→ [∆n−1op ,Cat ] N−→ [∆n−1op , [∆op , Set]] ∼= [∆nop , Set] .
Using Lemma 3.4.3 we immediately deduce the following characteriza-
tion of the image of N(n), which affords a multi-simplicial description
of strict n-categories.
Corollary 3.4.4. Let X ∈ [∆nop , Set]. Then X is in the image of
the functor
N(n) : n-Cat → [∆nop , Set]
if and only if
a) The Segal maps of X in all directions are isomorphisms.
b) X0 ∈ [∆n−1op , Set] and X r
1...10
∈ [∆n−r−1op , Set] are constant
functors for all 1 ≤ r ≤ n− 2.
Proof. It follows immediately from Lemma 3.4.3, Proposition 3.3.1
and the fact that the nerve of a discrete category is a constant simplicial
set. 
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The condition b) in Lemma 3.4.3 and Corollary 3.4.4 is called glob-
ularity condition, since it gives rise to the globular shape of the higher
cells in a strict n-category. We illustrate this in low-dimensional exam-
ples.
Example 3.4.5. Double nerves of strict 2-categories. The double
nerve functor
N(2) : 2-Cat → [∆2op , Set]
associates to X ∈ 2-Cat the bisimplicial set N(2)X such that the Segal
maps in both horizontal and vertical directions are isomorphisms and
(N(2)X)0∗ is a constant functor.
Denoting (N(2)X)ij = Xij, we can visualize the corner of its double
nerve as in Figure 3.6 on page 59.
A geometric picture can be obtained by thinking of X00 as sets of
objects or 0-cells, X10 as sets of 1-cells and X20 as sets of 2-cells, see
Figure 3.7 on page 59.
This should be compared with Figure 3.3 in Example 3.3.8: the
globularity condition that X0∗ is a constant simplicial set means that
the vertical sides of the squares in Figure 3.3 are identities and thus
can be represented as globes under the identification
a b
a b
g
f
≡ a b
g
f
Example 3.4.6. 3-Fold nerves of strict 3-categories. The 3-fold
nerve functor
N(3) : 3-Cat → [∆3op , Set]
associates to Y ∈ 3-Cat the 3-fold simplicial set N(3)Y = X such that
a) All Segal maps in directions 1,2,3 are isomorphisms.
b) X0∗∗ and X10∗ are constant functors.
The corner of X can be visualized as in Figure 3.8 on page 60, where for
simplicity we omitted drawing the face operators. The isomorphisms
above Figure 3.8 correspond to the Segal condition.
We can obtain a geometric visualization of Figure 3.8 by setting
X000 = set of points;
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X100 = set of arrows in direction 1;
X010 = set of arrows in direction 2;
X001 = set of arrows in direction 3;
X110 = set of globes in directions 1,2;
X011 = set of globes in directions 2,3;
X101 = set of globes in directions 1,3;
X111 = set of spheres.
The points are the 0-cells. The arrows (1-cells) in direction i can be
composed in direction i (i = 1, 2, 3). The globes (2-cells) in direction
i, j (i, j = 1, ..., 3) can be composed in direction i and in direction
j. The spheres (3-cells) can be composed in all three directions. A
geometric picture is found in Figure 3.9 on page 60.
This should be compared with Figure 3.5 in Example 3.3.9: the
globularity condition identifies the squares with globes and the cubes
with spheres.
3.5. The functor décalage
Recall from Duskin [39] the décalage comonad
Dec : [∆
op
, Set]→ [∆op , Set]
on simplicial sets. Given X ∈ [∆op , Set], DecX ∈ [∆op , Set] has
(DecX)n = Xn+1 n ≥ 0
with face and degeneracy given by
di : (DecX)n = Xn+1 → (DecX)n−1 = Xn, 1 ≤ i ≤ n
si : (DecX)n = Xn+1 → (DecX)n+1 = Xn+2, 0 ≤ i ≤ n .
That is, the last face and degeneracy operators are omitted in each
dimension. The omitted last face map dn : Xn → Xn−1 defines a
simplicial map
uX : DecX → X
natural in X, levelwise surjective, which is the component of the counit
of the comonad.
The composition of d0 : X1 → d(X0) with the retained face maps
gives a simplicial map
DecX → d(X0)
natural in X, where d(X0) is the constant simplicial set at X0. Com-
position of s0 : X0 → X1 with the degeneracies gives a unique map
s(n) : X0 → Xn which gives a simplicial map
d(X0)→ DecX
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natural in X that is a section for DecX → d(X0); it is in fact a
contracting homotopy, so d(X0) is a deformation retract of DecX.
Suppose that X is the nerve of a groupoid. Then DecX is the
equivalence relation corresponding to the surjective map of sets d0 :
X1 → X0 (see [25]). If X1×X0 X1 is the pullback of X1 ∂0−→ X0 ∂1←− X1
and X1×d0 X1 is the kernel pair of d0 : X1 → X1, in this case there is
an isomorphism
X1×X0 X1 ∼= X1×d0 X1
sending (f, g) ∈ X1×X0 X1 to (f, g◦f) ∈ X1×d0 X1; ∂0, ∂1 correspond
to the two projections p1, p2 : X1×d0 X1 → X1 while the identity map
X1 → X1×X0 X1 corresponds to the diagonal map X1 → X1×d0 X1
sending f to (f, f).
There is also a version of the décalage comonad forgetting the first
face and degeneracy operators, which we denote
Dec′ : [∆
op
, Set]→ [∆op , Set].
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...
...
...
· · ·
//
////
 
X11×X10 X11
// //
 
oooo
X01×X00 X01
 
oo
X11×X01 X11
//
////
 
OO OO
X11
// //
 
oooo
OO OO
X01

oo
OO OO
X10×X00 X10
//
////
OO
X10
// //oooo
OO
X00oo
OO
Figure 3.2. Corner of the double nerve of a double cat-
egory X.
⇒⇒⇒
⇒
⇒
⇒
⇒
⇒
⇒
Figure 3.3. Geometric picture of the corner of the dou-
ble nerve of a double category
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In the following picture, for all i, j, k ∈ ∆op
X2jk ∼= X1jk×X0jk X1jk, Xi2k ∼= Xi1k×Xi0k Xi1k, Xij2 ∼= Xij1×Xij0 Xij1 .
X122 X022
X121 X021
X120 X020
X112 X012
X111 X011
X110 X010
X102 X002
X101 X001
X100 X000
X202
X201
X200
X211
X210
X222
X212
X221
X220
Figure 3.4. Corner of the 3-fold nerve of a 3-fold cate-
gory X
Figure 3.5. Geometric picture of the corner of the 3-
fold nerve of a 3-fold category
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· · ·
//
////
 
X11×X10 X11
////
 
oooo
X00
 
oo
X11×X00 X11
//
////
 
OO OO
X11
////
 
oooo
OO OO
X00

oo
OO OO
X10×X00 X10
//
////
OO
X10
////oooo
OO
X00oo
OO
Figure 3.6. Corner of the double nerve of a strict 2-
category X
Figure 3.7. Geometric picture of the corner of the dou-
ble nerve of a strict 2-category.
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In the following picture, for all i, j, k ∈ ∆op
X2jk ∼= X1jk×X0jk X1jk, Xi2k ∼= Xi1k×Xi0k Xi1k, Xij2 ∼= Xij1×Xij0 Xij1 .
X122 X000
X121 X000
X120 X000
X112 X000
X111 X000
X110 X000
X100 X000
X100 X000
X100 X000
X200
X200
X200
X200
X210
X222
X212
X221
X220
Figure 3.8. Corner of the 3-fold nerve of a strict 3-
category X.
Figure 3.9. Geometric picture of the corner of the 3-
fold nerve of a strict 3-category.
CHAPTER 4
Categorical background
In this chapter we cover some categorical background which is
needed in the rest of this work. We first recall two important func-
tors from Cat to Set, associating to a category X the sets of isomor-
phism classes of objects p(X) and the set of connected components
q(X). Their properties are recalled in Section 4.1. They will give rise
to functors
p(n) : Segn → Segn−1 q(n) : Segn → Segn−1
for each of the three Segal-type models. These functors are crucial to
this work. The functor p(n) is a ’truncation functor’ that divides out by
the highest dimensional invertible cells, and is used to give the notion
of n-equivalence in Segn, while the functor q(n) plays an important role
in Chapter 9 in the construction of the rigidification functor Qn.
The second set of techniques we review in this chapter is about the
theory of pseudo-functors. Although they are used in homotopy theory
(see for instance [112]), the theory of pseudo-functors mostly developed
within category theory, see for instance [24]. A crucial technique in
this work is the use of the strictification functor from pseudo-functors
to strict functors. Several versions of this exist in the literature (see
for instance [107]), and we review here the one due to Power [91] and
refined by Lack [69], as these are the forms most suitable for our cal-
culations.
As outlined in Chapter 1 we will show that the rigidification functor
from weakly globular Tamsamani n-categories to weakly globular n-
fold categories factors through a subcategory of pseudo-functors (called
Segalic pseudo-functors) and the Power-Lack form of the strictification
identifies the image as multi-nerves of weakly globular n-fold categories.
Another crucial technique is a way to create pseudo-functors from
a small category C to Cat out of simpler data of a functor from the
objects of C (viewed as a discrete category) to Cat . This is an instance
of a more general categorical technique called ’transport of structure
along an adjunction’ [67] which is about 2-dimensional monad theory,
and it uses the description of pseudo-functors as pseudo-algebras for a
2-monad.
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4.1. Some functors on Cat
The connected component functor
q : Cat → Set
associates to a category its set of paths components. This is left adjoint
to the discrete category functor
d(1) : Set→ Cat
associating to a set X the discrete category on that set. We denote by
γ(1) : Id⇒ d(1)q
the unit of the adjunction q a d(1).
Lemma 4.1.1. q preserves fiber products over discrete objects and
sends equivalences of categories to isomorphisms.
Proof. We claim that q preserves products; that is, given cate-
gories C and D, there is a bijection
q(C × D) = q(C)× q(D) .
In fact, given (c, d) ∈ q(C ×D) the map q(C ×D)→ q(C)× q(D) given
by [(c, d)] = ([c], [d]) is well defined and is clearly surjective. On the
other hand, this map is also injective: given [(c, d)] and [(c′, d′)] with
[c] = [c′] and [d] = [d′], we have paths in C
c −−− · · · −−− c′
d −−− · · · −−− d′
and hence a path in C × D
(c, d) −−− · · · −−− (c′, d) −−− · · · −−− (c′, d′) .
Thus [(c, d)] = [(c′, d′)] and so the map is also injective, hence it is a
bijection, as claimed.
Given a diagram in Cat C
f
// E Dgoo with E discrete, we have
C×E D =
∐
x∈E
Cx ×Dx (4.1)
where Cx, Dx are the full subcategories of C and D with objects c, d
such that f(c) = x = g(d). Since q preserves products and (being left
adjoint) coproducts, we conclude by (4.1) that
q(C×E D) ∼= q(C)×E q(D) .
Finally, if F : C ' D : G is an equivalence of categories, FG C ∼= C and
FGD ∼= D which implies that qF qG C ∼= qC and qF qGD ∼= qD, so qC
and qD are isomorphic. 
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The isomorphism classes of objects functor
p : Cat → Set
associates to a category the set of isomorphism classes of its objects.
Note that if C is a groupoid, pC = qC.
Lemma 4.1.2. p preserves pullbacks over discrete objects and sends
equivalences of categories to isomorphisms.
Proof. For a category C, let mC be its maximal sub-groupoid.
Then pC = qmC. Given a diagram in Cat C
f
// E Dgoo with E
discrete, we have
C×E D =
∐
x∈E
Cx ×Dx .
Since, as easily seen, m commutes with (co)products, and mE = E , we
obtain m(C×E D) = mC×E mD; so by Lemma 4.1.1,
p(C×E D) = qm(C×E D) = q(mC×E mD) = qmC×qE qmD = pC×E pD .
Finally, if F : C ' D : G is an equivalence of categories, FGC ∼= C and
FGD ∼= D which implies that pF pG C ∼= pC and qF qGD ∼= qD, so qC
and qD are isomorphic. 
Lemma 4.1.3.
a) Let X f−→ Z g←− Y be a diagram in Cat . Then
p(X×Z Y ) ⊆ pX×pZ pY .
b) Suppose, further, that g0 = Id. Then
p(X×Z Y ) ∼= pX×pZ pY .
Proof.
a) The map
j : p(X×Z Y )→ pX×pZ pY
is determined by the maps
p(X×Z Y )→ pX and p(X×Z Y )→ pY
induced by the projections
X×Z Y → X and X×Z Y → Y .
Thus, for each (a, b) ∈ X×Z Y ,
j p(a, b) = (p(a), p(b)) . (4.2)
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Let (a, b), (a′, b′) ∈ X×Z Y be such that p(a, b) = p(a′, b′). It follows by
(4.2) that p(a) = p(a′) and p(b) = p(b′). Thus there are isomorphisms
α : a ∼= a′ in X and β : b ∼= b′ in Y and in Z we have
fα = gβ : fa = gb ∼= fa′ = gb′ .
Thus (α, β) : (a, b) ∼= (a′, b′) is an isomorphism in X×Z Y and so
p(a, b) = p(a′, b′). This shows that j is injective, proving a).
b) By a) the map j is injective. We now show that, if g0 = Id, then j is
also surjective. Let (px, py) ∈ pX×pZ pY be such that g0 = Id. Then
fp(x) = pf(x) = gp(y) = pg(y) = p(y) .
Also, f(x) = g(f(x)), so that (x, f(x)) ∈ X×Z Y . It follows that
j(x, f(x)) = (p(x), pf(x)) = (p(x), p(y))
so that j is surjective. Hence j is a bijection.

Definition 4.1.4. Recall that the functor F : X → Y is an isofi-
bration if for each x ∈ X and isomorphism α : Fx ∼= y in Y , there is
an isomorphism β : x ∼= z in X with Fβ = α.
Lemma 4.1.5. Let
A
g′
//
f ′

B
f

C g
// D
be a pullback in Cat with f an isofibration. Then
a)
pA //

pB

pC // pD
is a pullback in Set.
b) Suppose that D is a groupoid. Then
qA //

qB

qC // qD
is a pullback in Set.
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Proof. a) Since f is an isofibration, by [66] A is equivalent to the
pseudo-pullback A ' C ps×D B. The functor p sends pseudo-pullbacks
to pullbacks. In fact, suppose we are given a commuting diagram in
Set
X
r

s
''
p(C
ps×D B)

// pB
p(f)

pC
p(g)
// pD
p(g)r = p(f)s. If we choose maps b : dpB → B and c : dpC → C (so
that p(b) = id and p(c) = id) we have
p(f)p(b)p(d(s)) = p(f)s = p(g)r = p(g)p(c)p(d(r)).
It follows that, for each x ∈ X
(fbd(s))(x) ∼= (gcd(r))(x)
Therefore, there is v : X → C ps×D B such that g′v = bd(s) and f ′v =
cd(r). Hence
p(g′)p(v) = p(b)p(d(s)) = s, p(f ′)p(v) = p(c)p(d(r)) = r .
This shows that
p(A) ∼= p(C ps×D B) ∼= pC×pD pB .
b) Since f is an isofibration, by [66] A is equivalent to the pseudo-
pullback A ' C ps×D B. The functor q sends pseudo-pullbacks to pull-
backs. In fact, suppose we are given a commuting diagram in Set
X
r

s
''
q(C
ps×D B)

// qB
q(f)

qC
q(g)
// qD
q(g)r = q(f)s. If we choose maps b : dqB → B and c : dqC → C (so
that q(b) = id and q(c) = id) we have
q(f)q(b)q(d(s)) = q(f)s = q(g)r = q(g)q(c)q(d(r)).
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It follows that, for each x ∈ X, (fbd(s))(x) and (gcd(r))(x) are in
the same connected component. Since D is a groupoid, this means that
there is an isomorphism
(fbd(s))(x) ∼= (gcd(r))(x)
Therefore, there is v : X → C ps×D B such that g′v = bd(s) and f ′v =
cd(r). Hence
q(g′)q(v) = q(b)q(d(s)) = s, q(f ′)q(v) = q(c)q(d(r)) = r .
This shows that
q(A) ∼= q(C ps×D B) ∼= qC×qD qB .

Lemma 4.1.6. Let
A
s //
r

B
f

C g
// D
be a pullback in Cat , and suppose that f is fully faithful. Then so is r.
Proof. For all x, y ∈ A0 there is a pullback in Cat
A(x, y) //

B(sx, sy)

C(rx.ry) // D(grx, gry) = D(fsx, fsy)
Since the right vertical map is an isomorphism (as f is fully faithful),
so is the left vertical map, showing that r is fully faithful. 
4.2. Pseudo-functors and their strictification
We recall the notion of pseudo-functor and the classical theory of
strictification of pseudo-functors, see [24],[91], [69].
4.2.1. The notion of pseudo-functor.
Definition 4.2.1 ([24]). A pseudo-functor F : A → B between
2-categories A,B consists of the following data:
(1) For every A ∈ A, an object FA ∈ B.
(2) For every pair of objects A,B ∈ A, a functor
FAB : A(A,B)→ B(FA, FB) .
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(3) For every triple of objects A,B,C ∈ A, a natural isomorphism
γABC :
A(A,B)×A(B,C)
CABC //
FAB×FBC

A(A,C)
FAC

B(FA,FB)×B(FB,FC)
CFA,FB,FC
//
γABC 19
B(FA,FC)
(4) For every object A ∈ A, a natural isomorphism δA:
1
uA // A(A,A)
FAA

1 uFA
//
δA 6>
B(FA, FA)
such that the following coherence axioms are satisfied:
(i) Composition axiom: for every triple of arrows
A
f−→ B g−→ C h−→ D
in A, the following equality between 2-cells holds
Fh◦Fg◦Ff
iFh∗γf,g //
γg,h∗iFf

Fh◦F (g◦f)
γg◦f,h

F (h◦g)◦Ff γf,h◦g
// F (h◦g◦f)
(ii) Unit axiom: for every arrow f : A → B in A, the following
equalities between 2-cells hold
Ff ◦1FA
iFf∗δA //
iFf

Ff ◦F1A
γ1A,f

Ff
iFf
// F (f ◦1A)
1FB◦Ff
δA∗iFf //
iFf

F1B◦Ff
γf,1B

Ff // F (1B◦f)
There is also a notion of pseudo-natural transformation between
pseudo-functors (see [24, §7.5] for more details) and thus a category
Ps[A,B] of pseudo-functors and pseudo-natural transformations.
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4.2.2. Strictification of pseudo-functors. The functor 2-category
[∆n
op
,Cat ] is 2-monadic over [ob(∆nop),Cat ] where ob(∆nop) is the set
of objects of ∆nop . Let
U : [∆n
op
,Cat ]→ [ob(∆nop),Cat ]
be the forgetful functor (UX)k = Xk. Its left adjoint F is given on
objects by
(FH)k =
∐
r∈ob(∆nop )
∆n
op
(r, k)×Hr
for H ∈ [ob(∆n−1op),Cat ], k ∈ ob(∆n−1op). If T is the monad corre-
sponding to the adjunction F a U , then
(TH)k =
∐
r∈ob(∆nop )
∆n
op
(r, k)×Hr
A pseudo T -algebra is given by H ∈ [ob(∆nop),Cat ],
hn :
∐
r∈ob(∆nop )
∆n
op
(r, k)×Hr → Hk
and additional data, as described in [91]. This amounts precisely to
functors from ∆nop to Cat and the 2-category Ps-T-alg of pseudo T -
algebras corresponds to the 2-category Ps[∆nop ,Cat ] of pseudo-functors,
pseudo-natural transformations and modifications.
The strictification result proved in [91] yields that every pseudo-
functor from ∆nop to Cat is equivalent, in Ps[∆nop ,Cat ], to a 2-functor.
Given a pseudo T -algebra as above, [91] consider the factorization
of h : TH → H as
TH
v−→ L g−→ H
with vk bijective on objects and gk fully faithful, for each k ∈ ∆nop . It
is shown in [91] that it is possible to give a strict T -algebra structure
TL → L such that (g, Tg) is an equivalence of pseudo T -algebras. It
is immediate to see that, for each k ∈ ∆nop , gk is an equivalence of
categories.
Further, it is shown in [69] that St : Ps[∆nop ,Cat ]→ [∆nop ,Cat ] as
described above is left adjoint to the inclusion
J : [∆n
op
,Cat ]→ Ps[∆nop ,Cat ]
and that the components of the units are equivalences in Ps[∆nop ,Cat ].
4.3. Transport of structure
We now recall a general categorical technique, known as transport
of structure along an adjunction, with one of its applications. This will
be used crucially in the proof of Theorem 9.3.1.
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Theorem 4.3.1. [67, Theorem 6.1] Given an equivalence η, ε :
f a f ∗ : A → B in the complete and locally small 2-category A, and
an algebra (A, a) for the monad T = (T, i,m) on A, the equivalence
enriches to an equivalence
η, ε : (f,
=
f) ` (f ∗,
=
f ∗) : (A, a)→ (B, b, bˆ, b)
in Ps-T -alg, where bˆ = η, b = f ∗a · Tε · Ta · T 2f ,
=
f = ε−1a · Tf ,
=
f ∗ = f ∗a · Tε.
Let η′, ε′ : f ′ ` f ′∗ : A′ → B′ be another equivalence in A and
let (B′, b′, bˆ′, b′) be the corresponding pseudo-T -algebra as in Theorem
4.3.1. Suppose g : (A, a) → (A′, a′) is a morphism in A and γ is an
invertible 2-cell in A
B
B′
A
A′
f∗oo
h

f ′∗
oo
g

γ
Let γ be the invertible 2-cell given by the following pasting:
TB TB′
B B′
TA TA′
A A′
Th //
b

b′

h
//
Tg
//
 g //
Tf∗
__
f∗
Tf ′∗ ??
f ′∗

(Tγ)−1
γ
=
f ′∗
=
f∗
Then it is not difficult to show that (h, γ) : (B, b, bˆ, b) → (B′, b′, bˆ′, b′)
is a pseudo-T -algebra morphism.
The following fact is essentially known and, as sketched in the proof
below, it is an instance of Theorem 4.3.1
Lemma 4.3.2. [88] Let C be a small 2-category, F, F ′ : C → Cat be
2-functors, α : F → F ′ a 2-natural transformation. Suppose that, for
all objects C of C, the following conditions hold:
i) G(C), G′(C) are objects of Cat and there are adjoint equiva-
lences of categories µC ` ηC, µ′C ` η′C,
µC : G(C)  F (C) : ηC µ′C : G′(C)  F ′(C) : η′C ,
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ii) there are functors βC : G(C)→ G′(C),
iii) there is an invertible 2-cell
γC : βC ηC ⇒ η′C αC .
Then
a) There exists a pseudo-functor G : C → Cat given on objects
by G(C), and pseudo-natural transformations η : F → G,
µ : G → F with η(C) = ηC, µ(C) = µC; these are part of an
adjoint equivalence µ ` η in the 2-category Ps[C,Cat ].
b) There is a pseudo-natural transformation β : G → G′ with
β(C) = βC and an invertible 2-cell in Ps[C,Cat ], γ : βη ⇒ ηα
with γ(C) = γC.
Proof. Recall [91] that the functor 2-category [C,Cat ] is 2-monadic
over [ob(C),Cat ], where ob(C) is the set of objects in C. Let
U : [C,Cat ]→ [ob(C),Cat ]
be the forgetful functor. Let T be the 2-monad; then the pseudo-T -
algebras are precisely the pseudo-functors from C to Cat .
Then the adjoint equivalences µC ` ηC amount precisely to an
adjoint equivalence in [ob(C),Cat ], µ0 ` η0, µ0 : G0  UF : η0
where G0(C) = G(C) for all C ∈ ob(C). This equivalence enriches to
an adjoint equivalence µ ` η in Ps[C,Cat ]
µ : G  F : η
between F and a pseudo-functor G; it is UG = G0, Uη = η0, Uµ =
µ0; hence on objects G is given by G(C), and η(C) = Uη(C) = ηC ,
µ(C) = Uµ(C) = µC .
Let νC : IdG(C) ⇒ ηCµC and εC : µCηC ⇒ IdF (C) be the unit and
counit of the adjunction µC ` ηC . Given a morphism f : C → D in C,
it is
G(f) = ηDF (f)µC
and we have natural isomorphisms:
ηf : G(f)ηC = ηDF (f)µCηC
ηDF (f)εC
====⇒ ηDF (f)
µf : F (f)µC
νF (f)µC
===⇒ µDηDF (f)µC = µDG(f).
Also, the natural isomorphism
βf : G
′(f)βC ⇒ βDG(f)
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is the result of the following pasting
G(C) G′(C)
G(D) G′(D)
F (C) F ′(C)
F (D) F ′(D)
βC //
G(f)

G′(f)

βD
//
αC //
F (f)

F ′(f)

α′D
//
__

??

γC
γ−1D
η′fηf


Part III
Weakly globular n-fold categories
and Segalic pseudo-functors
In Part III we introduce the main new structure of this work, the
category Catnwg of weakly globular n-fold categories, and study its rela-
tion to the special class of pseudo-functors
SegPs[∆n−1
op
,Cat ] ⊂ Ps[∆n−1op ,Cat ]
called Segalic pseudo-functors. The main result of this part is Theorem
7.2.3, establishing that the classical strictification of pseudo-functors,
when restricted to Segalic pseudo-functors, yields weakly globular n-
fold categories; that is, we have a functor
St : SegPs[∆n−1
op
,Cat ]→ Catnwg
A summary of the main steps in this part is given in Figure 4.1.
In Chapter 5 we introduce the category Catnhd of homotopically dis-
crete n-fold categories and study its properties. The idea of the cate-
gory Catnhd is introduced in Section 5.1.1 before the formal definition.
This category is needed for the precise formulation of the weak glob-
ularity condition in the definitions of the categories Catnwg of weakly
globular n-fold categories and Tanwg of weakly globular Tamsamani n-
categories. We also introduce n-equivalences of homotopically discrete
n-fold categories, and show in Lemma 5.2.2 that they are detected by
isomorphisms of their discretizations.
In Chapter 6 we introduce the category Catnwg of weakly globular
n-fold categories and study its properties. The idea of this category
is introduced in Section 6.1.1 before the formal definition. The main
result of this chapter is Proposition 6.2.10. Part a) of this Proposition
establishes that the nerve functor in direction 2 on the category Catnwg
is levelwise a weakly globular (n − 1)-fold category: this will be used
at several occasions in the rest of the work, for instance in Corollary
8.2.3 in showing the existence of the functor
q(n) : Catnwg → Catn−1wg
which plays an important role in the construction of the rigidification
functor.
Part b) of Proposition 6.2.10 gives a sufficient criterion for a n-fold
category to be weakly globular: this requires certain sub-structures to
be homotopically discrete as well as the fact that applying levelwise in
the n-th direction the functor isomorphism classes of objects p yields
a weakly globular (n− 1)-fold category.
In Chapter 7 we introduce the category SegPs[∆nop ,Cat ] of Segalic
pseudo-functors and study its main properties. The idea of this cat-
egory is introduced in Section 7.1.1 before the formal definition. In
Proposition 7.2.1 we establish that an n-fold category whose multinerve
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is levelwise equivalent to a Segalic pseudo-functor is weakly globular:
the proof of this result is based on the criterion of Proposition 6.2.10
b) together with Corollary 6.2.5 which gives a sufficient condition for
a weakly globular n-fold category to be homotopically discrete.
In Lemma 7.2.2 we study the properties of the monad corresponding
to Segalic pseudo-functors. Proposition 7.2.1 and Lemma 7.2.2 lead to
the main result Theorem 7.2.3 on the strictification of Segalic pseudo-
functors.
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Definition 5.1.1
Category Catnhd of
homotopically discrete
n-fold categories
Definition 6.1.1
Category Catnwg of
weakly globular
n-fold categories
Proposition 6.2.10
Criterion for an
n-fold category to
be weakly globular
Definition 7.1.1
Category
SegPs[∆n−1
op
,Cat ] of
Segalic pseudo-functors
Proposition 7.2.1
n-fold categories
levelwise equivalent to
Segalic pseudo-functors
are weakly globular
Theorem 7.2.3
Functor
St : SegPs[∆n−1
op
,Cat ] → Catnwg
Figure 4.1. Weakly globular n-fold categories and Se-
galic pseudo-functors.
CHAPTER 5
Homotopically discrete n-fold categories
In this chapter we introduce the category Catnhd of homotopically
discrete n-fold categories, which will be needed in Chapter 6 and 8 to
define the categories of weakly globular n-fold categories and of weakly
globular Tamsamani n-categories.
Recall (see Definition 3.3.4) that a discrete n-fold category is one in
which the multinerve is a constant functor: thus it amounts to a set and
identity structure maps in all the simplicial directions. Homotopically
discrete n-fold categories are ’discrete up to homotopy’ in a specified
way. An object X ∈ Catnhd comes equipped with a discretization map
γ(n) : X → Xd
where Xd is a discrete n-fold category and γ(n) is a suitably defined
higher categorical equivalence.
In the case n = 1, an object of Cathd is a groupoid equivalent to
a discrete category, that is an equivalence relation, or equivalently a
groupoid with no non-trivial loops.
As outlined in Section 2.3, homotopically discrete k-fold categories
(for 1 ≤ k ≤ n − 1) are sub-structures of our two Segal-type models
Catnwg and Tanwg. The sets underlying the discretizations of the homo-
topically discrete sub-structures in objects of Catnwg and Tanwg play the
role of sets of higher cells. In the category Catnwg the weakness of the
structure is encoded in these homotopically discrete objects: indeed an
object of Catnwg in which all these homotopically discrete sub-structures
are actually discrete is a strict n-category.
Homotopically discrete n-fold categories are higher groupoidal struc-
tures to which we can associate a classifying space which is a 0-type
(see Proposition 5.3.2), that is a topological space whose homotopy
groups are zero in dimension greater than 0.
We present two equivalent descriptions of homotopically discrete n-
fold categories: one is a multi-simplicial description built inductively on
dimension (see Definition 5.1.1). As explained in the next chapter (see
Remark 6.1.2) this has the advantage of making it evident that Catnhd
is a subcategory of Catnwg. The second description is more conceptual
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and uses an iteration of the notion of internal equivalence relation. We
establish in Theorem 5.4.6 that these two descriptions are equivalent.
This chapter is organized as follows. In Section 5.1 we give an
inductive definition of the category Catnhd and of n-equivalences, and
we define the discretization map γ(n) : X → Xd. In Section 5.2 we
establish the main properties of the category Catnhd. In Lemma 5.2.1
we show that Catnhd can be viewed as a diagram of equivalence relations.
In Lemma 5.2.2 we show that n-equivalences in Catnhd are detected by
isomorphisms of their discretizations, and we deduce in Proposition
5.2.6 that the induced Segal maps of objects of Catnhd are (n − 1)-
equivalences. In Section 5.4 we give a different description of weakly
globular n-fold categories via a notion of iterated internal equivalence
relations.
5.1. The definition of homotopically discrete n-fold
categories
In this section we give an inductive definition of the category Catnhd
of homotopically discrete n-fold categories and of n-equivalences be-
tween them. The latter are a higher dimensional generalization of a
functor which is fully faithful and essentially surjective on objects.
The definition of Catnhd is in the spirit of the Segal-type models
outlined in Section 2.4, and we will see in Chapter 6 that the category
of homotopically discrete n-fold categories is a full subcategory of the
category of weakly globular n-fold categories.
5.1.1. The idea of homotopically discrete n-fold category.
When n = 1, a homotopically discrete category is simply a groupoid
with no non-trivial loops, in other words an equivalence relation. The
idea of a homotopically discrete n-fold category when n > 1 is that it is
an n-fold category X which is suitably equivalent to a discrete one both
’globally’ and in each simplicial dimension along N (1)X ∈ [∆op ,Cat n−1]
so that in fact
N (1)X ∈ [∆op ,Catn−1hd ].
This also implies that JnX ∈ [∆n−1op ,Cat ] is levelwise an equivalence
relation, that is
JnX ∈ [∆n−1op ,Cathd].
Further, we impose in the definition the condition that taking isomor-
phisms classes of objects in each dimension in JnX gives (the multi-
nerve of) a homotopically discrete (n − 1)-fold category. That is, we
have truncation functors
Catnhd
p(n)−−→ Catn−1hd
p(n−1)−−−→ · · ·Cathd
p−→ Set
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and corresponding maps for each X ∈ Catnhd
X
γ(n)−−→ d(n)p(n)X d(n)γ(n−1)−−−−−−→ d(n)d(n−1)p(n−1)p(n)X → · · · → Xd . (5.1)
where
Xd = d(n)d(n−1)...d(1)p(1)p(2)...p(n)X
is a discrete n-fold category.
The notion of n-equivalence in Catnhd is given according to the gen-
eral pattern of the Segal-type models, see Section 2.4.1. We show in
Corollary 5.2.3 that the maps (5.1) and their composite (called dis-
cretization map) are n-equivalences so X is n-equivalent to a discrete
category.
5.1.2. The formal definition of Catnhd.
Definition 5.1.1. Define inductively the full subcategory Catnhd ⊂
Catn of homotopically discrete n-fold categories.
For n = 1, Cat1hd = Cathd is the category of equivalence relations
that is, groupoids equivalent to discrete ones. Denote by p(1) = p :
Cat → Set the isomorphism classes of object functor.
Suppose, inductively, that for each 1 ≤ k ≤ n − 1 we defined
Catkhd ⊂ Catk such that the following holds:
a) Groupoidal directions
The kth direction in Catkhd is groupoidal; that is, if X ∈ Catkhd,
ξ˜kX ∈ Gpd(Catk−1) (where ξ˜kX is as in Proposition 3.3.7).
b) Truncation functor
There is a functor p(k) : Catkhd → Catk−1hd making the following
diagram commute:
Catkhd
Jk−1 //
p(k)

[∆k−1
op
,Cat ]
p¯

Catk−1hd N(k−1)
// [∆k−1
op
, Set]
(5.2)
Note that this implies that for all (s1...sk−1) ∈ ∆k−1op
(p(k)X)s1...sk−1 = pXs1...sk−1 .
We define Catnhd to be the full subcategory of [∆
op
,Catn−1hd ] whose
objects X are such that
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(i) Segal condition
Xs ∼= X1×X0
s· · ·×X0 X1 for all s ≥ 2.
In particular this implies thatX ∈ Cat (Gpd(Catn−2)) = Gpd(Catn−1)
and the nth direction in X is groupoidal.
(ii) Truncation functor
The functor
p¯(n−1) : Catnhd ⊂ [∆
op
,Catn−1hd ]→ [∆
op
,Catn−2hd ]
restricts to a functor
p(n) : Catnhd → Catn−1hd
Note that this implies that
(p(n)X)s1...sn−1 = pXs1...sn−1
for all s1, ..., sn−1 ∈ ∆n−1op and that the following diagram
commutes
Catnhd
Jn−1 //
p(n)

[∆n−1
op
,Cat ]
p¯

Catn−1hd N(n−1)
// [∆n−1
op
, Set]
(5.3)
Definition 5.1.2. Let d(n) be as in Definition 3.3.12 and X ∈
Catnhd. Denote by γ
(n)
X : X → d(n)p(n)X the morphism given by
(γ
(n)
X )s1...sn−1 : Xs1...sn−1 → dpXs1...sn−1
for all (s1, ..., sn−1) ∈ ∆n−1op , where pXs1...sn−1 = qXs1...sn−1 sinceXs1...sn−1
is a groupoid. Denote by
Xd = d(n)d(n−1)...d(1)p(1)p(2)...p(n)X
and by γ(n) the composite
X
γ(n)−−→ d(n)p(n)X d(n)γ(n−1)−−−−−−→ d(n)d(n−1)p(n−1)p(n)X → · · · → Xd .
We call γ(n) the discretization map of X.
Notation 5.1.3. Given X ∈ Catnhd, for each a, b ∈ Xd0 denote by
X(a, b) the fiber at (a, b) of the map
X1
(d0,d1)−−−−→ X0 ×X0
γ(n)×γ(n)−−−−−→ Xd0 ×Xd0 .
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The object X(a, b) ∈ Catn−1hd should be thought of as a hom-(n − 1)-
category.
Definition 5.1.4. Define inductively n-equivalences in Catnhd. For
n = 1, a 1-equivalence is an equivalence of categories. Suppose we
defined (n − 1)-equivalences in Catn−1hd . Then a map f : X → Y in
Catnhd is an n-equivalence if
a) for all a, b ∈ Xd0 ,
f(a, b) : X(a, b)→ Y (fa, fb)
is a (n− 1)-equivalence.
b) p(n)f is a (n− 1)-equivalence.
Remark 5.1.5. By definition, the functor p(n) sends n-equivalences
to (n−1)-equivalences. We observe that p(n) commutes with pullbacks
over discrete objects. In fact, if X → Z ← Y is a diagram in Catnhd with
Z discrete and X×Z Y ∈ Catnhd, by Definition 5.1.1, for all (s1...sn−1) ∈
∆n−1
op ,
(p(n)(X×Z Y ))s1...sn−1 = p(Xs1...sn−1×Z Ys1...sn−1) =
= pXs1...sn−1×pZ pYs1...sn−1 = (p(n)X×p(n)Z p(n)Y )s1...sn−1
where we used the fact (Lemma 4.1.2) that p commutes with pullbacks
over discrete objects. Since this holds for each s1...sn−1 we conclude
that
p(n)(X×Z Y ) ∼= p(n)X×p(n)Z p(n)Y .
Example 5.1.6. Let X ∈ Cat2hd; then p(2)X is the equivalence rela-
tion associated to the surjective map of sets (in the sense of Definition
5.4.1)
γ : pX0∗ = (p(2)X)0 → p(p(2)X) = Xd
and X has the form
X10×(pX0∗ ×Xd pX0∗) X10×(pX0∗ ×Xd pX0∗) X10
////

X00×pX0∗ X00×pX0∗ X00oo

· · · //
 
X10×(pX0∗ ×Xd pX0∗) X10
////
 
X00×pX0∗ X00
 
oo
X10×X00 X10 //
OO
X10
////
OO
X00
OO
oo
The vertical structure is groupoidal and the horizontal nerve N (1)X ∈
[∆
op
,Cat ] has in each component an equivalence relation. The horizon-
tal structure is not in general groupoidal; however p(2)X is an equiva-
lence relation, so in particular a groupoid. This means that the hori-
zontal arrows in the double category X have inverses after dividing out
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by the double cells. This structure is a special case of what called in
[88] a groupoidal weakly globular double category.
Remark 5.1.7. Homotopically discrete n-fold categories are more
general than the homotopically discrete n-fold groupoids of [22]. In
particular, they are n-fold categories but not in general n-fold groupoids
since only some but not all of the n different simplicial directions in
the structure are required to be groupoidal.
This added generality makes them more suitable to construct the
notion of weakly globular n-fold category. In particular, the way weakly
globular n-fold category arise as strictification of Segalic pseudo-functors
(see Theorem 7.2.3) requires this added generality to the notion of ho-
motopically discrete n-fold category compared to the homotopically
discrete n-fold groupoids of [22].
5.2. Properties of homotopically discrete n-fold categories.
In this section we establish the main properties of homotopically
discrete n-fold categories. In Lemma 5.2.1 we show that Catnhd can be
viewed as a diagram of equivalence relations.
An equivalence relation is categorically equivalent to a discrete cat-
egory, so in particular a categorical equivalence between two equiva-
lence relations is detected by an isomorphism of their discretizations.
Similarly one expects a homotopically discrete n-fold category to be
equivalent to a discrete structure in a higher categorical sense, and
their higher categorical equivalences to be detected by isomorphisms of
their discretizations. We show in Lemma 5.2.2 that this is indeed the
case. This criterion will be used throughout this work.
Using this characterization we show that every homotopically dis-
crete n-fold category X is n-equivalent to a discrete n-fold category Xd
via the discretization map γ(n) of Definition 5.1.2.
Together with the good behavior of homotopically discrete n-fold
categories with respect to pullbacks over discrete objects (Lemma 5.2.5),
this implies that the induced Segal maps in a homotopically discrete
n-fold category are (n−1)-equivalences (Proposition 5.2.6). We will see
in Chapter 6 that this makes homotopically discrete n-fold categories
a subcategory of weakly globular n-fold categories.
Lemma 5.2.1. The functor Jn : Catn → [∆n−1op ,Cat ] restricts to a
functor
Jn : Cat
n
hd → [∆n−1
op
,Cathd] .
Proof. By induction on n. For n = 2 if X ∈ Cat2hd then by
definition Xs ∈ Cathd for all s ≥ 0. Suppose the lemma holds for n− 1
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and let X ∈ Catnhd. Then for all s1 ≥ 0, Xs1 ∈ Catn−1hd so by induction
hypothesis
(Xs1)s2...sn−1 = Xs1...sn−1 ∈ Cathd .

Lemma 5.2.2. A map f : X → Y in Catnhd is a n-equivalence if and
only if Xd ∼= Y d.
Proof. By induction on n. For n = 1, f is a map of equivalence
relations, so the statement is true by Lemma 4.1.2. Suppose the lemma
holds for (n − 1) and let f : X → Y be a n-equivalence in Catnhd.
Then by definition p(n)f is a (n−1)-equivalence; therefore by induction
hypothesis
Xd = (p(n)X)d ∼= (p(n)Y )d = Y d .
Conversely, suppose that f : X → Y is such that Xd ∼= Y d. This is
the same as (p(n)X)d = (p(n)Y )d, so, by induction, p(n)f is a (n − 1)-
equivalence. This implies that, for each a, b ∈ Xd, (p(n)f)(a, b) is a
(n− 2)-equivalence. But
(p(n)f)(a, b) = (p(n−1)f)(a, b)
so (p(n−1)f)(a, b) is a (n− 2)-equivalence. This implies that
X(a, b)d = (p(n−1)X(a, b))d ∼= (p(n−1)Y (fa, fb))d = Y (fa, fb)d .
By induction hypothesis, we deduce that
f(a,b) : X(a, b)→ Y (fa, fb)
is a (n− 1)-equivalence. We conclude that f is a n-equivalence. 
Corollary 5.2.3. Let X ∈ Catnhd. Then the maps γ(n) : X →
d(n)p(n)X and γ(n) : X → Xd are n-equivalences.
Proof. This follows from Lemma 5.2.2 since
Xd ∼= (p(n)X)d ∼= (Xd)d.

Remark 5.2.4. It follows from Lemma 5.2.2 that n-equivalences in
Catnhd have the 2-out-of-3 property.
Lemma 5.2.5. Let X f−→ Z g←− Y be a diagram in Catnhd with Z
discrete. Then
a) X
∐
Y ∈ Catnhd.
b) X × Y ∈ Catnhd.
c) X×Z Y ∈ Catnhd and (X×Z Y )d = Xd×Zd Y d.
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Proof.
a) By induction on n. It is clear for n = 1. Suppose it holds for
n−1 and let X, Y ∈ Catnhd. Since Catnhd ⊂ [∆op ,Catn−1hd ] and coproducts
in functor categories are computed pointwise, for each s ≥ 0 we have,
by induction hypothesis
(X
∐
Y )s = Xs
∐
Ys ∈ Catn−1hd .
Since p commutes with coproducts, the same holds for p(n), thus by
induction hypothesis
p(n)(X
∐
Y ) = p(n)X
∐
p(n)Y ∈ Catn−1hd .
this proves that X
∐
Y ∈ Catnhd.
b) By induction on n. It is clear for n = 1; suppose it holds for
n− 1. Then for each s ≥ 0, by induction hypothesis
(X × Y )s = Xs × Ys ∈ Catn−1hd .
Since p(n) commutes with pullbacks over discrete objects (see Remark
5.1.5) and therefore with products, by the induction hypothesis
p(n)(X × Y ) = p(n)X × p(n)Y ∈ Catn−1hd .
This proves that X × Y ∈ Catnhd.
c) Since Z is discrete.
X×Z Y =
∐
c∈Z
X(c)× Y (c)
where X(c) (resp. Y (c)) is the pre-image of c under f (resp. g). Since
X(c), Y (c) ∈ Catnhd, from a) and b) it follows that X×Z Y ∈ Catnhd.
Since by Remark 5.1.5 p(n) commutes with pullbacks over discrete ob-
jects for all n, we have
(X×Z Y )d = p · · · p(n)(X×Z Y ) =
= p · · · p(n)X×p···p(n)Z p · · · p(n)Y = Xd×Zd Y d .

Given X ∈ Catnhd, since Xd0 is discrete and X1 ∈ Catn−1hd , by Lemma
5.2.5, for all s ≥ 2,
X1×Xd0
s· · ·×Xd0 X1 ∈ Catn−1hd .
We can therefore consider the induced Segal maps
µˆs : Xs = X1×X0
s· · ·×X0 X1 → X1×Xd0
s· · ·×Xd0 X1
(see Definition 3.1.2). Using Lemma 5.2.2 we show next that the
induced Segal maps in a homotopically discrete n-fold category are
(n− 1)-equivalences.
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Proposition 5.2.6. Let X ∈ Catnhd. For each s ≥ 2 the induced
Segal maps
µˆs : X1×X0
s· · ·×X0 X1 → X1×Xd0
s· · ·×Xd0 X1
are (n− 1)-equivalences.
Proof. We show this for s = 2, the case s > 2 being similar. By
Lemma 5.2.2 it is enough to show that
(X1×X0 X1)d ∼= (Xd1 ×Xd0 Xd1 ) . (5.4)
Denote
p(j,n−1) = p(j)...p(n−1) for 1 ≤ j ≤ n− 1,
p(n−1,n−1) = p(n−1).
We claim that
p(j,n−1)(X1×X0 X1) = p(j,n−1)X1×p(j,n−1)X0 p(j,n−1)X1 . (5.5)
We prove this by induction on n. When n = 2, X ∈ Cat2wg so that
p(X1×X0 X1) ∼= p(X1×Xd0 X1).
Suppose, inductively, the claim holds for n− 1. Since p(n)X ∈ Catn−1hd ,
p(n−1)(X1×X0 X1) = p(n−1)X1×p(n−1)X0 p(n−1)X1 .
By induction hypothesis applied to p(n)X we therefore obtain
p(j,n−1)(X1×X0 X1) = p(j,n−2)p(n−1)(X1×X0 X1) =
= p(j,n−2)(p(n−1)X1×p(n−1)X0 p(n−1)X1) =
= p(j,n−2)p(n−1)X1×p(j,n−2)p(n−1)X0 p(j,n−2)p(n−1)X1 =
= p(j,n−1)X1×p(j,n−1)X0 p(j,n−1)X1 .
This proves (5.5). In the case j = 1 we obtain
(X1×X0 X1)d = Xd1 ×Xd0 Xd1 .
Since p(n) commutes with pullbacks over discrete objects (see Remark
5.1.5) we have
Xd1 ×Xd0 Xd1 = (X1×Xd0 X1)d
so that, from above, we conclude
(X1×X0 X1)d ∼= (X1×Xd0 X1)d
as required.

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5.3. Homotopically discrete n-fold categories and 0-types
We now discuss the homotopical significance of the category Catnhd.
We introduce a classifying space functor from Catnhd to spaces and we
show that the classifying space of a homotopically discrete n-fold cat-
egory is a 0-type.
Definition 5.3.1. The classifying space functor is the composite
B : Catnhd
N(n)−−→ [∆nop , Set] Diagn−−−→ [∆op , Set]
where Diagn denotes the multi-diagonal defined by
(DiagnY )k = Yk n...k
for Y ∈ [∆nop , Set] and k ≥ 0.
Proposition 5.3.2. If X ∈ Catnhd, BγX : BX → BXd is a weak
homotopy equivalence. In particular, BX is a 0-type with pii(BX, x) =
0 for i > 0 and pi0BX = UXd where UXd is the set underlying the
discrete n-fold category Xd.
Proof. By induction on n. For n = 1, X is a groupoid with
no non-trivial loops, hence, since groupoids are models of 1-types,
pii(BX, x) = 0 for i > 0 while pi0BX = UXd; suppose the statement
holds for (n− 1).
The functor B is also the composite
B : Catnhd
N1−→ [∆op ,Catn−1hd ] B−→ [∆
op
, [∆
op
, Set]]
Diag2−−−→ [∆op , Set] .
Thus BγX is obtained by applying Diag2 to the map of bisimplicial
sets N1BγX . For each s ≥ 0 the latter is given by
(N1BγX)s = Bγs : BXs → BXds = B(p(2)...p(n)X)s
and this is a weak homotopy equivalence by induction hypothesis.
A map of bisimplicial sets which is a levelwise weak homotopy equiv-
alence induces a weak homotopy equivalence of diagonals (see [54]).
Hence
Diag2N1BγX = BγX
is a weak homotopy equivalence, as required. ThusBX is weakly homo-
topy equivalent to B(p(2)...p(n)X), which is a 0-type since p(2)...p(n)X ∈
Cathd. Further,
pi0BX ∼= pi0B(p(2)...p(n)X) ∼= Upp(2)...p(n)X ∼= UXd.

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5.4. Higher equivalence relations
In this section we give a different description of weakly globular
n-fold categories via a notion of iterated internal equivalence relation.
The notion of internal equivalence relation (Definition 5.4.1) associated
to a morphism f : A → B in a category C with finite limits is known.
When C = Set and f : A → B is surjective, this affords the category
Cathd and the category A[f ] ∈ Cathd corresponding to f has set of
connected components given by qA[f ] = pA[f ] = B.
We define EqReln by iterating this notion in (n− 1)-fold categories
in such a way that the target Y of the morphism f : X → Y in Catn−1
belongs to EqReln−1 and N(n−1)f is a levelwise surjection in Set. This
surjectivity condition ensures that there is a functor
p(n) : EqReln → EqReln−1
with
p(n)X[f ] = Y.
In Theorem 5.4.6 we reconcile the definition of EqReln with the
definition of Catnhd of the previous section.
Definition 5.4.1. Let A→ B be a morphism in a category C with
finite limits. The diagonal map defines a unique section
s : A→ A×B A
(so that p1s = IdA = p2s where A×B A is the pullback of A f−→ B f←− A
and p1, p2 : A×B A→ A are the two projections). The commutative
diagram
A×B A p1 //
p2

A
f

A×B Ap2oo
p1

A
f
// B A
f
oo
defines a unique morphism
m : (A×B A)×A (A×B A)→ A×B A
such that p2m = p2pi2 and p1m = p1pi1 where pi1 and pi2 are the two
projections. We denote by A[f ] the following object of Cat (C)
(A×B A)×A (A×B A) m // A×B A
p1 //
p2 // A
s
oo
Lemma 5.4.2. Let A[f ] be as in Definition 5.4.1. Then A[f ] is an
internal groupoid in C.
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Proof. We need to prove the axioms of internal groupoid as in
Section 3.2. Axioms (1) of (2) in Definition 3.2.1 hold by construction.
As for (3), denote by
pii : (A×B A)×A (A×B A) i = 1, 2
the two projections. Then
fp1m
(
Id
sp1
)
= fp1pi1
(
Id
sp1
)
= fp1 Id = fp1
fp2m
(
Id
sp1
)
= fp2pi2
(
Id
sp2
)
= fp2sp2 Id = fp2 .
Therefore
m◦
(
Id
sp1
)
= IdA×B A
which is the first half of axiom (3). The second half is proved similarly.
To show (4) denote by
ri : (A×B A)×A (A×B A)×A (A×B A)→ (A×B A) i = 1, 2, 3
the three projections and by
r12 : (A×B A)×A (A×B A)×A (A×B A)→ (A×B A)×A (A×B A)
r23 : (A×B A)×A (A×B A)×A (A×B A)→ (A×B A)×A (A×B A)
the projections
r12 = r1 × r2 × Id r23 = Id×r2 × r3 .
To show axim (3) in Definition 3.2.1, it is enough to prove that
fp2m(Id×m) = fp2m(m× Id) (5.6)
fp1m(Id×m) = fp1m(m× Id) . (5.7)
We calculate
fp2mr23 = fp2pi2r23 = fp2r3 = fp2 Id r3
which is (5.6). Also,
fp1mr12 = fp1pi1r12 = fp1r1 = fp1 Id r1
which is (5.7).
Thus A[f ] ∈ Cat C. To show that A[f ] is an internal groupoid, we
identify the inverses as given by the map
i : A×B A→ A×B A
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determined by the diagram
A×B A
p2
%%
p1
##
i
%%
A×B A
p1

p2
// A
f

A
f
// B
To show that m(Id, i) = sp1 it is enough to show that
fpim(Id, i) = fpisp1 (5.8)
for i = 1, 2. We calculate
fp1m(Id, i) = fp1pi1(Id, i) = fp1 Id = fp1 = fp1sp1
fp2m(Id, i) = fp2pi2(Id, i) = fp2i = fp1 = fp2sp1 .
Thus (5.8) holds. The proof that m(i, Id) = sp2 is similar. 
Remark 5.4.3. If X ∈ Cathd then
X = X0[γ]
where γ : X0 → pX is a surjective map of sets.
In what follows N(n−1) : Catn−1 → [∆n−1op , Set] is the multinerve
and we denote for all s ∈ ∆n−1op
(N(n−1)X)s = Xs.
Definition 5.4.4. We define
EqReln ⊂ Catn
by induction on n. For n = 1, EqRel1 = Cathd. Suppose, inductively,
we defined EqReln−1 ⊂ Catn−1 and let f : X → Y be a morphism in
Catn−1 with Y ∈ EqReln−1 such that, for all s ∈ ∆n−1op , fs : Xs → Ys is
surjective. We define EqReln to be the full subcategory of Catn whose
objects have the form X[f ], where X[f ] is as in Definition 5.4.1.
Remark 5.4.5. Let α : X[f ] → X ′[f ′] be a morphism in Catnhd,
with f : X → Y and f ′ : X ′ → Y ′.
qXs[fs] = pXs[fs] = Ys
and there is a functor
Xs[fs]→ dYs .
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We therefore have a commuting diagram in Cat
Xs[fs] //
αs

dYs
αs

X ′s[f
′
s] // dY
′
s
inducing a commuting diagram in Set
Xs
fs //
αs

Ys
αs

X ′s
f ′s // Y ′s .
Since this holds for all s, we conclude that there is a commuting dia-
gram in Catn−1
X
f //
α

Y
α

X ′
f ′ // Y ′ .
We now show that the categories EqReln and Catnhd are isomorphic.
The proof of this result relies on Lemma 5.2.1 saying that a homotopi-
cally discrete n-fold category is a diagram of equivalence relations in
direction n. This allows to write an object of Catnhd as an internal equiv-
alence relation (in the sense of Definition 5.4.1) in Catn−1 correspond-
ing to a morphism in Catn−1 whose target is homotopically discrete
and whose multinerve is a levelwise surjection in Set. An inductive
arguments then reconciles this with the definition of EqReln.
Theorem 5.4.6. There is an isomorphism of categories
EqReln ∼= Catnhd.
Proof. By induction on n. For n = 1, it holds by definition.
Suppose this is true for all k ≤ n − 1. Let X[f ] ∈ EqReln with f :
X → Y a morphism in Catn−1 and Y ∈ EqReln−1. So by inductive
hypothesis, Y ∈ Catnhd.
To show that X[f ] ∈ Catnhd we need to show that, for all s1 ≥ 0,
(X[f ])s1 ∈ Catn−1hd and p(n)X[f ] ∈ Catn−1hd where, for all s ∈ ∆n−1
op ,
(p(n)X[f ])s = p(X[f ])s .
For all s1 ≥ 0
(X[f ])s1 = Xs1 [fs1 ] .
where fs1 : Xs1 → Ys1 in a morphism in Catn−2; since Y ∈ EqReln−1, by
induction hypothesis Y ∈ Catn−1hd , thus by definition Ys1 ∈ Catn−2hd and,
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by induction hypothesis again, Ys1 ∈ EqReln−2. Further, (fs1)s2...sn−1 =
fs1s2...sn−1 is surjective. Thus, by definition,
(X[f ])s1 = Xs1 [fs1 ] ∈ EqReln−1 ∼= Catn−1hd .
Since fs is surjective, we have
pXs[fs] = Ys
which implies p(n)X[f ] = Y ∈ Catn−1hd , as required.
Conversely, let X ∈ Catnhd. Consider the morphism in Catn
ξ˜nγ
(n)
X : ξ˜nX → ξ˜nd(n)p(n)X
where ξ˜n is as in Proposition 3.3.7, that is ξ˜nX in an internal category
in Catn−1 in direction n, and d(n) is as in Definition 3.3.12. At the
object of objects level this gives a morphism in Catn−1
(ξ˜nγ
(n)
X )0 : (ξ˜nX)0 → p(n)X .
Denote
fnX = (ξ˜nγ
(n)
X )0.
We claim that
X = (ξ˜nX)0[fnX] . (5.9)
To show this, let r = (s1, ..., sn−1) ∈ ∆n−1op , then
(fnX)r : (ξ˜nX)0r = X(r,0) → pXr
is surjective and by Lemma 5.2.1 Xr∗ ∈ Cathd. Hence by Remark 5.4.3
Xr∗ = X(r,0)[(fnX)r] = (ξ˜nX)0r[(fnX)r] .
Since this holds for each r ∈ ∆n−1op , (5.9) follows.
By Lemma 5.2.1 the map
(fnX)r = X(r,0) → pXr = (p(n)X)r
is surjective. Also, p(n)X ∈ Catn−1hd thus by inductive hypothesis p(n)X ∈
EqReln−1. By (5.9) and by definition we conclude that X ∈ EqReln.

CHAPTER 6
Weakly globular n-fold categories
In this chapter we introduce the central higher categorical structure
of this work, the category Catnwg of weakly globular n-fold categories
and we establish its main properties.
Weakly globular n-fold categories form a full subcategory of the
category Catn of n-fold categories; they are therefore rigid structures in
which there are compositions in n different directions and all these com-
positions are associative and unital. The weakness in a weakly globular
n-fold category is encoded by the weak globularity condition. The lat-
ter is formulated using the category Catnhd of homotopically discrete
n-fold categories introduced in Chapter 5. In our approach the cells
in dimension k (for 0 ≤ k ≤ n − 2) no longer form a set but have the
higher categorical structure of homotopically discrete (n− 1− k)-fold
categories.
The underlying set of the discretizations of the homotopically dis-
crete substructures in a weakly globular n-fold category play the role
of sets of cells in the respective dimensions. We also impose additional
conditions in the definition of weakly globular n-fold category to obtain
well behaved compositions of higher cells.
In the case n = 2, weakly globular double categories were intro-
duced in joint work by the author in [22] and shown to be biequivalent
to bicategories. The generalization to the case n > 2 is much more
complex.
This chapter is organized as follows. In Section 6.1 we inductively
define weakly globular n-fold categories and n-equivalences between
them. In Section 6.2 we establish the main properties of weakly glob-
ular n-fold categories. We show in Proposition 6.2.10 b) a criterion for
a n-fold category to be weakly globular playing a crucial role in the
proof of the main result of the next chapter, Theorem 7.2.3, showing
that weakly globular n-fold categories arise as strictification of certain
types of pseudo-functors.
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6.1. The definition of weakly globular n-fold categories
In this section we define the category Catnwg of weakly globular n-
fold categories and we also define n-equivalences in this category. The
definition uses the category Catnhd of homotopically discrete n-fold cat-
egories defined in Chapter 5.
6.1.1. The idea of weakly globular n-fold categories. The
idea of the definition of the category Catnwg is to build the structure
by induction on dimension starting with the category Cat with equiv-
alences of categories.
At dimension n, the structure is a full subcategory of simplicial
objects in Catn−1wg . Unraveling this definition, this affords an embedding
Catnwg
  Jn // [∆n−1
op
,Cat ] .
The first condition for X ∈ [∆op ,Catn−1wg ] to be an object of Catnwg is the
weak globularity condition that X0 is homotopically discrete.
The set underlying the discrete (n− 1)-fold category Xd0 plays the
role of set of cells in dimension 0. When 1 ≤ r ≤ n − 2, the set
underlying (X)d
1
r···10 corresponds to the set of r-cells.
The next condition in the definition of Catnwg is that the Segal maps
Xk → X1×X0
k· · ·×X0 X1
are isomorphisms for all k ≥ 2. Since each Xk ∈ Catn−1, by the char-
acterization of internal categories via the Segal condition (Proposition
3.3.1) it follows that X is an n-fold category.
We further require the induced Segal map condition stating that,
for each k ≥ 2, the maps in Catn−1wg
Xk → X1×Xd0
k· · ·×Xd0 X1
are (n − 1)-equivalences. This condition controls the compositions of
higher cells and is the analogue of the Segal condition in the Tamsamani-
Simpson model [110], [102].
We finally require the existence of a truncation functor p(n) from
Catnwg to Catn−1wg obtained by applying dimensionwise the isomorphism
classes of object functor to the corresponding diagram in [∆n−1op ,Cat ].
In the case n = 2, this last condition is redundant. The effect of the
functor p(n) on weakly globular n-fold category X is to quotient by the
highest dimensional invertible cells of X.
The functor p(n) is used to define n-equivalences, thus complet-
ing the inductive step in the definition of Catnwg. The definition of
n-equivalences is given in terms of two conditions: the first is a higher
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dimensional generalization of the notion of fully faithfulness of a func-
tor, the second is a generalization of ’essentially surjective on objects’.
6.1.2. The formal definition of the category Catnwg .
Definition 6.1.1. For n = 1, Cat1wg = Cat and 1-equivalences are
equivalences of categories.
Suppose, inductively, that we defined Catn−1wg and (n−1)-equivalences.
Then Catnwg is the full subcategory of [∆
op
,Catn−1wg ] whose objects X are
such that
a) Weak globularity condition X0 ∈ Catn−1hd .
b) Segal maps condition For all k ≥ 2 the Segal maps are isomor-
phisms:
Xk ∼= X1×X0
k· · ·×X0 X1 .
c) Induced Segal maps condition For all k ≥ 2 the induced Segal
maps
µˆk : Xk → X1×Xd0
k· · ·×Xd0 X1
(induced by the map γ : X0 → Xd0 ) are (n− 1)-equivalences.
d) Truncation functor There is a functor
p(n) : Catnwg → Catn−1wg
making the following diagram commute
Catnwg
Jn //
p(n)

[∆n−1
op
,Cat ]
p

Catn−1wg
N(n−1) // [∆n−1
op
, Set]
Given a, b ∈ Xd0 , denote by X(a, b) the fiber at (a, b) of the map
X1
(∂0,∂1)−−−−→ X0 ×X0 γ×γ−−→ Xd0 ×Xd0 .
The object X(a, b) ∈ Catn−1wg should be thought of as hom-(n − 1)-
category. We say that a map f : X → Y in Catnwg is an n-equivalence
if
i) For all a, b ∈ Xd0
f(a, b) : X(a, b)→ Y (fa, fb)
is an (n− 1)-equivalence.
ii) p(n)f is an (n− 1)-equivalence.
This completes the inductive step in the definition of Catnwg.
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Remark 6.1.2. It follows by Definition 6.1.1, Definition 5.1.1 and
Proposition 5.2.6 that Catnhd ⊂ Catnwg.
Example 6.1.3. Weakly globular double categories.
Let X ∈ Cat2wg. Then, by definition, X ∈ [∆op ,Cat ] is such that
a) X0 ∈ Cathd.
b) For all k ≥ 0 Xk ∼= X1×X0
k· · ·×X0 X1.
c) For all k ≥ 2 the induced Segal maps
µˆk : Xk → X1×Xd0
k· · ·×Xd0 X1
are equivalences of categories.
d) There is a functor p(2) : Cat2wg → Cat making the following
diagram commute
Cat2wg
J2 //
p(2)

[∆
op
,Cat ]
p¯

Cat
N
// [∆
op
, Set]
Note that in the case n = 2 condition d) is redundant. In fact, by
b) and c) and the fact (Lemma 4.1.2) that p sends equivalences to
isomorphisms and commutes with pullbacks over discrete objects, given
X ∈ [∆op ,Cat ] satisfying conditions a),b) c), for each k ≥ 2
pXk ∼= p(X1×Xd0
k· · ·×Xd0 X1) = pX1×Xd0
k· · ·×Xd0 pX1 ∼=
∼= pX1×pXd0
k· · ·×pXd0 pX1 .
Hence d) holds.
On page 106, Figure 6.1 is a picture of the corner of X ∈ Cat2wg,
where the red structure is homotopically discrete. The corresponding
geometric picture is on page 106, Figure 6.2.
Condition c) also has a geometric interpretation. For this, note
that, given X ∈ [∆op ,Cat ] satisfying a) and b), the induced Segal
maps
µˆk : X1×X0
k· · ·×X0 X1 → X1×Xd0
k· · ·×Xd0 X1
are fully faithful. We show this for k = 2, the case k > 2 being similar.
Given (a, b), (c, d) ∈ X10×X00 X10 we have
(X1×X0 X1){(a, b), (c, d)} ∼= X11(a, c)×X01(∂0a,∂0c) X11(b, d) ∼=
∼= X11(a, c)×X11(b, d)
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since X01(∂0a, ∂0c) = {·} as X0∗ ∈ Cathd. Hence
(X1×X0 X1){(a, b), (c, d)} ∼=
∼= (X1×Xd0 X1){µˆk(a, b), µˆk(c, d)} ∼= X11(a, c)×X11(b, d) .
Since, when conditions a) and b) hold, µˆk is always fully and faithful,
condition c) that µˆk it is an equivalence of categories is equivalent to
the requirement that it is essentially surjective on objects.
An object of X1×Xd0
k· · ·×Xd0 X1 is a staircase of horizontal arrows
of length k whose source and targets match up in vertical connected
component, as in the following picture:
Essential surjectivity of µˆk means that this staircase can be lifted
to a sequence of horizontally composable arrows through vertically in-
vertible squares:
⇒ ⇒ ⇒
⇒
⇒
Example 6.1.4. Weakly globular 3-fold categories.
A weakly globular 3-fold category X ∈ Cat3wg is given by X ∈
[∆
op
,Cat2wg] such that
a) X0 ∈ Cat2hd.
b) For each k ≥ 0, Xk ∼= X1×X0
k· · ·×X0 X1.
c) For each k ≥ 0 the induced Segal maps
µˆk : Xk → X1×Xd0
k· · ·×Xd0 X1
are 2-equivalences in Cat2wg.
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d) There is a functor p(3) : Cat3wg → Cat2wg making the following
diagram commute
Cat3wg
  J3 //
p(3)

[∆2
op
,Cat ]
p¯

Cat2wg N(2)
// [∆2
op
, Set]
It follows from the definition that Xk0 ∈ Cathd for all k ≥ 0. On
page 107, Figure 6.3 is a picture of the corner of N(3)X ∈ [∆3op , Set],
where we omitted drawing the degeneracy operators for simplicity. The
structures in red are homotopically discrete. A corresponding geomet-
ric picture (again with omitted degeneracy operators) in Figure 6.4 on
page 107.
6.2. Properties of weakly globular n-fold categories
In this section we discuss the main properties of weakly globular
n-fold categories. In Proposition 6.2.4 we show that a weakly globular
n-fold category n-equivalent to a homotopically discrete one is homo-
topically discrete. This generalizes to higher dimensions the fact that
a category equivalent to an equivalence relation is an equivalence re-
lation. We deduce in Corollary 6.2.5 a criterion for a weakly globular
n-fold category to be homotopically discrete.
The main result of this section, Proposition 6.2.10 b), gives a cri-
terion for an n-fold category to be weakly globular. This criterion
requires certain sub-structures in the n-fold category being homotopi-
cally discrete as well as p¯JnX (obtained applying levelwise p to JnX
for X ∈ Catnwg) to be the multinerve of an object of Catn−1wg .
This criterion will be used crucially in the proof of Proposition
7.2.1 to characterize n-fold categories levelwise equivalent to Segalic
pseudo-functors. This leads to the main result Theorem 7.2.3 on the
strictification of Segalic pseudo-functors.
The proof of Proposition 6.2.10 b) uses an inductive argument in
conjunction with the proof of a property of the category Catnwg (Propo-
sition 6.2.10 a)): the fact that the nerve functor in direction 2, when
applied to Catnwg takes values in [∆
op
,Catn−1wg ].
Definition 6.2.1. For each 1 ≤ j ≤ n denote
p(j,n) = p(j)p(j+1) · · · p(n−1)p(n) : Catnwg → Catj−1wg
p(n,n) = p(n) .
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Note that this restricts to
p(j,n) = p(j)p(j+1) · · · p(n−1)p(n) : Catnhd → Catj−1hd
Lemma 6.2.2. For each X ∈ Catnwg, 1 ≤ j < n and s ≥ 2 it is
p(j,n−1)Xs ∼= p(j,n−1)(X1×X0
s· · ·×X0 X1) =
= p(j,n−1)X1×p(j,n−1)X0
s· · ·×p(j,n−1)X0 p(j,n−1)X1 .
(6.1)
Proof. Since X ∈ Catnwg by definition p(n)X ∈ Catn−1wg , hence
p(n−1)(X1×X0
s· · ·×X0 X1) = p(n−1)X1×p(n−1)X0
s· · ·×p(n−1)X0 p(n−1)X1
which is (6.1) for j = n−1. Since p(j+1,n)X ∈ Catjwg for 1 ≤ j ≤ (n−1),
its Segal maps are isomorphisms. Further for all s ≥ 0
(p(j+1,n)X)s = (p
(j+1)...p(n)X)s = p
(j)...p(n−1)Xs = p(j,n−1)Xs
with Xs = X1×X0
s· · ·×X0 X1 for s ≥ 2. This proves (6.1). 
Remark 6.2.3. It follows immediately from Lemma 6.2.2 that if
X ∈ Catnwg, for all s ≥ 2
Xds0 = (X10×X00
s· · ·×X00 X10)d = Xd10×Xd00
s· · ·×Xd00 Xd10 . (6.2)
In fact, by (6.1) in the case j = 2, taking the 0-component, we obtain
p(1,n−2)(X10×X00
s· · ·×X00 X10) = p(1,n−2)Xs0 = (p(2,n−1)Xs)0
= (p(2,n−1)X1×p(2,n−1)X0
s· · ·×p(2,n−1)X0 p(2,n−1)X1)0 =
= p(1,n−2)X10×p(1,n−2)X00
s· · ·×p(1,n−2)X00 p(1,n−2)X10
which is the same as (6.2).
The following proposition is a higher dimensional generalization of
the fact that, if a category is equivalent to an equivalence relation, it
is itself an equivalence relation.
Proposition 6.2.4. Let f : X → Y be a n-equivalence in Catnwg
with Y ∈ Catnhd, then X ∈ Catnhd.
Proof. By induction on n. It is clear for n = 1. Suppose it is true
for n−1 and let f be as in the hypothesis. Then p(n)f : p(n)X → p(n)Y
is a (n− 1)-equivalence with p(n)Y ∈ Catn−1hd since Y ∈ Catnhd. It follows
by induction hypothesis that p(n)X ∈ Catn−1hd . We have
X1 =
∐
a,b∈Xd0
X(a, b) . (6.3)
Since f is a n-equivalence, there are (n− 1)-equivalences
f(a, b) : X(a, b)→ Y (fa, fb)
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where Y (fa, fb) ∈ Catn−1hd since Y ∈ Catnhd. By induction hypothesis,
it follows that X(a, b) ∈ Catn−1hd . From (6.3) and the fact that Catn−1hd
is closed under coproducts (see Lemma 5.2.5), we conclude that X1 ∈
Catn−1hd .
Since X ∈ Catnwg, the induced Segal map
µˆs : Xs = X1×X0
s· · ·×X0 X1 → X1×Xd0
s· · ·×Xd0 X1
is a (n− 1)-equivalence. Since, from above, X1 is homotopically dis-
crete and Xd0 is discrete, by Lemma 5.2.5,
X1×Xd0
s· · ·×Xd0 X1 ∈ Catn−1hd
Thus by induction hypothesis applied to the induced Segal map µˆs
we conclude that Xs ∈ Catn−1hd for all s ≥ 0.
In summary, we showed thatX ∈ Catnwg is such thatXs ∈ Catn−1hd for
all s ≥ 0 and p(n)X ∈ Catn−1hd . Therefore, by definition, X ∈ Catnhd. 
Corollary 6.2.5. Let X ∈ Catnwg be such that X1 and p(n)X are
in Catn−1hd . Then X ∈ Catnhd.
Proof. Since X ∈ Catnwg, the induced Segal maps
µˆs : Xs → X1×Xd0
s· · ·×Xd0 X1
are (n− 1)-equivalences for all s ≥ 2. Since by hypothesis X1 ∈ Catn−1hd
and Xd0 is discrete, by Lemma 5.2.5,
X1×Xd0
s· · ·×Xd0 X1 ∈ Catn−1hd .
By Proposition 6.2.4 applied to µˆs we conclude that Xs ∈ Catn−1hd for
all s ≥ 2. Therefore X ∈ Catnwg is such that Xs ∈ Catn−1hd and p(n)X ∈
Catn−1hd . By definition then X ∈ Catnhd. 
Corollary 6.2.6. Let X ∈ Catnwg, then X ∈ Catnhd if and only if
there is an n-equivalence γ : X → Y with Y discrete.
Proof. If X ∈ Catnhd then by Corollary 5.2.3, γ(n) : X → Xd is
an n-equivalence. Conversely, suppose that there is an n-equivalence
γ : X → Y with Y discrete, then in particular Y ∈ Catnhd so, by
Proposition 6.2.4, X ∈ Catnhd. 
Definition 6.2.7. Given X ∈ Catn and k ≥ 0, let N (2)X ∈
[∆
op
,Catn−1] as in Definition 3.3.10. Denote for each k ≥ 0,
(N (2)X)k = X
(2)
k ∈ [∆
op
,Catn−2]
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so that
(X
(2)
k )s =

X0k, s = 0;
X1k, s = 1;
Xsk = X1k×X0k
s· · ·×X0k X1k, s ≥ 2.
We denote by N(n)Catnwg the image of the multinerve functor N(n) :
Catnwg → [∆n−1op ,Cat ]. Note that, since N(n) is fully faithful, we have
an isomorphism Catnwg ∼= N(n)Catnwg.
The following lemmas are needed in the initial steps of the induction
in the proof of Proposition 6.2.10.
Lemma 6.2.8. Let X ∈ Cat2 be such that
i) X0 ∈ Cathd,
ii) p¯J2X ∈ NCat .
Then X ∈ Cat2wg.
Proof. Since X0 ∈ Cathd, pX0 = Xd0 . By hypothesis, pX2 ∼=
pX1×pX0 pX1 and X2 ∼= X1×X0 X1. Using the fact (Lemma 4.1.2)
that p commutes with pullbacks over discrete objects, we obtain
p(X1×X0 X1) ∼= pX2 ∼= pX1×pX0 pX1 = pX1×pXd0 pX1 = p(X1×Xd0 X1) .
This shows that the map
µˆ2 : X1×X0 X1 → X1×Xd0 X1
is essentially surjective on objects. On the other hand, this map is also
fully faithful. In fact, given (a, b), (c, d) ∈ X10×X00 X10, we have
(X1×X0 X1)((a, b), (c, d)) ∼= X1(a, c)×X0(∂0a,∂0c) X1(b, d) ∼=
∼= X1(a, c)×X1(b, d) ∼= (X1×Xd0 X1)(µˆ2(a, b), µˆ2(c, d))
where we used the fact that X0(∂0a, ∂0c) is the one-element set, since
X0 ∈ Cathd. We conclude that µˆ2 is an equivalence of categories.
Similarly one shows that for all k ≥ 2
µˆk : X1×X0
k· · ·×X0 X1 → X1×Xd0
k· · ·×Xd0 X1
is an equivalence of categories. By definition (see also Example 6.1.3),
this means that X ∈ Cat2wg. 
Lemma 6.2.9.
a) The functor N (2) : Cat3 → [∆op ,Cat2] restricts to
N (2) : Cat3wg → [∆
op
,Cat2wg].
b) Let X ∈ Cat3 be such that
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i) X0 ∈ Cat2hd, Xs0 ∈ Cathd.
ii) p¯J3X ∈ N(2)Cat2wg.
Then X ∈ Cat3wg.
Proof.
a) We show that, if X ∈ Cat3wg and k ≥ 0, (N (2)X)k ∈ Cat2 satisfies
the hypotheses of Lemma 6.2.8, so that (N (2)X)k ∈ Cat2wg.
Since X ∈ Cat3wg, X0 ∈ Cat2hd and thus for each k ≥ 0
(N (2)X)k0 = X0k ∈ Cathd .
So hypothesis i) of Lemma 6.2.8 holds. Further,
pJ2(N
(2)X)k = (p
(3)X)
(2)
k
is the nerve of a category since p(3)X ∈ Cat2wg, so hypothesis ii) of
Lemma 6.2.8 also holds. We conclude that (N (2)X)k ∈ Cat2wg.
b) By hypothesis, Xs ∈ Cat2 is such that Xs0 ∈ Cathd and p¯J2Xs is the
nerve of a category. Thus by Lemma 6.2.8, Xs ∈ Cat2wg.
Also by hypothesis p(3)X ∈ Cat2wg. To show that X ∈ Cat3wg it
remains to prove that for each s ≥ 2 the induced Segal map
µˆs : X1×X0
s· · ·×X0 X1 → X1×Xd0
s· · ·×Xd0 X1
is a 2-equivalence. We show this for s = 2, the case s > 2 being similar.
We first show that it is a local equivalence. By part a) (N (2)X)1 ∈
Cat2wg. Thus there is an equivalence of categories
X11×X01 X11 → X11×Xd01 X11 = X11×(d(2)p(2)X0)1 X11 . (6.4)
From hypothesis ii) by Remark 6.2.3 using the fact that pp(2)Xs0 = Xds0
we have
Xd20 = (X10×X00 X10)d ∼= Xd10×Xd00 Xd10 .
Let (a, b), (c, d) ∈ Xd10×Xd00 Xd10 . By (6.4) there is an equivalence of
categories
(X1×X0 X1)((a, b), (c, d)) =
= X1(a, c)×X0(∂0a,∂0c) X1(b, d)→ X1(a, c)×(d(2)p(2)X0)(∂˜0a,∂˜0c) X1(b, d)
(6.5)
On the other hand, since p(2)X0 ∈ Cathd, p(2)X0(∂˜0a, ∂˜0c) is the one-
element set. Therefore
X1(a, c)×(d(2)p(2)X0)(∂˜0a,∂˜0c) X1(b, d) ∼=
∼= X1(a, c)×X1(b, d) ∼= (X1×Xd0 X1)((a, b), (c, d)) .
(6.6)
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From (6.5) and (6.6) we conclude that µˆ2 is a local equivalence. Further,
by hypothesis ii), there is an equivalence of categories
p(2)µˆ2 : p
(2)(X1×X0 X1) = p(2)X1×p(2)X0 p(2)X1
∼−→
→ p(2)X1×(p(2)X0)d p(2)X1 = p(2)(X1×Xd0 X1) .
In conclusion, µˆ2 is a 2-equivalence, as required. 
Proposition 6.2.10.
a) The functor N (2) : Catn → [∆op ,Catn−1] restricts to a functor
N (2) : Catnwg → [∆
op
,Catn−1wg ].
b) Let X ∈ Catn be such that
i) X0 ∈ Catn−1hd , Xs0 ∈ Catn−2hd for all s ≥ 0.
ii) p¯JnX ∈ N(n−1)Catn−1wg .
Then X ∈ Catnwg.
Proof. By induction on n. For n = 2, 3 see Lemmas 6.2.8 and
6.2.9. Suppose, inductively, that it holds for (n− 1). We shall denote
(N (2)X)k = X
(2)
k .
a) Clearly X(2)k ∈ Catn−1; we show that X(2)k satisfies the inductive
hypothesis b) and thus conclude that X(2)k ∈ Catn−1wg .
We have (X(2)k )0 = X0k ∈ Catn−2hd since X0 ∈ Catn−1hd (as X ∈ Catnwg).
Further,
(X
(2)
k )s0 = Xsk0 ∈ Catn−3hd
since Xsk ∈ Catn−2wg (as Xs ∈ Catn−1wg because X ∈ Catnwg). Thus con-
dition i) in the inductive hypothesis b) holds for X(2)k . To show that
condition ii) holds, note that
p¯Jn−1X
(2)
k = N(n−1)(p
(n)X)
(2)
k (6.7)
In fact, for all (r1, ..., rn−2) ∈ ∆n−2op,
(p¯Jn−1X
(2)
k )r1...rn−2 = p(X
(2)
k )r1...rn−2 =
= pXr1,k,r2...rn−2 = (p¯Jn−2Xr1,k)r2...rn−2 =
= (N(n−2)p(n−2)Xr1,k)r2...rn−2 =
= (N(n−2)((p(n)X)
(2)
k )r1)r2...rn−2 =
= (N(n−1)(p(n)X)
(2)
k )r1...rn−2 .
Since this holds for all r1, ..., rn−2, (6.7) follows.
By induction hypothesis a) applied to p(n)X, (p(n)X)(2)k ∈ Catn−2wg .
Therefore (6.7) means that X(2)k ∈ Catn−1 satisfies condition ii) in the
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inductive hypothesis b). Thus we conclude that X(2)k ∈ Catn−1wg proving
a).
b) Suppose, inductively, that the statement holds for n− 1 and let
X be as in the hypothesis. For each s ≥ 0 consider Xs ∈ Catn−1. By
hypothesis, Xs0 ∈ Catn−2hd and
p¯Jn−1Xs = (p¯JnX)s ∈ N(n−2)Catn−2wg
since p¯JnX ∈ N(n−1)Catn−1wg . Thus Xs satisfies the induction hypothesis
and we conclude that Xs ∈ Catn−1wg . Further, for each (k1, . . . , kn−2) ∈
∆n−2
op we have
(N(n−1)p(n−1)X)k1...kn−2 = (N(n−2)p
(n−1)Xk1)k2...kn−2 =
= (p¯Jn−1Xk1)k2...kn−2 = pXk1...kn−2 = (p¯JnX)k1...kn−2 .
Since, by hypothesis, p¯JnX ∈ N(n−1)Catn−1wg , we conclude that p(n−1)X ∈
Catn−1wg . We can therefore define
p(n)X = p(n−1)X ∈ Catn−1wg .
To prove that X ∈ Catnwg it remains to prove that the induced Segal
maps
µˆs : X1×X0
s· · ·×X0 X1 → X1×Xd0
s· · ·×Xd0 X1
are (n− 1)-equivalences for all s ≥ 2. We prove this for s = 2 the case
s > 2 being similar. We claim that X(2)k ∈ Catn−1 satisfies the inductive
hypothesis b). In fact, (X(2)k )0 = X0k ∈ Catn−2hd since X0 ∈ Catn−1hd ; for
each s ≥ 0, (X(2)k )s0 = Xsk0 ∈ Catn−3hd since, from above, Xs ∈ Catn−1wg .
Also, from a) and the fact that, by hypothesis, p¯JnX ∈ N(n−1)Catn−1wg ,
we conclude that
p¯Jn−1X
(2)
k ∈ N(n−2)Catn−2wg .
Thus X(2)k satisfies the inductive hypothesis b) and we conclude that
X
(2)
k ∈ Catn−1wg . It follows that the induced Segal map
X1k×X0k X1k → X1k×Xd0k X1k = X1k×(p(2,n−1)X0)k X1k (6.8)
is a (n− 2)-equivalence. Since p(n)X ∈ Catn−1wg , using Remark 6.2.3 and
the fact that (p(n)X)ds0 = (p(n−2)p(n−1)Xs0)d = Xds0 we obtain
(X10×X00 X10)d = Xd10×Xd00 Xd10 .
Let (a, b), (c, d) ∈ (X10×X00 X10)d = Xd10×Xd00 Xd10. By (6.8) there is a
(n− 2)-equivalence
(X1×X0 X1)((a, b), (c, d)) = X1(a, c)×X0(∂0a,∂0c) X1(b, d)→
→ X1(a, c)×(p(2,n−1)X0)(∂˜0a,∂˜0c) X1(b, d) .
(6.9)
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On the other hand, p(2,n−1)X0 ∈ Cathd is an equivalence relation, there-
fore
p(2,n−1)X0(∂˜0a, ∂˜0c)
is the one-element set. It follows that
X1(a, c)×(p(2,n−1)X0)(∂˜0a,∂˜0c) X1(b, d) ∼=
∼= X1(a, c)×X1(b, d) ∼= (X1×Xd0 X1)((a, b), (c, d)) .
(6.10)
Thus (6.9) and (6.10) imply that µˆ2 is a local (n− 2)-equivalence.
To show that µˆ2 is a (n− 1)-equivalence it remains to prove that
p(n−1)µˆ2 is a (n− 2)-equivalence. Since from above, p(n)X = p(n−1)X ∈
Catn−1wg , we have
p(n−1)µˆ2 : p(n−1)(X1×X0 X1) ∼= p(n−1)X1×p(n−1)X0 p(n−1)X1 →
→ p(n−1)X1×(p(n−1)X0)d p(n−1)X1 = p(n−1)(X1×Xd0 X1) .
is a (n− 2)-equivalence, as required. 
Corollary 6.2.11. Let f : X → Y be a morphism in Catn such
that (Jnf)k is an equivalence of categories for all k ∈ ∆n−1op. Then
a) If X ∈ Catnwg, then Y ∈ Catnwg.
b) If X ∈ Catnhd, then Y ∈ Catnhd.
Proof. In this proof we shall denote (JnX)k = Xk, and similarly
for Y . By proceed by induction on n.
When n = 2 let X ∈ Cat2wg. Since X0 ' Y0 and X0 ∈ Cathd,
also Y0 ∈ Cathd. Also p¯J2Y ∼= p(2)X ∈ NCat . Thus by Lemma 6.2.8,
Y ∈ Cat2wg. IfX ∈ Cat2hd, in particularX ∈ Cat2wg, so Y ∈ Cat2wg; but we
also have X1 ' Y1 so, since X1 ∈ Cathd, Y1 ∈ Cathd. Further, p(2)Y ∼=
p(2)X ∈ Cathd (as X ∈ Cat2hd). Thus the hypotheses of Corollary 6.2.5
are satisfied for Y and we conclude that Y ∈ Cat2hd.
Suppose, inductively, that the corollary holds for 1 ≤ k ≤ n− 1.
a) We verify that Y ∈ Catn satisfies the hypotheses of Proposition
6.2.10 b). Since X ∈ Catnwg, X0 ∈ Catn−1hd . So by inductive hypothesis
b) applied to the map f0 : X0 → Y0 we conclude that Y0 ∈ Catn−1hd .
Similarly, Xs0 ∈ Catn−2hd , so the inductive hypothesis b) applied to the
map fs0 : Xs0 → Ys0 affords Ys0 ∈ Catn−2hd . So hypotheses b) ii) of
Proposition 6.2.10 are satisfied for Y .
As for hypothesis b) i), this also holds because, since (Jnf)k is an
equivalence of categories for each k, p¯(Jnf)k is an isomorphism, so that
p¯JnY ∼= p¯JnX = p(n)X ∈ N(n−1)Catn−1wg .
We conclude by Proposition 6.2.10 b) that Y ∈ Catn−1wg .
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b) if X ∈ Catnhd, in particular X ∈ Catnwg, so by a) Y ∈ Catnwg. In
addition, X1 ∈ Catn−1hd (since X ∈ Catnhd), so by inductive hypothesis b)
applied to f1 : X1 → Y1, we conclude that Y1 ∈ Catn−1hd . Since (Jnf)k
is an equivalence of categories for all k ∈ ∆n−1op we also have
p(n)Y ∼= p(n)X ∈ Catn−1hd .
Thus Y satisfies all the hypotheses of Corollary 6.2.5 and we conclude
that Y ∈ Catnhd. 
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...
...
...
· · ·
//
////
 
X11×X10 X11
////
 
oooo
X01×X00 X01
 
oo
X11×X01 X11
//
////
 
OO OO
X11
////
 
oooo
OO OO
X01

oo
OO OO
X10×X00 X10
//
////
OO
X10
////oooo
OO
X00oo
OO
Figure 6.1. Corner of the double nerve of a weakly
globular double category X
⇒⇒⇒
⇒
⇒
⇒
⇒
⇒
⇒
Figure 6.2. Geometric picture of the corner of the dou-
ble nerve of a weakly globular double category
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In the following picture, for all i, j, k ∈ ∆op
X2jk ∼= X1jk×X0jk X1jk, Xi2k ∼= Xi1k×Xi0k Xi1k, Xij2 ∼= Xij1×Xij0 Xij1 .
X122 X022
X121 X021
X120 X020
X112 X012
X111 X011
X110 X010
X102 X002
X101 X001
X100 X000
X202
X201
X200
X211
X210
X222
X212
X221
X220
Figure 6.3. Corner of the multinerve of a weakly glob-
ular 3-fold category X
Figure 6.4. Geometric picture of the corner of the
multinerve of a weakly globular 3-fold category
CHAPTER 7
Pseudo-functors modelling higher structures
In this chapter we connect the category Catnwg of weakly globular n-
fold categories introduced in Chapter 6 to the notion of pseudo-functor.
Our main result in this chapter is that weakly globular n-fold categories
arise as strictification of a special class of pseudo-functors, which we
call Segalic pseudo-functors. This result is used in Chapters 9 and
11 to build the comparison functors between Catnwg and Tamsamani
n-categories and show that they are suitably equivalent.
The classical theory of strictification of pseudo-algebras [91], [69]
affords the strictification functor
St : Ps[∆n−1
op
,Cat ]→ [∆n−1op ,Cat ] (7.1)
left adjoint to the inclusion.
The coherence axioms in a pseudo-functor are reminiscent of the
coherence data for the compositions of higher cells in a weak higher
category. So it is natural to ask if a subcategory of pseudo-functors
can model, in a suitable sense, higher structures. In this chapter we
positively answer this question by introducing a subcategory
SegPs[∆n−1
op
,Cat ] ⊂ Ps[∆n−1op ,Cat ]
of Segalic pseudo-functors. Our main result, Theorem 7.2.3 is that the
strictification functor 7.1 restricts to a functor
St : SegPs[∆n−1
op
,Cat ]→ Catnwg .
(where we identity Catnwg with the image JnCatnwg of the multinerve
functor Jn : Catnwg → [∆n−1op ,Cat ] ).
In Chapter 9 we will associate to a weakly globular Tamsamani n-
category a Segalic pseudo-functor and build the rigidification functor
Qn from weakly globular Tamsamani n-categories to weakly globular
n-fold categories as a composite
Qn : Ta
n
wg −→ SegPs[∆n−1
op
,Cat ]
St−→ Catnwg .
This chapter is organized as follows. In Section 7.1 we define Se-
galic pseudo-functors, in Section 7.2 we discuss their strictification. We
show in Proposition 7.2.1 that an n-fold category whose multinerve is
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levelwise equivalent to a Segalic pseudo-functor satisfies the hypothesis
of Proposition 6.2.10 b) and is therefore weakly globular.
In Theorem 7.2.3, using the properties of the monad corresponding
to Segalic pseudo-functors proved in Lemma 7.2.2, we show that the
strictification of a Segalic pseudo-functor is an n-fold category and that
it satisfies the hypotheses of Proposition 7.2.1. We therefore conclude
that the strictification functor restricts to the functor St from Segalic
pseudo-functors to weakly globular n-fold categories.
7.1. The definition of Segalic pseudo-functor
In this section we give the definition of the category of Segalic
pseudo-functors as a full subcategory of the category
Ps[∆n−1
op
,Cat ]
of pseudo-functors and pseudo-natural transformations [24].
7.1.1. The idea of Segalic pseudo-functor. A topological intu-
ition about an object of Ps[∆n−1op ,Cat ] is that it consists of categories
Xk for each object k of ∆n−1
op together with multi-simplicial face and
degeneracy maps satisfying the multi-simplicial identities not as equal-
ities but as isomorphisms, and these isomorphisms satisfy coherence
axioms. Guided by this intuition, we generalize to certain pseudo-
functors the multi-simplicial notion of Segal map.
For this purpose, consider a functor H ∈ [∆n−1op ,Cat ]. For each
k = (k1, ..., kn−1) ∈ ∆n−1op and 1 ≤ i ≤ n− 1 we have
H(k1, ..., ki−1, -, ki+1, ..., kn−1) ∈ [∆op ,Cat ]
Denoting k(1, i) and k(0, i) as in Notation 3.1.3 there is a corresponding
Segal map for each ki ≥ 2
Hk → Hk(1,i)×Hk(0,i)
ki· · ·×Hk(0,i) Hk(1,i)
identified by the commuting diagram
Hk
Hk(1,i) Hk(1,i) Hk(1,i)
Hk(0,i) Hk(0,i) Hk(0,i) Hk(0,i) Hk(0,i)
· · ·
· · ·
ν1
zz ν2		
νk
&&
d1

d0 d1
d0
d1

d0

(7.2)
IfH is not a functor but a pseudo-functorH ∈ Ps[∆n−1op ,Cat ], diagram
(7.2) no longer commutes but pseudo-commutes and thus we can no
longer define Segal maps. However, if Hk(0,i) is a discrete category, then
diagram (7.2) commutes and therefore we can define Segal maps for H.
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In the definition of Segalic pseudo-functor we require the above
discreetness conditions to be satisfied to be able to define Segal maps
and then we require all Segal maps to be isomorphisms.
The last condition in the definition of Segalic pseudo-functor is
about the existence of a truncation functor. Applying the isomorphism
classes of objects functor p : Cat → Set levelwise to a pseudo-functor
in Ps[∆nop ,Cat ] produces a strict functor; that is, there is a functor
p : Ps[∆n
op
,Cat ]→ [∆n−1op , Set]
such that, for all k ∈ ∆n−1op
(pX)k = pXk .
For X to be a Segalic pseudo-functor we require pX to be (the multin-
erve of) a weakly globular n-fold category (more precisely, in the image
of N(n) : Catnwg → [∆n−1op , Set]). That is we require to have a functor
p(n+1) : SegPs[∆n
op
,Cat ]→ Catnwg .
7.1.2. The formal definition of Segalic pseudo-functor.
Definition 7.1.1. We define the subcategory SegPs[∆nop ,Cat ] of
Ps[∆n
op
,Cat ] as follows:
For n = 1, H ∈ SegPs[∆op ,Cat ] if H0 is discrete and the Segal maps
are isomorphisms: that is, for all k ≥ 2
Hk ∼= H1×H0
k· · ·×H0 H1
Note that, since p commutes with pullbacks over discrete objects, there
is a functor
p(2) : SegPs[∆
op
,Cat ]→ Cat ,
(p(2)X)k = pXk .
That is the following diagram commutes:
SegPs[∆
op
,Cat ] 
 //
p(2)

Ps[∆
op
,Cat ]
p

Cat // [∆
op
, Set]
When n > 1, SegPs[∆nop ,Cat ] is the full subcategory of Ps[∆nop ,Cat ]
whose objects H satisfy the following:
a) Discreteness condition: Hk(0,i) is discrete for all k ∈ ∆n−1op
and 1 ≤ i ≤ n.
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b) Segal maps condition: As explained above, by a) there are
Segal maps for each ki ≥ 2
Hk → Hk(1,i)×Hk(0,i)
ki· · ·×Hk(0,i) Hk(1,i)
We require that all these Segal maps are isomorphisms
Hk ∼= Hk(1,i)×Hk(0,i)
ki· · ·×Hk(0,i) Hk(1,i)
for all k ∈ ∆n−1op , 1 ≤ i ≤ n and ki ≥ 2.
c) Truncation functor : There is a functor
p(n+1) : SegPs[∆n
op
,Cat ]→ Catnwg
making the following diagram commute:
SegPs[∆n
op
,Cat ] 
 //
p(n+1)

Ps[∆n
op
,Cat ]
p

Catnwg N(n)
// [∆n
op
, Set]
Lemma 7.1.2. Let X ∈ SegPs[∆nop ,Cat ] n ≥ 2. Then for each
j ≥ 0
Xj∗ ∈ SegPs[∆n−1op ,Cat ].
Proof. By induction on n. Let X ∈ SegPs[∆2op ,Cat ]. Since X ∈
Ps[∆2
op
,Cat ], for each j ≥ 0 Xj∗ ∈ Ps[∆op ,Cat ]. By definition of
Segalic pseudo-functor, Xj0 is discrete and for each r ≥ 2
Xjr ∼= Xj1×Xj0
r· · ·×Xj0 Xj1 .
By definition this means that Xj∗ ∈ SegPs[∆op ,Cat ]. Suppose, induc-
tively, that the lemma holds for (n− 1) and let X ∈ SegPs[∆nop ,Cat ].
For each j ≥ 0, Xj∗ ∈ Ps[∆n−1op ,Cat ].
Given r ∈ ∆n−1op denote k = (j, r) ∈ ∆nop . Then for each 1 ≤ i ≤
n− 2,
Xk(i+1,0) = (Xj)r(i,0)
is discrete since X ∈ SegPs[∆nop ,Cat ]; further, by hypothesis there are
isomorphisms:
(Xj)r = Xk ∼=Xk(i+1,1)×Xk(i+1,0)
ki+1· · ·×Xk(i+1,0) Xk(i+1,1) ∼=
∼=(Xj)r(i,1)×(Xj)r(i,0)
ri· · ·×(Xj)r(i,0) (Xj)r(i,1) .
To show that Xj ∈ SegPs[∆n−1op ,Cat ] it remains to show that p(n)Xj ∈
Catn−1wg where
(p(n)Xj)r = pXjr
for each r ∈ ∆n−1op .
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Since X ∈ SegPs[∆nop ,Cat ], by definition p(n+1)X ∈ Catnwg where
(p(n+1)X)k = pXk for all k ∈ ∆nop . We also observe that, for each
j ≥ 0
(p(n+1)X)j = p
(n)Xj (7.3)
since, for each r ∈ ∆n−1op ,
(p(n+1)X)jr = pXjr = (p
(n)Xj)r .
Since p(n+1)X ∈ Catnwg, (p(n+1)X)j ∈ Catn−1wg so by (7.3) we conclude
that p(n)Xj ∈ Catn−1wg as required. 
Example 7.1.3. LetX ∈ SegPs[∆2op ,Cat ]. ThenX ∈ Ps[∆2op ,Cat ]
with Xk0, X0s discrete categories for each k, s ∈ ∆op and p(2)X ∈
N(2)Cat
2
wg where for all i, j ≥ 0
(p(3)X)ij = pXij .
Below are two illustrative figures: in Figure 7.1 on page 119 we have
depicted the corner of a pseudo-functor X ∈ SegPs[∆2op ,Cat ] with
pseudo-commuting squares containing the symbol∼= since the simplicial
relations hold only up to isomorphisms; the structures in red color are
discrete categories; Figure 7.2 on page 119 depicts the corner of p(3)X,
which is a bisimplicial set, double nerve of a weakly globular double
category. The structure in green color is homotopically discrete.
7.2. Strictification of Segalic pseudo-functors
In this section we prove the main result of this chapter, Theorem
7.2.3, that the strictification functor applied to the category of Segalic
pseudo-functors gives a weakly globular n-fold category; that is, there
is a functor
St : SegPs[∆n−1
op
,Cat ]→ JnCatnwg ∼= Catnwg.
The strategy to prove this result is based of the following main steps:
a) In Proposition 7.2.1 we show that if an n-fold category is lev-
elwise equivalent (as a diagram in [∆n−1op ,Cat ]) to a Segalic
pseudo-functor, then it is a weakly globular n-fold category.
The proof of this result uses crucially the criterion for an n-
fold category to be weakly globular given in Proposition 6.2.10
b).
b) We show in the proof of Theorem 7.2.3 that the strictification
of a Segalic pseudo-functor is an n-fold category and that it
satisfies the hypotheses of Proposition 7.2.1. The proof de-
pends on some properties of the monad corresponding to Se-
galic pseudo-functors which we establish in Lemma 7.2.2.
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c) We immediately deduce from a) and b) that the strictifica-
tion of a Segalic pseudo-functor is a weakly globular n-fold
category.
Proposition 7.2.1. Let H ∈ SegPs[∆n−1op ,Cat ] and let L ∈ Catn
be such that there is an equivalence of categories (JnL)k ' Hk for all
k ∈ ∆n−1op, then
a) L ∈ Catnwg.
b) If, further, Hk ∈ Cathd for all k ∈ ∆n−1op and p(n)H ∈ Catn−1hd ,
then L ∈ Catnhd.
Proof. The proof of a) is based on showing that X ∈ Catn satisfies
the hypotheses of Proposition 6.2.10 b), which then implies that X ∈
Catnwg. The proof of b) is based on showing that X ∈ Catnwg satisfies
the hypotheses of Corollary 6.2.5, which then implies X ∈ Catnhd.
We proceed by induction on n. For n = 2, if H ∈ SegPs[∆op ,Cat ],
then by definition H0 is discrete; thus, since by hypothesis there is an
equivalence of categories L0 ' H0, L0 ∈ Cathd. By hypothesis Lk ' Hk
for all k ∈ ∆op, so pLk ∼= pHk, and therefore p¯L ∼= p¯H = p(2)H is the
nerve of a category. So by Proposition 6.2.10 b) L ∈ Cat2wg.
If, further, Hk ∈ Cathd for all k and p(2)H ∈ Cathd, then L1 ∈ Cathd
(since L1 ∼ H1) and p(2)L ∼= p(2)H ∈ Cathd. Therefore, by Corollary
6.2.5, L ∈ Cat2hd.
Suppose, inductively, that the lemma holds for (n − 1) and let L
and H be as in the hypothesis a).
We are going to show that L ∈ Catn satisfies the hypotheses of
Proposition 6.2.10 b) which then implies that L ∈ Catnwg.
Let r ∈ ∆n−2op and denote k = (i, r) ∈ ∆n−1op . By hypothesis,
there are equivalences of categories
(Jn−1Li)r = (JnL)k ' Hk = (Hi)r .
Since L ∈ Catn, Li ∈ Catn−1 and sinceH ∈ SegPs[∆nop ,Cat ], by Lemma
7.1.2,
Hi ∈ SegPs[∆n−1op ,Cat ].
Thus Hi and Li satisfy the inductive hypothesis a) and we conclude
that Li ∈ Catn−1wg . In particular, this implies that Li0 ∈ Catn−2hd . Thus,
by Proposition 6.2.10 b), to show that L ∈ Catnwg it is enough to prove
that L0 ∈ Catn−1hd and that p¯JnL ∈ N(n−1)Catn−1wg .
We have (H0)k = Hk(0,0) discrete and
p(n−1)H0 = (p(n)H)0 ∈ Catn−2hd
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since by hypothesis p(n)H ∈ Catnwg as H ∈ SegPs[∆n−1op ,Cat ]. Thus
H0 and L0 satisfy the inductive hypothesis b) and we conclude that
L0 ∈ Catn−1hd . For each k ∈ ∆n−2
op ,
(p¯JnL)k = pLk ∼= pHk = (p¯JnH)k = (p(n)H)k .
Since p(n)H ∈ Catnwg, (p(n)H)k ∈ Catn−1wg and thus we conclude that
p¯JnL ∈ N(n−1)Catn−1wg .
By Proposition 6.2.10 b), we conclude that L ∈ Catnwg, proving a) at
step n.
Suppose that H is as in b). By Corollary 6.2.5, to show that L ∈
Catnhd, it is enough to show that L1 ∈ Catn−1hd and p(n)L ∈ Catn−1hd . For
all k ∈ ∆n−2op there is an equivalence of categories
(L1)k ' (H1)k (7.4)
Since by hypothesis (H1)k ∈ Cathd we conclude from (7.4) that (L1)k ∈
Cathd. Further, since p(n)H ∈ Catn−1hd , then
p(n−1)H1 = (p(n)H)1 ∈ Catn−2hd .
Thus L1 and H1 satisfy induction hypothesis and we conclude that
L1 ∈ Catn−1hd . Finally,
p(n)L ∼= p(n)H ∈ Catn−1hd .
Thus by Corollary 6.2.5 we conclude that L ∈ Catnhd. 
In the next Lemma we show some properties of the monad corre-
sponding to Segalic pseudo-functors. This will be used in the proof
of the main result of this chapter, Theorem 7.2.3 on the strictification
of Segalic pseudo-functors. We refer to Section 4.2 in chapter 4 for
background regarding the monad for pseudo-functors and about stric-
tification of pseudo-functors.
Lemma 7.2.2. Let T be the monad corresponding to the adjunction
given by the forgetful functor
U : [∆n
op
,Cat ]→ [ob(∆nop),Cat ]
and its left adjoint. Let H ∈ SegPs[∆nop ,Cat ], then
a) The pseudo T -algebra corresponding to H has structure map
h : TUH → H as follows:
(TUH)k =
∐
r∈∆n
∆n(k, r)×Hr =
∐
r∈∆n
∐
∆n(k,r)
Hr .
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If f ∈ ∆n(k, r), let
ir =
∐
∆n(k,r)
Hr →
∐
r∈∆n
∐
∆n(k,r)
Hr = (TUH)r
jf : Hr →
∐
∆n(k,r)
Hr ,
then
hk ir jf = H(f) .
b) There are functors for each k ∈ ∆n, 0 ≤ i ≤ n,
∂i1, ∂i0 : (TUH)k(1,i) ⇒ (TUH)k(0,i)
such that the following diagram commutes
(TUH)k(1,i)
hk(1,i) //
∂i1

∂i0

Hk(1,i)
di1

di0

(TUH)k(0,i)
hk(0,i)
// Hk(0,i)
(7.5)
c) For all k = (k1, . . . , kn) ∈ ∆n there are isomorphisms
(TUH)k = (TUH)k(1,i)×(TUH)k(0,i)
ki· · ·×(TUH)k(0,i) (TUH)k(1,i) .
d) The morphism hk : (TUH)k → Hk is given by
hk = (hk(1,i), . . . , hk(1,i))
Proof.
a) From the general correspondence between pseudo T -algebras and
pseudo-functors, the pseudo T -algebra corresponding to H has a struc-
ture map h : TUH → H as stated. The rest follows from the fact that,
if X is a set and C is a category, X × C ∼= ∐
X
C.
b) Let νj : [0] → [1], νj(0) = 0. νj(1) = i for j = 0, 1 and let
δij : k(0, i)→ k(1, i) be given by
δij(ks) =
{
ks, s 6= i;
νj(ki), s = i.
Given f ∈ ∆n(k(1, i), r) let jf and ir be the corresponding coproduct
injections as in a). Let
∂ij : (TUH)k(1,i) → (TUH)k(0,i)
be the functors determined by
∂ijirjf = irjfδij .
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From a), we have
hk(0,i) ∂ij ir jf = hk(0,i) ir jfδij = H(fδij)
dij hk(1,i) ir jf = H(δij)H(f) .
Since H ∈ Ps[∆nop ,Cat ] and Hk(0,i) is discrete, it is
H(fδij) = H(δij)H(f)
so that, from above,
hk(0,i)∂ijirjf = dijhk(1,i)irjf
for each r, f . We conclude that
hk(0,i)∂ij = dijhk(1,i) .
That is, diagram (7.5) commutes.
c) Since, for each ki ≥ 2
[ki] = [1]
∐
[0]
ki. . .
∐
[0]
[1]
we have, for each k = (k1, ..., kn) ∈ ∆n with ki ≥ 2 for all 1 ≤ i ≤ n
k = k(1, i)
∐
k(0,i)
ki. . .
∐
k(0,i)
k(1, i) .
Therefore there is a bijection
∆n(k, r) = ∆n
(
k(1, i), r
)×∆n(k(0,i),r) ki· · ·×∆n(k(0,i),r) ∆n(k(1, i), r) .
From the proof of b), the functors
∂ij : (TUH)k(1,i) → (TUH)k(0,i)
for j = 0, 1 are determined by the functors
(δij, id) : ∆
n
(
k(1, i), r
)×Hr → ∆n(k(0, i), r)×Hr
where δij(g) = gδij for g ∈ ∆n
(
k(1, i), r
)
and
(TUH)k(1,i) =
∐
r
∆n
(
k(1, i), r
)×Hr
(TUH)k(0,i) =
∐
r
∆n
(
k(0, i), r
)×Hr .
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It follows that
(TUH)k(1,i)×(TUH)k(0,i)
ki· · ·×(TUH)k(0,i) (TUH)k(1,i) =∐
r
{∆n(k(1, i), r)×∆n(k(0,i),r) ki· · ·×∆n(k(0,i),r) ∆n(k(1, i), r)} ×Hr =∐
r
∆n(k, r)×Hr = (TUH)k .
This proves c).
d) From a),
hk ir jf = H(f)
for f ∈ ∆n(k, r). Let f correspond to (δ1, . . . , δki) in the isomorphism
∆n(k, r) = ∆n
(
k(1, i), r
)×∆n(k(0,i),r) ki· · ·×∆n(k(0,i),r) ∆n(k(1, i), r) .
Then jf = (jδ1 , . . . , jδki ). Since
Hk ∼= Hk(1,i)×Hk(0,i)
ki· · ·×Hk(0,i) Hk(1,i)
then H(f) corresponds to (H(δ1), . . . , H(δki)) with piH(f) = H(δi).
Then for all f we have
hk ir jf = (H(δ1), . . . , H(δki)) = (hk(1,i) ir jδ1 , . . . , hk(1,i) ir jδki ) =
= (hk(1,i), . . . , hk(1,i)) ir(jδ1 , . . . , jδki ) = (hk(1,i), . . . , hk(1,i)) ir jf .
It follows that hk = (hk(1,i), . . . , hk(1,i)). 
We now show the main result of this Chapter that the strictification
of a Segalic pseudo-functor is a weakly globular n-fold category. This
result will be used in Chapter 9 in the construction of the rigidification
functor from Tanwg to Catnwg.
Theorem 7.2.3. The strictification functor
St : Ps[∆n−1
op
,Cat ]→ [∆n−1op ,Cat ]
restricts to a functor
St : SegPs[∆n−1
op
,Cat ]→ Catnwg
(where we identify Catnwg with the image JnCatnwg of the multinerve func-
tor Jn : Catnwg → [∆n−1op ,Cat ] ).
Further, for each H ∈ SegPs[∆n−1op ,Cat ] and k ∈ ∆n−1op, the map
(StH)k → Hk
is an equivalence of categories.
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Proof. Let h : TUH → UH be as in Section 4.2. As recalled
there, to construct the strictification L = StH of a pseudo-functor H
we need to factorize h = gv in such a way that for each k ∈ ∆n−1op , hk
factorizes as
(TUH)k
vk−→ Lk gk−→ Hk
with vk bijective on objects and gk fully faithful. As explained in [91],
gk is in fact an equivalence of categories.
Since the bijective on objects and fully faithful functors form a
factorization system in Cat , the commutativity of (7.5) implies that
there are functors
d˜ij : Lk(1,i) ⇒ Lk(0,i) j = 0, 1
such that the following diagram commutes:
(TUH)k(1,i)
vk(1,i) //
∂i0

∂i1

Lk(1,i)
gk(1,i) //
d˜i0

d˜i1

Hk(1,i)
di0

di1

(TUH)k(0,i) vk(0,i)
// Lk(0,i) gk(0,i)
// Hk(0,i) .
By Lemma 7.2.2, hk factorizes as
(TUH)k = (TUH)k(1,i)×(TUH)k(0,i)
ki· · ·×(TUH)k(0,i) (TUH)k(1,i) →
(vk(1,i),...,vk(1,i))−−−−−−−−−→ Lk(1,i)×Lk(0,i)
ki· · ·×Lk(0,i) Lk(1,i) →
(gk(1,i),...,gk(1,i))−−−−−−−−−→ Hk(1,i)×Hk(0,i)
ki· · ·×Hk(0,i) Hk(1,i) ∼= Hk .
Since vk(1,i) and vk(0,i) are bijective on objects, so is (vk(1,i), . . . , vk(1,i)).
Since gk(1,i), gk(0,i) are fully faithful, so is (gk(1,i), . . . , gk(1,i)). Therefore
the above is the required factorization of hk and we conclude that
Lk ∼= Lk(1,i)×Lk(0,i)
ki· · ·×Lk(0,i) Lk(1,i) .
Since L ∈ [∆n−1op ,Cat ] by Lemma 3.3.6 this implies that L ∈ Catn. By
[91], there is an equivalence of categories Lk ' Hk for all k ∈ ∆n−1op .
Therefore, by Proposition 7.2.1, L ∈ Catnwg. 
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(X11×X01 X11)×(X10×X00 X10) (X11×X01 X11)
//////

∼=
X11×X10 X11 //
//

∼=
(X01×X00 X01)

··· X11×X01 X11 //
//
//

∼=
X11 //
//

∼=
X01

··· X10×X00 X10 //
//
// X10 //
//
X00
Figure 7.1. Picture of the corner of X ∈ SegPs[∆2op ,Cat ]
···
// ////

pX11×pX10 pX11 //
//

X01×X00 X01

··· pX11×pX01 pX11 //
//
//

pX11 //
//

X01

··· pX10×pX00 pX10 //
//
// pX10 //
//
X00
Figure 7.2. Picture of the corner of p(3)X , for X ∈ SegPs[∆2op ,Cat ]
.

Part IV
Weakly globular Tamsamani
n-categories and their rigidification
Part IV is devoted to the category Tanwg of weakly globular Tam-
samani n-categories. The main result of this part is Theorem 9.4.1
which constructs the rigidification functor
Qn : Ta
n
wg → Catnwg
A schematic summary of the main results of this part is given in Figure
7.3.
In Chapter 8 we define the category Tanwg of weakly globular Tam-
samani n-categories and we study its properties. The idea of the cate-
gory Tanwg is explained in Section 8.1.1, before the final definition. Some
of the properties of the category Tanwg are used throughout the rest of
the work: Lemma 8.1.9 gives a sufficient criterion for an object of Tanwg
to be in Catnwg, Proposition 8.1.14 establishes important properties of
n-equivalences, Proposition 8.1.16 gives a sufficient criterion for a n-
equivalence to be a levelwise equivalence of categories. Proposition
8.2.1 establishes the existence of the functor
q(n) : Tanwg → Tan−1wg .
The properties of the latter in relation to certain pullbacks are further
studied in Section 8.3, and they play a key role in the proof of Theorem
9.2.4, leading to the rigidification functor Qn.
The construction of the rigidification functor when n = 2 is quite
straightforward and was already done in [88]. The construction of Qn
when n > 2 is much more complex and is new to this work: it needs
in particular the subcategory LTanwg of Tanwg. We introduce the idea of
this subcategory in Section 9.1.1, before the formal definition.
In Chapter 9 we prove two important results involving this subcat-
egory which are used in the construction of the rigidification functor:
Theorem 9.2.4 and Theorem 9.3.1.
Theorem 9.2.4 establishes a procedure to approximate, up to n-
equivalence, an object of Tanwg with an object of LTanwg: its proof is
based on the properties of the pullback constructions of Section 8.3 as
well as on the criterion given in Proposition 8.1.16 (used in the proof
of Lemma 9.2.1, leading to Theorem 9.2.4). The main steps needed
in these constructions are explained in Section 9.2.1, before the formal
proofs are given.
In Theorem 9.3.1 we construct the functor
Trn : LTa
n
wg → SegPs[∆n−1
op
,Cat ]
The idea if the functor Trn is explained in Section 9.3.1, before the
formal proofs. The proof of Theorem 9.3.1 relies on a technique to
produce pseudo-functors that is an instance of ’transport of structure
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along an adjunction’ recalled in Section 4.3, as well as on the proper-
ties of the category LTanwg, and especially Proposition 9.1.7, giving a
sufficient criterion for an object of Tanwg to be in LTanwg.
We finally construct the rigidification functor Qn : Tanwg → Catnwg.
The idea of the construction of Qn is given in Section 9.4.1, before the
formal proof of Theorem 9.4.1. In the case n = 2, the rigidification
functor Q2 is the composite
Q2 : Ta
2
wg
Tr2−−→ SegPs[∆op ,Cat ] St−→ Cat2wg
where Tr2 is as in Theorem 9.3.1. When n > 2 the functor Qn is given
as a composite
Tanwg
Pn−→ LTanwg Tr n−−→ SegPs[∆n−1
op
,Cat ]
St−→ Catnwg
This relies on Theorem 9.2.4 (for the construction of the functor Pn),
Theorem 9.3.1 (for the functor Trn) and Theorem 7.2.3 (for the functor
St ).
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Definition 8.1.1
Category Tanwg of
weakly globular Tam-
samani n-categories
Sections 8.2, 8.3
Functors
q(n) : Tanwg → Tan−1wg
q(n) : Catnwg → Catn−1wg
and their properties
Definition 9.1.2
The category LTanwg
Theorem 9.2.4
Approximating Tanwg with LTanwg
Theorem 9.3.1
Functor
Trn : LTa
n
wg → SegPs[∆n−1op ,Cat ]
Theorem 7.2.3
St : SegPs[∆n−1
op
,Cat ] → Catnwg
Theorem 9.4.1 Rigidification functor
Q2 : Ta
2
wg
Tr2−−→ SegPs[∆op ,Cat ] St−→ Cat2wg
For n > 2
Qn : Ta
n
wg
Pn−→ LTanwg Trn−−→ SegPs[∆n−1op ,Cat ] St−→ Catnwg
Figure 7.3. The construction of the rigidification func-
tor Qn.
CHAPTER 8
Weakly globular Tamsamani n-categories
In this chapter we introduce the most general of the three Segal-type
models of this work, the category Tanwg of weakly globular Tamsamani
n-categories, and we study its main properties.
Weakly globular Tamsamani n-categories, like weakly globular n-
fold categories, satisfy the weak globularity condition, which is for-
mulated using the notion of homotopically discrete n-fold category
introduced in Chapter 5. However, unlike in weakly globular n-fold
categories, the Segal maps are no longer required to be isomorphisms.
The resulting structure is therefore no longer an n-fold category.
The behaviour of the compositions is controlled by the induced
Segal maps, which for X ∈ Tanwg have the form for each k ≥ 2
Xk → X1×Xd0
k· · ·×Xd0 X1.
where Xd0 is the discretization of the homotopically discrete (n−1)-fold
category X0. In a weakly globular Tamsamani n-category the induced
Segal maps are required to be suitable higher categorical equivalences.
The formal definition of Tanwg is given by induction on dimension.
The category of weakly globular Tamsamani n-categories satisfying
the globularity condition is the same as the category Tan of Tamsamani
n-categories, though the original definition [110] did not use the bigger
category Tanwg, which is new to this work.
Weakly globular Tamsamani n-categories are a generalization both
of the Tamsamani model and of weakly globular n-fold categories, and
there are embeddings
Catnwg ⊂ Tanwg and Tan ⊂ Tanwg .
This chapter is organized as follows. In Section 8.1 we introduce
the category Tanwg of weakly globular Tamsamani n-categories and of
n-equivalences and we prove their main properties. In particular we
show in Proposition 8.1.16 a criterion for an n-equivalence in Tanwg to
be a levelwise equivalence of categories. This is used repeatedly in later
chapters.
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In Section 8.2 we continue the study of the category Tanwg and we
show in Proposition 8.2.1 the existence of the functor
q(n) : Tanwg → Tan−1wg .
We also show in Corollary 8.2.3 that this restricts to a functor
q(n) : Catnwg → Catn−1wg .
The functor q(n) generalizes to higher dimensions the connected com-
ponents functor q : Cat → Set. For each X ∈ Tanwg there is a map,
natural in X
γ(n) : X → d(n)q(n)X
where d(n) is the inclusion of Tan−1wg in Tanwg as a discrete structure in
the top dimension. In Section 8.3 we study the properties of pullbacks
along this map. This will be needed for one of the main constructions
in Chapter 9 given in the proof of Theorem 9.2.4, which will lead to
the rigidification functor Qn.
8.1. Weakly globular Tamsamani n-categories
In this section we introduce the category Tanwg of weakly globular
Tamsamani n-categories and discuss their properties.
8.1.1. The idea of weakly globular Tamsamani n-categories.
The definition of the category Tanwg is inductive on dimension starting
with Cat when n = 1. In dimension n > 1, a weakly globular Tam-
samani n-category X is a simplicial object in the category Tan−1wg sat-
isfying additional conditions. These conditions encode the weakness
in the structure in two ways: one is the weak globularity condition,
requiring X0 to be a homotopically discrete (n− 1)-fold category. The
second is the induced Segal maps condition, requiring that the induced
Segal maps for all k ≥ 2
µˆk : Xk → X1×Xd0
k· · ·×Xd0 X1 (8.1)
are (n− 1)-equivalences.
By unravelling the inductive Definition 8.1.1 we obtain the embed-
ding
Jn : Ta
n
wg → [∆n−1
op
,Cat ] .
The inductive Definition 8.1.1 also requires the existence of a truncation
functor
p(n) : Tanwg → Tan−1wg
obtained by applying levelwise to JnX the isomorphism classes of ob-
ject functor p : Cat → Set.
127 Simona Paoli
This truncation functor is used to define n-equivalences in Tanwg.
This notion is a higher dimensional generalization of a functor which
is fully faithful and essentially surjective on objects.
8.1.2. The formal definition of the category Tanwg .
Definition 8.1.1. We define the category Tanwg by induction on
n. For n = 1, Ta1wg = Cat and 1-equivalences are equivalences of
categories. We denote by p(1) = p : Cat → Set the isomorphism classes
of object functor.
Suppose, inductively, that we defined for each 1 < k ≤ n− 1
Jk : Ta
k
wg
  // [∆k−1
op
,Cat ]
and k-equivalences in Takwg as well as a functor
p(k) : Takwg → Tak−1wg
sending k-equivalences to (k−1)-equivalences and making the following
diagram commute:
Takwg
Jk //
p(k)

[∆k−1
op
,Cat ]
p

Tak−1wg
N(k−1) // [∆k−1
op
, Set]
(8.2)
An object X ∈ Takwg is called discrete if JkX is constant taking value
in a discrete category.
Define Tanwg to be the full subcategory of [∆
op
,Tan−1wg ] whose objects
X are such that
a) Weak globularity condition X0 ∈ Catn−1hd ; HereX0 ∈ [∆n−2
op
,Cat ]
so we identify Catn−1wg with Jn−1Catn−1wg .
b) Induced Segal maps condition. For all s ≥ 2 the induced Segal
maps
Xs → X1×Xd0
s· · ·×Xd0 X1
(induced by the map γ : X0 → Xd0 ) are (n− 1)-equivalences.
To complete the inductive step, we need to define the truncation functor
p(n) and n-equivalences. Note that the functor
p(n−1) : [∆
op
,Tan−1wg ]→ [∆
op
,Tan−2wg ]
restricts to a functor
p(n) : Tanwg → Tan−1wg .
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In fact, since X0 ∈ Catn−1wg , (p(n)X)0 = p(n−1)X0 ∈ Catn−2wg . Further,
by (8.2) p(n−1) preserves pullbacks over discrete objects (as the same is
true for p, see Lemma 4.1.2) so that
p(n−1)(X1×Xd0
s· · ·×Xd0 X1) ∼= p(n−1)X1×(p(n−1)Xd0 )
s· · ·×(p(n−1)Xd0 ) p(n−1)X1 .
Further,
p(n−1)Xd0 = (p
(n−1)X0)d
and p(n−1) sends (n− 1)-equivalences to (n− 2)-equivalences.
Therefore, the induced Segal maps for s ≥ 2
Xs → X1×Xd0
s· · ·×Xd0 X1
being (n− 1)-equivalences, give rise to (n− 2)-equivalences
p(n−1)Xs → p(n−1)X1×(p(n−1)X0)d
s· · ·×(p(n−1)X0)d p(n−1)X1 .
This shows that p(n)X ∈ Tan−1wg . It is immediate that (8.2) holds at
step n.
Given a, b ∈ Xd0 , denote by X(a, b) the fiber at (a, b) of the map
X1
(∂0,∂1)−−−−→ X0 ×X0 γ×γ−−→ Xd0 ×Xd0 .
The object X(a, b) ∈ Tan−1wg should be thought of as hom-(n − 1)-
category. We define a map f : X → Y in Tanwg to be an n-equivalence
if
i) For all a, b ∈ Xd0
f(a, b) : X(a, b)→ Y (fa, fb)
is an (n− 1)-equivalence.
ii) p(n)f is an (n− 1)-equivalence.
This completes the inductive step in the definition of Tanwg.
Remark 8.1.2. It follows by Definition 6.1.1 that Catnwg ⊂ Tanwg.
Example 8.1.3. Tamsamani n-categories.
A special case of a weakly globular Tamsamani n-category occurs
when X ∈ Tanwg is such that X0 and X r1...10 are discrete for all 1 ≤
r ≤ n− 2. The resulting category is the category Tan of Tamsamani’s
n-categories. Note that, if X ∈ Tan then Xs ∈ Tan−1 for all n, the
induced Segal maps µˆs coincide with the Segal maps
νs : Xs → X1×X0
s· · ·×X0 X1
and p(n)X ∈ Tan−1. That is, we have a truncation functor
p(n) : Tan → Tan−1.
129 Simona Paoli
A map in Tan is an n-equivalence it is so in Tanwg. Hence this recovers
the original definition of Tamsamani’s weak n-category [110].
In the case n = 2, the relation between Tamsamani 2-categories
and bicategories was shown by Lack and the author [70] who intro-
duced a 2-nerve functor from the 2-category of bicategories, normal
homomorphism and icons to Ta2.
Example 8.1.4. Weakly globular Tamsamani 2-categories.
From the definition, X ∈ Ta2wg consists of a simplicial object X ∈
[∆
op
,Cat ] such that X0 ∈ Cathd and the induced Segal maps
µˆk : Xk
µk−→ X1×X0
k· · ·×X0 X1 νk−→ X1×Xd0
k· · ·×Xd0 X1
are equivalences of categories.
The existence of the functor p(2) : Ta2wg → Cat making diagram
(8.2) commute is in this case automatic so this condition does need
to be imposed as part of the definition. In fact, since p : Cat →
Set sends equivalences to isomorphisms and preserves pullbacks over
discrete objects, we obtain isomorphisms for each k ≥ 2
p(µˆk) : pXk ∼= p(X1×Xd0
k· · ·×Xd0 X1) ∼=
∼= pX1×pXd0
k· · ·×pXd0 pX1 ∼= pX1×(pX0)d
k· · ·×(pX0)d pX1 .
Since pXk = (p¯X)k for all k, the Segal maps for the simplicial set
p¯X are isomorphisms. Therefore p¯X is the nerve of a category. We
therefore have a functor p(2) given as composite
p(2) : Ta2wg
p¯−→ NerCat ⊂ [∆op , Set] P−→ Cat
where NerCat is the full subcategory of [∆op , Set] consisting of nerves
of categories and P is the left adjoint to the nerve functor N : Cat →
[∆
op
, Set].
8.1.3. Properties of weakly globular Tamsamani n-categories.
In this section we establish some important properties of the category
Tanwg. Lemma 8.1.9 and Corollary 8.1.10 give criteria for objects of Tanwg
to be in Catnwg. This will be used in Section 8.2 to establish the exis-
tence for the functor q(n), as well as in Chapters 9 and 10, in particular
in the proof of Theorem 9.2.4 which will lead to approximating objects
of Tanwg with objects of LTanwg and thus to the rigidification functor.
In Proposition 8.1.14 we prove useful properties of n-equivalences
in Tanwg, which will be used throughout the rest of this work. Later on,
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we will refine part of Proposition 8.1.14 by proving in Corollary 11.1.6
that n-equivalences in Tanwg have the 2-out-of-3 property.
In Proposition 8.1.16 we give a sufficient condition for an n-equivalence
f in Tanwg to be such that Jnf is a levelwise equivalence of categories.
This will be used in Section 8.2 in the proof of Lemma 9.2.1 leading to
Theorem 9.2.4.
Lemma 8.1.5. For each n > 1 there is a functor
d(n) : Tan−1wg → Tanwg
making the following diagram commute
Tan−1wg
N(n−1) //
d(n)

[∆n−1
op
, Set]
d

Tanwg
Jn // [∆n−1
op
,Cat ]
(8.3)
where d : Set → Cat is the discrete category functor. Further, d(n)
sends (n− 1)-equivalences to n-equivalences.
Proof. By induction on n. When n = 1 let
d(2) : Cat → Ta2wg
be given, for each X ∈ Cat and k ≥ 0 by
(d(2)X)k = dXk .
Clearly d(2)X ∈ Ta2wg since dX0 is discrete, so in particular homotopi-
cally discrete and the Segal maps (which coincide in this case with the
induced Segal maps) are isomorphisms. Also,
(J2d
(2)X)k = dXk = (dNX)k
so that J2d(2) = dN .
Let f : X → Y be an equivalence of categories. Then d(2)f is a
2-equivalence since for each x, y ∈ X0
(d(2)X)(a, b) = dX(a, b) ∼= dY (fa, fb) ∼= (d(2)Y )(fa, fb)
and p(2)d(2)f = f is an equivalence of categories.
Suppose, inductively, that the lemma holds for (n − 1) and let
X ∈ Tan−1wg . Then for each k ∈ ∆n−1op ,
(dN(n−1)X)k = dXk .
Therefore, by induction hypothesis, for each s > 0
(dN(n−1)X)s∗ = d(n−1)Xs ∈ Tan−1wg
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and d(n−1)X0 ∈ Catn−1hd since X0 ∈ Catn−2hd . The induced Segal maps of
dN(n−1)X, for each s ≥ 2 are given by
(dN(n−1)X)s = d(n−1)Xs → d(n−1)X1×(d(n−1)X0)d
s· · ·×(d(n−1)X0)d d(n−1)X1 =
= d(n−1)(X1×Xd0
s· · ·×Xd0 X1) .
This is a (n− 1)-equivalence by induction hypothesis and the fact that
Xs → X1×Xd0
s· · ·×Xd0 X1
is a (n− 2)-equivalence. Thus dN(n−1)X ∈ JnTanwg. If we define
(d(n)X)k = dXk
then (8.3) commutes.
Suppose f : X → Y is a (n − 1)-equivalence in Tan−1wg . Then for
each a, b ∈ Xd0 , X(a, b) → Y (fa, fb) is a (n − 1)-equivalence, so by
inductive hypothesis
(d(n)X)(a, b) = d(n−1)X(a, b)→ d(n−1)Y (fa, fb) = (d(n)Y )(fa, fb)
is a (n − 1)-equivalence. Also, p(n)d(n)f = f is a (n − 1)-equivalence.
We conclude that d(n)f is a n-equivalence.

Remark 8.1.6. It is immediate that d(n) : Tan−1wg → Tanwg restricts
to functors
d(n) : Catn−1wg → Catnwg, d(n) : Catn−1hd → Catnhd, d(n) : Tan−1 → Tan .
Notation 8.1.7. For each 1 ≤ j ≤ n− 1 denote
p(j,n) = p(j)p(j+1)...p(n) : Tanwg → Taj−1wg , p(n,n) = p(n).
Note that this restricts to functors
p(j,n) = p(j)p(j+1)...p(n) : Tan → Taj−1
p(j,n) = p(j)p(j+1)...p(n) : Catnwg → Catj−1wg
p(j,n) = p(j)p(j+1)...p(n) : Catnhd → Catj−1hd .
Notation 8.1.8. For each 1 ≤ j ≤ n− 1 denote
d(n,j) = d(n)...d(j+1)d(j) : Taj−1wg → Tanwg
Note that d(n,j) restricts to functors
d(n,j) : Catj−1wg → Catnwg, d(n,j) : Catj−1hd → Catnhd, d(n,j) : Taj−1 → Tan .
In the following lemma we give a criterion for a weakly globular
Tamsamani n-category to be in Catnwg.
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Lemma 8.1.9. Let X ∈ Tanwg be such that
a) Xs ∈ Catn−1wg for all s.
b) Xs ∼= X1×X0
s· · ·×X0 X1 for all s ≥ 2.
c) For all s ≥ 2 and 1 ≤ j ≤ n− 1
p(j,n−1)Xs ∼= p(j,n−1)(X1×X0
s· · ·×X0 X1) =
= p(j,n−1)X1×p(j,n−1)X0
s· · ·×p(j,n−1)X0 p(j,n−1)X1
(8.4)
then X ∈ Catnwg.
Proof. By induction on n. When n = 2, let X ∈ Ta2wg satisfy a),
b), c). Then X0 ∈ Cathd and by b), X ∈ Cat2. Since X ∈ Ta2wg the
induced Segal maps
Xs → X1×Xd0
s· · ·×Xd0 X1
are equivalences of categories for all s ≥ 2. Thus, by definition, X ∈
Cat2wg.
Suppose, inductively, that the lemma holds for (n − 1) and let
X ∈ Tanwg satisfy a), b), c). Then X0 ∈ Catn−1hd , Xk ∈ Catn−1wg for
all k ≥ 0 and, since X ∈ Tanwg, the induced Segal maps
Xs → X1×Xd0
s· · ·×Xd0 X1
are (n− 1)-equivalences for all s ≥ 2.
By hypothesis b) and the definition of Catnwg, to show that X ∈
Catnwg it is enough to prove that p(n)X ∈ Catn−1wg . We do so by proving
that p(n−1)X satisfies the inductive hypothesis.
For all s ≥ 0,
(p(n)X)s = p
(n−1)Xs ∈ Catn−2wg
since, by hypothesis a), Xs ∈ Catn−1wg . Thus p(n)X satisfies the inductive
hypothesis a). Also, from hypothesis c) for X in the case j = n− 1 for
all s ≥ 2,
p(n−1)Xs ∼= p(n−1)(X1×X0
s· · ·×X0 X1) ∼=
∼= p(n−1)X1×p(n−1)X0
s· · ·×p(n−1)X0 p(n−1)X1
that is, p(n)X satisfies inductive hypothesis b). From this and from
hypothesis c) for X, using the fact that p(j,n−1) = p(j,n−2)p(n−1) we
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deduce, for all s ≥ 2 and 1 ≤ j ≤ n− 2
p(j,n−2)((p(n)X)1×(p(n)X)0
s· · ·×(p(n)X)0 (p(n)X)1) =
= p(j,n−2)(p(n−1)X1×p(n−1)X0
s· · ·×p(n−1)X0 p(n−1)X1) =
= p(j,n−2)p(n−1)(X1×X0
s· · ·×X0 X1) =
= p(j,n−1)X1×p(j,n−1)X0
s· · ·×p(j,n−1)X0 p(j,n−1)X1 =
= p(j,n−2)(p(n)X)1×p(j,n−2)(p(n)X)0
s· · ·×p(j,n−2)(p(n)X)0 p(j,n−2)(p(n)X)1 .
This shows that p(n)X satisfies inductive hypothesis c). Hence we con-
clude that p(n)X ∈ Catn−1wg , as required.

We now deduce another useful criterion for a weakly globular Tam-
samani n-category to be in Catnwg.
Corollary 8.1.10. Let X ∈ Tanwg. Then X ∈ Catnwg if and only if
a) Xs ∈ Catn−1wg for all s ≥ 0.
b) (N (2)X)k = X
(2)
k ∈ Catn−1wg for all k ≥ 1.
Proof. If X ∈ Catnwg then a) and b) hold by Proposition 6.2.10.
Suppose conversely that X ∈ Tanwg satisfies a) and b). We show that
X satisfies the hypotheses of Lemma 8.1.9 and therefore deduce that
X ∈ Catnwg. By hypothesis b), for all k ≥ 0 and s ≥ 2
Xsk ∼= X1k×X0k
s· · ·×X0k X1k .
Therefore Xs ∼= X1×X0
s· · ·×X0X1 for s ≥ 2 so hypothesis b) in Lemma
8.1.9 holds. Also by hypothesis b) and by Lemma 6.2.2 we have, for
all k ≥ 0 and s ≥ 2
p(j,n−2)(X1k×X0k
s· · ·×X0k X1k) ∼=
∼= p(j,n−2)X1k×p(j,n−2)X0k
s· · ·×p(j,n−2)X0k p(j,n−2)X1k
and therefore
p(j,n−1)(X1×X0
s· · ·×X0X1) ∼= p(j,n−1)X1×p(j,n−1)X0
s· · ·×p(j,n−1)X0p(j,n−1)X1
which is hypothesis c) in Lemma 8.1.9. We conclude that X ∈ Catnwg,
as required. 
Lemma 8.1.11. Let f : X → Y in Tanwg be a levelwise (n − 1)-
equivalence in Tan−1wg . Then f is an n-equivalence.
Proof. By induction on n. Let n = 2. If f0 is an equivalence of
categories, Xd0 ∼= Y d0 . Hence
Y1 =
∐
a′,b′∈Y d0
Y (a′, b′) ∼=
∐
fa,fb∈Y d0
Y (fa, fb) . (8.5)
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X1 =
∐
a,b∈Xd0
X(a, b) . (8.6)
Since f1 is an equivalence of categories it follows from (8.5) and
(8.6) that f(a, b) is an equivalence of categories. Further, fk is an
equivalence of categories for all k ≥ 0 so that pfk = (p(2)f)k is an
isomorphism, hence p(2)f is an isomorphism; we conclude that f is a
2-equivalence.
Suppose the lemma holds for (n− 1) and let f be as in the hypoth-
esis. Since f0 is a (n−1)-equivalence in Catn−1hd , Xd0 ∼= Y d0 , so that (8.5)
holds. Since f1 is a (n− 1)-equivalence it follows from (8.5) and (8.6)
that f(a, b) is a (n− 1)-equivalence for all a, b ∈ Xd0 .
Since fk is an (n−1)-equivalence for all k ≥ 0, p(n−1)fk = (p(n)f)k is
a (n−2)-equivalence. So p(n)f satisfies the induction hypothesis and is
therefore a (n−1)-equivalence. In conclusion, f is an n-equivalence. 
Remark 8.1.12. Applying inductively Lemma 8.1.11 it follows im-
mediately that if a morphism f in Tanwg is such that Jnf is a levelwise
equivalence of categories, then f is an n-equivalence.
Definition 8.1.13. A morphism f : X → Y in Tanwg is said to be
a local (n− 1)-equivalence if for all a, b ∈ Xd0 ,
f(a, b) : X(a, b)→ Y (fa, fb)
is a (n− 1)-equivalence in Tan−1wg .
In the following proposition, we describe some useful properties of n-
equivalences in Tanwg. Using later results we will prove in Corollary
11.1.6 that n-equivalences in Tanwg have the 2-out-of-3 property.
Proposition 8.1.14.
a) Let f be a morphism in Tanwg which is an n-equivalence. Then
f is a local (n− 1)-equivalence and p(1,n)f is an isomorphism.
b) Let f be a morphism in Tanwg which is a local (n−1)-equivalence
and is such that p(1,n)f is surjective. Then f is an n-equivalence.
c) Let X g−→ Z h−→ Y be morphisms in Tanwg, f = hg and suppose
that f and h are n-equivalences. Then g is an n-equivalence.
d) Let X g−→ Z h−→ Y be morphisms in Tanwg, f = hg and suppose
that g and h are n-equivalences. Then f is an n-equivalence.
e) Let X g−→ Z h−→ Y be morphisms in Tanwg, f = hg and let
gd0 : X
d
0 → Zd0 be surjective; suppose that f and g are n-
equivalences. Then h is an n-equivalence.
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Proof. By induction on n. It is clear for n = 1. Suppose it is true
for n− 1.
a) Let f : X → Y be an n-equivalence in Tanwg. Then, by defini-
tion, f is a local (n− 1)-equivalence and p(n)f is a (n− 1)-equivalence.
Therefore, by induction hypothesis applied to p(n)f , p(1,n)f is an iso-
morphism.
b) Suppose that f : X → Y is a local (n − 1)-equivalence in Tanwg
and p(1,n)f is surjective. To show that f is a n-equivalence we need to
show that p(n)f is a (n− 1)-equivalence. For each a, b ∈ Xd0
(p(n)f)(a, b) = p(n−1)f(a, b)
Since f(a, b) is a (n−1)-equivalence, p(n−1)f(a, b) is a (n−2)-equivalence;
that is, p(n)f is a local (n− 2)-equivalence.
Since p(1,n)f = p(1,n−1)p(n)f is surjective, by inductive hypothesis
applied to p(n)f we conclude that p(n)f is a (n− 1)-equivalence as re-
quired.
c) For all a, b ∈ Xd0 ,
f(a, b) = h(ga, gb)g(a, b) (8.7)
with f(a, b) and h(ga, gb) (n− 1)-equivalences. By inductive hypothe-
sis, g(a, b) is therefore a (n− 1)-equivalence.
By hypothesis and by part a), p(1,n)f and p(1,n)h are isomorphisms.
Since
p(1,n)f = (p(1,n)h)(p(1,n)g) (8.8)
it follows that p(1,n)g is an isomorphism, hence in particular it is sur-
jective. By part b), this implies that g is a (n− 1)-equivalence.
d) Suppose that h and g are n-equivalences. By (8.7), f is a local
(n− 1)-equivalence and by (8.8) p(1,n)f is an isomorphism. By b), f is
thus a n-equivalence.
e) By hypothesis, for each a′, b′ ∈ Zd0 , a′ = ga, b′ = gb for a, b ∈ Xd0 .
It follows that h(a′, b′) = h(ga, gb). Since, by induction hypothesis
and by (8.7), h(ga, gb) is a (n − 1)-equivalence, it follows that such is
h(a′, b′). That is, h is a local equivalence.
By hypothesis and by part a), p(1,n)f and p(1,n)g are isomorphisms,
so by (8.8), such is p(1,n)h.
We conclude by part b) that h is a n-equivalence. 
In the following Lemma we consider pullbacks in [∆n−1op ,Cat ] of
morphisms Jnf where f is a morphism in Tanwg, but we omit writing
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Jn for ease of notation. This is justified since the functor Jn : Tanwg →
[∆n−1
op
,Cat ] is fully faithful.
Lemma 8.1.15. Consider the diagram in Tanwg
X
f //
α

Z Y
goo
β

X ′
f ′
// Z Y ′
g′
oo
with Z discrete. Then:
a) X×Z Y , X ′×Z′ Y ′ ∈ Tanwg, where the pullback are taken in
[∆n−1
op
,Cat ].
b) p(n)(X×Z Y ) ∼= p(n)X×p(n)Z p(n)Y .
c) If α, β are n-equivalences such is
(α, β) : X×Z Y → X ′×Z′ Y ′ .
Proof. By induction on n. It is clear for n = 1 since the maps
f, g, f ′, g′ are isofibrations as their target is discrete. Suppose, induc-
tively, that the lemma holds for (n− 1).
a) Since pullbacks in [∆n−1op ,Cat ] are computed pointwise, for each
k ≥ 0
(X×Z Y )k = Xk×Z Yk ∈ [∆n−2op ,Cat ]
with Xk, Yk ∈ Tan−1wg . It follows from inductive hypothesis a) that
(X×Z Y )k ∈ Tan−1wg . Also,
(X×Z Y )0 = X0×Z Y0 ∈ Catn−1hd
since X0, Y0 ∈ Catn−1hd and Z is discrete, (see Lemma 5.2.5).
To show that X×Z Y ∈ Tanwg it remains to prove that the induced
Segal maps µˆk for X×Z Y are (n− 1)-equivalences. We prove this for
k = 2, the case k > 2 being similar. Note that, by Lemma 5.2.5.
(X×Z Y )1×(X×Z Y )d0 (X×Z Y )1 ∼= (X1×Xd0 X1)×Z (Y1×Y d0 Y1) . (8.9)
Consider the commutative diagram in Tan−1wg
X2 //
µˆ2(X)

Z Y2oo
µˆ2(Y )

X1×Xd0 X1 // Z Y1×Y d0 Y1oo
(8.10)
The vertical maps are the induced Segal maps for X and Y , hence they
are (n− 1)-equivalences. By inductive hypothesis b) applied to (8.10)
we conclude that the induced map of pullbacks is a (n−1)-equivalence.
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By (8.9) the latter is the induced Segal map µˆ2 for X×Y Z. The proof
for k > 2 is similar and we conclude that X×Y Z ∈ Tanwg.
b) By (8.2), for all k ∈ ∆n−2op
(p(n)(X×Z Y ))k = p(X×Z Y )k . (8.11)
Since pullbacks in [∆n−1op ,Cat ] are computed pointwise and p com-
mutes with pullbacks over discrete objects, we have
p(X×Z Y )k = p(Xk×Zk Yk)k = pXk×pZk pYk =
=(p(n)X)k×(p(n)Z)k (p(n)Y )k .
(8.12)
Since this holds for all k, (8.11) and (8.12) imply b).
c) For each (a, b), (c, d) ∈ (X×Z Y )d0 = Xd0×Z Y d0 we have
(X×Z Y )((a, b), (c, d)) = X(a, c)× Y (b, d)
(X ′×Z Y ′)((fa, fb), (gc, gd)) = X ′(fa, gc)× Y ′(fb, gd) .
Since α, β are n-equivalences, α(a, c) and β(b, d) are (n−1)-equivalences,
hence such is
(α, β)((a, b), (c, d)) = α(a, c)× β(b, d) .
Since p(n) commutes with pullbacks over discrete objects for each n, so
does p(1,n), hence
p(1,n)(X×Z Y ) = p(1,n)X×Z p(1,n)Y .
From the hypothesis and from Proposition 8.1.14 a), p(1,n)α and p(1,n)β
are isomorphisms, thus so is p(1,n)(α, β). Since, from above, (α, β) is
a local (n− 1)-equivalence, we conclude by Proposition 8.1.14 b) that
(α, β) is a n-equivalence. 
The following is a useful criterion for an n-equivalence in Tanwg to
be a levelwise equivalence of categories. It will be used in the rest of
this chapter and in Chapter 9.
Proposition 8.1.16. Let f : X → Y be a morphism in Tanwg with
n ≥ 2, such that
a) f is a n-equivalence.
b) p(n−1)X0 ∼= p(n−1)Y0,
c) For each 1 ≤ r < n− 1 and all k1, . . . , kr ≥ 0,
p(n−r−1)Xk1,...,kr, 0 ∼= p(n−r−1)Yk1,...,kr, 0 .
Then Jnf is a levelwise equivalence of categories.
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Proof. By induction on n. Let f : X → Y be a 2-equivalence in
Ta2wg such that
Xd0 = pX0
∼= pY0 = Y d0 .
Since f(a, b) is an equivalence of categories for all a, b ∈ Xd0 we deduce
that there is an equivalence of categories
f1 : X1 =
∐
a,b∈Xd0
X(a, b)→ Y1 =
∐
a′,b′∈Y d0
Y (a′, b′) =
∐
fa,fb∈Y d0
Y (fa, fb).
Hence there are equivalences of categories for k ≥ 2
Xk ∼ X1×Xd0
k· · ·×Xd0 X1 ∼ Y1×Y d0
k· · ·×Y d0 Y1 ∼ Yk .
In conclusion Xk ∼ Yk for all k ≥ 0.
Suppose, inductively, that the statement holds for (n − 1) and let
f : X → Y be as in the hypothesis. We show that Jn−1fk is a levelwise
equivalence of categories for each k ≥ 0 by showing that fk satisfies the
inductive hypothesis. It then follows that Jnf is a levelwise equivalence
of categories since
(Jnf)k1...kn−1 = (Jn−1fk1)k2...kn−1 .
Since X0 ∈ Catn−1hd , from b) and Lemma 5.2.2 we obtain
Xd0 = p
(1,n)X0 ∼= p(1,n)Y0 ∼= Y d0 . (8.13)
Thus, by Lemma 5.2.2 again, f0 : X0 → Y0 is a (n− 1)-equivalence.
Further, by hypothesis c),
p(n−2)X00 ∼= p(n−2)Y00
p(n−r−2)X0 k1...kr 0 ∼= p(n−r−2)Y0 k1...kr 0
for each 1 ≤ r < n− 2 and all k1...kr. Thus f0 : X0 → Y0 satisfies the
inductive hypothesis and we conclude that f0 is a levelwise equivalence
of categories. By (8.13) we also have
f1 :
∐
a,b∈Xd0
X(a, b)→ Y1 =
∐
a′,b′∈Y d0
Y (a′, b′) =
∐
fa,fb∈Y d0
Y (fa, fb) .
Since f is a local (n− 1)-equivalence, it follows that f1 : X1 → Y1 is a
(n− 1)-equivalence. Further, by hypothesis c)
p(n−2)X10 ∼= p(n−2)Y10
p(n−r−2)X1 k1...kr 0 ∼= p(n−r−2)Y1 k1...kr 0
for all 1 ≤ r < n− 2. Thus f1 satisfies the inductive hypothesis, and is
therefore a levelwise equivalence of categories.
For each k ≥ 2 consider the map
(f1, ..., f1) : X1×Xd0
k· · ·×Xd0 X1 → Y1×Y d0
k· · ·×Y d0 Y1 .
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Since Xd0 ∼= Y d0 and, from above, f1 is a (n− 1)-equivalence, then
(f1, ..., f1) is also a (n− 1)-equivalence.
There is a commutative diagram in Tan−1wg
Xk
µˆk //
fk

X1×Xd0
k· · ·×Xd0 X1
(f1,...,f1)

Yk
µˆk
// Y1×Y d0
k· · ·×Y d0 Y1
where the horizontal induced Segal maps are (n−1)-equivalences since
X, Y ∈ Tan−1wg and the right vertical map is a (n− 1)-equivalence from
above. It follows from Proposition 8.1.14 c) and d) that fk is a (n−1)-
equivalence. Further, from hypothesis c),
p(n−1)Xk0 ∼= p(n−2)Yk0
p(n−r−2)Xk k1...kr 0 ∼= p(n−r−2)Yk k1...kr 0 .
Thus fk satisfies the induction hypothesis and we conclude that fk is
a levelwise equivalence of categories.
In conclusion, fk is a levelwise equivalence of categories for all k ≥
0. Since this holds for each k ≥ 0 this implies that f is a levelwise
equivalence of categories. 
8.2. The functor q(n).
This section introduces the functor
q(n) : Tanwg → Tan−1wg
This functor is a higher dimensional generalization of the connected
component functor q : Cat → Set and comes equipped with a morphism
γ(n) : X → d(n)q(n)X
natural in X ∈ Tanwg, where d(n) is as in Lemma 8.1.5 . It will be used
crucially in Section 9.1 to replace a weakly globular n-fold category X
with a simpler one (Theorem 9.2.4).
Proposition 8.2.1. There is a functor
q(n) : Tanwg → Tan−1wg
making the following diagram commute
Tanwg
Jn //
q(n)

[∆n
op
,Cat ]
q

Tan−1wg N(n−1)
// [∆n−1
op
, Set]
(8.14)
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where q : Cat → Set is the connected component functor. The functor
q(n) sends n-equivalences to (n−1)-equivalences and preserves pullbacks
over discrete objects. If X ∈ Catnhd, then q(n)X = p(n)X; further, for
each X ∈ Tanwg, there is a map
γ(n) : X → d(n)q(n)X
natural in X.
Proof. By induction on n; for n = 1, q(1) = q : Cat → Set is the
connected components functor which, by Lemma 4.1.1, has the desired
properties. The map γ(1) is the unit of the adjunction q a d(1). If
X ∈ Cathd, in particular X is a groupoid, so pX = qX.
Suppose we defined q(n−1) with the desired properties and let X ∈
Tanwg. We claim that
q(n−1)X ∈ Tan−1wg .
In fact, for each s ≥ 0, by induction hypothesis
(q(n−1)X)s = q(n−1)Xs ∈ Tan−2wg .
Also, by induction hypothesis and by Definition 5.1.1,
(q(n−1)X)0 = q(n−1)X0 = p(n−1)X0 ∈ Catn−1hd
as X0 ∈ Catn−1hd . Further, since
µˆk : Xk → X1×Xd0
k· · ·×Xd0 X1
is a (n− 1)-equivalence, by induction hypothesis the map
q(n−1)Xk → q(n−1)(X1×Xd0
k· · ·×Xd0 X1) ∼= q(n−1)X1×Xd0
k· · ·×Xd0 q(n−1)X1
is a (n− 2)-equivalence, where we used the fact that q(n−1)Xd0 ∼= Xd0 ,
which follows from diagram (8.14) at step (n− 1).
This shows that q(n−1)X ∈ Tan−1wg . We therefore define
q(n)X = q(n−1)X .
The fact that q(n) satisfies diagram (8.14) is immediate from the defi-
nitions and the induction hypothesis.
If X ∈ Catnhd, by definition Xk ∈ Catn−1hd for each k, so by induction
hypothesis p(n−1)Xk = q(n−1)Xk. It follows that (p(n)X)k = (q(n)X)k
for all k. That is p(n)X = q(n)X.
Let f : X → Y be a n-equivalence in Tanwg and let a, b ∈ Xd0 . Then
from the definitions
(q(n)f)(a, b) = q(n−1)f(a, b) .
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Since f(a, b) is a (n− 1)-equivalence, by induction hypothesis q(n−1)f(a, b)
is a (n− 2)-equivalence. By Proposition 8.1.14, to prove that q(n)f is a
(n− 1)-equivalence, it is enough to show that p(1,n−1)q(n)f is surjective.
Recall that for any category C there is a surjective map p C → q C
natural in C. Applying this levelwise to JnX we obtain a map
α
(n)
X : p
(n)X → q(n)X
natural in X. The map α(n) induces a functor
p(2,n−1)α(n)X : p
(2,n−1)p(n)X → p(2,n−1)q(n)X , (8.15)
which is identity on objects. In fact, on objects this map is given by
p(1,n−2)p(n−1)X0 → p(1,n−2)q(n−1)X0
and since X0 ∈ Catn−1hd , p(n−1)X0 = q(n−1)X0 so this map is the identity.
It follows that the map in Set
p(1,n−1)α(n−1)X : p
(1,n−1)p(n)X → p(1,n−1)q(n)X
is surjective. We thus have a commuting diagram
p(1,n−1)p(n)X
p(1,n−1)p(n)f //
p(1,n−1)α(n)X 
p(1,n−1)p(n)Y
p(1,n−1)α(n)Y
p(1,n−1)q(n)X
p(1,n−1)q(n)f // p(1,n−1)q(n)Y
in which the top arrow is an isomorphism (by Proposition 8.1.14) and
from above the vertical arrows are surjective. It follows that the bottom
map is also surjective. By Proposition 8.1.14 b) we conclude that q(n)f
is a (n− 1)-equivalence.
Finally, the map γ(n) : X → d(n)q(n)X is given levelwise by the
maps Xs → d(n−1)q(n−1)Xs, which exist by induction hypothesis. 
Remark 8.2.2. For each X ∈ Tanwg, from the proof of Proposition
8.2.1 the functor p(2,n−1)α(n)X is identity on objects. It is also surjective
on morphisms since, by the proof of Proposition 8.2.1 (taking X1 ∈
Tan−1wg instead of X ∈ Tanwg), the map
(p(2,n−1)α(n)X )1 : p
(1,n−2)p(n−1)X1 → p(1,n−2)q(n−1)X1 ,
is surjective. It follows that p(2,n−1)α(n)X is an isofibration.
Corollary 8.2.3. The functor
q(n) : Tanwg → Tan−1wg ,
restricts to functors
q(n) : Catnwg → Catn−1wg q(n) : Catnhd → Catn−1hd q(n) : Tan → Tan−1
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Proof. By induction on n. When n = 2, q(2)X ∈ Cat . Suppose
the statement holds for (n − 1) and let X ∈ Catnwg. To prove that
q(n)X ∈ Catn−1wg we show that it satisfies the hypotheses of Corollary
8.1.10.
For each s ≥ 0, (q(n)X)s = q(n−1)Xs ∈ Catn−2wg , by inductive hy-
pothesis applied to Xs. Thus condition a) in Corollary 8.1.10 holds.
Also
(q(n)X)
(2)
k = q
(n−2)X(2)k ∈ Catn−2wg
since X(2)k ∈ Catn−1wg (as X ∈ Catnwg using Proposition 6.2.10). Thus con-
dition b) in Corollary 8.1.10 is satisfied and we conclude that q(n)X ∈
Catn−1wg . In conclusion
q(n) : Catnwg → Catn−1wg .
If X ∈ Catnhd, q(n)X = p(n)X ∈ Catn−1hd by definition of Catnhd.
Let X ∈ Tan. We show by induction that q(n)X ∈ Tan−1 and
that q(n)X is discrete if X is discrete. This is clear for n = 2, since
q(2)X ∈ Cat .
Inductively, if X ∈ Tan, Xk−1 ∈ Tan−1 so by inductive hypothesis
(q(n)X)k = q
(n−1)Xk ∈ Tan−1
with (q(n)X)0 = q(n−1)X0 discrete since X0 is discrete (using the induc-
tive hypothesis). It follows that (q(n)X)0 and (q(n)X) r
1...10
are discrete
for all 1 ≤ r ≤ n − 2, and thus by definition (see Example 8.1.3)
q(n)X ∈ Tan−1. It is straightforward that if X is discrete such is q(n)X.

Notation 8.2.4. For each 1 ≤ j ≤ n− 1 denote
q(j,n) = q(j)q(j+1)...q(n) : Tanwg → Taj−1wg , q(n,n) = q(n) : Tanwg → Tan−1wg .
Note that this restricts to functors
q(j,n) = q(j)q(j+1)...q(n) : Tan → Taj−1
q(j,n) = q(j)q(j+1)...q(n) : Catnwg → Catj−1wg
q(j,n) = q(j)q(j+1)...q(n) : Catnhd → Catj−1hd .
Remark 8.2.5. It is immediate from Corollary 8.2.3 that the func-
tor q(j,n) restricts to functors
q(j,n) : Catnwg → Catj−1wg q(j,n) : Catnhd → Catj−1hd q(j,n) : Tan → Taj−1
Lemma 8.2.6. For each X ∈ Catnwg, 1 ≤ j < n and s ≥ 2 it is
q(j,n−1)Xs ∼= q(j,n−1)(X1×X0
s· · ·×X0 X1) =
= q(j,n−1)X1×q(j,n−1)X0
s· · ·×q(j,n−1)X0 q(j,n−1)X1 .
(8.16)
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Proof. Since X ∈ Catnwg by Corollary 8.2.3 q(n)X ∈ Catn−1wg , hence
q(n−1)(X1×X0
s· · ·×X0 X1) = q(n−1)X1×q(n−1)X0
s· · ·×q(n−1)X0 q(n−1)X1
which is (8.16) for j = n−1. Since q(j+1,n)X ∈ Catjwg for 1 ≤ j ≤ (n−1),
its Segal maps are isomorphisms. Further for all s ≥ 0
(q(j+1,n)X)s = (q
(j+1)...q(n)X)s = q
(j)...q(n−1)Xs = q(j,n−1)Xs
with Xs = X1×X0
s· · ·×X0 X1 for s ≥ 2. Hence (8.16) follows for
1 ≤ j < n. 
8.3. Pullback constructions using q(n)
In Section 9.1, Theorem 9.2.4, we will replace a weakly globular n-
fold category X with a simpler one, and this will play a crucial role in
the construction of the rigidification functor Qn. The proof of Theorem
9.2.4 will involve taking pullbacks along the map γ(n) of Proposition
8.2.1. In this section we establish several properties of these pullbacks
which will be needed later on.
We will always consider Tanwg (as well as Catnwg) as embedded in
[∆n−1
op
,Cat ] via the functor Jn and our pullbacks will be taken in
[∆n−1
op
,Cat ] (and thus they are levelwise pullback in Cat ). To ease
the notation, we omit writing explicitly Jn in these pullbacks, which is
justified since Jn is fully faithful.
Lemma 8.3.1. Let X ∈ Catnhd, Z ∈ Catn−1hd , r : Z → q(n)X. Con-
sider the pullback in [∆n−1op ,Cat ]
P //

X
γ
(n)
X

d(n)Z
d(n)r
// d(n)q(n)X
then P ∈ Catnhd and p(n)P = Z.
Proof. By induction on n. For n = 1, since d(1)q(1)X is discrete,
the map
γ(1) : X → d(1)q(1)X = Xd
is an isofibration. Therefore, since γ(1) is an equivalence of categories
(as X ∈ Cathd) we have an equivalence of categories
P = d(1)Z×d(1)q(1)X X ' d(1)Z×d(1)q(1)X d(1)q(1)X = d(1)Z
Thus P ∈ Cathd and pP = Z.
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Suppose, inductively, that the lemma holds for n− 1 and let P be
as in the hypothesis. Since pullbacks in [∆n−1op ,Cat ] are computed
pointwise, for each k ≥ 0 we have a pullback in [∆n−2op ,Cat ]
Pk //

Xk

d(n−1)Zk // d(n−1)q(n−1)Xk
where Xk ∈ Catn−1hd (since X ∈ Catnhd) and Zk ∈ Catn−2hd (since Z ∈
Catn−1hd ). By induction hypothesis, we conclude that Pk ∈ Catn−1hd .
We now show that, for each k ≥ 2
Pk ∼= P1×P0
k· · ·×P0 P1 . (8.17)
We illustrate this for k = 2, the case k > 2 being similar. Since
X ∈ Catnhd, q(n)X = p(n)X ∈ Catn−1hd , so
q(n−1)X2 = p(n−1)X2 = p(n−1)(X1×X0 X1) =
= p(n−1)X1×p(n−1)X0 p(n−1)X1 = q(n−1)X1×q(n−1)X0 q(n−1)X1 .
Since X2 ∼= X1×X0 X1 and Z2 ∼= Z1×Z0 Z1, it follows from Lemma
3.3.15 that
P2 ∼= P1×P0 P1.
To prove that P ∈ Catnhd it remains to show that p(n)P ∈ Catn−1hd .
Since p commutes with fiber products over discrete objects, for each
s ∈ ∆n−1op we have
(p(n)P )s = pPs = p(dZs×dqXs Xs) = Zs×qXs pXs = Zs
where we used the fact that, since Xs is a groupoid, pXs = qXs. Since
this holds for each s we conclude that p(n)P = Z ∈ Catn−1hd as required.

Lemma 8.3.2. Let Y ∈ Tanwg and let
X → q(n)Y ← p(n)Y (8.18)
be a diagram in Tan−1wg such that X×q(n)Y p(n)Y ∈ Tan−1wg . Then for all
1 ≤ j ≤ n− 1
p(j,n−1)(X×q(n)Y p(n)Y ) = p(j,n−1)X×p(j,n−1)q(n)Y p(j,n−1)p(n)Y .
Proof.
By induction on n. For n = 2, the functor p(2)Y → q(2)Y is the
identity on objects, therefore by Lemma 4.1.3
p(X×q(2)Y p(2)Y ) = pX×pq(2)Y pp(2)Y .
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Suppose, inductively, that the lemma holds for n − 1. Then for each
k ≥ 0
(p(j,n−1)(X×q(n)Y p(n)Y ))k =
= p(j−1,n−2)(Xk×q(n−1)Yk p(n−1)Yk) =
= p(j−1,n−2)Xk×p(j−1,n−2)q(n−1)Yk p(j−1,n−2)p(n−1)Yk =
= (p(j,n−2)X)k×(p(j,n−2)q(n−1)Y )k (p(j,n−2)p(n−1)Y )k .
(8.19)
Since this holds for each k ≥ 0, the lemma follows. 
Proposition 8.3.3. Let
d(n)A
d(n)f−−−−→ d(n)q(n)C γ(n)←−− C
be a diagram in Tanwg where f : A→ q(n)C is a morphism in Tan−1wg and
consider the pullback in [∆n−1op ,Cat ]
P
w //

C
γ
(n)
C

d(n)A
d(n)f
// d(n)q(n)C
a) Then P ∈ Tanwg and
p(1,n)P = p(1,n−1)A×p(1,n−1)q(n)C p(1,n)C . (8.20)
b) Consider the commutative diagram in Tanwg
d(n)A
d(n)f //
a

d(n)q(n)C
b

C
c

γ
(n)
Coo
d(n)D
d(n)h
// d(n)q(n)F F
γ
(n)
F
oo
(8.21)
where a, b, c are n-equivalences. Then the induced maps of
pullbacks
(a, c) : d(n)A×d(n)q(n)C C → d(n)D×d(n)q(n)F F
is a n-equivalence in Tanwg.
c) If f is an (n− 1)-equivalence, P w−→ C is an n-equivalence.
Proof. By induction on n. When n = 1, the maps f, γ(n)C , h, γ
(n)
F
are isofibrations since their targets is a discrete category. Therefore,
since a, b, c are equivalences of categories, the induced map of pullbacks
(a, c) : dA×dqC C → dD×dqF F
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is an equivalence of categories and
p(dA×dqC C) = A×qC pC.
Suppose, inductively, that the proposition holds for n− 1.
a) We have
P0 = (d
(n)A×d(n)q(n)C C)0 = d(n−1)A0×d(n−1)q(n−1)C0 C0 .
Since, by hypothesis, A ∈ Tan−1wg and C ∈ Tanwg, by definition A0 ∈
Catn−2hd and C0 ∈ Catn−1hd . Therefore by Lemma 8.3.1
d(n−1)A0×d(n−1)q(n−1)C0 C0 ∈ Catn−1hd .
Further, for each k ≥ 1,
Pk = (d
(n)A×d(n)q(n)C C)k = d(n−1)Ak×d(n−1)q(n−1)Ck Ck
where, by hypothesis, Ak ∈ Tan−2wg and Ck ∈ Tan−1wg . It follows by
inductive hypothesis that
d(n−1)Ak×d(n−1)q(n−1)Ck Ck ∈ Tan−1wg .
To prove that d(n)A×d(n)q(n)C C ∈ Tanwg, it remains to show that its
induced Segal maps µˆs are (n− 1)-equivalences for all s ≥ 2. We show
this for s = 2, the case s > 2 being similar. We have
µˆ2 : (d
(n)A×d(n)q(n)C C)2 →
→ (d(n)A×d(n)q(n)C C)1×(d(n)A×
d(n)q(n)C
C)d0
(d(n)A×d(n)q(n)C C)1 .
By Lemma 8.3.1,
(d(n)A×d(n)q(n)C C)d0 = (p(n−1)(d(n−1)A0×d(n−1)q(n−1)C0 C0))d = Ad0 =
= Ad0×d(n−1)q(n−1)Cd0 Cd0
where we used the fact that, since q(n−1)d(n−1) = Id,
d(n−1)q(n−1)Cd0 = d
(n−1)q(n−1)d(n−1)...d(1)p...p(n−1)C0 =
= d(n−1)d(n−2)...d(1)p...p(n−1)C0 = Cd0 .
Recalling that q(n−1) commutes with pullbacks over discrete objects,
we obtain
(d(n)A×d(n)q(n)C C)1×(d(n)A×
d(n)q(n)C
C)d0
(d(n)A×d(n)q(n)C C)1 =
= (d(n−1)A1×d(n−1)q(n−1)C1 C1)×(Ad0×d(n−1)q(n−1)Cd0 Cd0 ) (d
(n−1)A1×d(n−1)q(n−1)C1 C1) =
= d(n−1)(A1×Ad0 A1)×d(n−1)q(n−1)(C1×Cd0 C1) (C1×Cd0 C1) .
On the other hand
(d(n)A×d(n)q(n)C C)2 = d(n−1)A2×d(n−1)q(n−1)C2 C2 .
147 Simona Paoli
Hence we see that the map µˆ2 is the induced map on pullbacks from
the diagram in Tan−1wg
d(n−1)A2 //

d(n−1)q(n−1)C2

C2oo

d(n−1)(A1×Ad0 A1) // d(n−1)q(n−1)(C1×Cd0 C1) C1×Cd0 C1oo
(8.22)
In this diagram, the left and right vertical maps are (n−1)-equivalences
since they are induced Segal maps of d(n)A and C respectively. The
map
q(n−1)C2 → q(n−1)(C1×Cd0 C1) = q(n−1)C1×(q(n−1)C0)d q(n−1)C1
is the induced Segal map for q(n)C ∈ Tan−1wg , and is therefore a (n− 2)-
equivalence. The central vertical map in (8.22) is therefore in particular
a (n − 1)-equivalence. We can therefore apply the induction hypoth-
esis b) to the diagram (8.22) and conclude that the induced map on
pullbacks is a (n− 1)-equivalence. That is, µˆ2 is a (n− 1)-equivalence.
Similarly one shows that µˆs is a (n − 1)-equivalence for all s ≥ 2.
This concludes the proof that
d(n)A×d(n)q(n)C C ∈ Tanwg
and (8.20) follows from Lemma 8.3.2.
b) We now show that (a, c) is a n-equivalence. By Proposition
8.1.14 b), it is enough to show that it is a local (n− 1)-equivalence and
that p(1,n)(a, c) is an isomorphism.
Let
(x1, y1), (x2, y2) ∈ (d(n)A×d(n)q(n)C C)d0 = Ad0×d(n−1)q(n−1)Cd0 Cd0 .
Then the map
(a, c)((x1, y1), (x2, y2))
is the induced map on pullbacks in the diagram
d(n)A(x1, x2)
f(x1,x2) //
a(x1,x2)

d(n−1)q(n−1)C(fx1, fx2)
b(fx1,fx2)

C(y1, y2)
γ
(n)
C (y1,y2)oo
c(y1,y2)

d(n−1)D(ax1, ax2)
h(ax1,ax2)
// d(n−1)q(n−1)F (hax1, hax2) F (cy1, cy2)
γ
(n)
F (cy1,cy2)
oo
(8.23)
The vertical maps in (8.23) are (n− 1)-equivalences. By the inductive
hypothesis b), since a, b, c are n-equivalences we conclude that the in-
duced map of pullbacks is a (n− 1)-equivalence. This shows that (a, c)
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is a local (n− 1)-equivalence. By Lemma 8.3.2,
p(1,n)(a, c) = (p(1,n)a, p(1,n)c). (8.24)
Applying the functor p(1,n) to the diagram (8.21) we obtain a com-
mutative diagram in Set
p(1,n−1)A //
p(1,n)a

p(1,n−1)q(n)C
p(1,n)b

p(1,n−1)p(n)Coo
p(1,n)c

p(1,n−1)D // p(1,n−1)q(n)F p(1,n−1)p(n)Foo
Since, by hypothesis, a, b and c are n-equivalences, by Proposition
8.1.14 a) the vertical maps are isomorphisms, hence by (8.24) such
is p(1,n)(a, c). We conclude from Proposition 8.1.14 b) that (a, c) is an
n-equivalence.
c) By a), we have a commutative diagram in Tanwg
d(n)A
f //
d(n)

d(n)q(n)C C
γ
(n)
Coo
d(n)q(n)C d(n)q(n)C C
γ
(n)
C
oo
in which the vertical maps are n-equivalences. It follows by b) that the
induced map of pullbacks
P = d(n)A×d(n)q(n) C w−→ d(n)q(n)C×d(n)q(n) C = C
is an n-equivalence.

CHAPTER 9
Rigidifying weakly globular Tamsamani n-categories
In this chapter we continue the study of the category Tanwg of weakly
globular Tamsamani n-categories introduced in Chapter 8. The main
result of this chapter, Theorem 9.4.1, asserts the existence of a rigidi-
fication functor
Qn : Ta
n
wg → Catnwg
such that for each X ∈ Tanwg there is an n-equivalence
QnX → X.
This result means that X can be approximated up to n-equivalence
with the more rigid and therefore simpler structure QnX. In particular,
this implies (see Corollary 9.4.2) that the two categories Catnwg and Tanwg
are equivalent after localization with respect to the n-equivalences.
The functor Qn restricts in particular to a functor
Qn : Ta
n → Catnwg
from Tamsamani n-categories to weakly globular n-fold categories. In
Chapter 11 we will show that this leads to an equivalence after localiza-
tion between Catnwg and Tan, exhibiting Catnwg as a new model of weak
n-categories satisfying, in particular, the homotopy hypothesis.
The rigidification functor factors through the category
SegPs[∆n−1
op
,Cat ]
of Segalic pseudo-functors introduced in Chapter 7. More precisely, Qn
is the composite
Qn : Ta
n
wg −→ SegPs[∆n−1
op
,Cat ]
St−→ Catnwg ⊂ [∆n−1
op
,Cat ].
In the case n = 2, it is easy to build pseudo-functors from Ta2wg, and
was already done by Pronk and the author in [88]. More precisely,
given X ∈ Ta2wg, define Tr2X ∈ [ob(∆op),Cat ] by
(Tr2X)k =

Xd0 k = 0
X1 k = 1
X1×X0
k· · ·×X0 X1 k > 1 .
(9.1)
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Since X ∈ Ta2wg, X0 ∈ Cathd so there are equivalences of categories
X0 ' Xd0
Xk ' X1×Xd0
k· · ·×Xd0 X1 for k > 1.
Thus, for all k ≥ 0 there is an equivalence of categories
(Tr2X)k ' Xk .
By using transport of structure (more precisely Lemma 4.3.2 with C =
∆op) we can lift Tr2X to a pseudo-functor
Tr2X ∈ Ps[∆op ,Cat ]
and by construction Tr2X ∈ SegPs[∆op ,Cat ].
Building pseudo-functors from Tanwg when n > 2 is much more com-
plex, and it is new to this work. The above approach cannot be applied
directly because the induced Segal maps, when n > 2 are (n − 1)-
equivalences but not in general levelwise equivalence of categories. For
this reason we introduce an intermediate category LTanwg, from which it
is possible to build pseudo-functors using transport of structure. The
functor from Tanwg to Segalic pseudo-functors factorizes as
Tanwg
Pn−→ LTanwg Tr n−−→ SegPs[∆n−1
op
,Cat ]
The functor Pn produces a functorial approximation (up to n-equivalence)
of an object of Tanwg with an object of LTanwg, while Tr n is built using
transport of structure.
This chapter is organized as follows: In Section 9.1 we introduce the
subcategory LTanwg ⊂ Tanwg and establish its properties. In particular
we show in Section 9.1.4 that Catnwg ⊂ LTanwg and we discuss in Section
9.1.5 a corresponding geometric interpretation implied by this fact.
In Section 9.2 we show how to approximate up to n-equivalence
objects of Tanwg with objects of LTanwg. More precisely, using a pullback
construction and the properties established in Section 8.2 we show in
Theorem 9.2.4 that if X ∈ Tanwg is such that q(n)X can be approxi-
mated up to (n−1)-equivalence with an object of Cat(n−1)wg , then X can
be approximated up to an n-equivalence with an object of LTanwg. In
Section 9.4 this is used in the proof of Theorem 9.4.1 to construct the
functor
Pn : Ta
n
wg → LTanwg.
In Section 9.3 we show how to construct pseudo-functors from the
category LTanwg, proving in Theorem 9.3.1 the existence of the functor
Trn : LTa
n
wg → SegPs[∆n−1
op
,Cat ]
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In Theorem 9.4.1 we use the functors Pn and Trn to build the
rigidification functor Qn as the composite
Tanwg
Pn−→ LTanwg Tr n−−→ SegPs[∆n−1
op
,Cat ]
St−→ Catnwg.
9.1. The category LTanwg .
In this section we introduce the subcategory LTanwg of Tanwg. We
will show in Section 9.4 how to build a functor from this category to
the category of Segalic pseudo-functors, which in turn will lead to the
construction of the rigidification functor Qn.
9.1.1. The idea of the category LTanwg . The idea of the cate-
gory LTanwg is best conveyed by its characterization given in Proposition
9.1.7, while Definition 9.1.2 captures its inductive nature which is useful
in the proof of Theorem 9.2.4.
Given X ∈ Tanwg ⊂ [∆n−1op ,Cat ], if we fix all but one of the (n −
1) simplicial directions we obtain a simplicial object in Cat which at
level zero is homotopically discrete, and we can therefore consider the
corresponding induced Segal maps (see notation 9.1.6)
ν(k, i) : Xk → Xk(1,i)×Xd
k(0,i)
ki· · ·×Xd
k(0,i)
Xk(1,i) .
Objects X ∈ LTanwg are such that all these induced Segal maps are
equivalences of categories and, further, p(n)X ∈ Catn−1wg . We show in
Proposition 9.1.7 that these two properties characterize objects of Tanwg
which are in LTanwg.
This characterization is useful to gain an intuition about the cat-
egory LTanwg; further, we will see in Section 9.3 that it allows to ap-
ply transport of structure to objects of LTanwg and thus build Segalic
pseudo-functors from them.
9.1.2. The formal definition of the category LTanwg .
Notation 9.1.1. Let X ∈ Tanwg, then JnX ∈ [∆n−1op ,Cat ] and
Z = ξ1JnX ∈ [∆op , [∆n−2op ,Cat ]]
where ξ1 is as in Lemma 3.1.4. Since X0 ∈ Catn−1hd there is a map
X0 → d(n−1)p(n−1)X0
and therefore a corresponding map in [∆n−2op ,Cat ]
Jn−1X0 → Jn−1d(n−1)p(n−1)X0 = Y .
We also have for each k ∈ ∆op
Zk = Jn−1Xk .
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For each k ≥ 2 we therefore obtain induced Segal maps (in the sense
of Definition 3.1.2) for Z ∈ [∆op , [∆n−2op ,Cat ]]
vk : Zk → Z1×Y k· · ·×Y Z1
that is, from above
vk : Jn−1Xk → Jn−1X1×Jn−1d(n)p(n)X0
k· · ·×Jn−1d(n)p(n)X0 Jn−1X1 .
Definition 9.1.2. Define inductively the subcategory
LTanwg ⊂ Tanwg.
For n = 2, LTa2wg = Ta2wg. Suppose, inductively, that we defined
LTan−1wg ⊂ Tan−1wg . Let LTanwg be the full subcategory of Tanwg whose
objects X are such that
i) Xk ∈ LTan−1wg for all k ≥ 0.
ii) The maps in [∆n−2op ,Cat ] (see Notation 9.1.1)
vk : Jn−1Xk → Jn−1X1×Jn−1d(n−1)p(n−1)X0
k· · ·×Jn−1d(n−1)p(n−1)X0 Jn−1X1
are levelwise equivalences of categories for all k ≥ 2
iii) p(n)X ∈ Catn−1wg .
Remark 9.1.3. Let s ∈ ∆n−2op . Since (Jn−1Xk)s = Xks and
(Jn−1d(n−1)p(n−1)X0)s = dpX0s = Xd0s
condition ii) in Definition 9.1.2 is equivalent to
Xks ' X1s×Xd0s
k· · ·×Xd0s X1s .
9.1.3. Properties of the category LTanwg .
Definition 9.1.4. Let L(n)Tanwg be the full subcategory of Tanwg
whose objects X are such that
i) The maps in [∆n−2op ,Cat ] (see Notation 9.1.1)
vk : Jn−1Xk → Jn−1X1×Jn−1d(n−1)p(n−1)X0
k· · ·×Jn−1d(n−1)p(n−1)X0 Jn−1X1
are levelwise equivalences of categories for all k ≥ 2
ii) p(n)X ∈ Catn−1wg .
Note that, by definition of Ta2wg and LTa2wg
L(2)Ta
2
wg = LTa
2
wg = Ta
2
wg.
Lemma 9.1.5. Let X ∈ Tanwg. Then X ∈ LTanwg if and only if
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a) X ∈ L(n)Tanwg.
b) For each 1 < r ≤ n− 1 and each k1, ..., kn−r ∈ ∆op,
Xk1,...,kn−r ∈ L(r)Tarwg
Proof. By induction on n. It holds for n = 2 since LTa2wg =
L(2)Ta
2
wg = Ta
2
wg. Suppose it holds for (n− 1) and let X ∈ LTanwg. Then
by definition X ∈ L(n)Tanwg. Also by definition Xk1···kn−r ∈ LTarwg and
therefore
Xk1···kn−r ∈ L(r)Tarwg.
Conversely, suppose that X ∈ Tanwg satisfies a) and b). By a),
vk is a levelwise equivalence of categories and p(n)X ∈ Catn−1wg ; by b),
Xk ∈ L(n−1)Tan−1wg and, further, Xk itself satisfies b). Thus by induction
hypothesis applied to Xk we conclude that Xk ∈ LTan−1wg . By definition,
this shows that X ∈ LTanwg. 
Next we establish a property of the category LTanwg which will be
needed in Section 9.3 to build from it Segalic pseudo-functors. We first
fix a notation for the induced Segal maps of simplicial objects in Cat
obtained from objects of Tanwg in which all except for one simplicial
directions in JnX are fixed.
Notation 9.1.6. Let X ∈ Tanwg, k = (k1, . . . , kn−1) ∈ ∆n−1op , 1 ≤
i ≤ n− 1. Then there is X ik ∈ [∆op ,Cat ] with
(X ik)r = Xk(r,i) = Xk1...ki−1rki+1...kn−1
so that (X ik)ki = Xk. Since Xk1,...,ki−1 ∈ Tan−i+1wg , Xk1,...,ki−10 ∈ Catn−ihd
and thus by Lemma 5.2.1
Xk1...ki−10ki+1...kn−1 = Xk(0,i) ∈ Cathd.
We therefore obtain induced Segal maps in Cat for all ki ≥ 2.
ν(k, i) : Xk → Xk(1,i)×Xd
k(0,i)
ki· · ·×Xd
k(0,i)
Xk(1,i) . (9.2)
Proposition 9.1.7. Let X ∈ Tanwg. Then X ∈ LTanwg if and only if
the following conditions hold:
a) For each k ∈ ∆n−1op, 1 ≤ i ≤ n−1 and ki ≥ 2 the maps ν(k, i)
in (9.2) are equivalences of categories.
b) p(n)X ∈ Catn−1wg .
Proof. Let X ∈ LTanwg. Then b) holds by Definition 9.1.4. We
prove that a) holds by induction on n.
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Consider first the case 1 < i ≤ n−1. Since X ∈ LTanwg, by definition
Xk1 ∈ LTan−1wg . Denoting r = (k2...kn−1) we have
Xk = (Xk1)r
Xk(1,i) = (Xk1)r(1,i−1) Xk(0,i) = (Xk1)r(0,i−1) .
(9.3)
The induction hypothesis applied to Y = Xk1 implies the equivalence
of categories for each ri−1 ≥ 2
Yr ' Yr(1,i−1)×Y d
r(0,i−1)
ri−1· · ·×Y d
r(0,i−1)
Yr(1,i−1) .
By (9.3) this means that ν(k, i) is an equivalence of categories for all
1 < i ≤ n− 1.
Consider the case i = 1. By definition of LTanwg the map in [∆n−2
op
,Cat ]
Jn−1Xk1 → Jn−1X1×d¯p¯Jn−1X0
k1· · ·×d¯p¯Jn−1X0 Jn−1X1
is a levelwise equivalence of categories for each k1 ≥ 2. Therefore, for
each r = (k2...kn−1) there is an equivalence of categories.
(Xk1)r ' (X1)r×dp(X0)r
k1· · ·×dp(X0)r (X1)r .
Since (X1)r = Xk(1,1) and dp(X0)r = Xdk(0,1) we obtain the equivalence
of categories
Xk ' Xk(1,1)×Xd
k(0,1)
k1· · ·×Xd
k(0,1)
Xk(1,1) .
In conclusion ν(k, i) is an equivalence of categories for all 1 ≤ i ≤ n−1.
Conversely, letX ∈ Tanwg satisfy a) and b). We show thatX ∈ LTanwg
by induction on n.
When n = 2, Ta2wg = LTa2wg so the lemma holds. Suppose it is
true for (n − 1) and let X ∈ Tanwg satisfy the hypothesis. We show
that conditions i), ii), iii) in Definition 9.1.2 are satisfied and therefore
X ∈ LTanwg. Condition iii) holds by assumption. For each k ≥ 0, Xk
satisfies hypotheses a) and b), since
p(n−1)Xk = (p(n)X)k ∈ Catn−2wg
as p(n)X ∈ Catn−1wg . Thus by induction hypothesis Xk ∈ LTan−1wg , which
is condition i). As for conditions ii) note that, if s = (k2, ..., kn−1) ∈
∆n−2
op
Xk = (Jn−1Xk1)s
Xk(1,1) = (Jn−1X1)s
Xk(0,1) = (Jn−1X0)s .
Therefore the maps ν(k, 1) are given by
(Jn−1Xk1)s → (Jn−1X1)s×(Jn−1X0)s
k1· · ·×(Jn−1X0)s (Jn−1X1)s
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and these are equivalence of categories by hypothesis. Since this holds
for each s ∈ ∆n−2op , this means that
Jn−1Xk1 → Jn−1X1×Jn−1X0
k1· · ·×Jn−1X0 Jn−1X1
is a levelwise equivalence of categories for all k1 ≥ 2, which is condition
ii) in Definition 9.1.2. We conclude that X ∈ LTanwg.

9.1.4. Catnwg and the category LTanwg . In this section we show
that Catnwg is a full subcategory of LTanwg.
Proposition 9.1.8. Let X ∈ Catnwg. Then X ∈ LTanwg.
Proof. We claim that X ∈ L(n)Tanwg. We prove the claim by in-
duction on n. The proposition holds for n = 2 because Cat2wg ⊂ Ta2wg =
L(2)Ta
2
wg. Suppose, inductively, that the statement holds for n− 1 and
letX ∈ Catnwg. Then, by Proposition 6.2.10, X(2)k ∈ Catn−1wg for all k ≥ 0,
where we denote X(2)k = (N(2)X)k. Hence by inductive hypothesis
X
(2)
k ∈ L(n−1)Tan−1wg .
From the definition of X(2)k this means that, for all s ≥ 2 and k ≥ 0,
the map
Jn−2Xsk → Jn−2X1k×Jn−2d(n−2)p(n−2)X0k
s· · ·×Jn−2d(n−2)p(n−2)X0k Jn−2X1k
is a levelwise equivalence of categories. As this holds for every k ≥ 0,
we conclude that the map
Jn−1Xs → Jn−1X1×Jn−1d(n−1)p(n−1)X0
s· · ·×Jn−1d(n−1)p(n−1)X0 Jn−1X1
is a levelwise equivalence of categories. Further, by hypothesis p(n)X ∈
Catn−1wg and thus we conclude that X ∈ L(n)Tanwg, as claimed.
Since X ∈ Catnwg, by definition Xk1...kn−r ∈ Catrwg for each 1 < r ≤
n− 1 and each k1, ..., kn−r ∈ ∆op, thus from above
Xk1...kn−r ∈ L(r)Tarwg.
Hence, by Lemma 9.1.5, X ∈ LTanwg. 
Corollary 9.1.9. Let X ∈ Catnwg, 1 ≤ j ≤ n− 1, k ≥ 2. Denote
Y = X1×d(n−1,j)p(j,n−1)X0
k· · ·×d(n−1,j)p(j,n−1)X0 X1 ∈ Catn−1.
Then
a) Y ∈ Catn−1wg
b) If Xt ∈ Catn−1hd for all t ≥ 0, then Y ∈ Catn−1hd .
Segal-type models of higher categories 156
Proof. We prove this for k = 2, the case k > 2 being similar.
When j = 1, d(n−1,j)p(j,n−1)X0 = Xd0 so a) holds since X ∈ Catnwg. As
for b), since X1 ∈ Catn−1hd then Y ∈ Catn−1hd by Lemma 5.2.5.
When j = n− 1,
Y = X1×d(n−1,j)p(j,n−1)X0 X1 .
By Proposition 9.1.8 the map f : X2 → Y in Catn−1wg is such that Jn−1f
is a levelwise equivalence of categories and X2 ∈ Catn−1wg . Thus by
Corollary 6.2.11, Y ∈ Catn−1wg , proving a). As for b), if X2 ∈ Catn−1hd by
Corollary 6.2.11 also Y ∈ Catn−1hd .
We now proceed to prove the corollary by induction on n. For n = 2
it holds since Y = X1×Xd0 X1. Suppose, inductively, that it holds for
each r ≤ (n− 1). From above, we can assume that 2 ≤ j ≤ n− 2.
a) We verify that Y ∈ Catn−1 satisfies the hypotheses of Proposition
6.2.10 b). In fact, by 6.2.10 a), (N (2)X)0 ∈ Catn−1wg , with
(N (2)X)0t = Xt0 ∈ Catn−2hd
for all t ≥ 0. Thus (N (2)X)0 satisfies the inductive hypothesis b) and
we conclude by induction that
Y0 = X10×d(n−2,j−1)p(j−1,n−2)X00 X10 ∈ Catn−2hd .
Similarly, for all s ≥ 0, the inductive hypothesis a) applied to (N (2)X)s ∈
Catn−1wg yields
Ys = X1s×d(n−2,j−1)p(j−1,n−2)X0s X1s ∈ Catn−2wg (9.4)
which implies Ys0 ∈ Catn−3hd . Thus Y satisfies the hypothesis i) in Propo-
sition 6.2.10 b).
By inductive hypothesis a) applied to p(n)X ∈ Catn−1wg , using the
fact that j ≤ n− 2, we obtain
p¯Y = (p(n)X)1×d(n−2,j)p(j,n−2)(p(n)X)0 (p(n)X)1 ∈ N(n−2)Catn−2wg . (9.5)
This shows that Y satisfies hypothesis ii) of Proposition 6.2.10 b). We
conclude from Proposition 6.2.10 that Y ∈ Catn−1wg .
b) We verify that Y satisfies the hypotheses of Corollary 6.2.5. From
a), Y ∈ Catn−1wg . Further, for all t ≥ 0
(N (2)X)1t = Xt1 ∈ Catn−2hd
since, by hypothesis, Xt ∈ Catn−1hd . Thus (N (2)X)1 ∈ Catn−1wg satisfies the
inductive hypothesis b) and we conclude from (9.4) and the induction
that Y1 ∈ Catn−2hd . Also, for each t ≥ 0
(p(n)X)t = p
(n−1)Xt ∈ Catn−2hd
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since Xt ∈ Catn−1hd . Thus p(n)X ∈ Catn−1wg satisfies the inductive hypoth-
esis b), so that p(n)Y ∈ Catn−2hd .
Hence Y ∈ Catn−1wg satisfies all the hypotheses of Corollary 6.2.5 and
we conclude that Y ∈ Catn−1hd . 
9.1.5. A geometric interpretation. The fact, proved in the pre-
vious section, that Catnwg ⊂ LTanwg implies the equivalence of categories
ν(k, i) of Proposition 9.1.7 for objects of Catnwg. We discuss in this
section a geometric interpretation implied by this fact. Although this
geometric interpretation is interesting in its own right, it is not strictly
needed for the rest of this work, so this section can be skipped at first
reading.
We first give some preliminary definitions, which hold in any n-fold
category.
Definition 9.1.10. Let s ∈ ∆nop . We call s an orientation if sj ∈
{0, 1} for all j = 1, . . . , n and we denote t(s) = ∑nj=1 sj.
Definition 9.1.11. Let X ∈ Catn and let s ∈ ∆nop be an orien-
tation. A (n, t(s))-hypercube in X with orientation s is an element of
the set
(N(n)X)s = Xs
where N(n) is the multinerve N(n) : Catn → [∆nop , Set], and we use the
shorthand notation Xs as adopted elsewhere.
Definition 9.1.12. Let 0 ≤ t ≤ n. We denote by Cube(n, t) the
set of all (n, t)-hypercubes in X with orientations s such that t(s) = t,
that is
Cube(n, t) =
⋃
s∈∆nop orientation∑n
j=1 sj=t
Xs
Definition 9.1.13. Let X ∈ Catn, 1 ≤ i ≤ n and let s be an
orientation with si = 1 and t(s) = t. Denote
s(0, i) = (s1, . . . , si−1, 0, si+1, . . . , sn) .
Note that s(0, i) is also an orientation, with t(s(0, i)) = t − 1. Let
r ≥ 2. An (r, i)-string of (n, t)-hypercubes with orientations s is an
element of
Xs×Xs(0,i)
r· · ·×Xs(0,i) Xs ∼= X(s1,...,si−1,r,si+1,...,sn) (9.6)
where the isomorphism in (9.6) follows by the Segal condition charac-
terizing multinerves of n-fold categories (see Lemma 3.3.6).
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Example 9.1.14. Let X ∈ Cat2. Then
Cube(2, 0) = X00
consists of the set of objects in the double category X. Also,
Cube(2, 1) = X10 ∪X01
consists of the set of arrows with orientations (1, 0) and (0, 1) which
are respectively direction 1 and 2 in Figures 3.2 and 3.3 on page 57.
Also
Cube(2, 2) = X11
is the set of squares.
If r ≥ 2, a (r, 1)-string of (2, 1)-hypercubes is an element of
X10×X00
r· · ·×X00 X10 ∼= Xr0
that is, a sequence of r composable arrows in direction 1. A (r, 1)-string
of (2, 2)-hypercubes is an element of
X11×X01
r· · ·×X01 X11 ∼= Xr1
that is, a sequence of r composable squares in direction 1.
Similarly, a (r, 2)-string of (2, 1)-hypercubes is an element of
X01×X00
r· · ·×X00 X01 ∼= X0r
and a (r, 2)-string of (2, 2)-hypercubes is an element of
X11×X10
r· · ·×X10 X11 ∼= X1r
with geometric interpretations similar to the above, but in direction 2
rather than direction 1.
Example 9.1.15. Let X ∈ Cat3. Then
Cube(3, 0) = X000
is the set of objects if the 3-fold category X. Also,
Cube(3, 1) = X100 ∪X010 ∪X001
is the set of edges in the three orientations (see Figures 3.4 and 3.5 on
page 58). Similarly,
Cube(3, 2) = X110 ∪X101 ∪X011
is the set of squares, and
Cube(3, 3) = X111
is the set of cubes.
Given r ≥ 2, a (r, 1)-string of (3, 1)-hypercubes is an element of
X100×X000
r· · ·×X000 X100 ∼= Xr00
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that is a sequence of r-composable edges in direction 1. Similarly for
(r, 2)-strings and (r, 3)-strings of (3, 1)-hypercubes.
A (r, 1)-string of (3, 2)-hypercubes is an element of
X110×X010
r· · ·×X010 X110 ∼= Xr10
that is a sequence of r composable squares in direction 1. Similarly for
(r, 2)-strings and (r, 3)-strings of (3, 2)-hypercubes.
A (r, 1)-string of (3, 3)-hypercubes is an element of
X111×X011
r· · ·×X011 X111 ∼= Xr11
that is a sequence of r composable cubes in direction 1. Similarly for
(r, 2)-strings and (r, 3)-strings of (3, 3)-hypercubes.
Let X ∈ Catn, s ∈ ∆nop be an orientation and 1 ≤ i ≤ n− 1. Let
s(i,n)(t, q) = (s1, . . . , si−1, t, si+1, . . . , sn−1, q) ∈ ∆nop
clearly s(i,n)(0, 0), s(i,n)(0, 1), s(i,n)(1, 0), s(i,n)(1, 1) are orientations and
if we denote
t = 1 +
n∑
j=1
j 6=i,n
sj
we have
t(s(i,n)(0, 0)) = t− 1
t(s(i,n)(1, 0)) = t(s(i,n)(0, 1)) = t
t(s(i,n)(1, 1)) = t+ 1 .
Let X ∈ Catn and let X(s, i, n) ∈ [∆2op , Set] with
X(s, i, n)(v, w) = X(s1,...,si−1,v,si+1,...,sn−1,w)
then X(s, i, n) is the double nerve of a double category, which we still
denote by X(s, i, n). The objects of this double category are
{X(s, i, n)}00 = Xs(i,n)(0,0) ={(n, t− 1)-hypercubes in X
with orientation s(i,n)(0, 0)}.
The arrows in the double category are
{X(s, i, n)}10 = Xs(i,n)(1,0) ={(n, t)-hypercubes in X
with orientation s(i,n)(1, 0)},
and
{X(s, i, n)}01 = Xs(i,n)(0,1) ={(n, t)-hypercubes in X
with orientation s(i,n)(0, 1)}.
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The squares in the double category are
{X(s, i, n)}11 = Xs(i,n)(1,1) ={(n, t+ 1)-hypercubes in X
with orientation s(i,n)(1, 1)} .
If r ≥ 2, a sequence of r composable arrows in the double category in
direction 1 is an element of
Xs(i,n)(1,0)×Xs(i,n)(0,0)
r· · ·×X
s(i,n)(0,0)
Xs(i,n)(1,0) .
By the above geometric interpretation of arrows of X(s, i, n) it follows
that this is a (r, i)-string of (n, t)-hypercubes in X with orientation
s(i,n)(1, 0) in the sense of Definition 9.1.13.
Suppose now that X ∈ Catnwg. If we let
k = (s1, ..., sn−1) ∈ ∆n−1op
then
(k(0, i), 0) = s(i,n)(0, 0)
(k(1, i), 0) = s(i,n)(1, 0)
(k(0, i), 1) = s(i,n)(0, 1)
(k(1, i), 1) = s(i,n)(1, 1) .
Thus
Xs(i,n)(0,0) = obj(JnX)k(0,i)
Xs(i,n)(1,0) = obj(JnX)k(1,i)
Xs(i,n)(0,1) = mor(JnX)k(0,i)
Xs(i,n)(1,1) = mor(JnX)k(1,i)
(9.7)
By Proposition 9.1.8, X ∈ LTanwg so by Proposition 9.1.7 there is an
equivalence of categories for each r ≥ 2
(JnX)k(1,i)×(JnX)k(0,i)
r· · ·×(JnX)k(0,i) (JnX)k(1,i) →
→ (JnX)k(1,i)×(JnX)dk(0,i)
r· · ·×(JnX)dk(0,i) (JnX)k(1,i) .
By (9.7) and the above this means that the double category X(s, i, n)
is weakly globular. As discussed in Example 6.1.3 this implies that ev-
ery staircase of length r of horizontal arrows in X(s, i, n) can be lifted
to a string of r composable horizontal arrows by strings of vertically
invertible squares. To give a geometric interpretation of this lifting con-
dition for the weakly globular double category X(s, i, n) we introduce
the following definition:
161 Simona Paoli
Definition 9.1.16. A staircase of length r of horizontal morphisms
in X(s, i, n) is called a (r, i)-staircase of (n, t)-hypercubes in X with
orientations s(i,n)(1, 0).
Definition 9.1.16 means that the (n, t)-hypercubes are not compos-
able in direction i, but are joined by strings of (n, t)-hypercubes with
orientations s(i,n)(0, 1).
From the geometric interpretation of arrows and squares in the dou-
ble category X(s, i, n) given above, we deduce that the lifting condition
in the weakly globular double category X(s, i, n) implies the following:
Proposition 9.1.17. Given X ∈ Catnwg, every (r, i)-staircase of
(n, t)-hypercubes in X with orientations s(i,n)(1, 0) can be lifted to a
(r, i)-string of (n, t)-hypercubes in X via strings of (n, t+1)-hypercubes
with orientations s(i,n)(1, 1) which are invertible in direction n.
We illustrate below the case n = 3.
Example 9.1.18. Let X ∈ Cat3wg, r ≥ 2. A (r, 1)-staircase of (3, 1)-
hypercubes with orientation (100) is an element of
X100×Xd000
r· · ·×Xd000 X100.
This can be represented as a staircase
Figure 9.1. (r, 1)-staircase of (3, 1)-hypercubes in X
with edges in direction 1 and vertical sides in direction 3. The equiva-
lence of categories
X100×X000
r· · ·×X000 X100 ' X100×Xd000
r· · ·×Xd000 X100
means that this staircase can be lifted to a string of r composable
arrows in direction 1 through strings of vertically invertible squares.
A (r, 2)-staircase of (3, 1)-hypercubes with orientation (010) is an
element of
X010×Xd000
r· · ·×Xd000 X010 .
This can be pictured as a staircase like the one in Figure 9.1 but with
horizontal edges in direction 2 and vertical edges in direction 3. The
lifting condition is similar to Figure 9.2, but now the vertical squares
have orientation in directions 2 and 3 rather than 1 and 3.
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⇒ ⇒ ⇒
⇒
⇒
Figure 9.2. Lifting condition for staircase in figure 9.1
A (r, 1)-staircase of (3, 2)-hypercubes with orientation (110) is an
element of
X110×Xd010
r· · ·×Xd010 X110 .
This can be pictured as in Figure 9.3 on page 188 (where for simplicity
we choose r = 3)
The equivalence of categories
X110×X010
r· · ·×X010 X110 ' X110×Xd010
r· · ·×Xd010 X110
means that this staircase can be lifted to a sequence of r composable
squares in direction 1 via strings of cubes which are vertically invertible.
See Figure 9.4 on page 188 (when r = 3).
A (r, 2)-staircase of (3, 2)-hypercubes with orientation (110) is an
element of
X110×Xd100
r· · ·×Xd100 X110 .
The geometric picture is obtained by rotating Figure 9.3 by 90◦ around
the vertical axis, and the lifting condition is similar to Figure 9.4 in
the rotated picture.
9.2. Approximating Tanwg with LTanwg .
The main result of this section, Theorem 9.2.4, states that if X ∈
Tanwg is such that q(n)X can be approximated up to (n− 1)-equivalence
with an object of Cat(n−1)wg , then X can be approximated up to an n-
equivalence with an object of LTanwg. In the next Section this is used in
the proof of Theorem 9.4.1 to construct the functor
Pn : Ta
n
wg → LTanwg
from which the rigidification functor Qn will be built.
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9.2.1. Main steps in approximating Tanwg with LTanwg . The
basic construction is the pullback in [∆n−1op ,Cat ]
P
w //

X
γ(n)

d(n)Z
d(n)r
// d(n)q(n)X
(9.8)
with X ∈ Tanwg, Z ∈ Catn−1wg and r : Z → q(n)X a (n− 1)-equivalence in
Tan−1wg . As in Section 8.3, in the pullback (9.8) we have omitted writing
Jn for ease of notation. We show in Theorem 9.2.4 that P ∈ LTanwg and
w is an n-equivalence.
This construction is crucial to proving the existence of the rigidifi-
cation functor Qn: in the proof of Theorem 9.4.1 we will use the above
construction with Z = Qn−1q(n)X for
Qn−1 : Tan−1wg → Catn−1wg
inductively defined and the (n−1)-equivalence r also constructed from
the inductive hypothesis.
By Proposition 8.3.3, P ∈ Tanwg. Thus, by Lemma 9.1.5, to show
that P ∈ LTanwg it is enough to show that P ∈ L(n)Tanwg and Pk1...kn−r ∈
L(r)Ta
r
wg for each 1 < r ≤ n−1, k1...kn−r ∈ ∆op. By definition, to prove
that P ∈ L(n)Tanwg we need to show that
(i) For each k ≥ 2 the maps
vk : Jn−1Xk → Jn−1X1×Jn−1d(n−1)p(n−1)X0
k· · ·×Jn−1d(n−1)p(n−1)X0 Jn−1X1
(9.9)
are levelwise equivalence of categories.
(ii) p(n)P ∈ Catn−1wg .
The idea to verify condition (i) is to apply the criterion of Propo-
sition 8.1.16 (for a n-equivalence in Tanwg to be a levelwise equivalence
of categories) to the map
Pk → P1×d(n−1)p(n−1)P0
k· · ·×d(n−1)p(n−1)P0 P1 .
That is, we want to show this is a (n−1)-equivalence in Tan−1wg satisfying
the additional conditions in the hypotheses of Proposition 8.1.16: the
idea is that these additional conditions are forced by the fact that
Z ∈ Catn−1wg .
The intuition behind this idea is as follows. Since (9.8) is a pullback
in [∆n−1op ,Cat ], it is computed levelwise, so for each k ≥ 0 there is a
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pullback in [∆n−3op ,Cat ]
Pk0 //

Xk0
(γ(n))k0

d(n−2)Zk0 = (d(n)Z)k0 // (d(n)q(n)X)k0
(9.10)
As Xk0 is homotopically discrete,
(d(n)q(n)X)k0 = d
(n−2)q(n−2)Xk0 = d(n−2)p(n−2)Xk0 .
Since p(n−2) commutes with pullbacks over discrete objects, from (9.10)
we deduce
p(n−2)Pk0 = Zk0 .
Thus, for instance
p(n−2)(P1×d(n−1)p(n−1)P0 P1)0 = p(n−2)(P10×d(n−2)p(n−2)P00 P10) =
=p(n−2)P10×p(n−2)P00 p(n−2)P10 = Z10×Z00 Z10 .
Since Z ∈ Catnwg, Z20 ∼= Z10×Z00 Z10 so from above
p(n−2)P20 ∼= p(n−2)(P1×d(n−1)p(n−1)P0 P1)0 .
Thus condition b) in the hypotheses of Proposition 8.1.16 holds for the
map
P2 → P1×d(n−1)p(n−1)P0 P1 .
The main steps in the formal proofs are as follows:
a) We apply Proposition 8.3.3 to deduce that P ∈ Tanwg.
b) We show in Proposition 9.2.3 that the maps (9.9) are levelwise
equivalence of categories. The proof of this fact is based on
Lemma 9.2.1 applied to the induced Segal maps of P which
are shown to factor as a composite of maps in Tan−1wg
µˆk : Pk
α−→ P1×d(n−1)p(n−1)P0
k· · ·×d(n−1)p(n−1)P0 P1
β−→ P1×P d0
k· · ·×P d0 P1 .
The fact that Z ∈ Catn−1wg forces additional conditions (hy-
potheses i) and ii) of Lemma 9.2.1) which allow to apply the
criterion of Proposition 8.1.16 and show that α is a levelwise
equivalence of categories.
c) In Theorem 9.2.4 we use again Proposition 9.2.3 and Lemma
8.1.9 to show that p(n)P satisfies the hypotheses of Lemma
8.1.9 and therefore p(n)P ∈ Catnwg. Together with Proposition
9.2.3 this implies by definition that P ∈ L(n)Tanwg. Working
inductively we then easily establish that Pk1...kn−r ∈ L(r)Tarwg
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for all 1 < r ≤ n− 1 and thus we conclude (by Lemma 9.1.5)
that P ∈ LTanwg.
9.2.2. Approximating Tanwg with LTanwg : the formal proofs.
The following lemma and its corollary are used in the proof of Theorem
9.2.4. Their proof use the criterion given in Proposition 8.1.16 for an
n-equivalence in Tanwg to be a levelwise equivalence of categories and
the properties of pullbacks along the map γ(n) established in Section
8.3.
Lemma 9.2.1. Let
B
∂0−→ X ∂1←− B
be a diagram in Tanwg with X ∈ Catnhd, B×X B ∈ Tanwg and let
A
α−→ B×X B β−→ B×Xd B
be maps Tanwg (where β is induced by the map γ : X → Xd) such that
i) p(n−1)α0, and p(n−r−1)αk1...kr 0 are isomorphisms for all 1 ≤ r <
n− 1.
ii) (B×X B)d0 ∼= Bd0 ×Xd0 Bd0
(B×X B)dk1...kr 0 ∼= Bdk1...kr 0×Xdk1...kr 0 B
d
k1...kr 0
for all 1 ≤ r <
n− 1
iii) βα is a n-equivalence.
Then Jnα is a levelwise equivalence of categories.
Proof. Let x, x′ ∈ Ad0. By hypothesis i) and ii),
Ad0
∼= (B×X B)d0 = Bd0 ×Xd0 Bd0 ⊂ Bd0 ×Xd Bd0
where the last inclusion holds because the map γ0 : X0 → (Xd)0 factors
through Xd0 . Let
αx = (a, b) ∈ Bd0 ×Xd0 Bd0 , αx′ = (a′, b′) ∈ Bd0 ×Xd0 Bd0 .
We claim that the composite map
A(x, x′)
α(x,x′)−−−−→ B(a, a′)×X(∂a,∂a′) B(b, b′) s−→ B(a, a′)×X(∂a,∂a′)d B(b, b′)
(9.11)
is a (n− 1)-equivalence. We have
(B×X B)(αx, βx′) = B(a, a′)×X(∂0a,∂0a′) B(b, b′)
(B×Xd B)(βαx, βαx′) = B(a, a′)×Xd(γa,γa′) B(b, b′) = B(a, a′)×B(b, b′)
where in the last equality we used the fact that γa = γa′ so that
Xd(γa, γa′) = {·} since Xd is discrete.
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The map γ : X → Xd factors as
X → d(n)...d(2)p(2)...p(n)X → d(n)...d(2)dp...p(n)X = Xd
and we have
(d(n)...d(2)p(2)...p(n)X)(p∂0a, p∂0a
′) = X(∂0a, ∂0a′)d .
Thus the map β(x, x′) factors as
B(a, a′)×X(∂0a,∂0a′) B(b, b′) s−→ B(a, a′)×X(∂0a,∂0a′)d B(b, b′) t−→ B(a, a′)×B(b, b′) .
On the other hand, since p(2,n)X ∈ Cathd, the set
p(2,n)X(p∂0a, p∂0a
′)
contains only one element. Thus X(∂0a, ∂0a′)d is the terminal object,
and t = Id, so that
(βα)(x, x′) = sα(x, x′). (9.12)
Since, by hypothesis, βα is a n-equivalence βα(x, x′) is a (n − 1)-
equivalence, so by (9.12) the composite (9.11) is a (n− 1)-equivalence.
This proves the claim.
We now proceed to the rest of the proof by induction on n. The strategy
is to show that α satisfies the hypotheses of Proposition 8.1.16.
When n = 2, since X(∂0a, ∂0a′) ∈ Cathd, the map s is fully faithful.
Since sα(x, y) is an equivalence of categories, it is essentially surjective
on objects, and therefore s is essentially surjective on objects. It follows
that s is an equivalence of categories, and therefore such is α(x, y).
Since by hypothesis pα0 is a bijection, the map p(2)α is bijective on
objects, thus pp(2)α is surjective. From Proposition 8.1.14 we deduce
that α is a 2-equivalence. Thus α satisfies the hypotheses of Proposition
8.1.16 and we conclude that it is a levelwise equivalence of categories.
Suppose, inductively, that the lemma holds for n− 1.
We show that the maps (9.11) satisfy the inductive hypothesis.
Since, as proved above, sα(x, y) is a (n− 1)-equivalence, inductive hy-
pothesis iii) holds. Since by hypothesis p(n−1)α0 is an isomorphism, so
is
p(n−2)α0(x, x′) = (p(n−1)α0)(x, x′)
as well as
p(n−r−2){αk1...kr 0(x, x′)} = (p(n−r−1)αk1...kr 0)(x, x′) .
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Thus inductive hypothesis i) holds for the maps (9.11). Further, using
hypothesis ii) we compute
((B×X B)(αx, αx′))d0 = (B1×X1 B1)d0(αx, αx′) =
= (Bd10×Xd10 Bd10)(αx, αx′) = B(αx, αx′)d0×X(αx,αx′)d0 B(αx, αx′)d0
and similarly
((B×X B)(αx, αx′))dk1...kr 0 = (B×X B)d1k1...kr 0(αx, αx′) =
∼= Bd1k1...kr 0(αx, αx′)×Xd1k1...kr 0(αx,αx′) B
d
1k1...kr 0
(αx, αx′) =
= Bk1...kr 0(αx, αx
′)d×Xk1...kr 0(αx,αx′)d Bk1...kr 0(αx, αx
′)d .
Thus the inductive hypothesis ii) holds for the maps (9.11).
We conclude by induction that Jn−1α(x, x′) is a levelwise equiva-
lence of categories. It follows by Remark 8.1.12, α(x, x′) is a (n− 1)-equivalence.
That is, α is a local (n− 1)-equivalence.
Since by hypothesis p(n−1)α0 is an isomorphism, so is
(p(2,n)α)0 = p
(1,n−1)α0
so that p(1,n)α is surjective. Since, from above, α is a local (n − 1)-
equivalence, from Proposition 8.1.14 we conclude that α is a n-equivalence.
Together with hypothesis i) this shows that α satisfies the hypotheses of
Proposition 8.1.16 and we conclude that Jnα is a levelwise equivalence
of categories. 
Remark 9.2.2. Lemma 9.2.1 also generalizes as follows, with com-
pletely analogous proof. If B and X are as in Lemma 9.2.1, k ≥ 2
and
A
α−→ B×X k· · ·×X B β−→ B×Xd k· · ·×Xd B
are maps in Tanwg such that
i) p(n−1)α0 and p(n−r−1)αk1...kr0 are isomorphisms for all 1 ≤ r ≤
n− 1.
ii) (B×X k· · ·×XB)d0 ∼= Bd0×Xd
k· · ·×XdBd0 . (B×X
k· · ·×XB)dk1...kr 0 ∼=
Bdk1...kr 0×Xdk1...kr 0
k· · ·×Xdk1...kr 0 B
d
k1...kr 0
for all 1 ≤ r ≤ n− 1.
iii) βα is a n-equivalence.
Then Jnα is a levelwise equivalence of categories.
Using the lemma and remark above, we now prove the following
Proposition, which will be used in the proof of Theorem 9.2.4. In the
proof of this result we use the properties of pullbacks along the map γ(n)
established in Section 8.3. As in Section 8.3, we will always consider
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Tanwg (as well as Catnwg) as embedded in [∆n−1
op
,Cat ] via the functor Jn
and our pullbacks will be taken in [∆n−1op ,Cat ]. To ease the notation,
we omit writing explicitly Jn in these pullbacks.
Proposition 9.2.3. Let X ∈ Tanwg, and let
r : Z → d(n)q(n)X
be a map in Tan−1wg with Z ∈ Catn−1wg and consider the pullback in
[∆n−1
op
,Cat ]
P
w //

X
γ(n)

d(n)Z
d(n)r
// d(n)q(n)X
Then P ∈ Tanwg and for all k ≥ 2 and
vk : Jn−1Pk → Jn−1P1×Jn−1d(n−1)p(n−1)P0
k· · ·×Jn−1d(n−1)p(n−1)P0 Jn−1P1
is a levelwise equivalence of categories.
Proof. Throughout this proof we will, for simplicity, denote the
map vk by α. By Proposition 8.3.3, P ∈ Tanwg, therefore its induced
Segal maps µˆk are (n− 1)-equivalences. The strategy of the proof is to
show that for each k ≥ 2 µˆk factors in Tan−1wg as
µˆk : Pk
α−→ P1×d(n−1)p(n−1)P0
k· · ·×d(n−1)p(n−1)P0 P1
β−→ P1×P d0
k· · ·×P d0 P1
and this satisfies the hypotheses of Lemma 9.2.1 (see also Remark
9.2.2): the hypothesis iii) of Lemma 9.2.1 holds since P ∈ Tanwg while
hypotheses i) and ii) will be a direct consequence of the fact that
Z ∈ Catn−1wg , as illustrated below.
We first show that for each k ≥ 2
P1×d(n−1)p(n−1)P0
k· · ·×d(n−1)p(n−1)P0 P1 ∈ Tan−1wg .
We illustrate this for k = 2, the case k > 2 being similar. Since p
commutes with pullbacks over discrete objects we have
p(n)P = Z×q(n)X p(n)X
and, (since q(n−1)X0 = p(n−1)X0 as X0 ∈ Catn−1hd )
p(n−1)P0 = Z0×q(n−1)X0 p(n−1)X0 = Z0 .
Also, P1 = d(n−1)Z1×d(n−1)q(n−1)X1 X1. Therefore
P1×d(n−1)p(n−1)P0 P1 =
= (d(n−1)Z1×d(n−1)q(n−1)X1 X1)×d(n−1)Z0 (d(n−1)Z1×d(n−1)q(n−1)X1 X1) =
= d(n−1)(Z1×Z0 Z1)×d(n−1)q(n−1)(X1×X1) (X1 ×X1) .
169 Simona Paoli
By Proposition 8.3.3, this is an object of Tan−1wg .
The induced Segal map µˆ2 for P can therefore be written as com-
posite of maps in Tan−1wg
P2
α−→ P1×d(n−1)p(n−1)P0 P1
β−→ P1×P d0 P1 . (9.13)
We show that the maps (9.13) satisfies the hypotheses of Lemma 9.2.1.
Since P ∈ Tanwg, µˆ2 = βα is a (n− 1)-equivalence, so hypothesis iii)
of Lemma 9.2.1 holds for the maps (9.13) .
To check hypothesis i), note that
p(n−2)P20 = p(n−2)(d(n−2)Z20×d(n−2)q(n−2)X10 d(n−2)p(n−2)X10) = Z20
p(n−2)(P1×d(n−1)p(n−1)P0 P1)0 =
= p(n−2)P10×p(n−2)P00 p(n−2)P10 = Z10×Z00 Z10 ∼= Z20
where the last isomorphism holds since Z ∈ Catn−1wg . Hence p(n−2)α0 is
an isomorphism. Similarly
Ps1...sr = Zs1...sr×q(n−r−1)Xs1...sr Xs1...sr
p(n−r−1)Ps1...sr = Zs1...sr×q(n−r−1)Xs1...sr Xs1...sr .
Thus
p(n−r−2)P2k1...kr0 = Z2k1...kr0
p(n−r−2)(P1×d(n−1)p(n−1)P0 P1)k1...kr0 =
= p(n−r−2)(P1k1...kr0×d(n−r−1)p(n−r−1)P0k1...kr0 P1k1...kr0) =
= p(n−r−2)P1k1...kr0×p(n−r−1)P0k1...kr0 p
(n−r−2)P1k1...kr0 =
= Z1k1...kr0×Z0k1...kr0 Z1k1...kr0 ∼= Z2k1...kr0 .
where the last isomorphism holds since Z ∈ Catn−1wg . This shows that
p(n−r−2)αk1...kr0 is an isomorphism, proving hypothesis i) of Lemma
9.2.1 for the maps (9.13).
To check hypothesis ii) of Lemma 9.2.1 note that P d20 = Zd20 while
(P1×d(n−1)p(n−1)P0 P1)d0 = (P10×d(n−2)p(n−2)P00 P10)d0 =
= (Z10×d(n−2)p(n−2)Z00 Z10)d = Zd10×Zd00 Zd10 ∼= Zd20
where the last isomorphism holds because Z ∈ Catnwg (apply Remark
6.2.3 to Z(2)0 which is an object of Catn−2wg by Proposition 6.2.10). Sim-
ilarly
(P2)
d
k1...kr0
= Zd2k1...kr0
(P1×d(n−1)p(n−1)P0 P1)dk1...kr0 =
= (Z1k1...kr0×d(n−1)p(n−1)Z0k1...kr0 Z1k1...kr0)
d =
= Zd1k1...kr0×Zd0k1...kr0 Z
d
1k1...kr0
= Zd2k1...kr0 .
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where the last equality holds because Z ∈ Catn−1wg and therefore Zk0...kr ∈
Catn−r−1wg by applying Remark 6.2.3 to (Zk0...kr)
(2)
0 which is an object
of Catn−r−1wg by Proposition 6.2.10. This proves that hypothesis ii) of
Lemma 9.2.1 holds for (9.13).
So all hypotheses of Lemma 9.2.1 holds for the maps (9.13) and we
conclude that Jn−1α is a levelwise equivalence of categories.

Theorem 9.2.4. Let X ∈ Tanwg, and let
r : Z → d(n)q(n)X
be a map in Tan−1wg with Z ∈ Catn−1wg and consider the pullback in
[∆n−1
op
,Cat ]
P
w //

X
γ(n)

d(n)Z
d(n)r
// d(n)q(n)X
Then
a) q(n)P and p(n)P are in Catn−1wg .
b) P ∈ L(n)Tanwg.
c) If r is a (n− 1)-equivalence then w is a n-equivalence.
d) P ∈ LTanwg.
Proof. By induction in n. When n = 2, we know by Proposition
8.3.3 that P ∈ Ta2wg = L(2)Ta2wg, and that c) holds. Part a) is trivial
since p(2)P and q(2)P are in Cat . Part d) holds since Ta2wg = LTa2wg
Suppose, inductively that the theorem holds for n− 1.
a) We have q(n)P = Z ∈ Catnwg, p(n)P ∈ Tan−1wg since P ∈ Tanwg by
Proposition 8.3.3. We now show that p(n)P satisfies the hypotheses of
Lemma 8.1.9, which then shows that p(n)P ∈ Catn−1wg .
We have the pullback in [∆n−2op ,Cat ] for each k ≥ 0,
Pk //

Xk

Zk // d
(n−1)p(n−1)Xk
which satisfies the induction hypothesis. Therefore, by induction,
p(n−1)Pk ∈ Catn−2wg which is hypothesis a) of Lemma 8.1.9. Since, by
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Proposition 9.2.3, the map
v2 : P2 → P1×d(n−1)p(n−1)P0 P1
is a levelwise equivalence of categories, it induces an isomorphism
p(n−1)P2 ∼= p(n−1)(P1×d(n−1)p(n−1)P0 P1) ∼= p(n−1)P1×p(n−1)P0 p(n−1)P1
and similarly all the other Segal maps of p(n)P are isomorphisms. This
proves hypothesis b) of Lemma 8.1.9 for p(n)X.
To prove hypothesis c) of Lemma 8.1.9, we first note that
P1×d(n−1,j)p(j,n−1)P0 P1 ∈ Tan−1wg (9.14)
where d(n−1,j) is and in Notation 8.1.8.
In fact, since p(n−1)P0 = Z0 we have
P1×d(n−1,j)p(j,n−1)P0 P1 =
= (d(n−1)Z1×d(n−1)q(n−1)X1 X1)×d(n−1,j)p(j,n−1)Z0 (d(n−1)Z1×d(n−1)q(n−1)X1 X1) =
= {d(n−1)Z1×d(n−1,j)p(j,n−1)Z0 d(n−1)Z1}×d(n−1)q(n−1)(X1×X1) (X1 ×X1) =
= d(n−1)(Z1×d(n−1,j)p(j,n−1)Z0 Z1)×d(n−1)q(n−1)(X1×X1) (X1 ×X1) .
(9.15)
By Corollary 9.1.9, Z1×d(n−2,j)p(j,n−2)Z0 Z1 ∈ Catn−2wg ; by Proposition
8.3.3 and (9.15) we conclude that (9.14) holds. It follows that
p(j+1,n−1)(P1×d(n−1,j)p(j,n−1)P0 P1) =
= p(j+1,n−1)P1×d(j)p(j)p(j+1,n−1)P0 p(j+1,n−1)P1 ∈ Tajwg .
Since P ∈ Tanwg, p(j+2,n)P ∈ Taj+1wg so that the induced Segal map
p(j+1,n−1)P2 → p(j+1,n−1)P1×(p(j+1,n−1)P0)d p(j+1,n−1)P1
are j-equivalences in Tajwg. From above, this map factorizes as com-
posite of maps in Tajwg
p(j+1,n−1)P2
α−→ p(j+1,n−1)P1×d(j)p(j)p(j+1,n−1)P0 p(j+1,n−1)P1
β−→
β−→ p(j+1,n−1)P1×(p(j+1,n−1)P0)d p(j+1,n−1)P1 .
(9.16)
We check that the maps (9.16) satisfy the hypotheses of Lemma 9.2.1.
In fact since (as shown in the proof of Proposition 9.2.3), p(n−2)Pk0 =
Zk0, from Lemma 6.2.2 applied to Z
(2)
0 ∈ Catn−2wg we obtain
p(j−1)(p(j+1,n−1)P2)0 = p(j−1,n−2)P20 = p(j−1,n−3)Z20 ∼=
∼= p(j−1,n−3)Z10×p(j−1,n−3)Z00 p(j−1,n−3)Z10 =
= p(j−1)(p(j,n−3)Z10×p(j,n−3)Z00 p(j,n−3)Z10) =
= p(j−1)(p(j+1,n−1)P1×p(j+1,n−1)P0 p(j+1,n−1)P1)0 .
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That is, p(j−1)α0 is an isomorphism. Similarly one shows that p(n−r−1)
αk1...kr0 is an isomorphism; thus hypothesis i) of Lemma 9.2.1 holds.
As for hypothesis ii) since (as shown in the proof of Proposition 9.2.3),
P dk0
∼= Zdk0, we have
(p(j+1,n−1)P1×p(j+1,n−1)P0 p(j+1,n−1)P1)d0 ∼=
∼= (p(j,n−3)Z10×p(j,n−3)Z00 p(j,n−3)Z10)d ∼=
∼= (p(j,n−3)Z20)d ∼= Zd20 ∼= Zd10×Zd00 Zd10 ∼= P d10×P d00 P d10 ∼=
∼= (p(j+1,n−1)P1)d0×(p(j+1,n−1)P0)d0 (p(j+1,n−1)P1)d0 .
The rest of hypothesis ii) of Lemma 9.2.1 is checked similarly, while
hypothesis iii) of Lemma 9.2.1 holds from above.
We can therefore apply Lemma 9.2.1 to (9.16) and conclude that
Jjα is a levelwise equivalence of categories. Therefore p(j)α is an iso-
morphism, that is
p(j,n−1)P2 ∼= p(j)(p(j+1,n−1)P1×d(j)p(j)p(j+1,n−1)P0 p(j+1,n−1)P1) =
= p(j,n−1)P1×p(j,n−1)P0 p(j,n−1)P1 .
Similarly one shows that all the other Segal maps for p(j+1,n)P are
isomorphisms, which proves condition c) in Lemma 8.1.9 for p(n)P .
Thus by Lemma 8.1.9 we conclude that p(n)P ∈ Catnwg, proving b).
b) By definition of L(n)Tanwg, this follows from Proposition 9.2.3 and
a).
c) Consider the commuting diagram in Tanwg
d(n)Z
d(n)r //
d(n)r

d(n)q(n)X Xoo
d(n)q(n)X d(n)q(n)X Xoo
By hypothesis, d(n)r is a n-equivalence. Thus by Proposition 8.3.3 the
induced map of pullbacks
P = d(n)Z×d(n)q(n)X X w−→ d(n)q(n)X×d(n)q(n)X X = X
is a n-equivalence, as required.
d) By b) and by Lemma 9.1.5, to show that P ∈ LTanwg it is enough
to show that, for each k1, ..., kn−s ∈ ∆op, Pk1,...,kn−s ∈ L(s)Taswg, 1 < s ≤
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n− 1. We have a pullback in [∆sop ,Cat ]
Pk1...kn−s
wk1...kn−s //

Xk1...kn−s

d(s)Zk1...kn−s
d(s)rk1...kn−s
// d(s)q(s)Xk1...kn−s
(9.17)
where Xk1...kn−s ∈ Taswg (since X ∈ Tanwg) and Zk1...kn−s ∈ Cats−1wg (since
Z ∈ Catn−1wg ).
Thus (9.17) satisfies the hypotheses of the theorem and we conclude
from b) that
Pk1...kn−s ∈ L(s)Taswg
as required.

Corollary 9.2.5. Let X,Z be as in the hypothesis of Theorem
9.2.4 and assume, further, that X ∈ Catnwg. Then P ∈ Catnwg.
Proof. By induction on n. When n = 2, P ∈ Cat2 with P0 ∈ Cathd
and p(2)P ∈ Cat (by Theorem 9.2.4). Therefore, by Lemma 8.1.9,
P ∈ Cat2wg. Suppose, inductively, that the statement holds for n − 1.
We show that P satisfies the hypotheses of Lemma 8.1.9. For each
s ≥ 0 we have a pullback in [∆n−2op ,Cat ]
Ps //

Xs

d(n−1)Zs // d(n−1)q(n−1)Xs
with Xs ∈ Catn−1wg (since X ∈ Catnwg). So by induction hypothesis,
Ps ∈ Catn−1wg . Thus hypothesis a) in Lemma 8.1.9 holds for P .
Hypothesis b) also holds since X ∈ Catn, d(n)q(n)X ∈ Catn, d(n)Z ∈
Catn so P ∈ Catn. Finally, hypothesis c) is satisfied because, by
Theorem 9.2.4, p(n)P ∈ Catn−1wg . We conclude by Lemma 8.1.9 that
P ∈ Catnwg.

9.3. From LTanwg to pseudo-functors
In this section we show that we can associate functorially to each
object of LTanwg a pseudo-functor which is Segalic. We build in Theorem
9.3.1 a functor
Trn : LTa
n
wg → SegPs[∆n−1
op
,Cat ].
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together with a pseudo-natural transformation
tn(X) : TrnX → X
for each X ∈ LTanwg which is a levelwise equivalence of categories. The
functor Trn will be used in Section 9.4 to build the rigidification functor
Qn.
9.3.1. The idea of the functor Trn. The idea of the construc-
tion of the functor Trn in the proof of Theorem 9.3.1 is to use the
property of objects X ∈ LTanwg proved in Proposition 9.1.7 that for
each k ∈ ∆n−1op , 1 ≤ i ≤ n − 1 and ki ≥ 2 there is an equivalence of
categories
ν(k, i) : Xk → Xk(1,i)×Xd
k(0,i)
ki· · ·×Xd
k(0,i)
Xk(1,i) .
Using this property and working by induction we build a diagram
TrnX ∈ [ob(∆n−1op),Cat ]
in which
i) For all k ∈ ∆n−1op , 1 ≤ i ≤ n− 1
(TrnX)k(0,i) = X
d
k(0,i)
is discrete .
ii) (TrnX) n−1
1 ... 1
= X n−1
1 ... 1
.
iii) For k1 ≥ 2, s = (k2, ..., kn−1), k = (k1, s),
(TrnX)k = (Trn−1X1)s×Xd
k(0,1)
k1· · ·×Xd
k(0,1)
(Trn−1X1)s
For instance, when n = 2, we set
(Tr2X)k =

Xd0 , k = 0
X1, k = 1
X1×Xd0
k· · ·×Xd0 X1, k > 1 .
When n = 3 we set
(Tr3X)k1k2 = X
d
k1k2
if k1 = 0 or k2 = 0
(Tr3X)11 = X11
(Tr3X)k11 = X11×Xd01
k1· · ·×Xd01 X11 if k1 ≥ 2
(Tr3X)1k2 = X11×Xd10
k2· · ·×Xd10 X11 if k2 ≥ 2 .
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If both k1 ≥ 2 and k2 ≥ 2, we set
(Tr3X)k1k2 = (Tr2X1)1k2×Xd0k2
k1· · ·×Xd0k2 (Tr2X1)1k2 =
= (X11×Xd10
k2· · ·×Xd10 X11)×(Xd01×Xd00
k2···×
Xd00
Xd01)
k1· · ·
k1· · ·×
(Xd01×Xd00
k2···×
Xd00
Xd01)
(X11×Xd10
k2· · ·×Xd10 X11)
where we used the fact that, since X0 ∈ Cat2hd,
Xd0k2
∼= Xd01×Xd00
k2· · ·×Xd00 Xd01 .
Note also that, since
Xdk10
∼= Xd10×Xd00
k1· · ·×Xd00 Xd10 .
by the commutation of pullbacks we obtain from above
(Tr3X)k1,k2 =
= (X11×Xd01
k1· · ·×Xd01 X11)×(Xd10×Xd00
k1···×
Xd00
Xd10)
k2· · ·
k2· · ·×
(Xd10×Xd00
k1···×
Xd00
Xd10)
(X11×Xd01
k1· · ·×Xd01 X11) =
= (Tr3X)k11×Xdk10
k2· · ·×Xdk10 (Tr3X)k11 .
After defining TrnX ∈ [ob(∆n−1op),Cat ] we show that, for each
k ∈ ∆n−1op , there is an equivalence of categories
(TrnX)k ' Xk . (9.18)
Using the ’transport of structure’ technique of Lemma 4.3.2, we then
lift TrnX to a pseudo-functor
TrnX ∈ Ps[∆n−1op ,Cat ]
and we show that this is in fact a Segalic pseudo-functor. Conditions
a) and b) in the definition of Segalic pseudo-functor depend on the
conditions i), ii), iii) in the definition of (TrnX)k, while condition c)
is a straightforward consequence of the equivalence of categories (9.18)
and the fact that, since X ∈ LTanwg, p(n)X ∈ Catn−1wg .
9.3.2. The formal construction of the functor Trn.
Theorem 9.3.1. There is a functor
Trn : LTa
n
wg → SegPs[∆n−1
op
,Cat ]
together with a pseudo-natural transformation
tn(X) : TrnX → X
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for each X ∈ LTanwg which is a levelwise equivalence of categories.
Proof. By induction on n. For n = 2, let X ∈ LTa2wg = Ta2wg.
Define Tr2X ∈ [ob(∆op),Cat ]
(Tr2X)k =

Xd0 k = 0
X1 k = 1
X1×X0
k· · ·×X0 X1 k > 1 .
(9.19)
Since X ∈ Ta2wg, X0 ∈ Cathd so there are equivalences of categories
X0 ' Xd0
Xk ' X1×Xd0
k· · ·×Xd0 X1 for k > 1.
Thus, for all k ≥ 0 there is an equivalence of categories
(Tr2X)k ' Xk .
We can therefore apply Lemma 4.3.2 with C = ∆op and conclude that
Tr2X lifts to a pseudo-functor
Tr2X ∈ Ps[∆op ,Cat ]
and there is a pseudo-natural transformation
t2(X) : Tr2X → X
which is a levelwise equivalence of categories. By (9.19), (Tr2X)0 is
discrete and the Segal maps are isomorphisms. Therefore, by Definition
7.1.1,
Tr2X ∈ SegPs[∆op ,Cat ] .
Suppose, inductively, that the theorem holds for (n − 1) and let X ∈
LTanwg. By definition of LTanwg (see Remark 9.1.3), for each s ∈ ∆n−2op ,
j ≥ 2 there is an equivalence of categories
Xjs ' X1s×Xd0s
j· · ·×Xd0s X1s . (9.20)
Also, by inductive hypothesis applied to Xj ∈ LTan−1wg there is an equiv-
alence of categories for all j ≥ 0 and s ∈ ∆n−1op
Xjs ' (Trn−1Xj)s . (9.21)
It follows from (9.20) that for each j ≥ 2 there is an equivalence of
categories
X1s×Xd0s
j· · ·×Xd0s X1s ' (Trn−1X1)s×Xd0s
j· · ·×Xd0s (Trn−1X1)s . (9.22)
Thus (9.20), (9.21), (9.22) imply that for each j ≥ 2, s ∈ ∆2op there is
an equivalence of categories
(Trn−1Xj)s ' (Trn−1X1)s×Xd0s
j· · ·×Xd0s (Trn−1X1)s . (9.23)
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Define TrnX ∈ [ob(∆n−1op),Cat ] as follows: for each k = (k1, s) ∈
∆n−1
op (with k1 ∈ ∆op, s ∈ ∆n−2op)
(TrnX)k =

Xdk for k = (0, s)
(Trn−1X1)s for k = (1, s)
(Trn−1X1)s×Xd0s
k1· · ·×Xd0s (Trn−1X1)s for k = (k1, s),
k1 ≥ 2.
(9.24)
We claim that there is an equivalence of categories for all k ∈ ∆n−1op
(TrnX)k ' Xk . (9.25)
In fact, since X0s ∈ Cathd,
(TrnX)0s = X
d
0s ' X0s .
By inductive hypothesis applied to Trn−1X1,
(TrnX)1s = (Trn−1X1)s ' X1s .
This implies, when k1 ≥ 2
(TrnX)k = (Trn−1X1)s×Xd0s
k1· · ·×Xd0s (Trn−1X1)s ' X1s×Xd0s
k1· · ·×Xd0sX1s
and together with (9.20) it follows that
(TrnX)k ' Xk
when k1 ≥ 2. This concludes the proof of (9.25).
We can therefore apply Lemma 4.3.2 with C = ∆n−1op and conclude
that TrnX lifts to a pseudo-functor
TrnX ∈ Ps[∆n−1op ,Cat ]
with (TrnX)k as in (9.24).
We now show that TrnX is a Segalic pseudo-functor, by checking
the conditions in Definition 7.1.1.
We first check condition a) that (TrnX)k(0,i) is discrete for all 1 ≤
i ≤ n− 1. By construction (9.24)
(TrnX)k(0,i) = X
d
k(0,i)
is discrete. Also by construction and by inductive hypothesis, when
k1 = 1 and i > 1,
(TrnX)k(0,i) = (Trn−1X1)s(0,i−1)
is discrete. Finally, if k1 > 1 and i > 1, by construction and by the
inductive hypothesis
(TrnX)k(0,i) = (Trn−1X1)s(0,i−1)×Xd0s
k1· · ·×Xd0s (Trn−1X1)s(0,i−1)
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is discrete. This shows that condition a) in Definition 7.1.1 is satisfied.
We now show condition b) that for each k ∈ ∆n−1op , 1 ≤ i ≤ n− 1 and
ki ≥ 2,
(TrnX)k ∼= (TrnX)k(1,i)×(TrnX)k(0,i)
ki· · ·×(TrnX)k(0,i) (TrnX)k(1,i) .
(9.26)
We distinguish various cases:
i) Let k ∈ ∆n−1op be such that kj = 0 for some 1 ≤ j ≤ n − 1
and let ki ≥ 2 for 1 ≤ i ≤ n. Since, by Proposition 9.1.7 there is an
equivalence of categories
Xk ' Xk(1,i)×Xd
k(0,i)
ki· · ·×Xd
k(0,i)
Xk(1,i)
and since Xk ∈ Cathd, Xk(1,i) ∈ Cathd (as kj = 0 and ki ≥ 2 so i 6= j),
there is an isomorphism
Xdk
∼= dp(Xk(1,i)×Xd
k(0,i)
ki· · ·×Xd
k(0,i)
Xk(1,i)) ∼=
∼= Xdk(1,i)×Xd
k(0,i)
ki· · ·×Xd
k(0,i)
Xdk(1,i)
(9.27)
which, by (9.24), is the same as (9.26) in this case.
ii) Suppose kj 6= 0 for all 1 ≤ j ≤ n − 1 and let i = 1. Then by
(9.24), if s = (k2, ..., kn−1)
(TrnX)k(1,1) = (Trn−1X1)s
(TrnX)k(0,1) = X
d
k(0,1) = X
d
0s .
Therefore by (9.24), if k1 ≥ 2,
(TrnX)k = (Trn−1X1)s×Xd0s
k1· · ·×Xd0s (Trn−1X1)s =
=(TrnX)k(1,1)×(TrnX)k(0,1)
k1· · ·×(TrnX)k(0,1) (TrnX)k(1,1)
which is (9.26) in this case.
iii) Suppose kj 6= 0 for all 1 ≤ j ≤ n − 1, i > 1 and k1 = 1. Then
by (9.24), if s = (k2, ..., kn−1)
(TrnX)k = (Trn−1X1)s
so in particular
(TrnX)k(1,i) = (Trn−1X1)s(1,i−1)
(TrnX)k(0,i) = (Trn−1X1)s(0,i−1) .
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By induction hypothesis applied toX1, it follows that, since ki = si−1 ≥
2,
(TrnX)k = (Trn−1X1)s =
=(Trn−1X1)s(1,i−1)×(Trn−1X1)s(0,i−1)
si−1· · ·×(Trn−1X1)s(0,i−1) (Trn−1X1)s(1,i−1) =
=(TrnX)k(1,i)×(TrnX)k(0,i)
ki· · ·×(TrnX)k(0,i) (TrnX)k(1,i)
which is (9.26) in this case.
iv) Suppose kj 6= 0 for all 1 ≤ j ≤ n − 1, i > 1 and k1 = 2. By
(9.24), if s = (k2, ..., kn−1) so that ki = si−1
(TrnX)k = (Trn−1X1)s×Xd0s (Trn−1X1)s . (9.28)
By induction hypothesis applied to X1,
(Trn−1X1)s =
=(Trn−1X1)s(1,i−1)×(Trn−1X1)s(0,i−1)
si−1· · ·×(Trn−1X1)s(0,i−1) (Trn−1X1)s(1,i−1)
(9.29)
while by (9.27)
Xd0s = X
d
0s(1,i−1)×Xd
0s(0,i−1)
si−1· · ·×Xd
0s(0,i−1)
Xd0s(1,i−1) . (9.30)
Replacing (9.29) and (9.30) in (9.28), using the commutation of limits
and the fact that
(TrnX)k(1,i) = (Trn−1X1)s(1,i−1)×Xd
0s(1,i−1)
(Trn−1X1)s(1,i−1)
(TrnX)k(0,i) = (Trn−1X1)s(0,i−1)×Xd
0s(0,i−1)
(Trn−1X1)s(0,i−1)
we obtain
(TrnX)k = (TrnX)k(1,i)×(TrnX)k(0,i)
ki· · ·×(TrnX)k(0,i) (TrnX)k(1,i)
which is (9.26) in this case.
v) Suppose kj 6= 0 for all 1 ≤ j ≤ n − 1, i > 1 and k1 > 2. The
proof of (9.26) is completely analogous to the one of case iv).
This concludes the proof that condition b) in Definition 7.1.1 is
satisfied for Trn.
To show that condition c) in Definition 7.1.1 holds for Trn we note
that the equivalence of categories (9.25) implies the isomorphism
p(TrnX)k ∼= pXk = (p(n)X)k .
Since X ∈ LTanwg, p(n)X ∈ Catn−1wg , hence
p(n)TrnX ∈ Catn−1wg
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which is condition c) in Definition 7.1.1. We conclude that
TrnX ∈ SegPs[∆n−1op ,Cat ] .
By Lemma 4.3.2 there is a morphism in Ps[∆n−1op ,Cat ]
tn(X) : TrnX → X
which is levelwise the equivalence of categories
(TrnX)k ' Xk for k ∈ ∆n−1op .

Corollary 9.3.2. Let X ∈ LTanwg and k ∈ ∆n−1op be such that
kj = 0 for some 1 ≤ j ≤ n− 1. Then
(TrnX)k = X
d
k .
Proof. By induction on n. When n = 2, by definition of Tr2X,
(Tr2X)0 = X
d
0 .
Suppose the statement hold for (n− 1) and denote s = (k2, ..., kn−1) ∈
∆n−2
op so that
k = (k1, s) ∈ ∆n−1op .
We distinguish three cases:
i) When k1 = 0, by definition of Trn
(TrnX)k = (TrnX)(0,s) = X
d
0s = X
d
k .
ii) Let k1 = 1 and suppose sj = 0 for some 2 ≤ j ≤ n− 1. Then
by definition of TrnX and by inductive hypothesis applied to
X1 ∈ LTan−1wg ,
(TrnX)k = (Trn−1X1)s = (X1)ds = X
d
k .
iii) Let k1 > 1 and suppose sj = 0 for some 2 ≤ j ≤ n− 1. Then
by definition of TrnX and by inductive hypothesis applied to
X1 ∈ LTan−1wg , we have
(TrnX)k = (Trn−1X1)s×Xd0s
k1· · ·×Xd0s (Trn−1X1)s =
= X1s×Xd0s
k1· · ·×Xd0s X1s .
(9.31)
Since X ∈ LTanwg, by Remark 9.1.3 there is an equivalence of
categories
Xk = Xk1s ' X1s×Xd0s
k1· · ·×Xd0s X1s
and therefore, since Xk, X1s ∈ Cathd,
Xdk
∼= Xd1s×Xd0s
k1· · ·×Xd0s Xd1s . (9.32)
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We deduce from (9.31) and (9.32) that
(TrnX)k = X
d
k .

Example 9.3.3. The functor
Tr3 : LTa
3
wg → SegPs[∆2
op
,Cat ]
is given as follows: X ∈ LTa3wg consists of X ∈ [∆2op ,Cat ] such that
i) Xk ∈ Ta2wg for all k ≥ 0 with X0 ∈ Cat2hd. Thus in particular
Xk0 ∈ Cathd and the induced Segal maps
Xks → Xk1×Xdk0
s· · ·×Xdk0 Xk1
are equivalences of categories for all s ≥ 2.
ii) p(3)X ∈ Cat2wg.
iii) For each s ≥ 0 and k ≥ 2 the maps
Xks → X1s×Xd0s
k· · ·×Xd0s X1s
are equivalences of categories.
Below is a picture of the corner of Tr3X, where the symbol ∼= indicates
that the squares pseudo-commute, that is Tr3X is not a bisimplicial
object in Cat but a pseudo-functor from ∆2op to Cat .
(X11×Xd01 X11)×(Xd10×Xd00 X
d
10)
(X11×Xd01 X11)
// ////

∼=
(X11×Xd10 X11) //
//

∼=
(Xd01×Xd00 X
d
01)

··· (X11×Xd01 X11)
//////

∼=
X11 //
//

∼=
Xd01

··· (Xd10×Xd00 X
d
10)
////// Xd10 //
//
Xd00
Note that
(X11×Xd01 X11)×(Xd10×Xd00 Xd10) (X11×Xd01 X11)
∼=
∼= (X11×Xd10 X11)×(Xd10×Xd00 Xd10) (X11×Xd10 X11)
so that the Segal maps of Tr3X in both horizontal and vertical direc-
tions are isomorphisms.
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The following Lemma will be used in the proof of Proposition 11.2.3.
The latter will be crucial in proving the properties of the discretization
functor in the proof of Theorem 11.2.5.
Lemma 9.3.4. Let X ∈ Catnwg, Y ∈ LTanwg be such that Yk is discrete
for all k ∈ ∆n−1op such that kj = 0 for some 1 ≤ j ≤ n − 1. Let
k, s ∈ ∆n−1op and let k → s be a morphism in ∆n−1op. Suppose that
the following conditions hold:
i) If kj, sj 6= 0 for all 1 ≤ j ≤ n − 1, then Xk = Yk, Xs = Ys
and the maps
Xk → Xs, Yk → Ys
coincide.
ii) If kj = 0 for some 1 ≤ j ≤ n − 1 and st = 0 for some
1 ≤ t ≤ n− 1, then Xdk = Yk, Xds = Ys and the two maps
Xdk → Xds , Yk → Ys
coincide, where fd : Xdk → Xds is induced by f : Xk → Xs and
thus also coincides with the composite
Xdk
γ′Xk−−→ Xk f−→ Xs γXs−−→ Xds
(where γ is the discretization map and γ′ a section), since
fd = fdγXkγ
′
Xk
= γXsfγ
′
Xk
.
iii) If kj 6= 0 for all 1 ≤ j ≤ n − 1 and st = 0 for some 1 ≤ t ≤
n− 1, the following diagram commutes
Xk // Xs
γXs // Xds = Ys
Yk
33
where γXs is the discretization map.
iv) If kj = 0 for some 1 ≤ j ≤ n−1 and st 6= 0 for all 1 ≤ t ≤ n−1
then the following diagram commutes
Xdk
γ′Xk // Xk // Xs = Ys
Yk
33
Then
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a) For all k ∈ ∆n−1op, (TrnX)k = (TrnY )k
b) For all k ∈ ∆n−1op such that kj 6= 0 for all 1 ≤ j ≤ n− 1,
the maps
(TrnX)k  Xk, (TrnY )k  Yk
coincide.
c) TrnX = TrnY .
Proof. See Appendix A on page 272. 
9.4. Rigidifying weakly globular Tamsamani n-categories
In this section we prove the main result of the chapter, Theorem
9.4.1, establishing the existence of a rigidification functor
Qn : Ta
n
wg → Catnwg
replacing X ∈ Tanwg with an n-equivalent object QnX.
9.4.1. The rigidification functor Qn: main steps. The con-
struction of the functor Qn is inductive and uses three main ingredients:
a) The approximation up to n-equivalence of an object of Tanwg
with an object of LTanwg using the pullback construction of The-
orem 9.2.4. We showed in Theorem 9.2.4 that if X ∈ Tanwg is
such that q(n)X can be approximated up to (n−1)-equivalence
with an object of Cat(n−1)wg , then X can be approximated up to
an n-equivalence with an object of LTanwg. Thus, given induc-
tively the functor Q(n−1), for each X ∈ Tanwg we can approx-
imate q(n)X with Q(n−1)q(n)X ∈ Cat(n−1)wg ; thus by the above
we can approximate X with an object PnX ∈ LTanwg and we
obtain a functor
Pn : Ta
n
wg → LTanwg.
b) The functor Trn from the category LTanwg to the category of Se-
galic pseudo-functors, which we established in Theorem 9.3.1.
c) The functor St from Segalic pseudo-functors to weakly glob-
ular n-fold categories from Theorem 7.2.3.
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We then define the rigidification functor Q2 to be
Q2 : Ta
2
wg
Tr2−−→ SegPs[∆op ,Cat ] St−→ Cat2wg
The rigidification functor Qn, when n > 2 is defined as the composite
Tanwg
Pn−→ LTanwg Tr n−−→ SegPs[∆n−1
op
,Cat ]
St−→ Catnwg.
9.4.2. The rigidification functor: the formal proof.
Theorem 9.4.1. There is a functor, called rigidification,
Qn : Ta
n
wg → Catnwg
and for each X ∈ Tanwg a morphism in Tanwg
sn(X) : QnX → X
natural in X, such that (sn(X))k is a (n− 1)-equivalence for all k ≥ 0.
In particular, sn(X) is an n-equivalence.
Proof. By induction on n. When n = 2, let Q2 be the composite
Q2 : Ta
2
wg
Tr2−−→ SegPs[∆op ,Cat ] St−→ Cat2wg
where Tr2 is as in Theorem 9.3.1. By Theorem 7.2.3, Q2X ∈ Cat2wg.
Recall [69] that the strictification functor
St : Ps[∆
op
,Cat ]→ [∆op ,Cat ]
is left adjoint to the inclusion
J : [∆
op
,Cat ]→ Ps[∆op ,Cat ]
and that the components of the unit are equivalences in Ps[∆op ,Cat ].
By Theorem 9.3.1 there is a morphism in Ps[∆op ,Cat ]
t2(X) : Tr2X → JX .
By adjunction this corresponds to a morphism in [∆op ,Cat ]
Q2X = St Tr2X
s2(X)−−−→ X
making the following diagram commute
Tr2X
η //
t2(X)
$$
JSt Tr2X
Js2(X)

JX
Since η and t2(X) are levelwise equivalences of categories, such is
Js2(X).
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Suppose, inductively, that we defined Qn−1. Define the functor
Pn : Ta
n
wg → LTanwg
as follows. Given X ∈ Tanwg, consider the pullback in [∆n−1op ,Cat ]
PnX
wn(X) //

X
γn

d(n)Qn−1q(n)X
d(n)sn−1(q(n)X)
// d(n)q(n)X
By Theorem 9.2.4, PnX ∈ LTanwg. Define
QnX = St TrnPnX.
By Theorem 7.2.3, QnX ∈ Catnwg. Let sn(X) : QnX → X be the
composite
sn(X) : QnX
hn(PnX)−−−−−→ PnX wn(X)−−−−→ X .
where the morphism in [∆n−1op ,Cat ]
QnX = St TrnPnX
hn(PnX)−−−−−→ PnX
corresponds by adjunction to the morphism in Ps[∆n−1op ,Cat ]
TrnPnX
tn(PnX)−−−−−→ JPnX
(where tn(PnX) is as in Theorem 9.3.1) such that the following diagram
commutes
TrnPnX
η //
tn(PnX)
''
JSt TrnPnX = JQnX
Jhn(PnX)

JPnX
We need to show that (sn(X))k is an (n− 1)-equivalence. Since η and
tn(PnX) are levelwise equivalences of categories, such is hn(PnX) so in
particular (hn(PnX))k is a levelwise equivalence of categories, and thus
is a (n− 1)-equivalence (see Remark 8.1.12).
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Since pullbacks in [∆n−1op ,Cat ] are computed pointwise, there is a
pullback in [∆n−2op ,Cat ]
(PnX)k
(wn(X))k //

Xk

d(n−1)(Qn−1q(n)X)k
d(n−1)(sn−1(q(n)X))k
// d(n−1)q(n−1)Xk
where Xk ∈ Tan−1wg (since X ∈ Tanwg) and
(Qn−1q(n)X)k ∈ Catn−2wg
(sinceQn−1q(n)X ∈ Catn−1wg ) and, by induction hypothesis, (sn−1(q(n)X))k
is a (n− 2)-equivalence. It follows by Theorem 9.2.4 that (wn(X))k is
a (n− 1)-equivalence.
In conclusion both (hn(PnX))k and (wn(X))k are (n−1)-equivalences
so by Proposition 8.1.14 such is their composite
(sn(X))k : (QnX)k
(hn(PnX))k−−−−−−−→ (PnX)k (wn(X))k−−−−−→ Xk
as required. By Lemma 8.1.11, it follows that sn(X) is an n-equivalence.

Corollary 9.4.2. The functors Qn : Tanwg → Catnwg and the em-
bedding i : Catnwg ↪→ Tanwg induce an equivalence of categories
Tanwg/∼n ' Catnwg/∼n (9.33)
after localization with respect to the n-equivalences.
Proof. GivenX ∈ Tanwg, by Theorem 9.4.1 there is an n-equivalence
in Tanwg iQnX → X, therefore
iQnX ∼= X
in Tanwg/∼n.
Let Y ∈ Catnwg; then iY ∈ Tanwg so by Theorem 9.4.1 there is an
n-equivalence in Tanwg iQniY → iY . Since i is fully faithful, QniY → Y
is an n-equivalence in Catnwg. It follows that
QniY ∼= Y
in Catnwg/∼n. In conclusion Qn and i induce the equivalence of cate-
gories (11.23). 
Remark 9.4.3. It follows from Corollary 9.2.5 that given X ∈
Catnwg, n > 2, PnX ∈ Catnwg.
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Figure 9.3. A (3, 1)-staircase of (3, 2)-hypercubes in
X ∈ Cat3wg with orientation (1, 1, 0)
Figure 9.4. Lifting condition for staircase in Figure 9.3

Part V
Weakly globular n-fold categories as
a model of weak n-categories
In Part V we construct the discretization functor
Discn : Cat
n
wg → Tan
from weakly globular n-fold categories to Tamsamani n-categories, and
we prove the final results: the comparison between Catnwg and Tan, ex-
hibiting Catnwg as a model of weak n-categories (Theorem 11.2.6), and
the homotopy hypothesis for groupoidal weakly globular n-fold cate-
gories (Theorem 11.3.9 and Corollary 11.4.6). A schematic summary
of the main results of this part is contained in Figures 9.5 and 9.6.
In Chapter 10 we introduce the category FCatnwg, whose objects
have homotopically discrete substructures with functorial sections to
the discretization maps. The idea of the category FCatnwg is introduced
in Section 10.3.1, before the formal definitions. The main result of
Chapter 10 is Theorem 10.3.6 on the existence of the functor
Gn : Cat
n
wg → FCatnwg.
This functor is constructed inductively using the functor
Fn : Cat
n
wg → Catnwg
of Proposition 10.2.5. The latter approximates up to n-equivalence a
weakly globular n-fold category X with a better behaved one FnX in
which the homotopically discrete object at level 0 admits a functorial
choice of section to the discretization map. This is based on a general
construction on X ∈ Catnwg and f0 : Y0 → X0 given in Proposition
10.1.5, for an appropriate choice of the map f0 : Y0 → X0, given in
Proposition 10.2.3.
The ideas of these constructions are explained in Section 10.1.1 (for
the construction X(f0)), in Section 10.2.1 (for the functors Vn and Fn)
and in Section 10.3.3 (for the functor Gn).
In Chapter 11 we construct the discretization functor and we obtain
the main results of this work. In Proposition 11.1.4 we build a functor
Dn : FCat
n
wg → Tan
which discretizes the homotopically discrete substructures of the ob-
jects of FCatnwg: because of the properties of the category FCatnwg, this
can be done in a functorial way. The idea of the functor Dn is explained
in Section 11.1.1, before the formal definition.
In Definition 11.2.1 we define the discretization functor as the com-
posite
Discn : Cat
n
wg
Gn−→ FCatnwg Dn−−→ Tan
and we establish its properties in Theorem 11.2.5. The idea of the
functor Discn is explained in Section 11.2, before the formal definition.
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The properties of the discretization functor also depends on the
properties of the functor rigidification Qn (see Proposition 11.2.3). Fi-
nally, the functors Qn and Discn lead to the main comparison result
(Theorem 11.2.6) on the equivalence of categories
Tan/∼n ' Catnwg/∼n .
In the last part of Chapter 11 we define the groupoidal version
of the three Segal-type models, that is the categories GCatnwg, GTanwg
and GTan. We show in Theorem 11.3.9 that the category GCatnwg of
groupoidal weakly globular n-fold categories gives a model of n-types.
In Corollary 11.4.6 we exhibit an alternative and more convenient
functor from spaces to GCatnwg using the results of Blanc and the author
[22].
Proposition 10.1.5
Construction X(f0) on
X ∈ Catnwg
f0 : Y0 → X0
Proposition 10.2.3
Functor
Vn : Cat
n
hd → Catnhd
Proposition 10.2.5
Functor
Fn : Cat
n
wg → Catnwg
Theorem 10.3.6
Functor
Gn : Cat
n
wg → FCatnwg
Definition 10.3.1
The category FCatnwg
Proposition 11.1.4
Functor
Dn : FCat
n
wg → Tan
Theorem 11.2.5
Functor discretization
Discn : Cat
n
wg
Gn−→ FCatnwg Dn−−→ Tan
Figure 9.5. Construction of the discretization functor.
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Theorem 9.4.1
Qn : Ta
n
wg → Catnwg
Theorem 11.2.5
Discn : Cat
n
wg → Tan
Theorem 11.2.6
Tan/∼n ' Catnwg/∼n
Definitions 11.3.1, 11.3.5
Categories
GCatnwg, GTa
n, GTanwg
Theorem 11.3.9
GCatnwg/∼n ' Ho(n-types)
Corollary 11.4.6
n-types Hn−−→ Gpdnwg j−→ GCatnwg
B˜ : GCatnwg → n-types
induce
GCatnwg/ ∼n ' Ho(n-types)
Figure 9.6. Catnwg as a model of weak n-categories
CHAPTER 10
Functorial choices of homotopically discrete objects
In Chapter 9 we built a rigidification functor from weakly globular
Tamsamani n-categories to weakly globular n-fold categories, which in
particular affords a functor
Qn : Ta
n → Catnwg
producing n-equivalent objects in Tanwg.
To reach the full comparison between Tan and Catnwg we need a
functor in the other direction, namely a discretization functor
Discn : Cat
n
wg → Tan
The idea of the functor Discn is to replace the homotopically dis-
crete sub-structures in X ∈ Catnwg by their discretizations in order to
recover the globularity condition. This affects the Segal maps, which
from being isomorphisms in X become (n−1)-equivalences in DiscnX.
We illustrate this idea in the case n = 2. Given X ∈ Cat2wg, by
definition X0 ∈ Cathd, so there is a discretization map γ : X0 → Xd0
which is an equivalence of categories. Given a choice γ′ of pseudo-
inverse, we have γγ′ = Id since Xd0 is discrete.
We can therefore construct D0X ∈ [∆op ,Cat ] as follows
(D0X)k =
{
Xd0 , k = 0
Xk, k > 0 .
The face maps
(D0X)1 ⇒ (D0X)0
are given by γ∂i i = 0, 1 (where ∂i : X1 ⇒ X0 are face maps of X)
while the degeneracy map
(D0X)0 → (D0X)1
is σ0γ′ (where σ0 : X0 → X1 if the degeneracy map of X). All other
face and degeneracy maps in D0X are as in X. Since γγ′ = Id, all
simplicial identities are satisfied for D0X. By construction, (D0X)0 is
discrete while the Segal maps are given, for each k ≥ 2, by
X1×X0
k· · ·×X0 X1 → X1×Xd0
k· · ·×Xd0 X1
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and these are equivalences of categories since X ∈ Cat2wg. Thus, by
definition, D0X ∈ Ta2. This construction however does not afford a
functor
D0 : Cat
2
wg → Ta2
but only a functor
D0 : Cat
2
wg → (Ta2)ps
where (Ta2)ps is the full subcategory of Ps[∆
op
,Cat ] whose objects are
in Ta2. This is because, for any morphism F : X → Y in Ta2, the
diagram in Cat
Xd0
fd //
γ′(X0)

Y d0
γ′(Y0)

X0
f
// Y0
in general only pseudo-commutes. Hence D0 cannot be used as a defi-
nition of the discretization functor Disc2.
To overcome this problem we introduce the category FCatnwg whose
objects are weakly globular n-fold categories in which there are functo-
rial choices of sections to the discretization maps of the homotopically
discrete sub-structures. We then show that we can approximate any
object of Catnwg with an n-equivalent object of FCatnwg. Namely we prove
in Theorem 10.3.6 that there is a functor
Gn : Cat
n
wg → FCatnwg
and an n-equivalence GnX → X. In the next chapter we build a
functor
Dn : FCat
n
wg → Tan
and construct the discretization functor
Discn : Cat
n
wg → Tan
as the composite
Catnwg
Gn−→ FCatnwg Dn−−→ Tan .
This chapter is organized as follows.
In Section 10.1 we develop a general construction on the category
Catnwg that allows to replace X ∈ Catnwg with a n-equivalent one X(f0)
by modifying X0 ∈ Catn−1wg via a map f0 : Y0 → X0 satisfying certain
properties (see Proposition 10.1.5). In Section 10.2 we make an ap-
propriate choice of the map f0 (see Proposition 10.2.3) to construct in
Proposition 10.2.5 a functor
Fn : Cat
n
wg → Catnwg
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such that, for each X ∈ Catnwg, (FnX)0 ∈ Catn−1hd admits a functo-
rial (that is, natural in X) choice of section to the discretization map
(FnX)0 → (FnX)d0.
In Section 10.3, Theorem 10.3.6, we define the category FCatnwg and
we use the functor Fn to build inductively the functor
Gn : Cat
n
wg → FCatnwg.
Namely, we define G2 = F2 and given Gn−1,
Gn = Gn−1 ◦ Fn
see Definition 10.3.4 and Theorem 10.3.6. In Section 11.1 the functor
Gn will be used to define the discretization functor from Catnwg to Tan.
Important note: Throughout this chapter, we will consider pull-
backs in [∆n−1op ,Cat ] of maps in Tanwg or in FCatnwg after applying the
functor Jn. For ease of notation, we omit writing explicitly Jn in these
diagrams. This is justified since Jn is fully faithful. Similarly, when
referring to maps in Tanwg or in FCatnwg to be ’levelwise equivalence of
categories’ or ’levelwise isofibrations’ we always mean after applying
the functor Jn.
10.1. A construction on Catnwg
In this section we develop a general construction on the category
Catnwg that allows to replace X ∈ Catnwg with a n-equivalent one X(f0)
by modifying X0 ∈ Catn−1hd in an appropriate way, via a map f0 : Y0 →
X0 in Catn−1hd satisfying additional conditions (see Proposition 10.2.5).
Proposition 10.2.5 will be used in the next section to functorially ap-
proximate up to n-equivalence a weakly globular n-fold categoryX with
a better behaved one in which the homotopically discrete (n− 1)-fold
category X0 admits a functorial choice of section to the discretization
map.
10.1.1. The idea of the construction X(f0). The construction
X(f0) of Proposition 10.2.5 is based on an application of a well known
construction on internal categories (Lemma 10.1.1), and on conditions
on the map f0 to ensure that X(f0) and X are n-equivalent.
For any internal category X ∈ Cat C and morphism f0 : X ′0 → X0,
pulling back f0 along the map X1
(∂0,∂1)−−−−→ X0 × X0 gives rise to an
internal category X(f0) with (X(f0))k given by the pullbacks (10.1)
and (10.4). This construction is also well behaved with respect to
pullbacks, as spelled out in Lemma 10.1.1.
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In Proposition 10.1.5 we apply this general construction to X ∈
Catnwg, viewed as an internal category in Catn−1wg in direction 1. Upon
application of the functor Jn−1 : Catn−1wg → [∆n−2op ,Cat ] (which, being
fully faithful, preserves pullbacks) the pullbacks (10.1) and (10.4) give
rise to pullbacks in [∆n−2op ,Cat ] (we omit writing Jn−1 explicitly for
ease of notation). These pullbacks are computed levelwise, that is for
each k ∈ ∆n−2op they give rise to a pullback in Cat .
The additional conditions imposed in the hypotheses of Proposition
10.1.5 are such that the above levelwise pullbacks in Cat are pullbacks
along isofibrations which are surjective on objects and the same is true
after application of the functor p(r,n−1) for each 1 < r < n.
Two properties of pullbacks in Cat along isofibrations are particu-
larly relevant for us:
a) They are preserved by p (Lemma 4.1.5)
b) They preserve objects of Cathd (Lemma 10.1.3)
In the proof of Proposition 10.1.5 we show that property a) im-
plies that the n-fold category X(f0) satisfies the hypotheses of Propo-
sition 6.2.10 b), and thus X(f0) ∈ Catnwg, while property b) implies (via
Lemma 10.1.4) that X(f0)→ X is an n-equivalence.
From the fact that isofibrations are stable under pullbacks we also
deduce in the proof of Proposition 10.1.5 that the map V (X) : X(f0)→
X is levelwise an isofibration in Cat which is surjective on objects, and
the same holds for p(r,n)V (X) and, under additional conditions on f0,
for q(r,n)V (X). This will be used in Section 10.2.2 in the definition of
the functors Vn and Fn, where the construction X(g0) will be used for
a map g0 of the form V (X).
In Corollary 10.1.6 we show that the construction X(f0) is well be-
haved with respect to pullbacks. The proof relies on the corresponding
property of the construction of Lemma 10.1.1. These properties will
be used to study the behaviour with respect to pullbacks of Vn and of
Fn in Section 10.2.2, in Corollary 10.2.4 and Corollary 10.2.6. In turn,
this will play an important role in the construction of the functor Gn
in Section 10.3.4.
Lemma 10.1.1. Let C be a category with finite limits; let X ∈ Cat C
and f0 : X ′0 → X0 be a morphism in C. There is X(f0) ∈ Cat C with
X(f0)0 = X
′
0 and X(f0)1 given by the pullback in C
X(f0)1 //

X ′0 ×X0
f0×f0

X1
(∂0,∂1) // X0 ×X0
(10.1)
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and a morphism in Cat C
V (X) : X(f0)→ X.
Further, given a diagram X → Z ← Y in Cat C and morphisms in
C f0 : X ′0 → X0, g0 : Y ′0 → Y0, h0 : Z ′0 → Z0, X ′0 → Z ′0, Y ′0 → Z ′0
marking the following diagram commute
X ′0 //
f0

Z ′0
h0

Y ′0oo
g0

X0 // Z0 Y0oo
Then
(X×Z Y )(f0×h0 g0) = X(f0)×Z(h0) Y (g0) (10.2)
V (X×Z Y ) = V (X)×V (Z) V (Y ) (10.3)
Proof. Let ∂′i = pri v : X(f0)1 → X ′0, i = 0, 1 where pr0, pr1 are
the two projections, so that v = (∂′0, ∂′1) and ∂if1 = f0∂′i, i = 0, 1. We
have
(∂0, ∂1)c(f1, f1) = (∂0 pr0(f1, f1), ∂1 pr1(f1, f1)) =
= (f0∂
′
1 pr0, f0∂
′
2 pr1) = (f0 × f0)(∂′0 pr0, ∂′1 pr1) .
So there is a map
c′ : X(f0)1×Y0 X(f0)1 → X(f0)1
making the following diagram commute:
X(f0)1×Y0 X(f0)1 c′ //
(f1,f1)

(∂′0 pr0,∂
′
1 pr1)
**
X(f0)1
v=(∂′0,∂
′
1)
//
f1

X ′0 ×X ′0
f0×f0

X1×X0 X1 c // X1 (∂0,∂1)
// X0 ×X0
In particular
∂′ic
′ = ∂′i pri i = 0, 1 .
The other axioms of internal category for X(f0) follow immediately
from the axioms for X and the universal property of pullbacks. The
morphism V (X) : X(f0)→ X is given by (f0, f1).
Given X → Z ← Y as in the hypothesis, we have
{(X×Z Y )(f0×h0 g0)}0 = X ′0×Z′0 Y ′0 = {X(f0)}0×{Z(h0)}0 {Y (g0)}0
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and the pullback in C
{(X×Z Y )(f0×h0 g0}1 //

(X ′0×Z′0 Y ′0)× (X ′0×Z′0 Y ′0)

X1×Z1 Y1 // (X0×Z0 Y0)× (X0×Z0 Y0)
Since
(X0×Z0 Y0)× (X0×Z0 Y0) = (X0 ×X0)×(Z0×Z0) (Y0 × Y0)
and similarly for X ′0, Z ′0, Y ′0 we conclude that
{(X×Z Y )(f0×h0 g0)}1 = {X(f0)}1×{Z(h0)}1 {Y (g0)}1 .
Thus (10.2) and 10.3 follow.

Remark 10.1.2. Note that for each k ≥ 2, there is a pullback in C
X(f0)k = X(f0)1×Y0
k· · ·×Y0 X(f0)1 //

Y0× k+1· · ·× Y0
f0× k+1··· × f0

Xk = X1×X0
k· · ·×X0 X1 // X0×
k+1· · ·× X0
(10.4)
Lemma 10.1.3. Let
P //

C
f

A s
// B
be a pullback in Cat with f an isofibration and with A,B,C ∈ Cathd.
Then P ∈ Cathd.
Proof. Since f is an isofibration and A ' Ad, B ' Bd, C ' Cd,
we have
P ' A ps×B C ' Ad×Bd Cd
and therefore P ∈ Cathd. 
Lemma 10.1.4. Let
P //
h

C
f

A g
// B
be a pullback in [∆n−1op ,Cat ] with A,B,C ∈ Catnwg and f an n-equivalence
which is a levelwise isofibration in Cat and the same holds for p(r,n)f
for all 1 < r ≤ n. Then
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a) For each 1 < r ≤ n there is a pullback in [∆r−2op ,Cat ]
p(r,n)P //

p(r,n)C

p(r,n)A // p(r,n)B
b) h is an n-equivalence.
c) Suppose, further, that q(r,n)f is a levelwise isofibration in Cat
for all 1 < r ≤ n. Then for each 1 < r ≤ n there is a pullback
in [∆r−2op ,Cat ]
q(r,n)P //

q(r,n)C

q(r,n)A // q(r,n)B
Proof. By induction on n. When n = 2, for each k ∈ ∆op there is
a pullback in Cat
Pk //
hk

Ck
fk

Ak gk
// Bk
where fk is an isofibration. Thus, by Lemma 4.1.5, there is a pullback
in Set
(p(2)P )k = pPk //

pCk = (p
(2)P )k

(p(2)A)k = pAk // pBk = (p
(2)B)k
Since this holds for each k, there is a pullback in Cat
p(2)P //

p(2)C

p(2)A // p(2)B
which proves a). The proof of c) is similar. As for b), since f is an
isofibration, P is equivalent to the pseudo-pullback A
ps×B C; since f is
an equivalence of categories, the latter is equivalent to A.
Suppose, inductively, that the lemma holds for (n− 1).
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a) For each k ∈ ∆n−1op there is a pullback in Cat
Pk //
hk

Ck
fk

Ak gk
// Bk
where fk is an isofibration. Thus, by Lemma 4.1.5, there is a pullback
in Set
(p(n)P )k = pPk //

pCk = (p
(n)P )k

(p(n)A)k = pAk // pBk = (p
(n)B)k
Since this holds for each k, there is a pullback in [∆n−2op ,Cat ]
p(n)P //

p(n)C

p(n)A // p(n)B
(10.5)
which is a) for r = n. Since (10.5) satisfies the inductive hypothesis we
deduce a pullback in [∆r−2op ,Cat ] for each 1 < r ≤ n− 1
p(r,n)P //

p(r,n)C

p(r,n)A // p(r,n)B
(10.6)
b) By part a), there is a pullback in Cat
p(2,n)P //

p(2,n)C

p(2,n)A // p(2,n)B
and therefore, at object level, a pullback in Set
P d0 //

Cd0

Ad0 // B
d
0
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Let (a, c), (a′, c′) ∈ P d0 . Then there is a pullback in Catn−1wg
P ((a, c), (a′, c′)) //
h((a,c),(a′,c′))

C(c, c′)

A(a, a′) // B(ga, ga′)
By hypothesis, this satisfies the induction hypothesis so h((a, c), (a′, c′))
is a (n− 1)-equivalence.
We also have the pullback
p(n)P //
p(n)h

p(n)C
p(n)f

p(n)A // p(n)B
with p(n)f a (n−1)-equivalence and thus by inductive hypothesis p(n)h
is a (n− 1)-equivalence. We conclude that h is an n-equivalence.
c) The proof is completely analogous to the one of part a). 
In the following Proposition we use the construction of Lemma
10.1.1 for X ∈ Catnwg (viewed as internal category in Catn−1wg in di-
rection 1) for a particular choice of a map f0 : Y0 → X0 in Catn−1hd such
that the map V (X) : X(f0) → X is an n-equivalence and has other
desirable properties. This result will be used in the next section in the
proofs of Propositions 10.2.3 and 10.2.5.
Proposition 10.1.5. Let X ∈ Catnwg and f0 : Y0 → X0 be a mor-
phism in Catn−1hd such that, for each 1 < r < n, f0 and p
(r,n−1)f0 are
levelwise isofibrations in Cat which are surjective on objects. Then
a) X(f0) ∈ Catnwg and
p(r,n)(X(f0)) = (p
(r,n)X)(p(r−1,n−1)f0);
b) The map V (X) : X(f0)→ X is an n-equivalence;
c) V (X) is levelwise an isofibration in Cat surjective on objects,
and the same is true for p(r,n)V (X) for all 1 < r ≤ n.
d) If X ∈ Catnhd, X(f0) ∈ Catnhd.
e) Suppose, further, that for each 1 < r < n, q(r,n−1)f0 is a level-
wise isofibration in Cat which is surjective on objects. Then
q(r,n)(X(f0)) = (q
(r,n)X)(q(r−1,n−1)f0);
and q(r,n)V (X) is a levelwise isofibration surjective on objects,
for all 1 < r ≤ n.
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Proof. By induction on n. Let n = 2. Since X(f0) ∈ Cat2 and
Y0 ∈ Cathd, to show thatX(f0) ∈ Cat2wg it is enough to show (by Lemma
6.2.8) that pX(f0) ∈ NCat . That is, for each k ≥ 2
p(X(f0))k = p(X(f0))1×p(X(f0))0
k· · ·×p(X(f0))0 p(X(f0))1 .
We show this for k = 2, the case k > 2 being similar. From Remark
10.1.2,
X(f0)2 = (X1×X0 X1)×X0×X0×X0 (Y0 × Y0 × Y0) .
Since f0 is an isofibration, using Lemma 4.1.5, the fact that p(2)X ∈ Cat
and the fact that p preserves products, we obtain
pX(f0)2 = p(X1×X0 X1)×p(X0×X0×X0) p(Y0 × Y0 × Y0) = (10.7)
=(pX1×pX0 pX1)×pX0×pX0×pX0 pY0 × pY0 × pY0 . (10.8)
On the other hand,
pX(f0)1×pX(f0)0 pX(f0)1 =
= (pX1×pX0× pX0 (pY0× pY0))×pX0×pX0 pY0 (pX1×pX0× pX0 (pY0× pY0)) =
= (pX1×pX0 pX1)×(pX0× pX0)×pX0 (pX0× pX0) (pY0× pY0)×pY0 (pY0× pY0) =
= p(X1×X0 X1)×pX0×pX0×pX0 (pY0 × pY0 × pY0) .
Therefore
pX(f0)2 = pX(f0)1×pX(f0)0 pX(f0)1 .
The case k > 2 is similar. This shows X(f0) ∈ Cat2wg. From (10.7) we
see that
p(2)(X(f0)) = (p
(2)X)(pf0).
This concludes the proof of a) when n = 2.
We now show that X(f0) → X is a 2-equivalence. Let a, b ∈ Y d0 .
We have a pullback in Cat
X(f0)(a, b) //
V (X)(a,b)

Y0(a)× Y0(b)

X1(f0a, f0b) // X0(f0a)×X0(f0b)
(10.9)
Since X0, Y0 ∈ Cathd, Y0(a)→ X0(f0(a)) is an equivalence of categories
hence it is in particular fully faithful. Thus by Lemma 4.1.6, V (X)(a, b)
is also fully faithful. Applying Lemma 4.1.5 to (10.9) we obtain a
pullback in Set
pX(f0)(a, b) //

pY0(a)× pY0(b)

pX1(f0a, f0b) // pX0(f0a)× pX0(f0b)
(10.10)
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Since, by hypothesis, Y0 → X0 is surjective on objects, the right vertical
map in (10.10) is surjective, therefore such is the left vertical map in
(10.10). Thus
X(f0)(a, b)→ X1(f0a, f0b)
is essentially surjective on objects and in conclusion it is an equivalence
of categories.
To show that V (X) : X(f0)→ X is a 2-equivalence, it is enough to
show (by Proposition 8.1.14) that pp(2)V (X) is surjective. This follows
from the fact that p(2)V (X) is surjective on objects as pf0 is surjective
(since by hypothesis f0 is surjective on objects). This concludes the
proof of b) in the case n = 2. Using Remark 10.1.2 and the fact that
isofibrations are stable under pullbacks, c) follows.
Finally, if X ∈ Cat2hd, since by a) X(f0) ∈ Cat2wg and V (X) is a
2-equivalence, it follows from Proposition 6.2.4 that X(f0) ∈ Cat2hd,
proving d) in the case n = 2. The proof of part e) for the case n = 2
is completely similar to the one of part a).
Suppose, inductively, that the proposition holds for (n − 1), let
X ∈ Catnwg and f0 be as in the hypothesis.
a) We show that X(f0) ∈ Catnwg by proving that it satisfies the
hypothesis of Proposition 6.2.10 b). By the general construction of
Lemma 10.1.1, X(f0) ∈ Catn and (X(f0))0 = Y0 ∈ Catn−1hd . Since
X ∈ Catnwg, X•0 ∈ Catn−1hd and we have a pullback in [∆n−2
op
,Cat ]
X(f0)10 //

Y00 × Y00
f00×f00

X10 // X00 ×X00
(10.11)
where, by hypothesis, f00 and p(r,n−2)f00 is levelwise an isofibration in
Cat , which is surjective on objects. Thus (10.11) satisfies the induction
hypothesis c) and we conclude that (X(f0))•0 ∈ Catn−1hd . In particular,
(X(f0))s0 ∈ Catn−2hd . Thus hypothesis i) in Proposition 6.2.10 holds.
To show that hypothesis ii) holds, we need to show that pJnX(f0) ∈
N(n−1)Catn−1wg . Let r ∈ ∆n−2op ; by construction,
(X(f0))2r = {X1r×X0r X1r}×X0r×X0r×X0r {Y0r × Y0r × Y0r} .
Since, by hypothesis, (f0)r is an isofibration, by Lemma 4.1.5 we obtain
p(X(f0))2r = p{X1r×X0r X1r}×p{X0r×X0r×X0r} p{Y0r × Y0r × Y0r} .
Since X ∈ Catnwg, p(n)X ∈ Catn−1wg and since (p(n−1)Xj)r = pXjr we have
p{X1r×X0r X1r} = p(X1r)×p(X0r) p(X1r)
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As p commutes with products, we obtain
p(X(f0))2r = {pX1r×pX0r pX1r}×pX0r×pX0r×pX0r {pY0r × pY0r × pY0r} .
Since this holds for all r, it follows that
pX(f0)2 = pX(f0)1×pX(f0)0 pX(f0)1 .
Similarly for each k > 2,
pX(f0)k = pX(f0)1×pX(f0)0
k· · ·×pX(f0)0 pX(f0)1 .
We conclude that
pJnX(f0) = (p
(n)X)(p(n−1)f0) . (10.12)
The map p(n)f0 satisfies the inductive hypothesis a) and we therefore
conclude that pJnX(f0) ∈ Catn−1wg . Thus X(f0) satisfies the hypotheses
of Proposition 6.2.10b) and we conclude that X(f0) ∈ Catnwg.
It also follows from (10.12) that
p(n)(X(f0)) = (p
(n)X)(p(n−1)f0).
Using the induction hypothesis we further obtain
p(r,n)(X(f0)) = p
(r,n−1)p(n)(X(f0)) =
= p(r,n−1)(p(n)X)(p(n−1)f0) =
= (p(r,n−1)p(n)X)(p(r−1,n−2)p(n−1)f0) =
= (p(r,n)X)(p(r−1,n−1)f0).
This completes the proof of a).
b) Let a, b ∈ Y d0 . There is a pullback in Catn−1wg
X(f0)(a, b) //

Y0(a)× Y0(b)

X(f0a, f0b) // X0(f0a)×X0(f0b)
Since X0(f0a), Y0(a) ∈ Catn−1hd and Y0(a)d = {a} ∼= {f0a} = X0(f0a)d,
the map Y0(a)→ X0(f0a) is an n-equivalence (by Lemma 5.2.2). Also,
this map is a levelwise isofibration in Cat (as such is Y0 → X0). It
follows from Lemma 10.1.4 that
X(f0)(a, b)→ X(f0a, f0b)
is a (n− 1)-equivalence.
Finally, since by hypothesis p(2,n−1)X(f0) is surjective on objects,
p(1,n−1)X(f0) is surjective. By a), this is the object part of the map
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p(2,n)X(f0) → p(2,n)X which implies that p(1,n)X(f0) → p(1,n)X is sur-
jective. By Proposition 8.1.14, we conclude that X(f0) → X is an
n-equivalence.
c) By construction there are pullbacks in [∆n−2op ,Cat ], for each
k ≥ 2
X(f0)1 //
V (X)1

Y0 × Y0

X1 // X0 ×X0
X(f0)k //
V (X)k

Y0× k+1· · ·× Y0

Xk // X0× k+1· · ·× X0
Since pullbacks in [∆n−2op ,Cat ] are computed pointwise, for each r ∈
∆n−2
op there are pullbacks in Cat
X(f0)1r //
V (X)1r

Y0r × Y0r
f0r×f0r

X1r // Y0r × Y0r
X(f0)kr //
V (X)kr

Y0r× k+1· · ·× Y0r
f0r× k+1··· × f0r

Xkr // X0r× k+1· · ·× X0r
Since, by hypothesis, f0r is an isofibration and isofibrations are stable
under pullbacks, V (X)1r and V (X)kr are isofibrations. Since the object
functor ob : Cat → Set preserves pullbacks, we also have pullbacks in
Set
obX(f0)1r //
ob V (X)1r

ob Y0r × ob Y0r
ob f0r×ob f0r

obX1r // ob Y0r × ob Y0r
obX(f0)kr //
ob V (X)kr

ob Y0r× k+1· · ·× ob Y0r
ob f0r× k+1··· × ob f0r

obXkr // obX0r× k+1· · ·× obX0r
Since, by hypothesis, ob f0r is surjective, such are ob (V (X)1r) and
ob (V (X)kr). In conclusion, V (X) is levelwise an isofibration surjec-
tive on objects.
By part a)
p(r,n)(X(f0)) = (p
(r,n)X)(p(r−1,n−1)f0)
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and by hypothesis p(r−1,n−1)f0 is levelwise an isofibration surjective on
objects. By induction hypothesis applied to p(r,n)X we deduce that
p(r,n)V (X) is also a levelwise isofibration surjective on objects.
d) This follows from a) and b) using Proposition 6.2.4.
e) Reasoning as in part a) it is easy to see that
qJnX(f0) = (q
(n)X)(q(n−1)f0)
from which we deduce that
q(n)(X(f0)) = (q
(n)X)(q(n−1)f0).
The rest follows by a similar argument as in parts a) and c).

We next study the behaviour of the construction of Proposition
10.1.5 with respect to pullbacks.
Corollary 10.1.6.
a) Suppose that X → Z ← Y is a diagram in Catnwg such that
X×Z Y ∈ Catnwg and suppose we have a commuting diagram in
Catn−1wg
X ′0 //
f0

Z ′0
h0

Y ′0oo
g0

X0 // Z0 Y0oo
such that X ′0×Z′0 Y ′0 ∈ Catn−1wg , then
(X×Z Y )(f0×h0 g0) ∼= X(f0)×Z(h0) Y (g0) ,
V (X×Z Y ) = V (X)×V (Z) V (Y )
b) Suppose, further, that f0, g0, h0, p(r,n−1)f0, p(r,n−1)g0, p(r,n−1)h0
are levelwise isofibrations in Cat surjective on objects for all
1 < r < n and
p(r,n)(X×Z Y ) = p(r,n)X×p(r,n)Z p(r,n)Y
for all 1 ≤ r ≤ n. Then
p(r,n){(X×Z Y )(f0×h0 g0)} ∼=
∼= p(r,n){X(f0)}×p(r,n){Z(h0)} p(r,n){Y (g0)}
(10.13)
c) If, in addition, q(r,n−1)f0, q(r,n−1)h0, q(r,n−1)g0, are levelwise
isofibrations in Cat surjective on objects for all 1 < r < n and
q(r,n)(X×Z Y ) = q(r,n)X×q(r,n)Z q(r,n)Y
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for all 1 ≤ r ≤ n, then
q(r,n){(X×Z Y )(f0×h0 g0)} ∼=
∼= q(r,n){X(f0)}×q(r,n){Z(h0)} q(r,n){Y (g0)}
Proof.
a) This follows from Lemma 10.1.1, taking C = Catn−1wg .
b) By hypothesis and by part a)
(p(r,n)(X×Z Y ))(p(r−1,n−1)f0×p(r−1,n−1)h0 p(r−1,n−1)g0) ∼=
∼= (p(r,n)X×p(r,n)Z p(r,n)Y )(p(r−1,n−1)f0×p(r−1,n−1)h0 p(r−1,n−1)g0) ∼=
∼= (p(r,n)X)(p(r−1,n−1)f0)×(p(r,n)Z)(p(r−1,n−1)h0) (p(r,n)Y )(p(r−1,n−1)g0) .
By Proposition 10.1.5
(p(r,n)X)(p(r−1,n−1)f0) = p(r,n)(X(f0))
and similarly for Y, Z and X×Z Y . Therefore from above we obtain
10.13.
c) The proof is completely analogous to the one of b), with q(r,n) in
place of p(r,n), and using Proposition 10.1.5 e).

10.2. Weakly globular n-fold categories and functorial
choices of homotopically discrete objects
In this section we show (Proposition 10.2.5) that we can functorially
approximate up to n-equivalence a weakly globular n-fold category X
with a better behaved one FnX in which the homotopically discrete
(n− 1)-fold category at level 0 admits a functorial choice of section to
the discretization map. The functor Fn will be used in Section 10.3
to construct the functor Gn : Catnwg → FCatnwg which will then lead in
Section 11.1 to the discretization functor from Catnwg to Tan.
10.2.1. The idea of the functors Vn and Fn. The functor Fn
is based on the construction X(f0) of the previous section given in
Proposition 10.1.5 for an appropriate choice of the map f0 : Y0 → X0.
When n = 2 we define
F2X = X(uX0)
where uX0 : DecX0 → X0 is as in Section 3.5. Since uX0 is an isofibra-
tion surjective on objects (see Lemma 10.2.1), by Proposition 10.1.5
this replaces X with a 2-equivalent F2X in which (F2X)0 = DecX0.
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As observed in Section 3.5, DecX0 is homotopically discrete and has a
functorial choice of section to the discretization map.
When n > 1 the construction of FnX is again based on Proposition
10.1.5 but for a more complex choice of the map f0 : Y0 → X0. We
build the appropriate map in Proposition 10.2.3 where we construct a
functor
Vn : Cat
n
hd → Catnhd
together with a map
vn(X) : VnX → X
for all X ∈ Catnhd satisfying the hypotheses needed to apply Proposi-
tion 10.1.5 and such that if h : X → Y is a morphism in Catnhd, the
following diagram commutes for appropriate choices of sections to the
discretization maps VnX → (VnX)d and VnY → (VnY )d.
VnX // VnY
(VnX)
d //
OO
(VnY )
d
OO (10.14)
The construction of Vn is inductive on dimension, starting with V1X =
DecX and v1(X) = uX : DecX → X as in Section 3.5; By Lemma
10.2.1, v1(X) is an isofibration and is surjective on objects.
Having defined inductively Vn−1 and vn−1(X0) : Vn−1(X0) → X0,
we define
FnX = X(vn−1(X0))
and we define Vn(X) via the pullback in [∆n−1
op
,Cat ]
Vn(X)
h //
l

FnX
r

d(n,2) Dec q(2,n)FnX
u′ // d(n,2)q(2,n)FnX
(10.15)
where
u′ = u(q(2,n)FnX).
The map vn(X) : VnX → X is defined by the composite
vn(X) : VnX
h−−→ FnX fn(X)−−−→ X .
where the map fn(X) is as in Proposition 10.1.5 (we adopted the no-
tation fn(X) instead of V (X)). By the definition of Vn(X) in (10.15)
in order to construct the map
γ′VnX : (VnX)
d → VnX
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we need to construct maps
t : (VnX)
d → d(n−2) Dec q(2,n)FnX, s : (VnX)d → FnX
such that u′t = rs, where u′, r are as in (10.15). It is not difficult to
show that
(VnX)
d = d(n,2)(Dec q(2,n)FnX)
d = d(1)(Vn−1X0)d.
This gives rise to natural maps
t : (VnX)
d = d(n,2)(Dec q(2,n)FnX)
d → d(n,2) Dec q(2,n)FnX .
and
s : (VnX)
d = d(1)(Vn−1X0)d
d(1)v−−−→ d(1)(FnX)0 αFnX−−−→ FnX .
where
(FnX)
d
0 = (Vn−1X0)
d v−→ Vn−1X0 = (FnX)0 .
is given by the inductive hypothesis and α is the counit of the adjunc-
tion d a ob . In the proof of Proposition 10.2.3 we show that t and s
define γ′VnX : (VnX)
d → VnX with the required properties.
In the course of this proof we thus define a functor
Fn : Cat
n
hd → Catnhd
by
FnX = X(vn−1(X0))
for vn−1(X0) : Vn−1X0 → X0 in Catn−1hd . In Proposition 10.2.5 we extend
this to a functor
Fn : Cat
n
wg → Catnwg
again defined by
FnX = X(vn−1(X0))
Since (FnX)0 = Vn−1X0 the functoriality of the sections to the dis-
cretization map of (FnX)0 follows immediately from (10.14).
The functors Vn and Fn are well behaved with respect to pullbacks,
and this plays an important role in the construction of the functor Gn in
Section 10.3.4 (see also the informal discussion in Section 10.3.3 about
this point). The proofs of these facts are based on the properties with
respect to pullbacks of the general constructions of Lemma 10.1.1 and
Corollary 10.1.6. In Corollary 10.2.4, we show that given a diagram in
Catnhd
X → Z ← Y
such that X×Z Y ∈ Catnhd and such that this pullback is preserved by
p(r,n) and q(r,n) (for each 1 ≤ r ≤ n), then this pullback is also preserved
by Vn, p(r,n)Vn and q(r,n)Vn.
Segal-type models of higher categories 210
We then deduce in Corollary 10.2.6 a similar property for the func-
tor Fn. Namely, given a diagram in Catnwg
X → Z ← Y
such that X×Z Y ∈ Catnwg and such that this pullback is preserved by
p(r,n) and q(r,n) (for each 1 ≤ r ≤ n), then this pullback is also preserved
by Fn, p(r,n)Fn and q(r,n)Fn.
10.2.2. The functors Vn and Fn. In this section we construct
the functors Vn and Fn and we study their properties.
Lemma 10.2.1. If X ∈ Cathd, DecX ∈ Cathd and the map uX :
DecX → X as in Section 3.5 is an isofibration surjective on objects.
Proof. Since X ∈ Cathd, X = A[f ] for a surjective map of sets
f : A → B, where A[f ] is as in Definition 5.4.1. Thus DecX =
(A×B A)[d0] where d0 : A×B A → A, d0(x, y) = x. The source and
target maps
d˜0, d˜1 : (DecX)1 = A×B A×B A→ (DecX)0 = A×B A
are d˜0(x, y, z) = (x, y), d˜1(x, y, z) = (x, z).
Given (x, y) ∈ (DecX)0 and an isomorphism (uX(x, y) = y, z) ∈
X1, we have (x, y, z) ∈ (DecX)1 with d˜1(x, y, z) = (x, z). In picture:
(x, y) = d˜0(x, y, z)
(x,y,z)
//

(x, z) = d˜1(x, y, z)

uX(x, y) = y
(y,z)=uX(x,y,z)
// uX(x, z) = z
By definition, this shows that uX : DecX → X is an isofibration.
It is also surjective on objects since (uX)1 = pr2 : A×B A → A is
surjective. 
In the following the notation d(n,j) is as in 8.1.8.
Lemma 10.2.2.
a) Let A ∈ Catnhd, B,C ∈ Set and consider the pullback in [∆n−1op ,Cat ]
Q //

A

d(n,1)C // d(n,1)B
then Q ∈ Catnhd.
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b) Let X ∈ Catnhd, Z ∈ Cathd and consider the pullback in [∆n−1op ,Cat ]
P //

X

d(n,2)Z // d(n,2)q(2,n)X
Then P ∈ Catnhd.
Proof. By induction on n.
In the case n = 1 for a), since dB is discrete, A→ dB is an isofibration,
therefore
Q = A×dB dC ' A
ps×dB dC ' Ad×dB dC .
Hence Q ∈ Cathd. The case n = 2 for b) is Lemma 8.3.1.
Suppose, inductively, that the lemma holds for (n− 1).
a) for each k ≥ 0 there is a pullback in [∆n−2op ,Cat ]
Qk //

Ak

d(n−1,1)Ck // d(n−1,1)Bk
Therefore, by inductive hypothesis a), Qk ∈ Catn−1hd . For each r =
(r1, ..., rn−1) ∈ ∆n−1op , we have a pullback in Cat
Qr //

Ar

dC // dB
Since p commutes with fiber products over discrete objects, we have a
pullback in Set
pQr //

pAr

C // B
It follows that there is a pullback in [∆n−2op ,Cat ]
p(n)Q //

p(n)A

d(n−1,1)C // d(n−1,1)B
By inductive hypothesis a) we conclude that p(n)Q ∈ Catnhd. By defini-
tion, this means that Q ∈ Catnhd.
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b) For each k ≥ 0, there is a pullback in [∆n−2op ,Cat ]
Pk //

Xk

d(n−1,1)Zk // d(n−1,1)q(1,n−1)Xk
Since Xk ∈ Catn−1hd (as X ∈ Catnhd), by part a) this implies that Pk ∈
Catn−1hd . Since p
(n) commutes with fiber products over discrete objects,
we also have a pullback in [∆n−2op ,Cat ]
p(n)P //

p(n)X

d(n−1,2)q(2,n)Z // d(n−1,2)q(2,n)X
where p(n)X ∈ Catn−1hd . By inductive hypothesis b), p(n)P ∈ Catn−1hd .
Hence by definition, P ∈ Catnhd. 
Proposition 10.2.3. For each n ≥ 1, there is a functor
Vn : Cat
n
hd → Catnhd
with a map
vn(X) : VnX → X
natural in X ∈ Catnhd such that
a) vn(X) is a levelwise isofibration in X ∈ Catnhd which is sur-
jective on objects and, for all 1 < r ≤ n, the same holds for
p(r,n)vn(X) and q(r,n)vn(X) for all 1 < r ≤ n.
b) Vn is identity on discrete objects and preserves pullbacks over
discrete objects.
c) If h : X → Y is a morphism in Catnhd, the following diagram
commutes for appropriate choices of sections to the discretiza-
tion maps VnX → (VnX)d and VnY → (VnY )d.
VnX // VnY
(VnX)
d //
OO
(VnY )
d
OO
Proof. By induction on n. For n = 1, let V1X = DecX and
v1(X) = uX : DecX → X as in Section 3.5. By Lemma 10.2.1, v1(X)
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is an isofibration and is surjective on objects. Also Dec preserves pull-
backs. Given a morphism h : X → Y in Cathd, we have a commutative
diagram
DecX
Dech // DecY
(DecX)d = dX0
dh0 //
OO
(DecY )d = dY0
OO
where dX0 → DecX and dY0 → DecY are the functorial sections to
the discretization maps as in Section 3.5.This proves the lemma in the
case n = 1. Suppose, inductively, that it holds for (n − 1) and let
X ∈ Catnhd.
a) Let
FnX = X(vn−1(X0))
where vn−1(X0) : Vn−1X0 → X0 is given by the inductive hypothesis
applied to X0 ∈ Catn−1hd and X(vn−1(X0)) is as in Lemma 10.1.1. By in-
ductive hypothesis a), vn−1(X0) satisfies the hypothesis of Proposition
10.1.5 and thus FnX ∈ Catnhd.
We define VnX via the pullback in [∆n−1
op
,Cat ]
VnX
hn(X) //
l

FnX
r

d(n,2) Dec q(2,n)FnX
u′ // d(n,2)q(2,n)FnX
(10.16)
where
u′ = u(q(2,n)FnX)
Since FnX ∈ Catnhd, q(2,n)FnX ∈ Cathd, hence Dec q(2,n)FnX ∈ Cathd.
Thus by Lemma 10.2.2, VnX ∈ Catnhd.
For each k ∈ ∆n−1op , there is a pullback in Cat
(VnX)k
(hn(X))k //

(FnX)k
rk

d(d(n,2) Dec q(2,n)FnX)k
u′k // d(d(n,2)q(2,n)FnX)k .
(10.17)
The bottom horizontal map is an isofibration since the target is discrete;
hence, since isofibrations are stable under pullback, (hn(X))k is also an
isofibration. The bottom horizontal map in (10.17) is also surjective
on objects since
ob(u′k) : (N Dec q
(2,n)FnX)k1 → (Nq(2,n)FnX)k1
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is surjective for all k1 ≥ 0, where N : Cat → [∆op , Set] is the nerve
functor. Since ob((hn(X))k) is the pullback of ob(u′k), it follows that
(hn(X))k is also surjective on objects.
By inductive hypothesis a) the map vn−1(X0) : Vn−1X0 → X0 satis-
fies the hypothesis of Proposition 10.1.5, and thus the map (which we
now denote by fn(X) instead of V (X)),
fn(X) : FnX = X(vn−1(X0))→ X
is a levelwise isofibration surjective on objects. We conclude from above
that the same holds for the composite map
vn(X) : VnX
hn(X)−−−−−→ FnX fn(X)−−−→ X .
We now show that p(n,r)vn(X) is a levelwise isofibration surjective
on objects for all r. Since, by Proposition 10.1.5 c), this holds for
p(r,n)V (X), it is sufficient to show this for p(r,n)hn(X).
Since p(r,n) commutes with pullbacks over discrete objects, we have
a pullback in [∆r−1op ,Cat ]
p(r,n)VnX
p(r,n)hn(X) //

p(r,n)FnX

d(r,2) Dec q(2,n)FnX // d
(r,2)q(2,n)FnX .
Using a similar argument as above we conclude that p(r,n)hn(X) is a
levelwise isofibration surjective on objects.
Finally, by inductive hypothesis a) the map vn−1(X0) : Vn−1X0 →
X0 satisfies the hypothesis of Proposition 10.1.5 e), and thus the map
q(r,n)fn(X) is a levelwise isofibration surjective on objects. To show
that the same holds for q(r,n)vn(X) it is therefore enough to show it for
q(r,n)hn(X).
Since q(r,n) commutes with pullbacks over discrete objects, we have
a pullback in [∆r−1op ,Cat ]
q(r,n)VnX
p(r,n)hn(X) //

q(r,n)FnX

d(r,2) Dec q(2,n)FnX // d
(r,2)q(2,n)FnX .
Using a similar argument as above we conclude that q(r,n)hn(X) is a
levelwise isofibration surjective on objects. This proves a).
b) If X is discrete, FnX = X = d(n,2)q(2,n)X, thus VnX = X. Since,
by inductive hypothesis, Vn−1 commutes with pullbacks over discrete
objets, so does Fn as easily seen. Since q(2,n) commutes with pullbacks
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over discrete objects and Dec commutes with pullbacks, it follows by
construction that Vn commutes with pullbacks over discrete objects.
c) By the definition of Vn(X) in (10.16) in order to construct the map
γ′VnX : (VnX)
d → VnX
we need to construct maps
t : (VnX)
d → d(n−2) Dec q(2,n)FnX, s : (VnX)d → FnX
such that u′t = rs, where u′, r are as in (10.16). By (10.16) , since
q(2,n) commutes with pullbacks over discrete objects,
q(2,n)VnX = Dec q
(2,n)FnX,
so that
q(1,n)VnX = qDec q
(2,n)FnX = (q
(2,n)FnX)0 =
= q(1,n−1)(FnX)0 = q(1,n−1)Vn−1X0 .
It follows that
(VnX)
d = d(n,2)(q(2,n)VnX)
d = d(n,2)(Dec q(2,n)FnX)
d (10.18)
as well as
(VnX)
d = d(1)(FnX)
d
0 = d
(1)(Vn−1X0)d (10.19)
where we denote d(1) : Catn−1 d−→ Cat (Catn−1)
ξ−11∼= Catn.
There is a natural map
(Dec q(2,n)FnX)
d → Dec q(2,n)FnX
and therefore, using (10.18) a corresponding map
t : (VnX)
d = d(n,2)(Dec q(2,n)FnX)
d → d(n,2) Dec q(2,n)FnX .
Note that t is also natural in X. The composite map
(Dec q(2,n)FnX)
d = d(q(2,n)FnX)0 → Dec q(2,n)FnX → q(2,n)FnX
is the counit α of the adjunction d a ob (see Remark 3.3.11) at
(q(2,n)FnX)0, so u′t is the corresponding map
(VnX)
d = d(n,2)d(q(2,n)FnX)0
d(n,2)α
(q(2,n)FnX)−−−−−−−−−−→ d(n,2)(q(n,2)FnX) .
(10.20)
Using (10.19) and the inductive hypothesis on X0, we obtain a natural
map
(FnX)
d
0 = (Vn−1X0)
d v−→ Vn−1X0 = (FnX)0 .
We define s to be the composite
s : (VnX)
d = d(1)(Vn−1X0)d
d(1)v−−−→ d(1)(FnX)0 αFnX−−−→ FnX .
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Since α is natural in X (as it is the counit of the adjunction d a ob )
and v is natural by induction hypothesis, s is also natural in X.
The map r in (10.16) is natural (since Jnr is levelwise unit of the
adjunction q a d), therefore we have a commuting diagram
d(1)(FnX)0
αFnX //
r′

FnX
r

(VnX)
d = d(n,2)q(2,n)d(1)(FnX)0 // d
(n,2)q(2,n)FnX
where the equality on the bottom left corner follows from (10.19).
Thus r′ = d(1)γ(FnX)0 where
γ(FnX)0 : (FnX)0 → (FnX)d0
is the discretization map; d(1)v is a section for r′ since v is a section for
γ(FnX)0 . Hence
rs = rαFnXd
(1)v = (d(n,2)αq(2,n)FnX)r
′(d(1)v) = d(n,2)αq(2,n)FnX .
By (10.20) we conclude that u′s = rt.
Since (VnX)d = d(n,2)(Dec q(2,n)FnX)d, the discretization map
γVnX : VnX → (VnX)d
is the composite
VnX
`−→ d(n,2) Dec q(2,n)FnX d
(n,2)γ−−−−→ d(n,2)(Dec q(2,n)FnX)d
where γ is the discretization map for Dec q(2,n)FnX and l is as in (10.16).
Thus
γV nXγ
′
V nX = d
(n,2)γ`γ′V nX = (d
(n,2)γ)t = Id .
As observed above, by construction both t and s are natural in X, so
by elementary properties of pullbacks, such is γ′V nX . Thus, given a
morphism h : X → Y in Catnhd, there is a commuting diagram
VnX
Vnh // VnY
(VnX)
d
(Vnh)d
//
γ′V nX
OO
(VnY )
d
γ′V nY
OO
as required.

In the following Corollary we establish the properties of Vn with
respect to pullbacks.
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Corollary 10.2.4. Let X → Z ← Y be a diagram in Catnhd such
that X×Z Y ∈ Catnhd and such that, for all 1 ≤ r ≤ n
p(r,n)(X×Z Y ) = p(r,n)X×p(r,n)Z p(r,n)Y , (10.21)
q(r,n)(X×Z Y ) = q(r,n)X×q(r,n)Z q(r,n)Y . (10.22)
Then
a) For all n,
Vn(X×Z Y ) ∼= VnX×VnZ VnY,
vn(X×Z Y ) ∼= vn(X)×vn(Z) vn(Y ).
b) For all 1 ≤ r ≤ n,
p(r,n){Vn(X×Z Y )} = p(r,n)(VnX)×p(r,n)(VnZ) p(r,n)(VnY )
q(r,n){Vn(X×Z Y )} = q(r,n)(VnX)×q(r,n)(VnZ) q(r,n)(VnY )
Proof.
a) Since V1 = Dec commutes with pullbacks, a) holds for n = 1.
Suppose, inductively, that it holds for (n− 1). We claim that
Fn(X×Z Y ) = FnX×FnZ FnY ,
fn(X×Z Y ) = fn(X)×fn(Z) fn(Y ) .
(10.23)
In fact, by construction
Fn(X×Z Y ) = (X×Z Y )(vn−1(X0×Z0 Y0))
where
vn−1(X0×Z0 Y0) : Vn−1(X0×Z0 Y0)→ X0×Z0 Y0 .
Observe that the diagram in Catn−1hd X0 → Z0 ← Y0 satisfies the induc-
tive hypothesis. In fact, since X×Z Y ∈ Catnhd,
(X×Z Y )0 = X0×Z0 Y0 ∈ Catn−1hd
while hypotheses (10.21), (10.22) imply
p(r−1,n−1)(X0×Z0 Y0) = {p(r,n)(X×Z Y )}0 =
= {p(r,n)X×p(r,n)Z p(r,n)Y )}0 = {p(r−1,n−1)X0×p(r−1,n−1)Z0 p(r−1,n−1)Y0)}
and similarly for q(r−1,n−1). By induction hypothesis we deduce
Vn−1(X0×Z0 Y0) = Vn−1X0×Vn−1Z0 Vn−1Y0
vn−1(X0×Z0 Y0) = vn−1(X0)×vn−1(Z0) vn−1(Y0) .
By Corollary (10.1.6) a) it follows that
Fn(X×Z Y ) = (X×Z Y )(vn−1(X0×Z0 Y0)) =
= X(vn−1(X0))×Z(vn−1(Z0)) Y (vn−1(Y0)) = FnX×FnZ FnY
and
fn(X×Z Y ) = fn(X)×fn(Z) fn(Y ) .
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which is (10.23).
By Proposition 10.2.3 a) the following maps
q(2,n)f0, q
(2,n)g0, q
(2,n)h0
p(2,n)f0, p
(2,n)g0, p
(2,n)h0
are isofibrations surjective on objects. Together with hypotheses (10.21)
and (10.22) this means that the hypotheses of Corollary 10.1.6 c) are
satisfied and therefore we conclude that
q(2,n)Fn(X×Z Y ) = q(2,n){(X×Z Y )(fX0×fZ0 fY0)} ∼=
∼= q(2,n){X(fX0)}×q(2,n){Z(fZ0 )} q
(2,n){Y (fY0)} ∼=
∼= q(2,n)FnX×q(2,n)FnZ q(2,n)FnY .
(10.24)
Since Dec commutes with pullbacks, it also follows that
Dec q(2,n)Fn(X×Z Y ) = Dec(q(2,n)FnX×q(2,n)FnZ q(2,n)FnY ) =
= Dec q(2,n)FnX×Dec q(2,n)FnZ Dec q(2,n)FnY .
(10.25)
Since, by construction,
Vn(X×ZY ) = d(n,2) Dec q(2,n)Fn(X×ZY )×d(n,2)q(2,n)Fn(X×Z Y )Fn(X×ZY )
using (10.23), (10.24), (10.25) and the commutation of pullbacks we
conclude that
Vn(X×Z Y ) = VnX×VnZ VnY .
as well as
hn(X×Z Y ) = hn(X)×hn(Z) hn(Y ) .
Since, by definition, vn(X) = hn(X)fn(X) by (10.23) we deduce that
vn(X×Z Y ) = vn(X)×vn(Z) vn(Y ) .
This concludes the proof of a).
b) By (10.23) and Corollary 10.1.6 we have
p(r,n){Fn(X×Z Y )} = p(r,n){(X×Z Y )(fX0×fZ0 fY0)} =
= p(r,n){X(fX0)}×p(r,n){Z(fZ0 )} p
(r,n){Y (fY0)} =
= p(r,n)FnX×p(r,n)FnZ p(r,n)FnY .
(10.26)
Similarly, using Corollary 10.1.6 c) one shows
q(r,n){Fn(X×Z Y )} = q(r,n)FnX×q(r,n)FnZ q(r,n)FnY . (10.27)
In particular this holds for r = 2 from which we deduce
Dec q(2,n){Fn(X×Z Y )} = Dec q(2,n)FnX×Dec q(2,n)FnZ Dec q(2,n)FnY .
(10.28)
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From the definition of VnX, since p(r,n) commutes with pullbacks over
discrete objects, we have a pullback in [∆r−2op ,Cat ]
p(r,n)VnX //

p(r,n)FnX

d(r,2) Dec q(2,n)FnX // d
(r,2)q(2,n)FnX
So in particular
p(r,n)Vn(X×Z Y ) =
= d(r,2) Dec q(2,n){Fn(X×Z Y )}×d(r,2) Dec q(2,n)Fn(X×Z Y ) p(r,n){Fn(X×Z Y )} .
Using (10.26), (10.27). (10.28) and the commutation of pullbacks we
deduce
p(r,n)Vn(X×Z Y ) = p(r,n)VnX×p(r,n)VnZ p(r,n)VnY .
Similarly, since q(r,n) commutes with pullbacks over discrete objects,
we have a pullback in [∆r−2op ,Cat ]
q(r,n)VnX //

q(r,n)FnX

d(r,2) Dec q(2,n)FnX // d
(r,2)q(2,n)FnX
Using (10.27). (10.28) and the commutation of pullbacks we deduce
q(r,n)Vn(X×Z Y ) = q(r,n)VnX×q(r,n)VnZ q(r,n)VnY .

In the proof of Proposition 10.2.3 we defined a functor
Fn : Cat
n
hd → Catnhd
by
FnX = X(vn−1(X0)).
where the map vn−1(X0) : Vn−1X0 → X0 in Catn−1hd is as in Proposition
10.2.3. We now extend this to a functor
Fn : Cat
n
wg → Catnwg
defined by
FnX = X(vn−1(X0)).
where vn−1(X0) : Vn−1X0 → X0 is as in Proposition 10.2.3.
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Proposition 10.2.5. For each n ≥ 2, there is a functor
Fn : Cat
n
wg → Catnwg
and a map
fn(X) : FnX → X
natural in X ∈ Catnwg, such that
i) fn(X) is an n-equivalence.
ii) Fn is identity on discrete objects and preserves pullbacks over
discrete objects.
iii) If f : X → Y is a morphism in Catnwg the following diagram
commutes for appropriate choices of sections to the discretiza-
tion maps (FnX)0 → (FnX)d0 and (FnY )0 → (FnY )d0.
(FnX)0 // (FnY )0
(FnX)
d
0
//
OO
(FnY )
d
0 .
OO
iv) If X ∈ Catnhd, FnX ∈ Catnhd.
Proof. Given X ∈ Catnwg, since X0 ∈ Catn−1hd by Proposition 10.2.3
there is a map
vn−1(X0) : Vn−1X0 → X0
such that vn−1(X0) and p(r,n−1)vn−1(X0) are levelwise isofibrations in
Cat surjective on objects for all 1 < r ≤ (n− 1). Let
FnX = X(vn−1(X0)).
By Proposition 10.1.5, FnX ∈ Catnwg and there is an n-equivalence
which we now denote by fn(X),
fn(X) = V (X) : FnX → X
proving i).
If X is discrete, so is X0, thus by Proposition 10.2.3 vn−1(X0) = Id
and therefore FnX = X.
Let X → Z ← Y be a pullback in Catnwg with Z discrete. By
Proposition 10.2.3,
Vn−1(X0×Z Y0) = Vn−1X0×Z Vn−1Y0
and therefore, as easily checked,
(Fn(X×Z Y ))1 = (FnX)1×Z (FnY )1 .
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It follows that
Fn(X×Z Y ) = FnX×Z FnY
which is ii).
Since (FnX)0 = Vn−1X0, iii) follows from Proposition 10.2.3. Since,
by i), fn(X) is an n-equivalence, iv) follows from Proposition 6.2.4. 
We next study the behaviour of Fn with respect to pullbacks.
Corollary 10.2.6. Let X → Z ← Y be a diagram in Catnwg such
that X×Z Y ∈ Catnwg and such that, for each 1 ≤ r ≤ n
p(r,n)(X×Z Y ) = p(r,n)X×p(r,n)Z p(r,n)Y . (10.29)
q(r,n)(X×Z Y ) = q(r,n)X×q(r,n)Z q(r,n)Y . (10.30)
Then
a) For all n,
Fn(X×Z Y ) ∼= FnX×FnZ FnY
fn(X×Z Y ) ∼= fn(X)×fn(Z) fn(Y ).
b) For all 1 ≤ r ≤ n,
p(r,n){Fn(X×Z Y )} ∼= p(r,n)FnX×p(r,n)FnZ p(r,n)FnY ,
q(r,n){Fn(X×Z Y )} ∼= q(r,n)FnX×q(r,n)FnZ q(r,n)FnY .
Proof.
a) By construction FnX = X(fX0) where vn−1(X0) : Vn−1X0 → X0.
SinceX×ZY ∈ Catnwg,X0×Z0Y0 ∈ Catn−1hd and it satisfies the hypotheses
of Corollary 10.2.4. Therefore
Vn−1(X0×Z0 Y0) ∼= Vn−1X0×Vn−1Z0 Vn−1Y0
so that
vn−1(X0×Z0 Y0) = vn−1(X0)×vn−1(Z0) vn−1(Y0) .
By Corollary 10.1.6 a) it follows that
Fn(X×Z Y ) = (X×Z Y )(vn−1(X0×Z0 Y0)) =
= X(vn−1(X0))×Z(vn−1(Z0)) Y (vn−1(Y0)) = FnX×FnZ FnY
and
fn(X×Z Y ) ∼= fn(X)×fn(Z) fn(Y ).
b) By Proposition 10.2.3 a) the maps
vn−1(X0), vn−1(Y0), vn−1(Z0), vn−1(X0×Z0 Y0)
satisfy the hypotheses of Corollary 10.1.6 b). Further, by hypothesis
(10.29)
p(r−1,n−1)(X0×Z0 Y0) = p(r−1,n−1)X0×p(r−1,n−1)Z0 p(r−1,n−1)Y0 .
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Thus all the hypotheses of Corollary 10.1.6 b) are satisfied and we
conclude that
p(r,n){Fn(X×Z Y )} = p(r,n){(X×Z Y )(vn−1(X0)×vn−1(Z0) vn−1(Y0))} =
= p(r,n){X(vn−1(X0))}×p(r,n){Z(vn−1(Z0))} p(r,n){Y (vn−1(Y0))} =
= p(r,n)FnX×p(r,n)FnZ p(r,n)FnY .
The proof for q(r,n) is similar.

10.3. The category FCatnwg
In this section we introduce the category FCatnwg. We then show in
Theorem 10.3.6 that there is a functor
Gn : Cat
n
wg → FCatnwg
and an n-equivalence, GnX → X for eachX ∈ Catnwg. The construction
ofGn is inductive and uses the functor Fn built in Section 10.1. Namely,
we define G2 = F2 and given Gn−1,
Gn = Gn−1 ◦ Fn
see Definition 10.3.4 and Theorem 10.3.6. In the next chapter, Gn will
be used to define the discretization functor Discn : Catnwg → Tan.
10.3.1. The idea of the category FCatnwg . The idea of the con-
struction of the discretization functor from Catnwg to Tan is to replace
the homotopically discrete substructures in X ∈ Catnwg by their dis-
cretization. As outlined in the introduction to this chapter, this cannot
be done in a functorial way unless there are functorial sections to the
discretization maps of the homotopically discrete substructures.
For this reason, we introduce in this section a new category FCatnwg
in which we have functorial sections to the discretization maps for the
homotopically discrete substructures.
The idea of the category FCatnwg is to modify objects and morphisms
in the category Catnwg by imposing extra structure giving functorial sec-
tions to the discretization maps of the homotopically discrete substruc-
tures in the multinerve of objects of Catnwg. So a map f : A → B of
homotopically discrete k-fold categories (for the appropriate dimension
k) gives rise to a corresponding commuting diagram
A
f // B
Ad
γ′(A)
OO
fd
// Bd
γ′(B)
OO
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where γ(A)γ′(A) = Id, γ(B)γ′(B) = Id, γ(A) : A → Ad and γ(B) :
B → Bd being the discretization maps.
The choice of the maps f : A→ B with respect to which we require
this functorial behavior is as follows. Given X ∈ Catnwg, k, r ∈ ∆sop ,
and a morphism k → r in ∆sop we have a corresponding morphism in
Catn−s−1hd
f : Xk0 → Xr0 . (10.31)
In the definition of the category FCatnwg (see Definition 10.3.1), we im-
pose the commutativity of diagram (10.35) to require the existence of
sections to the discretization maps of Xk0 and Xr0 that behave func-
torially with respect to the map (10.31). We next consider the maps
γ′(X0) : Xd0 → X0, γ′(Xk0) : Xdk0 → Xk0
and the corresponding maps of homotopically discrete objects
(γ′(X0))0 : Xd0 → X00, (γ′(Xk0))h0 : Xdk0 → Xk0h0 (10.32)
for each h ∈ ∆top , 1 ≤ t ≤ n − 3. We then impose the functoriality
of the sections to the discretization maps with respect to the maps
(10.32). That is, we require the commutativity of diagrams (10.36)
and (10.37) in Definition 10.3.1. This defines objects of FCatnwg.
As for morphisms of FCatnwg, given a morphism F : X → Y in Catnwg
and k ∈ ∆sop we obtain a map of homotopically discrete structures
F0 : X0 → Y0, Fk0 : Xk0 → Yk0 (10.33)
for all k ∈ ∆sop . We impose functoriality of the sections to the dis-
cretization maps with respect to the maps (10.33). This translates into
the commutativity of diagrams (10.38) and (10.39) in Definition 10.3.1.
As we will see in the next chapter, the definition of FCatnwg is exactly
what is needed to functorially discretize the homotopically discrete
substructures and thus build a functor Dn : FCatnwg → Tan.
10.3.2. The formal definition of the category FCatnwg . We
now give the formal definition of the category FCatnwg and we establish
its properties.
Definition 10.3.1. Define the category FCatnwg as follows. Let
FCat1wg = Cat . Let FCat2wg have the following objects and morphisms:
i) Objects of FCat2wg are objects of Cat2wg.
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ii) A morphism F : X → Y in FCat2wg is a morphism in Cat2wg
such that the following diagram commutes
X0
F0 // Y0
Xd0
F d0
//
γ′(X0)
OO
Y d0
γ′(Y0)
OO (10.34)
where γ′(X0) and γ′(Y0) are sections to the discretization maps.
For each n > 2, let FCatnwg have the following objects and mor-
phisms:
An object X of FCatnwg consists of X ∈ Catnwg such that for all
k = (k1, ..., ks) ∈ ∆sop , r = (r1, ..., rs) ∈ ∆sop , (1 ≤ s ≤ n − 2) and
morphisms k → r in ∆sop , the corresponding morphisms
f : Xk0 → Xr0
in Catn−s−1hd are such that there are choices of sections to the discretiza-
tion maps
γ(Xk) : Xk0 → Xdk0
γ(Xr) : Xr0 → Xdr0
making the following diagrams commute
i)
Xk0
f // Xr0
Xdk0
fd
//
γ′(Xk0)
OO
Xdr0
γ′(Xr0)
OO
(10.35)
ii) For all h = (h1, . . . , ht) ∈ ∆top , 1 ≤ t ≤ n− 3,
Xd0
(γ′(X0))0 // X00
Xd0
(γ′(X0))d0
// Xd00
γ′(X00)
OO X
d
0
(γ′(X0))h0 // X0h0
Xd0
(γ′(X0))dh0
// Xd0h0
γ′(X0h0)
OO
(10.36)
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Xdk0
(γ′(Xk0))0 // Xk00
Xdk0
(γ′(Xk0))d0
// Xdk00
γ′(Xk00)
OO
Xdk0
(γ′(Xk0))h0 // Xk0h0
Xdk0
(γ′(Xk0))dh0
// Xdk0h0
γ′(Xk0h0)
OO
(10.37)
A morphism F : X → Y in FCatnwg is a morphism in Catnwg such
that the following diagram commutes
X0
F0 // Y0
Xd0
F d0
//
γ′(X0)
OO
Y d0
γ′(Y0)
OO (10.38)
and such that for all k = (k1, ..., ks) ∈ ∆sop , 1 ≤ s ≤ n−2, the following
diagram commutes
Xk0
Fk0 // Yk0
Xdk0
F dk0
//
γ′(Xk0)
OO
Y dk0
γ′(Yk0)
OO
(10.39)
where γ′(X0), γ′(Y0), γ′(Xk0), γ′(Yk0) are sections to the corresponding
discretization maps.
Remark 10.3.2. It is immediate from Definition 10.3.1 that
FCatnwg ⊂ [∆
op
,FCatn−1wg ]
Also, from from Definition 10.3.1 we see that γ′(X0) : Xd0 → X0 is a
map in FCatn−1wg and γ′(Xk0) : Xdk0 → Xk0 is a map in FCatn−s−1wg .
Further, we observe that if X ∈ FCatnwg and X ∈ Catnhd, the dis-
cretization map γ : X → Xd is a map in FCatnwg. In fact, by naturality
of discretization map, for each k ∈ ∆sop (1 ≤ s ≤ n− 2) the following
diagrams commute
X0
γ0 //
δ0

(Xd)0
Xd0 // (X
d)d0
Xk0
γk0 //
δk0

(Xd)k0
Xdk0
δdk0
// (Xd)dk0
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where δ0 (resp- δk0) is the discretization map for X0 (resp. Xk0). Thus
we have the following commuting diagrams
X0
γ0 //
δ0
##
(Xd)0
Xd0
::
Xd0
δ′0
OO
γd0
// (Xd)d0
Xk0
γk0 //
δk0
%%
(Xd)k0
(Xk0)
d
88
Xdk0
δ′k0
OO
γdk0
// (Xd)dk0
By Definition 10.3.1, the commutativity of the outer part of these dia-
grams mean that γ is a morphism in FCatnwg.
Lemma 10.3.3. The functors p(n), q(n) : Catnwg → Catn−1wg induce
functors
p(n), q(n) : FCatnwg → FCatn−1wg .
Proof. Let X ∈ FCatnwg and k → r be a morphism in ∆sop . By
applying the functor p(n−s−1) to the commuting diagram (10.35) and
using the fact that
p(n−s−1)Xk0 = (p(n)X)k0, p(n−s−1)Xdk0 = X
d
k0 = (p
(n)X)dk0
we obtain the commuting diagram
(p(n)X)k0
p(n−s−1)f // (p(n)X)r0
(p(n)X)dk0
p(n−s−1)fd
//
OO
(p(n)X)dr0
OO
(10.40)
By applying p(n−2) to the diagram on the left of (10.36) and p(n−t−2)
to the diagram on the right of (10.36) and using the fact that
p(n−2)X00 = (p(n)X)00 p(n−t−2)X0h0 = (p(n)X)0h0
we obtain commuting diagrams
(p(n)X)d0 // (p
(n)X)00
(p(n)X)d0 // (p
(n)X)d00
OO
(p(n)X)d0 // (p
(n)X)0h0
(p(n)X)d0 // (p
(n)X)d0h0
OO
(10.41)
Similarly, applying p(n−s−2) to the diagram on the left of (10.37) and
p(n−s−t−2) to the diagram on the right of (10.37) and using the fact
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that
p(n−s−2)Xk00 = (p(n)X)k00 p(n−s−t−2)Xk0h0 = (p(n)X)k0h0
we obtain commuting diagrams
(p(n)X)dk0
// (p(n)X)k00
(p(n)X)dk0
// (p(n)X)dk00
OO
(p(n)X)dk0
// (p(n)X)k0h0
(p(n)X)dk0
// (p(n)X)dk0h0
OO
(10.42)
Together with (10.40), (10.41) and (10.42) mean by definition that
p(n)X ∈ FCatnwg.
Given F : X → Y in FCatnwg, by applying p(n−1) to the commuting
diagram (10.38) we obtain the commuting diagram
(p(n)X)0
(p(n)F )0 // (p(n)Y )0
(p(n)X)d0
(p(n)F )d0
//
OO
(p(n)Y )d0
OO
.
By applying p(n−s−1) to the commuting diagram (10.39) we obtain the
commuting diagram
(p(n)X)k0
(p(n)F )k0 // (p(n)Y )k0
(p(n)X)dk0
(p(n)F )dk0
//
OO
(p(n)Y )dk0
OO
By definition this means that p(n)F ∈ FCatnwg.
The proof for q(n) is analogous. 
10.3.3. The idea of the functor Gn. As shown in Proposition
10.2.5, the functor Fn : Catnwg → Catnwg replaces X ∈ Catnwg with an n-
equivalent FnX in which (FnX)0 admits a functorial choice of section
to the discretization map. By definition of FCat2wg, the functor F2 is in
fact a functor F2 : Cat2wg → FCat2wg and thus we define G2 = F2.
When n > 2, recall that by definition objects of FCatnwg are such
that the homotopically discrete substructures in the multinerve have
functorial sections to the discretization maps, as well as other functo-
riality properties. The idea of the functor Gn is to inductively apply
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Fs to every sub-simplicial dimension s. That is, we define inductively
Gn : Cat
n
wg → [∆
op
,Catn−1wg ]
by G2 = F2; when n > 2, given Gn−1 we let
Gn = Gn−1 ◦ Fn.
Showing that in fact Gn lands in FCatnwg involves several steps, as devel-
oped in the proof of Theorem 10.3.6. First we show that GnX ∈ Catnwg
by proving that it satisfies the hypotheses of Lemma 8.1.9.
For this we first check that GnX ∈ Tanwg. The main ingredients
here are the inductive hypotheses on Gn−1 that it preserves (n − 1)-
equivalences and pullbacks over discrete objects and it is identity on
discrete objects. This easily implies that there is an (n−1)-equivalence
(GnX)0 = Gn−1(FnX)0 → Gn−1(FnX)d0 = (FnX)d0 .
so that (GnX)0 is homotopically discrete. It also implies that the
induced Segal maps of GnX are (n−1)-equivalences, thus in conclusion
X ∈ Tanwg.
Hypothesis a) of Lemma 8.1.9 is immediate by induction since
(GnX)k = Gn−1(FnX)k ∈ FCatn−1wg so in particular (GnX)k ∈ Catn−1wg .
As for hypotheses b) and c) in Lemma 8.1.9, these are shown to hold
for GnX by assuming, inductively, that Gn−1 satisfies the same prop-
erties of Fn with respect to pullbacks established in Corollary 10.2.6.
Recall that this states that given a diagram in Catnwg
X → Z ← Y
such that X×Z Y ∈ Catnwg and such that this pullback is preserved by
p(r,n) and q(r,n) (for each 1 ≤ r ≤ n), then this pullback is also preserved
by Fn, p(r,n)Fn and q(r,n)Fn.
We require the same property to hold, inductively, for Gn−1. We
then apply Gn−1 to the diagram in Catn−1wg
(FnX)1
∂0−−→ (FnX)0 ∂0←−− (FnX)1 (10.43)
Since FnX ∈ Catnwg, this diagram is such that
(FnX)2 ∼= (FnX)1×(FnX)0 (FnX)1 ∈ Catn−1wg .
and it commutes with p(r,n) and q(r,n). Thus from inductive hypothesis,
(GnX)2 = Gn−1(FnX)2 = Gn−1((FnX)1×(FnX)0 (FnX)1) ∼=
∼= Gn−1(FnX)1×Gn−1(FnX)0 Gn−1(FnX)1 ∼= (GnX)1×(GnX)0 (GnX)1 .
Similarly one shows that, for each s ≥ 2
(GnX)s ∼= (GnX)1×(GnX)0
s· · ·×(GnX)0 (GnX)1 .
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This proves that GnX satisfies hypothesis b) of Lemma 8.1.9. Hy-
pothesis c) of Lemma 8.1.9 is checked similarly and we conclude that
GnX ∈ Catnwg.
For the inductive step we then need to show that Gn satisfies the
commutation properties with respect to pullbacks at step n. This is
done by using Corollary 10.2.6, as detailed in the proof of Theorem
10.3.6 e).
In the proof of Theorem 10.3.6 we also check the remaining func-
toriality conditions and show that Gn : Catnwg → FCatnwg.
10.3.4. The functor Gn: the formal proof.
Definition 10.3.4. Define inductively
Gn : Cat
n
wg → [∆
op
,Catn−1wg ]
by G2 = F2; given Gn−1 let
Gn = Gn−1 ◦ Fn
where Fn is an in Proposition 10.2.5.
Lemma 10.3.5. For (k1, ..., ks) ∈ ∆sop, 1 ≤ s ≤ n − 2, Y ∈ Catnwg
define inductively Zk1k2...ksY ∈ Catn−swg by
Zk1Y = (FnY )k1
and for 1 < i ≤ s− 1, given Zk1k2...ki−1Y , let
Zk1k2...kiY = (Fn−i+1Zk1k2...ki−1Y )ki . (10.44)
Then for each 2 ≤ s ≤ n− 2
(GnY )k1...ks = Gn−s(Fn−s+1Zk1...ks−1Y )ks .
where Gn is as in Definition 10.3.4.
Proof. We show this by induction on s. By Definition of Gn,
(GnY )k1 = Gn−1(FnY )k1
(GnY )k1k2 = Gn−2(Fn−1(FnY )k1)k2 = Gn−2(Fn−1Zk1Y )k2 .
Suppose, inductively, that the lemma holds for s−1. Then, by inductive
hypothesis and by (10.44)
(GnY )k1...ks = {(GnY )k1...ks−1}ks =
{Gn−s+1(Fn−s+2Zk1...ks−2Y )ks−1}ks =
= (Gn−s+1Zk1...ks−1Y )ks =
= Gn−s(Fn−s+1Zk1...ks−1Y )ks
proving the lemma.

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Theorem 10.3.6. Let Gn be as in Definition 10.3.4. Then
a) Gn : Catnwg → FCatnwg.
b) There is an n-equivalence
gn(X) : GnX → X
natural in X ∈ Catnwg and such that (gn(X))d0 : (GnX)d0 → Xd0
is surjective.
c) Gn preserves n-equivalences.
d) Gn is identity on discrete objects and preserves pullbacks over
discrete objects.
e) Let X → Z ← Y be a diagram in Catnwg such that X×Z Y ∈
Catnwg and such that, for each 1 ≤ r ≤ n
p(r,n)(X×Z Y ) = p(r,n)X×p(r,n)Z p(r,n)Y ,
q(r,n)(X×Z Y ) = q(r,n)X×q(r,n)Z q(r,n)Y .
Then
Gn(X×Z Y ) = GnX×GnZ GnY ,
gn(X×Z Y ) = gn(X)×gn(Z) gn(Y ) ,
p(r,n)Gn(X×Z Y ) ∼= p(r,n)GnX×p(r,n)GnZ p(r,n)GnY ,
q(r,n)Gn(X×Z Y ) ∼= q(r,n)GnX×q(r,n)GnZ q(r,n)GnY .
f) If Y ∈ Catnhd and γ′ : Y d → Y is a section to the discretization
map, then Gnγ′ is a morphism in FCatnwg.
Proof. By induction on n. For n = 2, by Proposition 10.2.5 and
Corollary 10.2.6 the functor G2 = F2 : Cat2wg → Cat2wg is in fact a
functor Cat2wg → FCat2wg satisfying a) - f), where to show b) we use the
fact that (G2X)d0 = X00 → Xd0 is surjective.
Suppose we defined Gn−1 satisfying the above properties and let
X ∈ Catnwg.
a) First we show that GnX ∈ Catnwg using the criterion given in
Lemma 8.1.9.
We first check that GnX ∈ Tanwg. By construction we have
(GnX)0 = Gn−1(FnX)0 .
Since (FnX)0 ∈ Catn−1hd (as FnX ∈ Catnwg), there is a (n−1)-equivalence
(FnX)→ (FnX)d0. Thus by inductive hypothesis c) and d) this induces
an (n− 1)-equivalence
(GnX)0 = Gn−1(FnX)0 → Gn−1(FnX)d0 = (FnX)d0 .
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Therefore (GnX)0 ∈ Catn−1hd and
(GnX)
d
0 = (FnX)
d
0 .
For each k > 0 by inductive hypothesis we also have
(GnX)k = Gn−1(FnX)k ∈ Catn−1wg .
To show that GnX ∈ Tanwg it remains to prove that the induced Segal
maps are (n − 1)-equivalences. Since FnX ∈ Catnwg there are (n − 1)-
equivalences
(FnX)2 → (FnX)1×(FnX)d0 (FnX)1 .
Using the induction hypotheses c) and d) this induces an (n − 1)-
equivalence
(GnX)2 = Gn−1(FnX)2 → Gn−1{(FnX)1×(FnX)d0 (FnX)1} ∼=∼= (GnX)1×(GnX)d0 (GnX)1 .
Similarly one shows that all other induced Segal maps for GnX are
(n− 1)-equivalences. We conclude that GnX ∈ Tanwg.
We now check the rest of the hypotheses in Lemma 8.1.9. Hypoth-
esis a) holds since, as seen above, for each k ≥ 0, (GnX)k ∈ Catn−1wg .
Note that the diagram in Catn−1wg
(FnX)1
∂0−−→ (FnX)0 ∂0←−− (FnX)1 (10.45)
satisfies the inductive hypothesis e). In fact, since FnX ∈ Catnwg
(FnX)2 ∼= (FnX)1×(FnX)0 (FnX)1 ∈ Catn−1wg .
The rest of the inductive hypothesis e) for the diagram (10.45) follows
from the fact that FnX ∈ Catnwg using Lemma 6.2.2 and Lemma 8.2.6.
Thus by inductive hypothesis e) we obtain
(GnX)2 = Gn−1(FnX)2 = Gn−1((FnX)1×(FnX)0 (FnX)1) ∼=
∼= Gn−1(FnX)1×Gn−1(FnX)0 Gn−1(FnX)1 ∼= (GnX)1×(GnX)0 (GnX)1 .
Similarly one shows that, for each s ≥ 2
(GnX)s ∼= (GnX)1×(GnX)0
s· · ·×(GnX)0 (GnX)1 .
This proves that GnX satisfies hypothesis b) of Lemma 8.1.9. By
inductive hypothesis e) applied to the diagram (10.45) we obtain, for
each 1 ≤ r < n
p(r,n−1)(GnX)2 = p(r,n−1)Gn−1(FnX)2 ∼=
∼= p(r,n−1)Gn−1{(FnX)1×(FnX)0 (FnX)1} ∼=
∼= p(r,n−1)Gn−1(FnX)1×p(r,n−1)Gn−1(FnX)0 p(r,n−1)Gn−1(FnX)1 =
= p(r,n−1)(GnX)1×p(r,n−1)(GnX)0 p(r,n−1)(GnX)1 .
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Similarly one shows that, for each s ≥ 2
p(r,n−1)(GnX)s ∼=
∼= p(r,n−1)(GnX)1×p(r,n−1)(GnX)0
s· · ·×p(r,n−1)(GnX)0 p(r,n−1)(GnX)1 ,
which is hypothesis c) of Lemma 8.1.9 for GnX. Thus all hypotheses
of Lemma 8.1.9 hold and we conclude that GnX ∈ Catnwg.
To show that GnX ∈ FCatnwg we need to prove the commutativity
of the diagrams in i) and ii) of Definition 10.3.1. Let k = (k1, ..., ks),
r = (r1, ..., rs) in ∆s
op , denote k′ = (k2, ..., ks), r′ = (r2, ..., rs) and
suppose we have a morphism k → r in ∆sop . By factoring this as
k = (k1, k
′) //
&&
r = (r1, r
′)
(r1, k
′)
99
we obtain a factorization
(GnX)k0 = {Gn−1(FnX)k1}k′0 //
))
{Gn−1(FnX)r1}r′0 = (GnX)r0
{Gn−1(FnX)r1}k′0
55
(10.46)
Consider the morphism (FnX)k1 → (FnX)r1 in Catn−1wg . Since, by in-
duction hypothesis a), Gn−1 : Catn−1wg → FCatn−1wg there is a commuting
diagram
(GnX)k0 = {Gn−1(FnX)k1}k′0 // {Gn−1(FnX)r1}k′0
(GnX)
d
k0 = {Gn−1(FnX)k1}dk′0 //
OO
{Gn−1(FnX)r1}dk′0
OO
(10.47)
Since, by induction hypothesis, Gn−1(FnX)r1 ∈ FCatn−1wg we also have a
commuting diagram
{Gn−1(FnX)r1}k′0 // {Gn−1(FnX)r1}r′0 = (GnX)r0
{Gn−1(FnX)r1}dk′0 //
OO
{Gn−1(FnX)r1}dr′0 = (GnX)dr0
OO
(10.48)
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Combining (10.46), (10.47), (10.48) we obtain a commuting diagram
(GnX)k0 // (GnX)r0
(GnX)
d
k0
//
OO
(GnX)
d
r0
OO
(10.49)
Thus GnX satisfies condition (10.35) in the definition of FCatnwg.
Applying inductive hypothesis f) to the map in Catn−1hd (FnX)
d
0 →
(FnX)0, we see that the map
(GnX)
d
0 = (FnX)
d
0 = Gn−1(FnX)
d
0 → Gn−1(FnX)0 = (GnX)0.
is a morphism in FCatn−1wg . This means that the two diagrams (10.36)
in ii) of Definition 10.3.1 commute for GnX.
Applying the inductive hypothesis f) to the map in Catn−1+1hd
(Fn−s+1Zk(X))d0 → (Fn−s+1Zk(X))0
and using the fact that, by Lemma 10.3.5 it is
(GnX)k0 = Gn−s(Fn−s+1Zk(X))0.
we deduce that the map
(GnX)
d
k0 → (GnX)k0.
is a morphism in FCatn−s−1wg . This means that the two diagrams 10.37
in ii) of Definition 10.3.1 commute for GnX. Together with (10.49) we
conclude that GnX ∈ FCatnwg.
Finally, let F : X → Y be a morphism in Catnwg. Then
(FnF )0 : (FnX)0 → (FnY )0
is a morphism in Catn−1wg . Thus by induction hypothesis it induces a
morphism in FCatn−1wg
Gn−1(FnX)0 → Gn−1(FnY )0
such that the following diagram commutes:
(GnX)0 = Gn−1(FnX)0 // Gn−1(FnY )0 = (GnY )0
(GnX)
d
0
//
OO
(GnY )
d
0
OO
It also induces a morphism
Gn−1(FnX)k1 → Gn−1(FnY )k1
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such that the following diagram commutes:
(GnX)k0 = {Gn−1(FnX)k1}k′0 // {Gn−1(FnY )k1}k′0 = (GnY )k0
(GnX)
d
k0
//
OO
(GnY )
d
k0
OO
This shows that GnF is a morphism in FCatnwg.
In conclusion
Gn : Cat
n
wg → FCatnwg .
The fact that (GnX)k = Gn−1(FnX)k ∈ Catn−1wg follows by induction.
b) The morphism gn(X) : GnX → X is given levelwise by
(gn(X))k = gn−1(Xk) : (GnX)k = Gn−1Xk → Xk.
By inductive hypothesis this is an (n−1)-equivalence for each k, hence
gn(X) is a n-equivalence by Lemma 8.1.11.
We now show that (gn(X))d0 is surjective. As in the proof of a),
(GnX)
d
0 = (FnX)
d
0 and by Proposition 10.2.5, (FnX)d0 = (Vn−1X0)d.
So we need to show that
(Vn−1X0)d → Xd0
is surjective. By Proposition 10.2.3 applied to X0 ∈ Catn−1hd , the functor
p(2,n−1)Vn−1X0 → p(2,n−1)X0
is surjective on objects. Hence
(Vn−1X0)d = pp(2,n−1)Vn−1X0 → pp(2,n−1)X0 = Xd0
is surjective, as required.
c) Let F : X → Y be an n-equivalence in Catnwg. There is a com-
muting diagram
GnX
GnF //
gn(X)

GnY
gn(Y )

X
F
// Y
in which, by b), the vertical maps and the bottom horizontal map are
n-equivalences. By Proposition 8.1.14 c) it follows that GnF is also an
n-equivalence.
d) This follows immediately by the analogous properties of Fn and
by the inductive hypothesis.
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e) By hypothesis the diagram in Catnwg X → Z ← Y satisfies the
hypotheses of Corollary 10.2.6 so that
Fn(X×Z Y ) ∼= FnX×FnZ FnY , (10.50)
p(r,n)Fn(X×Z Y ) ∼= p(r,n)FnX×p(r,n)FnZ p(r,n)FnY , (10.51)
q(r,n)Fn(X×Z Y ) ∼= q(r,n)FnX×q(r,n)FnZ q(r,n)FnY . (10.52)
We claim that the diagram in Catn−1wg
(FnX)k → (FnZ)k ← (FnY )k (10.53)
satisfies the inductive hypothesis e), In fact
(FnX)k×(FnZ)k (FnY )k = (Fn(X×Z Y ))k ∈ Catn−1wg
since Fn(X×Z Y ) ∈ Catnwg. Also, taking the kth-component in (10.51)
we obtain
p(r−1,n−1){(FnX)k×(FnZ)k (FnY )k} = p(r−1,n−1)(Fn(X×Z Y ))k =
∼= p(r−1,n−1)(FnX)k×p(r−1,n−1)(FnZ)k p(r−1,n−1)(FnY )k
and similarly for q(r−1,n−1).
Thus by inductive hypothesis e) applied to (10.53) we obtain
(Gn(X×Z Y ))k = Gn−1(Fn(X×Z Y ))k =
= Gn−1((FnX)k×(FnZ)k (FnY )k) =
= Gn−1(FnX)k×Gn−1(FnZ)k Gn−1(FnY )k =
= (GnX)k×(GnZ)k (GnY )k .
and
(gn(X×Z Y ))k = gn−1(Fn(X×Z Y ))k =
= gn−1((FnX)k×(FnZ)k (FnY )k) =
= gn−1((FnX)k)×gn−1((FnZ)k) gn−1((FnY )k) =
= (gnX)k×(gnZ)k (gnY )k .
Since this holds for each k ≥ 0 it follows that
Gn(X×Z Y ) = GnX×GnZ GnY .
and
gn(X×Z Y ) = gn(X)×gn(Z) gn(Y ) .
By inductive hypothesis e) applied to (10.53) we also obtain
{p(r,n)Gn(X×Z Y )}k = p(r−1,n−1)Gn−1(Fn(X×Z Y ))k =
= p(r−1,n−1)Gn−1((FnX)k×(FnZ)k (FnY )k) =
= p(r−1,n−1)Gn−1(FnX)k×p(r−1,n−1)Gn−1(FnZ)k p(r−1,n−1)Gn−1(FnY )k =
= (p(r,n)GnX)k×(p(r,n)GnZ)k (p(r,n)GnY )k .
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Since this holds for each k ≥ 0 it follows that
p(r,n)Gn(X×Z Y ) = p(r,n)GnX×p(r,n)GnZ p(r,n)GnY .
Similarly, taking the kth component in (10.52) and using inductive hy-
pothesis e) on (10.53) one obtain
q(r,n)Gn(X×Z Y ) = q(r,n)GnX×q(r,n)GnZ q(r,n)GnY .
This concludes the proof of e) at step n.
f) By Proposition 10.2.5 the morphism Y d → Y induces a commut-
ing diagram
(FnY
d)0 = Y
d // (FnY )0
(FnY
d)0 = Y
d // (FnY )
d
0
OO
Thus applying Gn−1 to this diagram and using the fact (from above)
that
(GnY )
d
0 = (FnY )
d
0 = Gn−1(FnY )
d
0
we obtain
(GnY
d)0 = Gn−1(FnY d)0 // Gn−1(FnY )0 = (GnY )0
(GnY
d)d0 = Gn−1(FnY
d)0 // Gn−1(FnY )d0 = (GnY )
d
0
OO
(10.54)
For each k = (k1, ..., ks−1) ∈ ∆s−1op , by Lemma 10.3.5
(GnY )k0 = Gn−s(Fn−s+1ZkY )0
where we abbreviated Zk1...ks−1Y = ZkY . The map Y d → Y induces
the map
ZkY
d → ZkY
and by Proposition 10.2.5 this induces the commuting diagram
(Fn−s+1ZkY d)0 // (Fn−s+1ZkY )0
(Fn−s+1ZkY d)0 // (Fn−s+1ZkY )d0
OO
Applying Gn−s to this diagram and recalling that by Lemma 10.3.5 and
the above
(GnY )k0 = Gn−s(Fn−s+1ZkY )0
(GnY )
d
k0 = (Fn−s+1ZkY )
d
0
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we obtain the commuting diagram
(GnY
d)k0 // (GnY )k0
(GnY
d)dk0
// (GnY )
d
k0
OO
(10.55)
By definition, (10.54) and (10.55) mean that Gnγ′ is a morphism in
FCatnwg.

CHAPTER 11
Weakly globular n-fold categories as a model of
weak n-categories
In this chapter we prove that the category Catnwg of weakly globular
n-fold categories constitutes a model of weak n-categories. We show
this by proving that there is an equivalence of categories between the
localizations of Tan and of Catnwg with respect to the n-equivalences.
This shows a type of equivalence (up to higher categorical equivalence)
between Catnwg and Tan.
We also show that the category Catnwg satisfies the homotopy hy-
pothesis. As explained in Part I, the latter is one of the main desiderata
for a model of weak n-categories, while the comparison with the Tam-
samani model is a contribution to the still largely open problem of
comparing between different models of higher categories.
The homotopy hypothesis is shown by introducing the full subcat-
egory
GCatnwg ⊂ Catnwg
of groupoidal weakly globular n-fold categories and showing (Theorem
11.3.9) that there is an equivalence of categories
GCatnwg/∼n ' Ho (n-types). (11.1)
In Corollary 11.4.6 the equivalence of categories (11.1) is realized
by a different pair of functors, that uses the functor Top → GCatnwg
of Blanc and the author in [22]: this provides a more explicit form for
the fundamental groupoidal weakly globular n-fold groupoid of a space,
which is independent on [110].
Our main result, Theorem 11.2.6, is that there are comparison func-
tors
Qn : Ta
n  Catnwg : Discn
inducing equivalences of categories
Tan/∼n ' Catnwg/∼n
after localization with respect to the n-equivalences. The rigidifica-
tion functor Qn is from Theorem 9.4.1 while the functor Discn, called
discretization functor, is built in this chapter.
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The idea of the functor Discn is to replace the homotopically dis-
crete sub-structures in X ∈ Catnwg by their discretizations in order to
recover the globularity condition. This affects the Segal maps, which
from being isomorphisms in X become (n−1)-equivalences in DiscnX.
However, as outlined in the introduction to chapter 10, for this
method to work the discretization maps need to have functorial sec-
tions.
For this reason, we use the category FCatnwg introduced in Definition
10.3.1. We build in Proposition 11.1.4 a functor
Dn : FCat
n
wg → Tan.
We showed in Theorem 10.3.6 that there is a functor
Gn : Cat
n
wg → FCatnwg
and an n-equivalence GnX → X for each X ∈ Catnwg. The discretiza-
tion functor
Discn : Cat
n
wg → Tan
is defined to be the composite
Catnwg
Gn−→ FCatnwg Dn−−→ Tan .
This chapter is organized as follows. In Section 11.1, Proposition 11.1.4
we define the functor Dn : FCatnwg → Tan and establish its properties.
As a consequence, and using the previous results of Proposition 8.1.14,
we show in Corollary 11.1.6 that n-equivalences in Tanwg have the 2-out-
of-3 property.
In Section 11.2 the functor Dn is used in Definition 11.2.1 to build
the discretization functor from Catnwg to Tan. Together with the results
of chapters 9 and 10 this leads to the main result Theorem 11.2.6.
In Section 11.3 we define groupoidal weakly globular n-fold cate-
gories and, using the results of the previous sections we show in The-
orem 11.3.9 that they are an algebraic model of n-types. In Section
11.4 we realize the equivalence of categories of Theorem 11.3.9 through
a different pair of functors, using the results of Blanc and the authors
in [22]. This provides a more convenient model for the fundamental
groupoidal weakly globular n-fold groupoid of a space, which is very
explicit and is independent on [110]. We illustrate this with some ex-
amples in low dimensions.
11.1. From FCatnwg to Tamsamani n-categories
In this section we define a functor
Dn : FCat
n
wg → Tan
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and we study its properties. As a corollary, using our previous re-
sults, we also establish that n-equivalences in Tanwg have the 2-out-of-3
property.
11.1.1. The idea of the functor Dn. The idea of the functor Dn
is to replace the homotopically discrete sub-structures in X ∈ FCatnwg
by their discretization, thus recovering the globularity condition. From
the definition of FCatnwg, this can be done in a functorial way. This dis-
cretization process goes at the expenses of the Segal maps, which from
being isomorphisms in FCatnwg become higher categorical equivalences,
so we obtain objects of Tan.
The construction of Dn is inductive, and we first discretize the
structure at level 0 via a functor
R0 : FCat
n
wg → [∆
op
,FCatn−1wg ]
such that (R0X)0 is discrete for all X ∈ FCatnwg.
The definition of R0 is based on the following general construction.
Let Y ∈ [∆op , C], Y d0 ∈ C and suppose there are maps in C
γ(Y0) : Y0 → Y d0 γ′(Y0) : Y d0 → Y0
natural in Y , such that γ(Y0)γ′(Y0) = Id and such that a morphism
F : Y → Z in [∆op , C] induces commuting diagrams
Y0
F0 //
γ(Y0)

Z0
γ(Z0)

Y d0
F d0
// Zd0
Y d0
F d0 //
γ′(Y0)

Zd0
γ′(Z0)

Y0
F0
// Z0
(11.2)
Define R0Y as follows:
(R0Y )k =
{
Y d0 , k = 0
Yk, k > 0
The face operators ∂′0, ∂′1 : Y1 ⇒ Y d0 are given by ∂′i = γ(Y0)∂i i = 0, 1
and the degeneracy operator σ′ : Y d0 → Y1 by σ′ = σγ′(Y0) where
∂0, ∂1 : Y1 ⇒ Y0 and σ : Y0 → Y1 are the face and degeneracy operators
of Y . All other face and degeneracy operators of R0Y are as in Y .
Since γ(Y0)γ′(Y0) = Id, all simplicial identities for R0Y hold so that
R0Y ∈ [∆op , C].
Let F : Y → Z be a map in [∆op , C]. From the commutativity of
(11.2) this induces a map in [∆op , C], R0F : R0Y → R0Z, so R0 is a
functor
R0 : [∆
op
, C]→ [∆op , C] .
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We apply this construction to the case where Y = N (1)X with X ∈
FCatnwg, γ : X0 → Xd0 is the discretization map and γ′ = Xd0 →
X0 a functorial section. As observed in Remark 10.3.2, N (1)X ∈
[∆
op
,FCatn−1wg ] and γ, γ′ are maps in FCatn−1wg ; thus by definition of mor-
phism in FCatnwg (see Definition 10.3.1) a morphism F : X → Y in
FCatnwg induces commuting diagrams as in (11.2).
So all the conditions to apply the previous construction are met
and we define the functor
R0 : FCat
n
wg → [∆
op
,FCatn−1wg ]
(see Definition 11.1.1). The effect of R0 is to discretize the object X0
to Xd0 . This, however, does not yet produce an object of Tan since, for
k ≥ 0, (R0X)k = Xk is in FCatn−1wg , not in Tan−1.
We perform the rest of the discretization of X inductively. Namely,
we define inductively
Dn : FCat
n
wg → Tan
by
D2 = R0, Dn = Dn−1R0
The effect of Dn is to discretize all the homotopically discrete substruc-
tures of X ∈ FCatnwg, thus recovering the globularity condition. The
proof that DnX ∈ Tan needs checking the Segal maps condition, and
this is done inductively in the proof of Proposition 11.1.4.
11.1.2. The functor Dn: definition and properties.
Definition 11.1.1. Let R0 : FCatnwg → [∆op ,FCatn−1wg ] be given by
(R0X)k =
{
Xd0 , k = 0
Xk, k > 0 .
The face operators ∂′0, ∂′1 : X1 ⇒ Xd0 are given by ∂′i = γ∂i, i = 0, 1
and the degeneracy σ′ : Xd0 → X1 by σ′ = σγ′ where ∂0, ∂1 : X1 ⇒ X0
and σ : X0 → X1 are the corresponding face and degeneracy operators
of X, γ : X0 → Xd0 is the discretization map and γ′ : Xd0 → X0 is a
functorial section. All other face and degeneracy maps of R0X are as
in X.
Note that by definition of FCatnwg and by Remark 10.3.2 the maps
γ and γ′ are morphisms in FCatn−1wg , therefore such are ∂′i and σ′.
Since γγ′ = id, all simplicial identities are satisfied, thus R0X ∈
[∆
op
,FCatn−1wg ].
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Remark 11.1.2. By definition of FCatnwg, given f : X → Y in
FCatnwg there is a commuting diagram
X0
f0 // Y0
Xd0
γ′(X0)
OO
// Y d0
γ′(Y0)
OO (11.3)
and this induces a morphism in [∆op ,FCatn−1wg ]
R0f : R0X → R0Y.
Thus R0 is a functor. Note that while R0X could be defined for any
X ∈ Tanwg, given a morphism f in Tanwg since in general (11.3) does not
commute, one cannot define R0f as above.
Lemma 11.1.3. Let R0 be as in Definition 11.1.1. Then:
a) R0 is identity on objects and commutes with pullbacks over
discrete objects.
b) p(2) = pR0, q(2) = qR0 while for n > 2
p(n−1)R0 = R0p(n), q(n−1)R0 = R0q(n).
c) For each X ∈ FCatnwg the Segal maps of R0X
(R0X)k → (R0X)1×(R0X)0
k· · ·×(R0X)0 (R0X)1
are (n− 1)-equivalences for all k ≥ 2.
Proof.
a) This is immediate by the definition of R0 since, if X → Z ← Y is
a pullback in FCatnwg with Z discrete, (X×Z Y )d0 = Xd0×Z Y d0 by Lemma
5.2.5.
b) If X ∈ FCat2wg.
(pR0X)0 = pX
d
0 = X
d
0 = (p
(2)X)0
while for k > 1
(pR0X)k = pXk = (p
(2)X)k
so that pR0X = p(2)X. Similarly one shows that qR0X = q(2)X.
If X ∈ FCatnwg for n > 2, we have
(p(n−1)R0X)0 = Xd0 = (p
(n)X)d0 = (R0p
(n)X)0
while for k > 0,
(p(n−1)R0X)k = p(n−1)(R0X)k = p(n−1)Xk = R0(p(n)X)k .
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In conclusion p(n−1)R0X = R0p(n)X. Similarly one shows that
q(n−1)R0X = R0q(n)X.
c) For each k ≥ 2 the Segal maps for R0X are
(R0X)k = Xk → X1×Xd0
k· · ·×Xd0X1 = (R0X)1×(R0X)0
k· · ·×(R0X)0(R0X)1
and these are (n− 1)-equivalences since X ∈ FCatnwg.

Proposition 11.1.4. There is a functor
Dn : FCat
n
wg → Tan
defined inductively by
D2 = R0, Dn = Dn−1 ◦R0 for n > 2
where R0 is as in Definition 11.1.1, such that
a) Dn is identity on discrete objects and commutes with pullbacks
over discrete objects.
b) p(2)D2 = p(2), q(2)D2 = q(2), while for n > 2
p(n)DnX = Dn−1p(n)X, q(n)DnX = Dn−1q(n)X.
c) For each X ∈ FCatnwg and a, b ∈ Xd0 ,
(DnX)(a, b) = Dn−1X(a, b) .
d) Dn preserves and reflects n-equivalences.
Proof. By induction on n. When n = 2, D2X = R0X ∈ [∆op ,Cat ]
is such that (D2X)0 = Xd0 is discrete and, by Lemma 11.1.3 c), the
Segal maps are equivalences of categories. Thus D2X ∈ Ta2. Note also
that by Lemma 11.1.3 b)
p(2)D2X = pR0X = pX = p
(2)X .
Similarly, q(2)D2 = q(2). By Lemma 11.1.3 a), D2 satisfies a).
Let f : X → Y be a 2-equivalence. For all a, b ∈ (D2X)d0 = Xd0 ,
(D2f)(a, b) = f(a, b) is an equivalence of categories. Also, p(2)D2f =
p(2)f is an equivalence of categories. Thus by definition D2f is a 2-
equivalence.
Suppose that f : X → Y is such that D2f a 2-equivalence. Then
for all a, b ∈ (D2X)d0 = Xd0 , (D2f)(a, b) = f(a, b) is an equivalence of
categories. Also, p(2)D2f = p(2)f is an equivalence of categories. Thus
by definition f is a 2-equivalence. This completed the proof of d) when
n = 2.
Segal-type models of higher categories 244
Suppose, inductively, that the proposition holds for (n− 1) and let
X ∈ FCatnwg. Then by induction hypothesis a)
(DnX)k =
{
Dn−1Xd0 = X
d
0 k = 0
Dn−1Xk, k > 0 .
Thus by induction hypothesis (DnX)k ∈ Tan−1 for all k ≥ 0 with
(DnX)0 discrete.
To show that DnX ∈ Tan it remains to show that the Segal maps
are (n− 1)-equivalences. Since X ∈ FCatnwg, for each k ≥ 2 the map
µk : Xk → X1×Xd0
k· · ·×Xd0 X1
is a (n−1)-equivalence. By inductive hypotheses a) and d) this induces
a (n− 1)-equivalence
Dn−1µk : Dn−1Xk = (DnX)k → Dn−1(X1×Xd0
k· · ·×Xd0 X1) ∼=
∼= (DnX)1×(DnX)0
k· · ·×(DnX)0 (DnX)1 .
This shows that the Segal maps of DnX are (n− 1)-equivalences. We
conclude that DnX ∈ Tan.
a) This follows from Lemma 11.1.3 and the inductive hypothesis.
b) Recalling that p(n) = p(n−1) : Tan → Tan−1, using the inductive
hypothesis and Lemma 11.1.3 b) we obtain
p(n)Dn = p(n−1)Dn−1R0
= Dn−2p(n−1)R0 = Dn−2R0p(n) = Dn−1p(n) .
The proof for q(n)DnX is similar.
c) By definition of X(a, b), we have a pullback in FCatn−1wg
X(a, b) //
_

d(n−1){a} × d(n−1){b}
_

X1 // X
d
0 ×Xd0
Therefore, by a), we also have a pullback
Dn−1X(a, b) //

d(n−1){a} × d(n−1){b}
_

(DnX)1 = Dn−1X1 // Xd0 ×Xd0 = (DnX)0 × (DnX)0
245 Simona Paoli
so that
(DnX)(a, b) = Dn−1X(a, b) .
d) Let f : X → Y be an n-equivalence in FCatnwg. By c), for each
a, b ∈ (DnX)0 = Xd0 it is
(Dnf)(a, b) = Dn−1f(a, b)
and this is a (n−1)-equivalence by the inductive hypothesis applied to
the (n− 1)-equivalence f(a, b). Further, by b)
p(n)Dnf = Dn−1p(n)f
is also a (n − 1)-equivalence by inductive hypothesis applied to the
(n− 1)-equivalence p(n)f . This shows that Dnf is a n-equivalence.
Let f : X → Y be such that Dnf is an n-equivalence. By c), for
each a, b ∈ (DnX)0 = Xd0 it is
(Dnf)(a, b) = Dn−1f(a, b)
and this is a (n− 1)-equivalence. By inductive hypothesis we conclude
that f(a, b) is an (n− 1)-equivalence. Further, by b)
p(n)Dnf = Dn−1p(n)f
is also a (n − 1)-equivalence. So by inductive hypothesis p(n)f is a
(n− 1)-equivalence. In conclusion f is a n-equivalence.

Example 11.1.5. Let X ∈ FCat3wg, so that
J3X ∈ [∆2op ,Cat ] .
A picture of the corner of J3X is found in Figure 11.6 on page 272
where the structures in red are homotopically discrete and they are
equipped with functorial sections to the discretization maps. In Figure
11.7 on page 272 we depict the corner of
J3D3X ∈ [∆2op ,Cat ] .
We see that the homotopically discrete substructures in X have been
replaced by discrete ones (also in red).
Corollary 11.1.6. n-Equivalences in Tanwg have the 2-out-of-3
property.
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Proof. By Proposition 8.1.14 the only case that remains to be
checked is when we have morphisms
X
g−→ Z h−→ Y
in Tanwg such that hg and g are n-equivalences, but (unlike in Propo-
sition 8.1.14 c)), no further assumptions are required on g. We need
to show that h is an n-equivalence. Since, by Theorem 10.3.6, Gn
preserves n-equivalences and, by Proposition 11.1.4, Dn preserves n-
equivalences, we have morphisms in Tan
DnGnX
DnGng−−−−→ DnGnZ DnGnh−−−−→ DnGnY
in whichDnGnh and the composite (DnGnh)(DnGng) are n-equivalences.
Since by [103] n-equivalences in Tan have the 2-out-of-3 property, this
implies that DnGnh is an n-equivalence. Since, by Proposition 11.1.4
d),Dn reflects n-equivalences, we conclude thatGnh is an n-equivalence.
On the other hand, we have a commuting diagram
GnZ
Gnh //
gn(Z)

GnY
gn(Y )

Z
h
// Y
in which the vertical maps and the top horizontal maps are n-equivalences.
Thus, by Proposition 8.1.14 d), we conclude that the composite
GnZ
gn(Z)−−−→ Z h−→ Y (11.4)
is an n-equivalence. By Theorem 10.3.6 b),the map gn(Z)d : (GnZ)d0 →
Zd0 is surjective. Hence the morphisms (11.4) satisfies the hypotheses of
Proposition 8.1.14 e) and we conclude that h is an n-equivalence. 
11.2. The discretization functor and the comparison result
In this section we define the discretization functor
Discn : Cat
n
wg → Tan
and we establish the main result of this work, theorem 11.2.6, asserting
that the functors Discn and Qn induce an equivalence of categories
Tan/∼n ' Catnwg/∼n
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11.2.1. The idea of the functor Discn. The idea of the dis-
cretization functor
Discn : Cat
n
wg → Tan
is to discretize the homotopically discrete sub-structures in the multi-
nerve of objects of Catnwg to recover the globularity condition. As dis-
cussed in Chapter 10, this needs functorial sections to the discretization
maps of the homotopically discrete sub-structures. For this reason we
introduced the category FCatnwg and the discretization process from this
category is the functor
Dn : FCat
n
wg → Tan
of Section 11.1.1.
We define the discretization functor to be the composite
Discn : Cat
n
wg
Gn−→ FCatnwg Dn−−→ Tan .
where Gn is an in Theorem 10.3.6 and Dn as in Proposition 11.1.4.
This realizes the idea of discretizing the homotopically discrete
sub-structures in each X ∈ Catnwg, but after replacing X with the n-
equivalent GnX ∈ FCatnwg.
The main property of Discn is that, for each X ∈ Catnwg, DiscnX
and X are suitably equivalent in Tanwg. We show this fact in Theorem
11.2.5, where we prove that there is a zig-zag of n-equivalences in Tanwg,
of the form
Discn ← QnDiscnX → X. (11.5)
This relies on Proposition 11.2.3, establishing that, for each X ∈
FCatnwg, QnDnXn = QnX. When applied to GnX (for X ∈ Catnwg)
this fact implies
QnDiscnX = QnDnGnX = QnGnX.
The zig-zag (11.5) is then obtained using the maps sn(DiscnX), sn(GnX),
gn(X) as follows
Discn
sn(DiscnX)←−−−−−−− QnDiscnX = QnGnX sn(GnX)−−−−−→ GnX gn(X)−−−→ X
The proof of Proposition 11.2.3 relies on the definition of Qn as
well as on the property of the functor Trn established in Lemma 9.3.4.
The latter gives conditions on X ∈ Catnwg and Y ∈ LTanwg under which
TrnX = TrnY . Using the definition of Pn : Tanwg → LTanwg in Theorem
9.4.1, we show that, givenX ∈ Catnwg, PnDnX ∈ LTanwg and PnX ∈ Catn
satisfy these conditions, and therefore
TrnPnDnX = TrnPnX.
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In turn, this implies
QnDnX = St TrnPnDnX = St TrnPnX = QnX .
which is Proposition 11.2.3.
11.2.2. The comparison result. In this section we prove our
main comparison result between Tamsamani n-categories and weakly
globular n-fold categories. We first need to establish a number of prop-
erties about the functor Dn of the previous section, see Proposition
11.2.3 and Lemma 11.2.4 below.
Definition 11.2.1. Define the discretization functor
Discn : Cat
n
wg → Tan
to be the composite
Catnwg
Gn−→ FCatnwg Dn−−→ Tan .
where Gn is an in Theorem 10.3.6 and Dn as in Proposition 11.1.4.
The following Lemmas and Proposition establish some facts about
the functor Dn of Proposition 11.1.4 which will be needed to study the
properties of the discretization functor Discn.
Lemma 11.2.2. Let X ∈ FCatnwg
a) If k ∈ ∆n−1op is such that kj 6= 0 for all 1 ≤ j ≤ n− 1. Then
(DnX)k = Xk.
b) If k → s is a morphism in ∆n−1op with kj = 0 for some 1 ≤
j ≤ n − 1 and si 6= 0 for all 1 ≤ i ≤ n − 1, then the map
(DnX)k → (DnX)s = Xs factors as
(DnX)k → Xk → Xs.
Proof. By induction on n. When n = 2, D2X = R0X has
(D2X)k = Xk for all k 6= 0, proving a). By construction of R0X,
if s > 0, the map
(D2X)0 = X
d
0 → (D2X)s = Xs
factors as
Xd0 → X0 → Xs
proving b).
Suppose, inductively, that the lemma holds for (n− 1).
a) Denote r = (k2, ..., kn−1). Then by inductive hypothesis applied
to Xk1 we have
(DnX)k = (Dn−1Xk1)r = (Xk1)r = Xk .
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b) By the construction of R0X, for each s1 > 0 the map
(R0X)0 = X
d
0 → (R0X)s1 = Xs1
factors as
Xd0 → X0 → Xs1 .
Thus applying Dn−1 we see that the map
(DnX)0 = X
d
0 → (DnX)s1 = Dn−1Xs1
factors as
Xd0 → Dn−1X0 → Dn−1Xs1 (11.6)
Let k → s be a morphism in ∆n−1op satisfying hypotheses b), and
denote k = (k1, r), s = (s1, v) so we have a corresponding morphism in
∆n−2
op
r → v. We distinguish two cases:
i) Consider first the case k1 = 0. By naturality, (11.6) gives a
commuting diagram in Cat
(DnX)k = X
d
0
//
$$
(Dn−1X0)v // (Dn−1Xs1)v
(Dn−1X0)r
OO
// (Dn−1Xs1)r
OO
= (DnX)s (11.7)
where we used the fact that, since Xd0 is discrete (Xd0 )v = (Xd0 )s = Xd0
and (DnX)k = Xd0 since k1 = 0.
Suppose that ri 6= 0 for all 1 ≤ i ≤ (n − 2). Then by part a)
(Dn−1X0)r = X0r = Xk. So by diagram 11.7 we see that the map
(DnX)k → (DnX)s factors through Xk.
Suppose ri = 0 for some 1 ≤ i ≤ (n−2). Then, since by hypothesis
vj 6= 0 for all 1 ≤ j ≤ (n− 2) we can apply the inductive hypothesis to
X0 and deduce that the map
(Dn−1X0)r → (Dn−1X0)v
factors through X0r = Xk. From the commuting diagram 11.7 we
deduce that the map (DnX)k → (DnX)s factors through Xk.
ii) Consider now the case k1 > 0. By hypothesis rj = 0 for some
1 ≤ j ≤ (n − 2) and (DnX)k = Dn−1Xk1 . The morphism (DnX)k →
(DnX)s factors as
(DnX)k = (DnX)(k1,r) → (DnX)(k1,v) → (DnX)(s1,v) = (DnX)s.
(11.8)
But (DnX)(k1,r) = (Dn−1Xk1)r and (DnX)(k1,v) = (Dn−1Xk1)v. By
induction hypothesis applied to Xk1 the map
(Dn−1Xk1)r → (Dn−1Xk1)v
Segal-type models of higher categories 250
factors through Xk1r = Xk. Thus by (11.8) we see that the map
(DnX)k → (DnX)s factors through Xk.

Proposition 11.2.3. Let X ∈ FCatnwg, then QnDnX = QnX.
Proof. By induction on n. Let X ∈ FCat2wg. It is immediate that
R0X and X satisfy the hypotheses of Lemma 9.3.4 so that
Tr2R0X = Tr2X .
Hence
Q2D2X = St Tr2R0X = St Tr2X = Q2X .
Suppose, inductively, the statement holds for (n − 1) and let X ∈
FCatnwg.
We claim that PnDnX and PnX satisfy the hypotheses of Lemma
9.3.4, where Pn : Tanwg → LTanwg is as in Theorem 9.4.1. First note that
since X ∈ FCatnwg, in particular X ∈ Catnwg, so by remark 9.4.3 PnX ∈
Catnwg. We now show that (PnDnX)k is discrete for all k ∈ ∆n−1op such
that kj = 0 for some 1 ≤ j ≤ (n− 1).
By definition of Pn there is a pullback in [∆n−1
op
,Cat ]
PnDnX //
z

DnX

d(n)Qn−1q(n)DnX // d(n)q(n)DnX
(11.9)
On the other hand, by Proposition 11.1.4 and the inductive hypothesis
Qn−1q(n)DnX = Qn−1Dn−1q(n)X = Qn−1q(n)X
so that (11.9) coincides with
PnDnX //
z

DnX

d(n)Qn−1q(n)X // d(n)q(n)DnX
(11.10)
Since pullbacks in [∆n−1op ,Cat ] are computed pointwise, for each
k ∈ ∆n−1op the diagram (11.10) gives rise to a pullback in Cat
(PnDnX)k //
zk

(DnX)k

d(Qn−1q(n)X)k // dq(DnX)k
(11.11)
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If kj = 0 for some 1 ≤ j ≤ (n− 1), then (DnX)k is discrete (since
DnX ∈ Tan) hence the right vertical map in (11.11) is the identity, and
thus so is the left vertical map in (11.11). That is
(PnDnX)k = d(Qn−1q(n)X)k
and
p(PnDnX)k = (Qn−1q(n)X)k . (11.12)
We also have a pullback in [∆n−1op ,Cat ]
PnX //
t

X

d(n)Qn−1q(n)X // d(n)q(n)X
(11.13)
and for each k ∈ ∆n−1op a pullback in Cat
(PnX)k //
tk

Xk

d(Qn−1q(n)X)k // dqXk
(11.14)
We now check hypotheses i) through iv) of Lemma 9.3.4 for PnX ∈
Catnwg and PnDnX ∈ LTanwg.
i) Let k ∈ ∆n−1op and s ∈ ∆n−1op be such that kj 6= 0 and sj 6= 0
for all 1 ≤ j ≤ (n− 1). Then by Lemma 11.2.2 (DnX)k = Xk. Hence
the right vertical maps in (11.11) and (11.14) coincide. It follows that
zk = tk and
(PnDnX)k = (PnX)k .
Similarly (PnDnX)s = (PnX)s. Given a morphism k → s in ∆n−1op ,
clearly the maps
(PnX)k → (PnX)s, (PnDnX)k → (PnDnX)s
coincide.
ii) Let k ∈ ∆n−1op and s ∈ ∆n−1op be such that kj = 0 for some
1 ≤ j ≤ (n− 1) and si = 0 for some 1 ≤ i ≤ (n− 1). Then Xk ∈ Cathd
so qXk = pXk. Thus from (11.14), using the fact that p commutes with
pullbacks over discrete objects, we obtain
p(PnX)k = (Qn−1q(n)X)k . (11.15)
It follows from (11.12) and (11.15) that
(PnDnX)
d
k = dp(PnDnX)k = dp(PnX)k = (PnX)
d
k .
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Similarly (PnDnX)ds = (PnX)ds. Given a morphism k → s in ∆n−1op ,
the maps
(PnX)
d
k → (PnX)ds, (PnDnX)k → (PnDnX)s
coincide, and they are equal to the maps
d(Qn−1q(n)X)k → d(Qn−1q(n)X)s.
iii) Let k → s be a morphism in ∆n−1op and suppose that kj 6= 0
for all 1 ≤ j ≤ n− 1 and si = 0 for some 1 ≤ i ≤ n− 1. From above,
zs = Id while ts : (PnX)s → (PnX)ds is the discretization map. By
construction we have commuting diagrams
(PnDnX)k //
zk

(PnDnX)s
zs=Id

d(Qn−1q(n)X)k // d(Qn−1q(n)X)s
(PnX)k //
tk

(PnX)s
ts

d(Qn−1q(n)X)k // d(Qn−1q(n)X)s
(11.16)
and, from above, (PnDnX)k = (PnX)k, zk = tk while
(PnDnX)s = d(Qn−1q(n)X)s = (PnX)ds.
We therefore see from (11.16) that the map (PnDnX)k → (PnDnX)s
factors as
(PnDnX)k = (PnX)k
zk=tk−−−→ d(Qn−1q(n)X)k → d(Qn−1q(n)X)s
which is the same as
(PnDnX)k = (PnX)k → (PnX)s ts−→ (PnX)ds = d(Qn−1q(n)X)s .
This proves hypothesis iii) in Lemma 9.3.4 for PnX and PnDnX.
iv) Let k → s be a morphism in ∆n−1op and suppose that kj = 0
for some 1 ≤ j ≤ n − 1 and si 6= 0 for all 1 ≤ i ≤ n − 1. Since, by
Lemma 11.2.2 b) the map (DnX)k → (DnX)s = Xs factors as
(DnX)k → Xk → Xs
by the definitions it follows that the map of pullbacks
(PnX)
d
k = (PnDnX)k = d(Qn−1q
(n)X)k×dq(DnX)k (DnX)k
↓
(PnDnX)s = (PnX)s = d(Qn−1q(n)X)s×dqXs Xs
factors through
(PnX)k = d(Qn−1q(n)X)k×dqXk Xk
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Thus all the hypotheses of Lemma 9.3.4 are satisfied and we con-
clude that
TrnPnDnX = TrnPnX
which implies
QnDnX = St TrnPnDnX = St TrnPnX = QnX .

Lemma 11.2.4. Let f : Z → X be a map in Tanwg with Z ∈ FCatnwg
and X ∈ Tan. Then
a) There is a map in Tan g : DnZ → X, natural in Z → X.
b) If f is a n-equivalence, such is DnZ → X.
Proof. Denote by ∂i, σi the face and degeneracy operators of Z,
∂′i, σ
′
i those of X. Let γ′ : Zd0 → Z0 the functorial section to the
discretization map γ : Z0 → Zd0 . Denote fd0 : Zd0 → Xd0 = X0. Then
fd0 γ = Id f0 = f0
fd0 = f
d
0 γγ
′ = f0γ′ .
(11.17)
This implies
fd0 (γ∂i) = f0∂i = ∂
′
if1
f1(σ0γ
′) = σ′0f0γ
′ = σ′0f
d
0 .
(11.18)
We prove the lemma by induction on n. When n = 2, D2 = R0 and we
define
gk : (R0Z)k → Xk
to be fd0 when k = 0 and fk when k > 0. From (11.18), this is a
simplicial map g : R0Z → X.
Suppose f : Z → X is a 2-equivalence. Then, for each a, b ∈ Zd0 ,
there are equivalences of categories
(R0Z)(a, b) = Z(a, b) ' X(fa, fb)
p(2)R0Z = p
(2)Z ' p(2)X
so that g is also a 2-equivalence. Suppose, inductively, that the lemma
holds for n− 1.
a) By (11.18) there is a map
h : R0Z → X
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given by h0 = fd0 , hk = fk when k > 0. By induction hypothesis, we
have maps for each k > 0
(DnZ)k = (Dn−1R0Z)k = Dn−1Zk
vk−→ Xk
(DnZ)0 = Z
k
0 = (Dn−1R0Z)0
fd0−→ X0 .
Therefore, since h : R0Z → X is a simplicial map and vk are natural
in Zk → Xk, we obtain a map
g : DnZ → X
given by gk = vk for k > 0, g0 = fd0 .
b) If f is an n-equivalence, for all a, b ∈ Zd0 , Z(a, b)→ X(fa, fb) is
a (n− 1)-equivalence, thus by inductive hypothesis and by Proposition
11.1.4 c), such is
(DnZ)(a, b) = Dn−1Z(a, b)→ X(fa, fb) .
Since f is an n-equivalence, p(n)Z → p(n)X is a (n− 1)-equivalence, so
using Proposition 11.1.4 b) and the inductive hypothesis we obtain a
(n− 1)-equivalence
p(n)DnZ = Dn−1p(n)Z → p(n)X .
By definition we conclude that DnZ → X is an n-equivalence.

We now establish the main properties of the discretization functor
Discn : Cat
n
wg → Tan of Definition 11.2.1. The proof of this result relies
on the properties of Dn established in this chapter, as well as on the
properties of the functor Gn studied in Chapter 10 and of the functor
Qn studied in Chapter 9.
Theorem 11.2.5. Let Discn : Catnwg → Tan be as in Definition
11.2.1. Then
a) Discn is identity on discrete objects and commutes with pull-
backs over discrete objects.
b) For each X ∈ Catnwg there is a zig-zag of n-equivalences in Tanwg
between X and DiscnX.
c) Discn preserves n-equivalences.
Proof.
a) This follows from the fact that the same is true for Gn and Dn
(see Theorem 10.3.6 and Proposition 11.1.4).
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b) Let X ∈ Catnwg, then by Proposition 11.2.3
QnDiscnX = QnDnGnX = QnGnX .
Hence by Theorem 9.4.1 there are n-equivalences in Tanwg
Discn
sn(DiscnX)←−−−−−−− QnDiscnX = QnGnX sn(GnX)−−−−−→ GnX.
On the other hand by Theorem 10.3.6 there is an n-equivalence
GnX
gn(X)−−−→ X.
So by composition we obtain a zig-zag of n-equivalences
DiscnX ← QnDiscnX → X
as required.
c) This follows from the fact that, by Theorem 10.3.6 and Proposi-
tion 11.1.4, the same is true for Gn and Dn. 
We now prove our main comparison result between weakly globular
n-fold categories and Tamsamani n-categories.
Theorem 11.2.6. The functors
Qn : Ta
n  Catnwg : Discn
induce an equivalence of categories after localization with respect to the
n-equivalences
Tan/∼n ' Catnwg/∼n
Proof. Let X ∈ Catnwg. By Theorem 9.4.1 and Theorem 10.3.6
there are n-equivalences
QnDiscnX = QnDnGnX ∼= QnGnX → GnX → X .
So there is an n-equivalence in Catnwg
βX : QnDiscnX → X .
It follows that QnDiscnX ∼= X in Catnwg/∼n.
Let Y ∈ Tan. By Theorem 9.4.1 and the above there are n-
equivalences in Tanwg
DiscnQnY
sn(DiscnQnY )←−−−−−−−− QnDiscnQnY βQnY−−−→ QnY sn(Y )−−−→ Y .
Composing this with the n-equivalence
Z = GnQnDiscnQnY
gn(QnDiscnQnY )−−−−−−−−−−→ QnDiscnQnY
we obtain n-equivalences in Tanwg
DiscnQnY
a←− Z b−→ Y . (11.19)
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where
a = sn(DiscnQnY )gn(QnDiscnQnY ), b = sn(Y )βQnY gn(QnDiscnQnY ).
Since Z ∈ FCatnwg, DiscnQnY ∈ Tan and Y ∈ Tan, applying Lemma
11.2.4 to a and b in (11.19) we obtain a zig-zag of n-equivalences in Tan
DiscnQnY ← DnZ → Y .
It follows that DiscnQnY ∼= Y in Tan/∼n.

Remark 11.2.7. From Corollary 9.4.2 and Theorem 11.2.6 we have
equivalences of categories
Tanwg/∼n ' Catnwg/∼n ' Tan/∼n (11.20)
This means the three Segal-type models are equivalent after localization
by the n-equivalences. Since both Tan and Catnwg are embedded in Tanwg
this can be interpreted as a kind of partial strictification result for the
larger model Tanwg. Namely, in Tanwg the weakening occurs in two ways:
with the weakening of the Segal maps and with the weak globularity
condition. The equivalences of categories (11.20) shows that only one
of these two is necessary to obtain a model of weak n-categories: the
weak globularity condition only, giving rise to the model Catnwg or the
Segal maps condition only, giving rise to the model Tanwg.
11.3. Groupoidal weakly globular n-fold categories
In this section we introduce the subcategory GCatnwg ⊂ Catnwg of
groupoidal weakly globular n-fold categories and we show that it is an
algebraic model of n-types. This means that weakly globular n-fold
categories satisfy the homotopy hypothesis.
Definition 11.3.1. The full subcategory GTanwg ⊂ Tanwg of groupoidal
weakly globular Tamsamani n-categories is defined inductively as fol-
lows.
For n = 1, GTa1wg = Gpd. Note that Cathd ⊂ GTa1wg. Suppose
inductively we defined GTan−1wg ⊂ Tan−1wg . We define X ∈ GTanwg ⊂ Tanwg
such that
i) Xk ∈ GTan−1wg for all k ≥ 0.
ii) p(n)X ∈ GTan−1wg .
Remark 11.3.2. If X ∈ GTanwg, then by definition X1 ∈ GTan−1wg ,
thus for each a, b ∈ Xd0 , X(a, b) ∈ GTan−1wg . Also note that GTanwg is
closed under products, as easily seen by induction.
Lemma 11.3.3. Let f : X → Y be an n-equivalence in Tanwg
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i) If Y ∈ GTanwg then X ∈ GTanwg.
ii) If X ∈ GTanwg then Y ∈ GTanwg.
Proof. By induction on n. The case n = 1 holds since a category
equivalent to a groupoid is itself a groupoid. Suppose, inductively, that
the lemma holds for n− 1 and let f : X → Y be an n-equivalence.
i) For each a, b ∈ Xd0 the map
f(a, b) : X(a, b)→ Y (fa, fb)
is a (n− 1)-equivalence in Tan−1wg with Y (fa, fb) ∈ GTan−1wg (see Remark
11.3.2). So by induction hypothesis X(a, b) ∈ GTan−1wg . Since
X1 =
∐
a,b∈Xd0
X(a, b)
it follows that X1 ∈ GTan−1wg . We also have
X1×Xd0 X1 =
∐
a,b,c∈Xd0
X(a, b)×X(b, c)
and, by Remark 11.3.2, X(a, b)×X(b, c) ∈ GTan−1wg . Thus X1×Xd0 X1 ∈
GTan−1wg . Similarly one can show that
X1×Xd0
k· · ·×Xd0 X1 ∈ GTan−1wg
for all k ≥ 2. On the other hand, there is an (n − 1)-equivalence in
Tan−1wg
Xk → X1×Xd0
k· · ·×Xd0 X1
Thus by inductive hypothesis we conclude that Xk ∈ GTan−1wg for all
k ≥ 0.
By definition there is a (n− 1)-equivalence
p(n)f : p(n)X → p(n)Y
with p(n)Y ∈ GTan−1wg since by hypothesis Y ∈ GTanwg. Hence by in-
ductive hypothesis p(n)X ∈ GTan−1wg . We conclude that X ∈ GTan−1wg .
ii) The proof is completely similar to one of i).

Remark 11.3.4. It follows immediately from the definition of GTanwg
that the embedding
Jn : Ta
n
wg ↪→ [∆n−1
op
,Cat ]
restricts to the embedding
Jn : GTa
n
wg ↪→ [∆n−1
op
,Gpd] .
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Since p = q : Gpd → Set it follows that for each X ∈ GTanwg there is a
morphism, natural in X,
X → d(n)p(n)X .
Definition 11.3.5. The category GCatnwg ⊂ Catnwg of groupoidal
weakly globular n-fold categories is the full subcategory of Catnwg whose
objects X are in GTanwg.
The category GTan ⊂ Tan of groupoidal Tamsamani n-categories is
the full subcategory of Tan whose objects X are in GTanwg.
Remark 11.3.6. The following facts are immediate from the defi-
nitions:
a) X ∈ GCatnwg (resp. X ∈ GTan) if and only if for each k ≥ 0
Xk ∈ GCatn−1wg (resp. Xk ∈ GTan−1) and p(n)X ∈ GCatnwg (resp.
p(n)X ∈ GTan−1).
b) Let f : X → Y be an n-equivalence in Tanwg and suppose that
Y ∈ GTanwg. Then if X ∈ Catnwg it is X ∈ GCatnwg and if
X ∈ Tan then X ∈ GTan. Similarly if f is an n-equivalence in
Tanwg and X ∈ GTanwg.
Corollary 11.3.7. The following facts hold:
a) The functor
Qn : Ta
n
wg → Catnwg
restricts to a functor
Qn : GTa
n
wg → GCatnwg
such that for each X ∈ GTanwg there is a n-equivalence in GTanwg
sn(X) : QnX → X.
b) The functor
Discn : Cat
n
wg → Tan
restricts to a functor
Discn : GCat
n
wg → GTan
such that for each X ∈ GCatnwg there is a zig-zag of n-equivalences
in GTanwg between X and DiscnX.
Proof. By Theorem 9.4.1 there is an n-equivalence in Tanwg
sn(X) : QnX → X.
Since X ∈ GTanwg and QnX ∈ Catnwg, by Lemma 11.3.3 and Remark
11.3.6 QnX ∈ GCatnwg. By Theorem 11.2.5 there is a zig-zag of n-
equivalences between X and DiscnX. Since X ∈ GTanwg, by Lemma
259 Simona Paoli
11.3.3 this is a zig-zag of n-equivalences in GTanwg, and since X ∈ Tan,
by Remark 11.3.6 DiscnX ∈ GTan. 
In the next Proposition we specialize the comparison result of The-
orem 11.2.6 to the higher groupoidal setting.
Proposition 11.3.8. The functors
Qn : GTa
n  GCatnwg : Discn
induce an equivalence of categories after localization with respect to the
n-equivalences
GTan/∼n ' GCatnwg/∼n .
Proof. Let X ∈ GCatnwg. As in the proof of Theorem 11.2.6 there
is an n-equivalence in Catnwg
QnDiscnX → X .
Since X ∈ Catnwg, by Remark 11.3.6, QnDiscnX ∈ GCatnwg, so this is
an n-equivalence in GCatnwg. It follows that there is an isomorphism in
GCatnwg/∼n
QnDiscnX ∼= X.
Let Y ∈ GTan. By the proof of Theorem 11.2.6 there is a zig-zag of
n-equivalences in Tan
DiscnQnY ← DnZ → Y .
Since Y ∈ GTan, by Remark 11.3.6 this is a zig-zag of n-equivalences
in GTan. It follows that there is an isomorphism in GTan/∼n
DiscnQnY ∼= Y

As a consequence of the previous proposition and of the results of
Tamsamani [110], we obtain that groupoidal weakly globular n-fold
categories are an algebraic model of n-types. That is our model Catnwg
of weak n-categories satisfies the homotopy hypothesis.
In what follows let
GTan
B
11 n-types
Tn
rr
be the fundamental Tamsamani n-groupoid functor Tn and the classi-
fying space functor B as in [103].
Segal-type models of higher categories 260
Theorem 11.3.9. The functors
GCatnwg
B◦Discn
11 n-types
Qn◦Tn
qq
induce an equivalence of categories
GCatnwg/∼n ' Ho(n-types) .
Proof. By [103] the functors Tn and B induce an equivalence of
categories
GTan/∼n ' Ho(n-types) . (11.21)
while by Proposition 11.3.8 the functors Qn and Discn induce an equiv-
alence of categories
GCatnwg/∼n ' GTan/∼n . (11.22)
By (11.21) and (11.22) the result follows. 
Remark 11.3.10. We call a map f in GCatnwg a geometric weak
equivalence if (B◦Discn)(f) is a weak homotopy equivalence of spaces.
We note that a map f in GCatnwg is an n-equivalence if and only if it is
a geometric weak equivalence. In fact, if f is an n-equivalence, it is an
isomorphism in GCatnwg/∼n so by Theorem 11.3.9, (B◦Discn)(f) is an
isomorphism in Ho(n-types), thus it is a weak homotopy equivalence
in n-types.
Conversely, if f is a geometric weak equivalence, (B◦Discn)(f) is an
isomorphism in Ho(n-types), so by Theorem 11.3.9 (since equivalence
of categories reflect isomorphisms), f is an isomorphism in GCatnwg/∼n,
so f is an n-equivalence in GCatnwg.
We finally observe that, as an immediate consequence of our results,
all the three Segal-type models of this work are a model of weak n-
category satisfying the homotopy hypothesis. In what follows GSegn
denotes any of the three groupoidal Segal-type models GCatnwg, GTan,
GTanwg.
Corollary 11.3.11. Each of the three Segal-type models Segn is a
model of weak n-categories satisfying the homotopy hypothesis, that is
there is an equivalence of categories
GSegn/∼n ' Ho(n-types) .
Proof. In the case Segn = Tan this is the result of [110]. When
Segn = Cat
n
wg this is the content of Theorems 11.2.6 and 11.3.9. In the
case Segn = Tanwg by Corollary 9.4.2 there is an equivalence of categories
Tanwg/∼n ' Catnwg/∼n (11.23)
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Thus by Remark 11.3.6 this restricts to an equivalence of categories
GTanwg/∼n ' GCatnwg/∼n
so by Theorem 11.3.9 we conclude that there is an equivalence of cat-
egories
GTanwg/∼n ' Ho(n-types) .

11.4. A convenient model for the fundamental groupoidal
weakly globular n-fold category functor
Theorem 11.3.9 exhibits the fundamental groupoidal weakly glob-
ular n-fold category functor
Gn : n-types→ GCatnwg (11.24)
as the composite Qn◦Tn where Tn is the Tamsamani n-groupoid functor
from [103] and Qn is the rigidification functor. Using the results of
Blanc and the author [22] we exhibit an alternative functor
jHn : n-types→ GCatnwg
which is simpler than Gn and whose definition is independent on [103].
Using our previous results, we show in Corollary 11.4.6 that jHn
and the classifying space functor B˜ : GCatnwg → n-types induce equiva-
lence of categories
GCatnwg/∼n ' Ho(n-types) .
Thus jHn can be used as a fundamental functor instead of Gn.
11.4.1. The functor Hn. In [22, Definition 3.19] Blanc and the
author introduced the category Gpdnwg of weakly globular n-fold groupoids,
which is a full subcategory of the category Gpdn of n-fold groupoids.
It is immediate from the definitions that Gpdnwg is a full subcategory of
GCatnwg and that a map in Gpdnwg is a n-equivalence if and only if it is
so in GCatnwg.
As for GCatnwg (see Remark 11.3.10), it was shown in [22] that n-
equivalences in Gpdnwg are the same as geometric weak equivalences.
Let
S : Top→ [∆op , Set]
be the singular functor, whose image consists of fibrant simplicial sets.
Let
Or(n) : [∆
op
, Set]→ [∆nop , Set]
be the functor induced by the ordinal sum orn : ∆n → ∆ . Thus
(Or(n)X)p1...pn = Xn−1+p1+···+pn .
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Remark 11.4.1. The functor Or(n) produces an n-fold simplicial
resolution of a simplicial set, since it can be shown [22, Lemma 2.13]
that for any simplicial set X, there is a natural weak equivalence
ε(n) : Diagn Or(n) X → X
where Diagn : [∆n
op
, Set] → [∆op , Set] is the multi-diagonal functor,
given by
(DiagnX)m = Xm,m,...,m .
We also showed in [22, Section 2.9] that
Or(n) Y = Or
(2)
(n−1) Or(2) Y (11.25)
and we proved in [22, Lemma 2.28] that if Y is a Kan complex, for each
n ≥ 2
Or
(2)
(n−1)N
(2)pˆi
(2)
1 Or(2) X
∼= N (n)pˆi(n)1 Or(n) X . (11.26)
Let
Pn : [∆nop , Set]→ Gpdn
be the left adjoint to the n-fold nerve
N(n) : Gpd
n → [∆nop , Set] .
Definition 11.4.2. [22, Definition 2.30] The fundamental weakly
globular n-fold groupoid functor is given by the composite
Hn : n-types S−→ [∆op , Set]
Or(n)−−−→ [∆nop , Set] Pn−→ Gpdn (11.27)
For a general n-fold simplicial set Y , PnY does not have a simple
and explicitly computable expression. However, we showed that, given
a space X, the fibrancy of SX induces a property of Or(n) SX which we
called in [22] (n, 2)-fibrancy (see [22, Definition 2.3.1 and Proposition
2.3.9]). We then showed that to apply Pn to a (n, 2)-fibrant n-fold
simplicial set we need only apply the usual fundamental groupoid in
each of the (n− 1)-simplicial directions. Thus we have
Theorem 11.4.3. [22, Theorem 2.40] Let Hn be as in Definition
11.4.2 and X be a space. Then
HnX = pˆi(1)pˆi(2) · · · pˆi(n) Or(n) SX . (11.28)
Using this explicit description of Hn we showed in [22] that the
functor Hn in fact lands in Gpdnwg. Further, we proved
Theorem 11.4.4. [22, Theorem 4.32] The functors
Hn : n-types→ Gpdnwg, B : Gpdnwg → n-types
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induce functors
Ho(n-types)  Gpdnwg/∼n
with BHn ∼= Id.
Remark 11.4.5. Let
B˜ = B◦Discn : GCatnwg → n-types.
From [22], the following diagram commutes
GCatnwg/∼n B˜ // Ho(n-types)
Gpdnwg/∼n
?
j
OO
B
55
Using our previous results we deduce the following corollary, which
shows that jHn can be used as an alternative fundamental functor from
n-types to GCatnwg.
Corollary 11.4.6. Let jHn be the composite
jHn : n-types S−→ [∆op , Set]
Or(n)−−−→ [∆nop , Set] Pn−→ Gpdnwg
j
↪→ GCatnwg
and let B˜ : GCatnwg → n-types be as in Remak 11.4.5. Then jHn and
B˜ induce an equivalence of categories
GCatnwg/∼n ' Ho(n-types) . (11.29)
Proof. Let X ∈ GCatnwg; by Theorem 11.3.9, B˜X is an n-type and
by Theorem 11.4.4 and Remark 11.4.5
B˜jHnB˜X ∼= BHnB˜X ∼= B˜X (11.30)
in Ho(n-types). Since both X and jHnB˜X are in GCatnwg, the equiva-
lence of categories
GCatnwg/∼n ∼= Ho(n-types)
of Theorem 11.3.9 induced by QnTn and B˜, together with (11.30) imply
that
jHnB˜X ∼= X (11.31)
in GCatnwg/∼n.
Let Y ∈ Ho(n-types). By Theorem 11.4.4 and Remark 11.4.5
B˜jHnY ∼= BHnY ∼= Y (11.32)
in Ho(n-types). By (11.31) and (11.32) we conclude that jHn and B˜
induce the equivalence of categories (11.29). 
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The following corollary shows that the functor
p(n) : GCatnwg → GCatn−1wg
is the algebraic version of the Postnikov truncation functor
n-types→ (n− 1)-types .
Corollary 11.4.7. Let X ∈ GCatnwg. The map
X → d(n)q(n)X = d(n)p(n)X
induces a map of spaces
B˜X → B˜p(n)X
such that, for each 0 ≤ i ≤ n− 1, x ∈ B˜X
pii(B˜X, x) ∼= pii(B˜p(n)X, x) .
Proof. It is shown in [22] that the functor
p(n) : Gpdnwg → Gpdn−1wg
(denoted Π(n)0 in [22]) is such that, for each Y ∈ Gpdnwg, the map Y →
d(n)p(n)Y induces a map of spaces
BY → Bp(n)Y
such that, for each 0 ≤ i ≤ n− 1, y ∈ BY
pii(BY, y) ∼= pii(Bp(n)Y, y) (11.33)
Let X ∈ GCatnwg. By Corollary 11.4.7 there is a zigzag of n-equivalences
between X and jHnB˜X, and thus also a zig-zag of (n−1)-equivalences
between p(n)X and p(n)jHnB˜X = jp(n)HnB˜X. This implies that
there are zig-zag of weak homotopy equivalences between B˜X and
B˜jHnB˜X = BHnB˜X as well as between B˜p(n)X and B˜jp(n)HnB˜X =
Bp(n)HnB˜X. Therefore, for all x ∈ B˜X
pii(B˜X, x) ∼= pii(BHnB˜X, x′)
pii(B˜p
(n)X, x) ∼= pii(Bp(n)HnB˜X, x′) .
(11.34)
By (11.33), taking Y = HnB˜X ∈ Gpdnwg we obtain for each 0 ≤ i ≤
n− 1
pii(BHnB˜X, x′) = pii(Bp(n)HnB˜X, x′) .
By (11.34) this implies, for all 0 ≤ i ≤ n− 1
pii(B˜X, x) ∼= pii(B˜p(n)X, x) .

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11.4.2. Some examples. We now illustrate the fundamental weakly
globular n-fold groupoid of a space in some low dimensional cases. This
shows how explicit and convenient is the use of the functor jHn to pro-
duce the fundamental groupoidal weakly globular n-fold category of a
space.
For each n > 1 denote by Rn the composite
[∆
op
, Set]
Or(n)−−−→ [∆nop , Set] Pn−→ Gpdnwg (11.35)
and let R1 = pˆi1 : [∆op , Set] → Gpd be the fundamental groupoid, so
that, using our previous notation
jHn = jRnS : n-types→ GCatnwg .
In [22, Lemma 4.14] we give an iterative description of RnY for a Kan
complex Y which is more transparent that the formula 11.28. More
precisely, let uY : DecY → Y be as in Section 3.5 and consider the
corresponding internal equivalence relation
(DecY )[u] ∈ Gpd([∆op , Set])
as in Definition 5.4.1. Denote by
L•Y ∈ [∆op , [∆op , Set]]
the nerve of (DecY )[u], so that
LkY =
{
DecY, if k = 0
DecY×Y k+1· · ·×Y DecY, if k ≥ 1
(11.36)
A picture of the corner of L•Y is given below.
· · · Y3
d3×Y2 Y3
d3×Y2 Y3
//
//
//

Y3
d3×Y2 Y3
p2 //
p1 //

Y3
d2

d1

d0

· · · Y2
d2×Y1 Y2
d2×Y1 Y2
//
//
//

Y2
d2×Y1 Y2
p2 //
p1 //

Y2
d1

d0

· · · Y1
d1×Y0 Y1
d1×Y0 Y1
//
//
// Y1
d1×Y0 Y1
p2 //
p1 // Y1
Figure 11.1. Corner of L•Y
Proposition 11.4.8. [22, Lemma 4.14]
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a) For each k ≥ 0
(N (n)RnY )k ∼= Rn−1LnY . (11.37)
Thus, for each k ≥ 1
RnLnY ∼= Rn−1L1Y×Rn−1 DecY
k· · ·×Rn−1 DecY Rn−1L1Y . (11.38)
b) If Y is homotopically trivial for k ≥ 1
RnLnY ∼= Rn DecY×RnY
k+1· · ·×RnY Rn DecY .
We also proved in [22, Proposition 4.28] that for every Kan complex
Y ,
p(n)RnY ∼= Rn−1Y (11.39)
and thus, if X is a n-type and Y = SX,
p(n)jHnX = p(n)jRnSX = jHn−1X . (11.40)
Example 11.4.9. The fundamental weakly globular double groupoid
of a space.
Let X be a space and Y = SX its singular simplicial set. The
bisimplicial set Or(2) Y can be described as follows.
Let Dec and Dec′ be the two décalage comonads as in Section 3.5.
The comonad Dec yields a simplicial resolution Z ∈ [∆op , [∆op , Set]] for
any Y ∈ [∆op , Set] with
Zk−1 = Deck Y = Dec(Dec . . . Dec . . .)︸ ︷︷ ︸
k
∈ [∆op , Set]
It can be shown (see for instance [64]) that
Or(2) Y = Z .
The bisimplicial set Or(2) Y is depicted in Figure 11.2 on page 269,
viewed as a horizontal simplicial object in [∆op , Set] (the degeneracy
maps are not shown). The corresponding resolution using Dec′ is
also depicted in Figure 11.2, viewed as a vertical simplicial object in
[∆
op
, Set].
From Theorem 11.4.3 it is
jHnX = P2 Or(2) SX = pˆi(1)1 pˆi(2)1 Or(2) Y (11.41)
where pˆi(1)1 and pˆi
(2)
1 are the fundamental groupoids in the two simplicial
directions. Since Y = SX is a Kan complex, such are DecY and
Dec′ Y , so (Or(2) Y )k∗ and (Or(2) Y )∗k are Kan complexes for all k, and
taking their fundamental groupoids amounts to dividing out the 1-
simplices by the relations given by the 2-simplicies. Using the formula
(11.37) we obtain
(N (2)jH2X)0 = pˆi1 DecY
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which is the homotopically discrete groupoid corresponding to the sur-
jective map of sets d1 : X1 → X0. By (11.37) we also have
(N (2)jH2X)k = pˆi1LkY
where LkY is as in Figure 11.1.
In Figure 11.3 on page 269 we display the corner of the double nerve
of jH2X where (Y2×Y1 Y2)/∼ denotes the result modding out by the
relations of the 2-simplices.
Note that (jH2X)0 is homotopically discrete while p¯jH2X is the
nerve of the groupoid pˆi1Y . Therefore, by Lemma 6.2.8, jH2X ∈ Cat2wg
and, given the groupoidal structures, jH2X ∈ GCat2wg. In fact this is
also a double groupoid, so that H2X ∈ Gpd2wg.
Example 11.4.10. The fundamental weakly globular 3-fold groupoid
of a space.
LetX be a space and Y = SX its singular simplicial set. By (11.25)
Or(3) Y = Or
(2)
(2) Or(2) Y .
See Figure 11.4 on page 270 for a picture of the corner of Or(3) Y . In
Figure 11.5 on page 270 we have a picture of jH3X, where SX = Y .
The isomorphisms describing Z(0,1)4 , Z
(0,2)
4 , Z
(1,2)
4 in Figure 11.5 are
derived from the simplicial identities. Namely, the simplicial identity
d0d0 = d0d1 implies that the limit of the following diagrams are iso-
morphic:
Y2
d1 
Y2
d1
 d1 
Y2
d1

Y1
d0 
Y1
d0

Y0
Y2
d0 
Y2
d0
 d0 
Y2
d0

Y1
d0 
Y1
d0

Y0
That is,
(Y2
d1×Y1 Y2)×
(Y1
d0×Y0Y1)
(Y2
d1×Y1 Y2) ∼= (Y2
d0×Y1 Y2)×
(Y1
d0×Y0Y1)
(Y2
d0×Y1 Y2) .
Similarly, the simplicial identity d0d2 = d1d0 implies the isomorphism
(Y2
d2×Y1 Y2)×
(Y1
d0×Y0Y1)
(Y2
d2×Y1 Y2) ∼= (Y2
d0×Y1 Y2)×
(Y1
d1×Y0Y1)
(Y2
d0×Y1 Y2)
and the simplicial identity d1d2 ∼= d1d1 implies the isomorphism
(Y2
d2×Y1 Y2)×
(Y1
d1×Y0Y1)
(Y2
d2×Y1 Y2) ∼= (Y2
d1×Y1 Y2)×
(Y1
d1×Y0Y1)
(Y2
d1×Y1 Y2)
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The face operators indicated in the picture are the respective pro-
jections, while we omitted drawing the degeneracies.
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· · · Y5
d5 //
d4 //
d3 //
d2

d1

d0

Y4
d4 //
d3 //
d2

d1

d0

Y3
d2

d1

d0

· · · Y4
d4 //
d3 //
d2 //
d1

d0

Y3
d3 //
d2 //
d1

d0

Y2
d1

d0

· · · Y3
d3 //
d2 //
d1 //
Y2
d2 //
d1 // Y1
Figure 11.2. Corner of Or(2) Y
Z
//
//

Y1
d0×Y0 Y1
d0×Y0 Y1

W
//
//
//

(Y2
d2×Y1 Y2)/∼
//
//

Y1
d0×Y0 Y1
p2

p1

Y1
d1×Y0 Y1
d1×Y0 Y1
//
//
// Y1
d1×Y0 Y1
p2 //
p1
// Y1
Figure 11.3. Corner of the double nerve of H2X for
Y = SX
where:
Z = (Y2
d2×Y1 Y2)/∼ ×
(Y1
d1×Y0Y1)
(Y2
d2×Y1 Y2)/∼
W = (Y2
d2×Y1 Y2)/∼ ×
(Y1
d0×Y0Y1)
(Y2
d2×Y1 Y2)/∼
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Y5
d5 //
d4
//
d1

d0

d3
##d2
##
Y4
d3
##d2
##
Y4
d4 //
d3
//
d1

d0

d1

d0

Y3
d1

d0

Y4
d2
##d1
##
d4 //
d3
// Y3
d2
##d1
##
Y3
d3 //
d2
// Y2
Figure 11.4. Corner of Or(3) Y
Z5
//
//

##
##
Z
(0,1)
4
""
""
Z
(0,2)
4
//
//


Z
(0)
3

Z
(1,2)
4
##
##
//
// Z
(1)
3
""
""
Z
(2)
3
//
// Y2
Figure 11.5. Corner of the 3-fold nerve of H3X, with
Y = SX
Z
(0)
3 = Y2
d0×Y1 Y2, Z(1)3 = Y2
d1×Y1 Y2, Z(2)3 = Y2
d2×Y1 Y2 .
Z
(0,1)
4 = (Y2
d1×Y1Y2)×
(Y1
d0×Y0Y1)
(Y2
d1×Y1Y2) ∼= (Y2
d0×Y1Y2)×
(Y1
d0×Y0Y1)
(Y2
d0×Y1Y2)
Z
(0,2)
4 = (Y2
d2×Y1Y2)×
(Y1
d0×Y0Y1)
(Y2
d2×Y1Y2) ∼= (Y2
d0×Y1Y2)×
(Y1
d1×Y0Y1)
(Y2
d0×Y1Y2)
Z
(1,2)
4 = (Y2
d2×Y1Y2)×
(Y1
d1×Y0Y1)
(Y2
d2×Y1Y2) ∼= (Y2
d1×Y1Y2)×
(Y1
d1×Y0Y1)
(Y2
d1×Y1Y2)
Z5 = Z
(0,1)
4 /∼ ∼= Z(0,2)4 /∼ ∼= Z(1,2)4 /∼ .
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· · · // ////

X11×X10 X11 ////

X01×X00 X01

· · · X11×X01 X11 //
//
//

X11 //
//

X01

· · · X10×X00 X10 //
//
// X10 //
// X00
Figure 11.6. Corner of J3X ∈ [∆2op ,Cat ] for X ∈ FCat3wg
· · · //////

X11×X10 X11 ////

Xd0∗

· · · X11×X01 X11 //
//
//

X11 //
//

Xd0∗

· · · (X10×X00 X10)d //
//
// X
d
10
// // Xd0∗
Figure 11.7. Corner of J3D3X ∈ [∆2op ,Cat ] for X ∈ FCat3wg
APPENDIX A
Proof of Lemma 9.3.4
Lemma 9.3.4 Let X ∈ Catnwg, Y ∈ LTanwg be such that Yk is discrete
for all k ∈ ∆n−1op such that kj = 0 for some 1 ≤ j ≤ n − 1. Let
k, s ∈ ∆n−1op and let k → s be a morphism in ∆n−1op. Suppose that
the following conditions hold:
i) If kj, sj 6= 0 for all 1 ≤ j ≤ n − 1, then Xk = Yk, Xs = Ys
and the maps
Xk → Xs, Yk → Ys
coincide.
ii) If kj = 0 for some 1 ≤ j ≤ n − 1 and st = 0 for some
1 ≤ t ≤ n− 1, then Xdk = Yk, Xds = Ys and the two maps
Xdk → Xds , Yk → Ys
coincide, where fd : Xdk → Xds is induced by f : Xk → Xs and
thus also coincides with the composite
Xdk
γ′Xk−−→ Xk f−→ Xs γXs−−→ Xds
(where γ is the discretization map and γ′ a section), since
fd = fdγXkγ
′
Xk
= γXsfγ
′
Xk
.
iii) If kj 6= 0 for all 1 ≤ j ≤ n − 1 and st = 0 for some 1 ≤ t ≤
n− 1, the following diagram commutes
Xk // Xs
γXs // Xds = Ys
Yk
33
where γXs is the discretization map.
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iv) If kj = 0 for some 1 ≤ j ≤ n−1 and st 6= 0 for all 1 ≤ t ≤ n−1
then the following diagram commutes
Xdk
γ′Xk // Xk // Xs = Ys
Yk
33
Then
a) For all k ∈ ∆n−1op, (TrnX)k = (TrnY )k
b) For all k ∈ ∆n−1op such that kj 6= 0 for all 1 ≤ j ≤ n− 1,
the maps
(TrnX)k  Xk, (TrnY )k  Yk
coincide.
c) TrnX = TrnY .
Proof. By induction on n. Let n = 2. By definition of Tr2 and
by conditions i) and ii) in the hypothesis,
(Tr2X)0 = X
d
0 = Y0 = (Tr2Y )0
(Tr2X)1 = X1 = Y1 = (Tr2Y )1 .
Further, by hypothesis iii) the maps ∂′0, ∂′1 : Y1 → Y0 are the composites
Y1 = X1
∂0 //
∂0
// X0
γX0 // Xd0 = Y0
that is ∂′i = γX0∂i, i = 0, 1. This implies that for each k ≥ 2
(Tr2X)k = X1×Xd0
k· · ·×Xd0 X1 = Y1×Y0
k· · ·×Y0 Y1 = (Tr2Y )k .
This proves a) when n = 2.
We now prove b) when n = 2. The map
(Tr2X)1 = X1 → X1
is the identity and by the hypothesis i) coincides with
(Tr2Y )1 = Y1 → Y1 = X1 .
When k > 1, the maps
(Tr2X)k = X1×Xd0
k· · ·×Xd0 X1  X1×X0
k· · ·×X0 X1 (A.1)
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are the induced Segal maps for X and their pseudo-inverses. The in-
duced Segal maps of X arise from the commuting diagram (see also
Definition 3.1.2).
Xk
ν1
yy
νk
%%
X1
γ∂0

γ∂1

· · · X1
γ∂0

γ∂1

Xd0 X
d
0 · · · Xd0 Xd0
(A.2)
By hypothesis i) the maps
νi : Xk → X1 νi : Yk → Y1
coincide; by hypothesis iii) the maps
X1
γ∂i−−→ Xd0 Y1
∂′i−→ Y0
coincide. Thus (A.2) coincides with
Yk
ν1
zz
νk
$$
Y1
∂′0

∂′1

· · · Y1
∂′0

∂′1

Y0 Y0 · · · Y0 Y0
so the induced Segal maps of X and Y coincide. So by (A.1) the maps
(Tr2X)k  Xk, (Tr2Y )k  Yk
coincide, proving b) when n = 2.
To show c) when n = 2 we first show that, for each morphism k → s
in ∆op , the maps
(Tr2X)k → (Tr2X)s, (Tr2Y )k → (Tr2Y )s (A.3)
coincide. By the proof of Lemma 4.3.2 these maps are the composites
(Tr2X)k → Xk → Xs → (Tr2X)s (A.4)
(Tr2Y )k → Yk → Ys → (Tr2Y )s (A.5)
Let k > 0 and s > 0. Then by b) and by hypothesis i), the maps (A.4)
and (A.5) coincide.
Let k = 0 and s > 0. Then (A.4) and (A.5) are given by
(Tr2X)0 = X
d
0 → X0 → Xs = (Tr2X)s
(Tr2Y )0 = Y0 → Ys
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and these coincide by hypothesis iv).
Suppose k > 0 and s = 0. Then (A.4) and (A.5) are given by
(Tr2X)k → Xk → X0 → Xd0 = (Tr2X)0 (A.6)
(Tr2Y )k → Yk → Y0 = (Tr2Y )0 . (A.7)
By b), the maps
(Tr2X)k → Xk, (Tr2Y )k → Yk
coincide while by hypothesis iii) the maps
Xk → X0 → Xd0 , Yk → Y0
coincide. Therefore (A.6) and (A.7) coincide.
If k = s = 0, the composite
(Tr2X)0 = X
d
0 → X0
fX0−−→ X0 → Xd0
is equal to fdX0 , which coincides with f
d
Y0
by hypothesis ii).
We conclude that (A.4) and (A.5) always coincide.
By the definition of pseudo-functor (see Definition 4.2.1) in order
to prove that Tr2X = Tr2Y it remains to show that, given morphisms
k → s→ r in ∆op the 2-dimensional pasting diagrams
(Tr2X)k (Tr2X)s (Tr2X)r
⇓
(Tr2Y )k (Tr2Y )s (Tr2Y )r
⇓
coincide and, given idk : k → k in ∆op , the 2-dimensional pasting
diagrams
(Tr2X)k (Tr2X)k
(Tr2X)(Idk)
⇓
Id
(Tr2Y )k (Tr2Y )k
(Tr2Y )(Idk)
⇓
Id
coincide.
The proof of this is as in the inductive step on pages 278 to 280. In
fact, the proof of these parts of the inductive step only uses a) and b)
and the equality of the maps (A.3), all of which have been proved for
the case n = 2, but it does not use the equality of the 2-dimensional
pasting diagrams at step (n− 1). We therefore refer the reader to the
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later part of this proof for this step. This concludes the proof of the
lemma in the case n = 2.
Suppose, inductively, that the lemma holds for (n−1) and let X, Y
be as in the hypothesis.
a) By definition of Trn and by hypothesis ii), for all s ∈ ∆n−2op ,
(TrnX)(0,s) = X
d
(0,s) = Y
d
(0,s) = (TrnY )(0,s) .
Clearly X1 ∈ Catn−1wg and Y1 ∈ LTan−1wg satisfy the inductive hypothesis.
Thus, using the definition of Trn and the inductive hypothesis a) on
X1, Y1 we obtain
(TrnX)(1,s) = (Trn−1X)s = (Trn−1Y )s = (TrnY )(1,s) .
We claim that, for all s ∈ ∆n−2op , the maps
(Trn−1X1)s → X1s → X0s → Xd0s (A.8)
(Trn−1Y1)s → Y1s −−−−−−−→ Y0s (A.9)
coincide. In fact, suppose sj 6= 0 for all 1 ≤ j ≤ n − 2. Then by
inductive hypothesis b) applied to X1, Y1 the maps
(Trn−1X1)s → X1s, (Trn−1Y1)s → Y1s
coincide, while by hypothesis iii) the maps
X1s → X0s → Xd0s, Y1s → Y0s
coincide. Thus the composites (A.8) and (A.9) coincide.
Suppose sj = 0 for some 1 ≤ j ≤ n− 2. Then by Corollary 9.3.2
(Trn−1X1)s = Xd1s, (Trn−1Y1)s = Y
d
1s .
Thus the maps (A.8) and (A.9) are given by
Xd1s → X1s → X0s → Xd0s, Y1s → Y0s
and these coincide by hypothesis ii). This proves the claim. From this
claim, the inductive hypothesis a) on X1, Y1 and the definition of Trn
it follows that, for each k1 > 1, k = (k1, s)
(TrnX)k = (Trn−1X1)s×Xd0s
k1· · ·×Xd0s (Trn−1X1)s =
= (Trn−1Y1)s×Y0
k1· · ·×Y0 (Trn−1Y1)s = (TrnY )k
This proves a).
b) Let k = (k1, s) with k1 6= 0 and sj 6= 0 for all 1 ≤ j ≤ n− 2. By
induction hypothesis b) applied to X1 and Y1, the maps
(TrnX)(1,s) = (Trn−1X1)s  X1s
(TrnY )(1,s) = (Trn−1Y1)s  Y1s
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coincide. This implies that, for each k1 > 1, the maps
(TrnX)k = (Trn−1X1)s×Xd0s
k1· · ·×Xd0s(Trn−1X1)s → X1s×Xd0s
k1· · ·×Xd0sX1s
(A.10)
(TrnY )k = (Trn−1Y1)s×Y0s
k1· · ·×Y0s (Trn−1Y1)s → Y1s×Y0s
k1· · ·×Y0s Y1s
(A.11)
coincide. On the other hand, reasoning as in the case n = 2, we see
that the maps
X1s×Xd0s
k1· · ·×Xd0s X1s  X1s×X0s
k1· · ·×X0s X1s = Xk1s (A.12)
Y1s×Y0s
k1· · ·×Y0s Y1s  Yk1s (A.13)
coincide. Composing (A.10) with (A.12) and (A.11) with (A.13) we
therefore conclude that the maps
(TrnX)k  Xk, (TrnY )k  Yk
coincide for each k such that kj 6= 0 for all 1 ≤ j ≤ n− 1. This proves
b).
c) By a) and by the definition of pseudo-functor (see Definition
4.2.1) in order to prove that TrnX = TrnY it remains to show that:
i) For each morphism k → s in ∆n−1op , the maps
(TrnX)k → (TrnX)s, (TrnY )k → (TrnY )s
coincide.
ii) Given morphisms k → s → r in ∆n−1op the 2-dimensional
pasting diagrams
(TrnX)k (TrnX)s (TrnX)r
⇓
(A.14)
(TrnY )k (TrnY )s (TrnY )r
⇓
(A.15)
coincide.
iii) Given idk : k → k in ∆n−1op , the 2-dimensional pasting dia-
grams
(TrnX)k (TrnX)k
(TrnX)(Idk)
⇓
Id
(A.16)
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(TrnY )k (TrnY )k
(TrnY )(Idk)
⇓
Id
(A.17)
coincide.
i) By the proof of Lemma 4.3.2, these maps are given as composites
(TrnX)k → Xk → Xs → (TrnX)s (A.18)
(TrnY )k → Yk → Ys → (TrnY )s . (A.19)
Suppose that kj 6= 0, sj 6= 0 for all 1 ≤ j ≤ n− 1. Then by b) and by
hypothesis i), (A.18) and (A.19) coincide.
Suppose that kj = 0 for some 1 ≤ j ≤ n − 1 and st = 0 for some
1 ≤ t ≤ n − 1. Then by Corollary 9.3.2, (A.18) and (A.19) are given
by the composites
(TrnX)k = X
d
k → Xk → Xs → (TrnX)s = Xds
(TrnY )k = Yk −−−−−−−−−−−−−−−−−−−−−→ Ys
and these coincide by hypothesis ii). Suppose that kj = 0 for some
1 ≤ j ≤ n−1 and si 6= 0 for all 1 ≤ i ≤ n−1. Then (A.18) and (A.19)
are given by the composites
(TrnX)k = X
d
k → Xk → Xs → (TrnX)s (A.20)
(TrnY )k = Yk −−−−−−−→ Ys → (TrnY )s . (A.21)
By a) the maps
Xs → (TrnX)s, Ys → (TrnY )s
coincide, with the hypothesis iv) the maps
Xdk → Xk → Xs, Yk → Ys
coincide. Hence by composing, we deduce that (A.20) and (A.21) co-
incide. In conclusion the maps (A.18) and (A.19) always coincide,
proving i).
ii) We distinguish the following eight cases. For each we refer to
diagrams on pages 281 and 282. Using a), b) and the hypotheses we
see that in each case the left and right pasting diagrams coincide.
Case 1 : ki 6= 0 for all 1 ≤ i ≤ (n − 1); sj 6= 0 for all 1 ≤ j ≤ (n − 1);
rt 6= 0 for all 1 ≤ t ≤ (n− 1).
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Case 2 : ki = 0 for some 1 ≤ i ≤ (n− 1); sj 6= 0 for all 1 ≤ j ≤ (n− 1);
rt 6= 0 for all 1 ≤ t ≤ (n− 1).
Note that by hypothesis iv) the map Yk → Ys factors as
Yk = X
d
k → Xk → Xs = Ys.
Case 3 : ki 6= 0 for all 1 ≤ i ≤ (n− 1); sj = 0 for some 1 ≤ j ≤ (n− 1);
rt 6= 0 for all 1 ≤ t ≤ (n− 1).
Note that by hypotheses iii) and iv) the maps
Yk → Ys, Ys → Yr
factor as
Yk = Xk → Xs → Xds = Ys, Ys = Xds → Xs → Xr = Yr.
Case 4 : ki 6= 0 for all 1 ≤ i ≤ (n − 1); sj 6= 0 for all 1 ≤ j ≤ (n − 1);
rt = 0 for some 1 ≤ t ≤ (n− 1).
Note that by hypothesis iv) the map Ys → Yr factors as
Ys = Xs → Xr → Xdr = Yr.
Case 5 : ki 6= 0 for all 1 ≤ i ≤ (n− 1); sj = 0 for some 1 ≤ j ≤ (n− 1);
rt = 0 for some 1 ≤ t ≤ (n− 1).
Note that by hypotheses ii) and iv) the maps
Yk → Ys, Ys → Yr
factor as
Yk = Xk → Xs → Xds = Ys, Ys = Xds → Xs → Xr →→ Xdr = Yr.
Case 6 : ki = 0 for some 1 ≤ i ≤ (n− 1); sj 6= 0 for all 1 ≤ j ≤ (n− 1);
rt = 0 for some 1 ≤ t ≤ (n− 1).
Note that by hypotheses iii) and iv) the maps
Yk → Ys, Ys → Yr
factor as
Yk = X
d
k → Xk → Xs = Ys, Ys = Xs → Xr → Xdr = Yr.
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Case 7 : ki = 0 for some 1 ≤ i ≤ (n−1); sj = 0 for some 1 ≤ j ≤ (n−1);
rt 6= 0 for all 1 ≤ t ≤ (n− 1).
Note that by hypotheses ii) and iv) the maps
Yk → Ys, Ys → Yr
factor as
Yk = X
d
k → Xk → Xs → Xds = Ys, Ys = Xds → Xs → Xr = Yr.
Case 8 : ki = 0 for some 1 ≤ i ≤ (n−1); sj = 0 for some 1 ≤ j ≤ (n−1);
rt = 0 for some 1 ≤ t ≤ (n− 1).
Note that by hypothesis ii) the maps
Yk → Ys, Ys → Yr
factor as
Yk = X
d
k → Xk → Xs → Xds = Ys, Ys = Xds → Xs → Xr → Xdr = Yr.
iii) Suppose that ki 6= 0 for all 1 ≤ i ≤ (n − 1). Then A.16 and
A.17 are given by
(TrnX)k (TrnX)k
Xk Xk
(TrnX)k (TrnX)k
⇒Id ⇒ IdId
(TrnY )k (TrnY )k
Yk Yk
(TrnY )k (TrnY )k
⇒Id ⇒ IdId
and these coincide by a), b) and hypothesis i).
Suppose that ki = 0 for some 1 ≤ i ≤ (n− 1). Then A.16 and A.17
are given by
Xdk X
d
k
Xk Xk
Xk Xk
Id
Id Id
Id
Id
Yk Yk
Yk Xk Yk
Yk Yk
Id
Id
Id
and they coincide as Yk = Xdk .
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CASE 1
(TrnX)k (TrnX)s (TrnX)r
Xk Xs Xs Xr
(TrnX)k (TrnX)r
Id ⇒ Id⇒
⇓
(TrnY )k (TrnY )s (TrnY )r
Yk Ys Ys Yr
(TrnY )k (TrnY )r
Id ⇒ Id⇒
⇓
CASE 2
Xdk (TrnX)s (TrnX)r
Xk Xs Xs Xr
Xdk (TrnX)r
Id Id⇒
⇓
Yk (TrnY )s (TrnY )r
Yk Xk Ys Ys Yr
Yk (TrnY )r
Id⇒
⇓
CASE 3
(TrnX)k X
d
s (TrnX)r
Xk Xs Xs Xr
(TrnX)k (TrnX)r
Id ⇒ Id⇒
⇓
(TrnY )k Ys (TrnY )r
Yk Xs Ys Xs Yr
(TrnY )k (TrnY )r
Id ⇒ Id⇒
Id
⇓
CASE 4
(TrnX)k (TrnX)s X
d
r
Xk Xs Xs Xr
(TrnX)k X
d
r
Id ⇒ Id
⇓
(TrnY )k (TrnY )s Yr
Yk Ys Ys Xr Yr
(TrnY )k Yr
Id ⇒
⇓
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CASE 5
(TrnX)k X
d
s X
d
r
Xk Xs Xs Xr
(TrnX)k X
d
r
Id ⇒ Id
⇓
(TrnY )k Ys Yr
Yk Xs Ys Xs Xr Yr
(TrnY )k Yr
Id ⇒
⇓
Id
CASE 6
Xdk (TrnX)s X
d
r
Xk Xs Xs Xr
Xdk X
d
r
Id Id
⇓
Yk (TrnY )s Yr
Yk Xk Ys Ys Xr Yr
Yk Yr
⇓
CASE 7
Xdk X
d
s (TrnX)r
Xk Xs Xs Xr
Xdk (TrnX)r
Id Id⇒
⇓
Yk Ys (TrnY )r
Yk Xk Xs Ys Xs Yr
Yk (TrnY )r
Id⇒
⇓
Id
CASE 8
Xdk X
d
s X
d
r
Xk Xs Xs Xr
Xdk X
d
r
Id Id
⇓
Yk Ys Yr
Yk Xk Xs Ys Xs Xr Yr
Yk Yr
⇓
Id

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