Abstract-DotSlash is an automated web hotspot rescue system. This paper presents DotSlash Qcache services that allow a web site to use on-demand distributed query result caching to greatly reduce the workload at read-mostly databases. DotSlash Qcache services complement DotSlash rescue services; together they provide a comprehensive solution to address different bottlenecks at multi-tier web sites.
Web hotspots, also known as flash crowds or the Slashdot effect [1] , are short-term dramatic load spikes that could seriously degrade the service quality of affected web sites. To handle web hotspots cost-effectively, we developed DotSlash, a self-configuring and scalable rescue system [22] , [23] .
This paper presents DotSlash Qcache services, which allow a web site to use on-demand distributed query result caching to greatly reduce the workload at read-mostly databases. The novelty of this work is on-demand caching based on load conditions: caching remains inactive as long as the load is normal, but is activated once the load is heavy. This approach offers good data consistency for normal load and good scalability with relaxed data consistency under heavy load. DotSlash Qcache services complement DotSlash rescue services; together they provide a comprehensive solution to address different bottlenecks at multi-tier web sites.
The remainder of this paper is organized as follows. We discuss related work in Section II, introduce DotSlash system architecture in Section III, describe the design of DotSlash Qcache services in Section IV, evaluate our prototype system in Section V, and conclude in Section VI.
II. RELATED WORK
A large body of existing work on web hotspots [8] , [19] , [14] have focused on static content. To improve the application server scalability, application programs or components [16] , [2] can be offloaded from the origin server. Recently, Olston et al. [12] proposed a scalability service for databases using multicast-based consistency management. Although their system aims at broader web applications, its scalability gain under heavy load is unclear. In contrast, our system targets readmostly databases and scales well under dramatic load spikes.
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Caching is very effective for web content distributions. Web caching [7] , [6] can cache HTML pages or page fragments, whereas database caching [3] , [5] can cache data from backend databases. While caching in existing systems is active in all cases, our query result caching is activated only under heavy load, which minimizes the effect of caching on consistency while improving the system scalability.
Replication [15] , [18] is a widely used mechanism for database scalability. Our current prototype uses a single backend database server, which can be extended to support distributed database servers by incorporating database replication into our system. Database clustering [13] , [11] is a mechanism at the database server tier to pool database servers together for high availability and performance. DotSlash is a solution at the web/application server tier for scalability. Our system and database clustering are orthogonal, and they can be used together at dynamic content web sites.
III. DOTSLASH SYSTEM ARCHITECTURE The application model for our system is the standard threetier web architecture as shown in Figure 1 , where application programs running at the application server access application data stored in the database server through a data driver. DotSlash rescue services enable a web site to build an adaptive distributed web server system on the fly and replicate application programs dynamically, which relieve a spectrum of bottlenecks ranging from access network bandwidth to web servers and application servers. An origin web server discovers suitable rescue servers via wide-area service location, allocates them for temporary use, and redirects client requests to them. DotSlash uses DNS round robin as the first level crude load distribution, and uses HTTP redirect as the second level finegrained load balancing. When a rescue relationship is set up, the rescue server assigns a unique virtual host name to the origin server, which is used by the origin server in its HTTP redirects to the rescue server. Also, the origin server adds the rescue server's IP address to its local DNS for round robin. A rescue server works as a reverse caching proxy for its origin server, and serves the content of its origin server on the fly.
C. DotSlash Qcache Services
DotSlash Qcache services allow an origin server and its rescue servers to use on-demand query result caching to reduce the database workload at the origin server. Since the data driver intercepts all database queries, we enhance it with query result caching without changing the application API and database interface. In our prototype system [20] , we use the common LAMP (Linux, Apache, MySQL, and PHP) configuration, and extend the original PHP data driver for MySQL databases with a query result cache. Figure 2 illustrates how to enable query result caching in DotSlash. Note that a client request can be redirected from the origin server to the rescue server via either DNS round robin or HTTP redirect.
IV. THE DESIGN OF DOTSLASH QCACHE SERVICES A. Caching Features
Our query result caching is on-demand, self-configuring, distributed, and transparent to web users and applications. Figure 3 shows the control of our on-demand caching. Caching is activated if a web server is in the SOS state (i.e., an origin server), or if a web server is in the rescue state (i.e., a rescue server), or if a web server is in the normal state and its load is above the upper threshold. On the other hand, caching is de-activated when an origin server switches from the SOS state to the normal state, or when a rescue server switches from the rescue state to the normal state, or when a web server is in the normal state and its load is below the lower threshold.
When an origin server sets up its rescue servers, it passes the query result caching control parameters to its rescue servers. By doing so, a rescue server can manage cached objects based on the instructions from the origin server. In this way, an origin server can set up a distributed query result caching system on the fly using one set of control parameters.
By default, each web/application server has its own, colocated query result cache. An origin server can obtain more query result caches as it drafts more rescue servers. Using co-located query result caches is well-suited for DotSlash in terms of resource utilization efficiency because our query result caching is on demand, and the cache server is idle most of time. Note that our system can use a dedicated query result cache server which is shared among an origin server and its rescue servers, or among a subset of rescue servers. Doing so can reduce the workload at the origin database server. However, a shared cache may become a potential performance bottleneck, and accessing a remote cache incurs longer delays.
Without the need to change client-side web browsers and server-side application programs, our query result caching is easy to deploy. Furthermore, we provide a way for web users to bypass our query result caching. Our current prototype 
