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Abstract
We describe explicit generating functions for a large class of Hurwitz–Hodge integrals. These are inte-
grals of tautological classes on moduli spaces of admissible covers, a (stackily) smooth compactification of
the Hurwitz schemes.
Admissible covers and their tautological classes are interesting mathematical objects on their own, but
recently they have proved to be a useful tool for the study of the tautological ring of the moduli space of
curves, and the orbifold Gromov–Witten theory of DM stacks.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Overview
The goal of this paper is to evaluate, for all pairs of integers (j, g), (the integrals of) the
tautological classes (see Section 2.3):
λgλjψ
g−j−1
on the moduli space Ag . For a fixed integer d ,
Ag := Adm
(
g
d−→ 0, (t1, . . . , t2g, (d)2g+1, (d)2g+2))
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is the moduli space of genus g admissible covers of a rational curve, with two fully ramified
points (Section 2.1). Ag is a smooth Deligne–Mumford stack of dimension 2g − 1. The ψ class
is always at one of the fully ramified marks.
These integrals exhibit a rich combinatorial structure. Further, they are useful tools in the
study of the tautological ring of the moduli space of curves and of the Gromov–Witten theory of
orbifolds (Section 1.2).
In Fig. 1, we sketch the possibly nonzero numbers on the (j, g)-plane. We organize all these
numbers in a two-parameter generating function T (u, q): the variable u keeps track of the genus,
q of the degree of the second Hodge class.
We also observe two natural ways of grouping our numbers into one-dimensional generating
functions:
Diagonally: add all terms that lie on lines parallel to the diagonal j = g. We define Di (u) to be
the generating function corresponding to the line j = g − i.
Vertically: fix j and vary g. We denote by Vi (u) the function obtained by fixing j = i.
The results of this paper consist in explicit formulas, stated in Section 1.3, for the generating
functions T ,Di and Vi .
1.2. History, connections and applications
Hodge integrals are evaluations of certain dimension zero tautological classes on Mg,n: poly-
nomials in λ classes and ψ classes. Besides being interesting mathematical objects on their own,
their importance lies in the fact that they create a connection between three areas of mathemat-
ics: the study of the geometry of the moduli space of curves, the combinatorial/representation
theoretic Hurwitz theory, and the Gromov–Witten theory of toric varieties.
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grals. This has been the springboard for work of Graber, Vakil, and the combinatorialists Goulden
and Jackson [11–15], making progress towards the understanding of the Faber conjectures on the
tautological ring of Mg,n and various (partial) compactifications of it.
Atiyah–Bott localization provides the link with Gromov–Witten theory: when localizing on
the spaces of stable maps to a toric variety, the fixed loci are essentially (up to finite group
actions) products of moduli spaces of curves. The restriction of the virtual fundamental class to
the fixed loci and the contribution of the Euler class of the normal bundle are expressed in term
of λ and ψ classes, thus giving rise to products of Hodge integrals.
In [8], Faber provides an algorithm for computing any given Hodge integral. However, we
know only of few examples of classes of Hodge integrals that are explicitly described in gener-
ating function form [10].
Yet another piece in this mosaic is provided by moduli spaces of admissible covers, a smooth
compactification of the classical Hurwitz schemes, parameterizing ramified covers of curves with
prescribed numerical invariants and ramification data (degree of the cover, genus of the source
and of the target curves, and ramification profile over all branch points). The natural forgetful map
to the moduli space of curves (remembering the source) allows one to define Hodge-type integrals
on moduli spaces of admissible covers; such integrals were named Hurwitz–Hodge integrals by
Bryan, Graber and Pandharipande. Starting with [3], they pursue a systematic approach to the
orbifold Gromov–Witten theory of Gorenstein stacks via Hurwitz–Hodge integrals.
We began studying Hurwitz–Hodge integrals in [4] and [5]. In this paper we make progress
in the understanding of Hurwitz–Hodge integrals with descendants, exhibiting some surprisingly
nice combinatorial structure. These results are applied in [2] to obtain a purely Hurwitz-theoretic
proof of classical computations of Faber–Pandharipande and Looijenga (see the “Important Re-
mark” in Section 1.3 for a short discussion of this application).
1.3. The theorems
We fix once and for all the degree d of the maps we consider. For any positive integer i, define
the generating function Di (u):
Di (u) :=
∑
gi
( ∫
Ag
λgλg−iψi−1
)
u2g
2g! =:
∑
gi
D
g
i
u2g
2g! . (1)
Theorem 1.
Di (u) = d
i−1
i! D
i
1(u).
Motivated by Theorem 1 we define
D0(u) := 1
d
. (2)
Important Remark. In this paper we consider the generating function D1(u) as an initial con-
dition. Such generating function was explicitly computed by Faber and Pandharipande for d = 2
[9], and by Looijenga [17] for all other degrees:
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(
d sin(u2 )
sin( du2 )
)
. (3)
In [2] with Bertram and Todorov, we provide a new proof of (3) relying only on Hurwitz theory
and essentially exploiting Theorem 1.
Combining the result of Theorem 1 with formula (3), we explicitly describe a two parameter
generating function encoding all the integrals considered:
Corollary.
T (u, q) :=
∞∑
i=0
Di (u)qi = 1
d
eqdD1(u) =
(
dd−1 sind(u2 )
sind( du2 )
)q
.
For any non-negative integer i, define:
Vi (u) :=
∑
gi
( ∫
Ag
λgλiψ
g−i−1
)
u2g
2g! =:
∑
gi
V
g
i
u2g
2g! . (4)
As in (2), we define the genus 0 term V 00 to be 1/d :
We describe the generating function Vi (u) in terms of the evaluation of λi+1λi(:= Υi) in
genus i + 1 (again, the coefficients of the generating function D1(u)).
Partition notation. For η = nm11 . . . nmrr a partition of the integer i (η  i), we denote
1. |η| = i =∑mknk .
2. (η) =∑mk .
3. Aut(η) =∏mk!.
4. Υ η = Υ m1n1 · · · · ·Υ mrnr .
Theorem 2.
Vi (u) = u2iedΥ0u2
∑
ηi
u2(η)d(η)−1 Υ
η
Aut(η)
. (5)
2. Admissible covers
2.1. Basic definitions and notation
Moduli spaces of admissible covers are a “natural” compactification of Hurwitz schemes,
parameterizing ramified covers of smooth curves. We refer to [1] for formal definitions, and
briefly recall the key ideas here. Let X and E be nodal curves. The map π :E −→ X is an
admissible cover of X if:
• a point e is a node of E if and only if π(e) is a node of X;
• nodes can be smoothed. In particular, the ramification profiles over the shadows of a node
must match.
R. Cavalieri / Advances in Mathematics 218 (2008) 1419–1429 1423Moduli spaces of admissible covers keep track of the branching locus and the ramification
profile over each branch point. In this paper we study the moduli space of genus g, degree d
admissible covers of an unparameterized P1, satisfying the following ramification data:
• simple ramification over the first 2g (marked) branch points;
• full ramification over the last two (marked) branch points.
This moduli space is a smooth DM stack of dimension 2g − 1, denoted
Adm
(
g
d−→ 0, (t1, . . . , t2g, (d)2g+1, (d)2g+2)).
2.2. The boundary
Admissible covers of a nodal curve can be combinatorially described in terms of admissible
covers of the irreducible components of the curve.
A two set partition {A,B} of the set of 2g + 2 marks on the base curve identifies a (closed)
boundary stratum (A | B). Its general point parameterizes the base curve splitting into a nodal
rational curve with one node, the marks in set A arrange themselves on one component, those
in B on the other. Its class in the Chow ring is described by (the pushforward via the gluing maps
of) the fundamental classes of products of admissible cover spaces:
[
(A | B)]=∑
ηd
z(η)
[
Adm
g1
d→0,(A,η) ×Admg2 d→0,(B,η)
]
. (6)
Here:
• the combinatorial factor z(η) := ∏mi !(ηi)mi is the order of the centralizer in Sd of any
element in the conjugacy class η;
• g1 + g2 + (η)− 1 = g (by the Riemann–Hurwitz formula).
2.3. Tautological classes
Moduli spaces of admissible covers admit two natural forgetful maps as in the following
diagram:
Adm
(
g
d−→ 0, (t1, . . . , t2g, (d)2g+1, (d)2g+2))
t
s
Mg
M0,2g+2.
The vertical map t remembers the base of the cover as a genus 0 curve marked by the branch
points of the cover; the map s forgets the cover map and only remembers the source curve.
On M0,2g+2 the tautological class ψi ∈ A1(M0,2g+2) is the first Chern class of the cotangent
line bundle Li . We define ψi on the moduli space of admissible covers by pull-back via t .
The tautological class λi ∈ Ai(Mg) is the ith Chern class of the Hodge bundle E. We define
λi on the moduli space of admissible covers by pull-back via s.
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curve C, the fiber is canonically H 0(C,KC). We recall the following properties [18]:
Mumford Relation: the total Chern class of the sum of the Hodge bundle with its dual is trivial:
c(E ⊕ E∗) = 1. (7)
Hence λ2g = 0 if g > 0.
Separating nodes: denote by Δi,g−i the divis or in Mg parameterizing nodal curves C =
C1 ∪p C2, with C1 a curve of genus i. Then:
E|Δi,g−i = Ei ⊕ Eg−i . (8)
Non-separating nodes: denote by Δ0 the divisor in Mg parameterizing nodal curves obtained
by attaching two points of a genus g − 1 curve.
E|Δ0 = Eg−1 ⊕O. (9)
2.4. Admissible covers of a parametrized P1
Here the objects parametrized are the same as before, but we consider two covers E1 → P1,
E2 → P1 equivalent if there is an isomorphism ϕ :E1 → E2 that makes the triangle commute. In
other words, we are not allowed to act on the base with an automorphism of P1.
We denote by
Adm
(
g
d−→ P1, (t1, . . . , t2g, (d)2g+1, (d)2g+2))
the stack of admissible covers of genus g and degree d of a parametrized projective line, with
specified ramification data. This is a smooth DM stack of dimension 2g + 2.
When the base curve degenerates to a nodal rational curve, one component remains parame-
trized, whereas the sprouted twigs will be unparameterized genus 0 curves. Ordinary genus 0
admissible cover spaces appear in the description of the boundary strata of parametrized admis-
sible cover spaces.
3. Localization
Recall that the C∗-equivariant Chow ring of a point is a polynomial ring in one variable:
A∗
C∗({pt},C) = C[h¯].
Let C∗ act on a smooth, proper stack X, denote by ik :Fk ↪→ X the irreducible components
of the fixed locus for this action and by NFk their normal bundles. We recall the Atiyah–Bott
localization formula [16, Ch. 4.3]:
∫
[X]
α =
∑
k
∫
[Fk]
i∗k α
ctop(NFk )
.
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3.1. Our set-up
Let C∗ act on a two-dimensional vector space V via:
t · (z0, z1) = (tz0, z1).
This action descends to P1, with fixed points 0 = (1 : 0) and ∞ = (0 : 1). An equivariant lifting
of C∗ to a line bundle L over P1 is uniquely determined by its weights {L0,L∞} over the fixed
points.
The canonical lifting of C∗ to the tangent bundle of P1 has weights {1,−1}.
The action on P1 induces an action on the moduli spaces of admissible covers to a parame-
trized P1 by post composing the cover map with the automorphism of P1 defined by t .
The fixed loci for the induced action on the moduli space consist of admissible covers such
that anything “interesting” (ramification, nodes, marked points) happens over 0 or ∞, or on twigs
that attach to the main P1 at 0 or ∞.
4. Theorem 1
We compute the generating functions Di (u) by evaluating auxiliary integrals via localization.
For 0 i  g:
I
g
i :=
∫
Adm(g d→P1,(t1,...,t2g,(d)2g+1,(d)2g+2))
λgλg−i ev∗1(0) ev∗2g+1(0) ev∗2g+2(∞). (10)
Remark. The integrals Ig0 vanish for g > 0 because of Mumford’s relation (7). One can directly
compute I 00 = 1/d , consistent with definition (2).
The only fixed loci contributing to the localization evaluation of Igi correspond to the local-
ization graphs [16, Ch. 27] in Fig. 2. In fact:
1. the preimages of 0 and ∞ must be connected, because of the full ramification condition
imposed at 0 and ∞;
2. no loops in the localization graph are allowed, else λg vanishes by (9);
3. the preimage of 0 cannot be a single point, because of the extra transposition forced over 0.
The case i = 1
By dimension reasons the only contributing fixed locus is the codimension three locus, Fg
in Fig. 2. Since Fg ∼= Adm(g d−→ 0, (t1, . . . , t2g, (d)2g+1, (d)2g+2)), the explicit evaluation of the
integral yields:
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g
1 =
∫
Fg
−h¯3
h¯(h¯−ψ)(−h¯)λgλg−1 = D
g
1 . (11)
The case i  2
For i  2 the integral I (g, i) vanishes for dimension reasons: we are integrating a (2g− i+3)-
dimensional class on a (2g + 2)-dimensional space. The terms in the localization sum are:
Fg :
∫
Fg
−h¯3
h¯(h¯−ψ)(−h¯)λgλg−i =
1
h¯i−1
∫
Fg
λgλg−iψi−1 = Dgi ;
Fg1g2 : by (6) this fixed locus is isomorphic to a product of admissible cover spaces, with appro-
priate multiplicities. Further there is a combinatorial factor corresponding to all possible
ways of distributing the marks on the two twigs. The resulting contribution is:
∫
Fg1,g2
−h¯3
h¯(h¯−ψ0)h¯(h¯+ψ∞) (λg1λg2)(λg1−iλg2 + λg1−i+1λg2−1 + · · · + λg1λg2−i )
= 1
h¯i−1
d
(
2g − 1
2g1 − 1
) i∑
k=1
(−1)kDg1i−kDg2k . (12)
Adding the contributions of all fixed loci, and remembering that the integral Igi = 0 we obtain
the relation1:
D
g
i = −d
∑
g1+g2=g
(
2g − 1
2g1 − 1
) i∑
k=1
(−1)kDg1i−kDg2k . (13)
Key point: Relation (13) determines Di (u), in terms of all Dj (u) with j < i.
After some tedious but elementary formal manipulations one can express (13) as the following
identity of generating functions:
i∑
k=0
(−1)k
(
d
du
Di−k
)
Dk = 0. (14)
Theorem 1 is proved by substituting the predicted formula in (14) and noticing that the binomial
expansion of (1 − 1)k−1 appears as a factor in the resulting expression.
5. Theorem 2
5.1. Geometry
The strategy for the proof of Theorem 2 is similar. We localize the auxiliary integral:
1 Note that a priori g1, g2 
= 0, but we can omit this condition because D0 is 0.k
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g
i :=
∫
Adm(g d→P1,(t1,...,t2g,(d)2g+1,(d)2g+2))
λgλiev
∗
1(0) ev
∗
2g+1(0)ev∗2g+2(∞). (15)
For g > i + 1, this integral vanishes for dimension reasons. The discussion of the contributing
fixed loci is completely analogous to Section 4, and the contributions are:
Fg :
∫
Fg
−h¯3
h¯(h¯−ψ)(−h¯)λgλi =
1
h¯i−1
∫
Fg
λgλiψ
i−1 = V gi .
Fg1g2 :
∫
Fg1,g2
−h¯3
h¯(h¯−ψ0)h¯(h¯+ψ∞) (λg1λg2)(λi1 + λi−1λ1 + · · · + 1λi)
= 1
h¯i−1
d
(
2g − 1
2g1 − 1
) i∑
k=0
(−1)g2−kV g1k V g2i−k. (16)
Adding the contributions over all fixed loci and recalling J gi = 0 for g > i + 1:
V
g
i + d
∑
g1+g2=g
(
2g − 1
2g1 − 1
) i∑
k=0
(−1)g2−kV g1k V g2i−k = 0. (17)
Key point: The summation in relation (17) occurs for g1 and g2 strictly positive integers. Hence
(17) determines the value of V gi inductively in terms of the generating functions Vj , with j < i
and the initial condition V i+1i .
Relation (17) assumes a particularly compact shape in generating function form thanks to the
introduction of the unstable term V 00 = 1/d in V0. Relation (17) is the u2g−1 coefficient of the
identity:
i∑
k=0
(−1)i−k
(
d
du
Vk(u)
)
Vi−k(
√−1u) = (2i + 2)
d
V i+1i u
2i+1. (18)
5.2. Combinatorics
In this section we show that formula (5) satisfies Eq. (18), thus concluding the proof of Theo-
rem 2.
Substituting (5) in the left-hand side of (18), we obtain:
u2i
∑
ηi
Υ η
∑
η1
∐
η2=η
[
2Υ0u2(η)+1d(η)−1(−1)(η2) 1Aut(η1)
1
Aut(η2)
+ u2(η)−1d(η)−2(−1)(η2)(2|η1| + 2(η1)) 1 1
]
. (19)Aut(η1) Aut(η2)
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Lemma 1.
∑
η1
∐
η2=η
(−1)(η2) 1
Aut(η1)
1
Aut(η2)
= 0. (20)
Lemma 2.
∑
η1
∐
η2=η
(−1)(η2)(|η1| + (η1)) 1Aut(η1)
1
Aut(η2)
=
{
(i + 1) if η = (i),
0 else. (21)
Proof of Lemma 1. Proving this statement amounts to recognizing expression (20) as a product
of binomial coefficients. If η = nm11 . . . nmrr , then
r∏
j=1
(Xj − 1)mj =
r∏
j=1
( mj∑
kj=0
(
mj
kj
)
(−1)mj−kj Xkjj
)
= Aut(η)
∑
η1
∐
η2=η
(−1)(η2)
∏
X
kj
j
Aut(η1)
1
Aut(η2)
,
where η1 = nk11 . . . nkrr . Now Lemma 1 follows by setting all of the Xj = 1. 
Proof of Lemma 2. We observe first of all that for η = (i), the statement is easily checked. Now
let η = nm11 . . . nmrr . Denote
η˜ = nm11 . . . nmr−1r−1 .
Any subdivision η = η1∐η2 induces a subdivision η˜ = η˜1∐ η˜2 simply by forgetting the nr parts
of the partition η. We now group the terms of (21) according to this induced subdivisions:
LHS of (21)
=
∑
η˜1
∐
η˜2=η˜
mr∑
k=0
(−1)(η˜2)+mr−k(|η˜1| + knr + (η˜1)+ k) 1Aut(η˜1)
1
k!
1
Aut(η˜2)
1
(mr − k)!
=
( ∑
η˜1
∐
η˜2=η˜
(−1)(η˜2)(|η˜1| + (η˜1)) 1Aut(η˜1)
1
Aut(η˜2)
)( mr∑
k=0
(−1)mr−k 1
k!
1
(mr − k)!
)
+ (nr + 1)
( ∑
η˜1
∐
η˜2=η˜
(−1)(η˜2) 1
Aut(η˜1)
1
Aut(η˜2)
)(
mr∑
k=0
(−1)mr−kk 1
k!
1
(mr − k)!
)
.
Let us observe the summations in this expression:
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k=0(−1)mr−k 1k! 1(mr−k)! : this term is clearly always 0; we recognize (up to sign and a global
factor of mr !) the binomial expansion of (1 − 1)mr .∑
η˜1
∐
η˜2=η˜(−1)(η˜2) 1Aut(η˜1) 1Aut(η˜2) : this vanishing is precisely the statement of Lemma 1.
This concludes the proof of the lemma and of Theorem 2. 
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