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ABSTRACT
The interest in deep learning methods for solving traditional sig-
nal processing tasks has been steadily growing in the last years.
Time delay estimation (TDE) in adverse scenarios is a challeng-
ing problem, where classical approaches based on generalized cross-
correlations (GCCs) have been widely used for decades. Recently,
the frequency-sliding GCC (FS-GCC) was proposed as a novel tech-
nique for TDE based on a sub-band analysis of the cross-power spec-
trum phase, providing a structured two-dimensional representation
of the time delay information contained across different frequency
bands. Inspired by deep-learning-based image denoising solutions,
we propose in this paper the use of convolutional neural networks
(CNNs) to learn the time-delay patterns contained in FS-GCCs ex-
tracted in adverse acoustic conditions. Our experiments confirm that
the proposed approach provides excellent TDE performance while
being able to generalize to different room and sensor setups.
Index Terms— Time delay estimation, GCC, Convolutional
Neural Networks, Localization, Distributed microphones
1. INTRODUCTION
The estimation of the Time Difference of Arrival (TDoA) between
the signal acquired by two microphones is relevant for many appli-
cations dealing with the localization, tracking and identification of
acoustic sources. The Generalized Cross-Correlation (GCC) with
Phase Transform (PHAT) [1] has been widely used for this prob-
lem and is regarded as a robust method for TDoA estimation in
noisy and reverberant environments. Nonetheless, several problems
arise in such scenarios, leading to TDoA errors derived from spu-
rious peaks in the GCC due to reflective paths, excessive noise for
some time instants, or other unexpected interferers. Tomitigate these
problems, the authors recently proposed the Frequency-Sliding GCC
(FS-GCC), an improved GCC-based method for robust TDoA esti-
mation [2]. The FS-GCC is based on the analysis of the cross-power
spectrum phase in a sliding window fashion, resulting in a set of
sub-band GCCs that capture the time delay information contained in
different frequency bands. As a result of such analysis, a complex
matrix constructed by stacking all the sub-band GCCs is obtained,
which can be later processed to obtain a reliable GCC represen-
tation, for example, by means of rank-one approximations derived
from Singular Value Decomposition (SVD). This paper proposes an
alternative processing scheme for FS-GCC representations based on
Deep Neural networks (DNNs).
This work has been partially supported by FEDER and the Spanish Gov-
ernment under Grants RTI2018-097045-B-C21 and PRX19/00075.
In recent years, several approaches have been proposed for
acoustic source localization using DNNs. Most published methods
focus on estimating the Direction of Arrival (DoA) of one or multiple
sources considering different kinds of DNN inputs, including magni-
tude [3] and phase [4, 5] information from Short-Time Fourier Trans-
form (STFT) coefficients, beamforming related features [6], MUSIC
eigenvectors [7, 8] and GCC-based features [9, 10]. End-to-end
localization approaches accepting raw audio inputs have also been
proposed, using binaural signals for DOA estimation [11] or multi-
channel microphone signals for estimating the three-dimensional
source coordinates [12]. A fewer amount of works address directly
the problem of TDoA estimation. In [13], a multilayer perceptron
using the raw signals from a pair of sensors was proposed. More
recently, the use of recurrent neural networks to exploit the tem-
poral structure and time-frequency masking was proposed in [14],
accepting log-mel spectrograms and GCC-PHAT features as input.
This work combines the structured information extracted by the
FS-GCC with Convolutional Neural Networks (CNNs) to address
the TDoA estimation problem in adverse acoustic scenarios. The
network is designed as a convolutional denoising autoencoder that
acts both as a denoising and as a dereverberation system. The net-
work is trained using two-dimensional inputs corresponding to the
magnitude of the FS-GCC matrices extracted from simulated data
in noisy and reverberant environments, while the target outputs are
defined as the equivalent matrices under ideal anechoic conditions.
We demonstrate the effectiveness of our method by showing perfor-
mance results in two different rooms over a range of reverberation
conditions. The paper is structured as follows. Section 2 describes
the signal model and the GCC and FS-GCC approaches. Section 3
presents the proposed method, while Section 4 describes the results.
Finally, Section 5 draws some conclusions.
2. SIGNAL MODEL AND BACKGROUND
Let us consider a pair of microphones m1,m2 ∈ R
3 and a source
placed in s ∈ R3, emitting a signal s[n], where n is the sample
index. The signal received by the two sensors can be described as
xm[n] = hm[n] ∗ s[n] + wm[n], m = 1, 2, (1)
where hm[n] is the Room Impulse Response (RIR) response be-
tween source s and microphonemm and wm[n] is an additive noise
term. We can rewrite (1) in the Discrete-Time Fourier Transform
(DTFT) domain as
Xm(ω) = Hm(ω) · S(ω) +Wm(ω), m = 1, 2, (2)
whereHm(ω), S(ω),Wm(ω) are the DTFTs of the RIR, source sig-
nal and additive noise signal, respectively.
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Fig. 1. FS-GCC magnitude, |R12|, relative to the same speech signal frame, computed under different conditions of noise and reverberation.
The TDoA measured in samples and relative to the signal re-
ceived by microphonesm1,m2 and emitted by source s, is defined
as
τ12
∆
=
⌊
||s −m1|| − ||s−m2||
c
fs
⌉
, (3)
where c is the speed of sound, ⌊·⌉ denotes the rounding operator and
fs is the sampling frequency.
2.1. Generalized Cross-Correlation
Let us define the phase transform cross-power spectrumΨ12(ω) ∈ C
between signalsX1(ω) and X2(ω) as
Ψ12(ω)
∆
=
X1(ω)X
∗
2 (ω)
|X1(ω)X2(ω)|
, (4)
where ∗ denotes complex conjugation. Then, the GCC-PHAT (GCC
in the following) can be defined as
R12[τ ]
∆
=
1
2pi
∫ π
−π
Ψ12(ω)e
jωτdω, (5)
where τ represents the time delay. In the ideal anechoic and noise-
less case, the GCC will show a unit impulse located at the corre-
sponding true TDOA sample index. Therefore, the time-delay esti-
mation can be performed as
τˆ12 = argmax
τ
R12[τ ]. (6)
When noise and reverberations are taken into account, the GCC
presents a series of spurious peaks, which make the time-delay esti-
mation procedure more complex.
2.2. Frequency-Sliding Generalized Cross-Correlation
We summarize the frequency-sliding GCC (FS-GCC) method,
which improves the GCC method and enables us to analyze how
different frequency bands contribute to a direct-path delay estima-
tion. The sub-band GCC relative to an arbitrary frequency band l is
defined as
R12[l, τ ]
∆
=
1
2pi
∫ π
−π
Ψ12(ω + ωl)Φ(ω)e
jωτdω, (7)
where ωl is the frequency offset corresponding to band l. The sym-
bol Φ(ω) ∈ R corresponds to a symmetric frequency-domain win-
dow, centered at ω = 0 with frequency support Bφ ∈ [0, pi]. A
frequency-sliding sub-band GCC can then be obtained by sweeping
∠Ψ12(ω) over possibly overlapping frequency bands: ωl = lMφ,
l = 0, . . . , L − 1, where Mφ is the frequency hop. The number of
bands L can be chosen to cover up for frequencies up to the Nyquist
limit: L = ⌊(pi −Bφ +Mφ)/Mφ⌋.
Let us consider the Discrete Fourier Transform (DFT) Xm ∈
C
N , m = 1, 2, of the microphone signals xm[n], composed of
the coefficients Xm[k], corresponding to the discrete frequencies
ωk = k
2π
N
, where N is the length of the DFT. Let us also
consider, similarly, the vector Φ ∈ RN containing the samples
Φ[k] = Φ(ωk) of the chosen spectral window, symmetrically
padded with zeros, in order to contain only B = ⌊2Bφ
N
2π
⌋ non-zero
elements.
Then, the elements rl[n] of the sub-band GCC vectors rl ∈ C
N
are obtained by taking the inverse DFT of the windowed PHAT spec-
trum:
rl[n] =
1
N
N−1∑
k=0
X∗1 [k + lM ][k + lM ]
|X∗
1
[k + lM ][k + lM ]|
Φ[k]ej
2pi
N
kn, (8)
whereM = ⌊MΦ
N
2π
⌋ is the discrete frequency hop.
The frequency-sliding GCC (FS-GCC) matrix is constructed by
stacking together all the sub-band GCC vectors
R12 = [r
T
0 , r
T
1 , . . . , r
T
L−1]
T ∈ CL×N . (9)
In the ideal noiseless and anechoic case, the maximum value of each
row of R12[l, τ ], l = 1, . . . , L is located at the true TDoA τ12.
When noise and reverberation are present, these will also affect the
rows of the FS-GCC, making TDoA estimation harder. A solution,
which takes advantage of the FS-GCC properties,is to compute the
Singular Value Decomposition (SVD) of R12[l, τ ] and a low-rank
(SVD FS-GCC) or weighted low-rank (WSVD FS-GCC) analyses
to estimate the TDOA [2]. Through these approximations, it is pos-
sible to exploit the sub-band representation of the GCC and separate
the noise components from the ones related to the direct path. An ex-
ample of FS-GCC corresponding to a real speech signal frame, under
different amounts of noise and reverberation is shown in Fig. 1.
3. PROPOSED METHOD
In this section, we describe the proposed model, which consists of
a U-Net [15] fully convolutional denoising autoencoder. The input
is the magnitude of the FS-GCC obtained in a reverberant and noisy
environment. The desired output is the magnitude of the correspond-
ing FS-GCC obtained in anechoic and noiseless conditions.
In the following, we will denote as |Rij |, |R˜ij | and |Rˆij | the
magnitude of the FS-GCC matrices corresponding to microphones i
and j, i 6= j, obtained in an anechoic environment, in a reverberant
2
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Fig. 2. FS-GCC (a) computed in a reverberant and noisy environment (T60 = 1 s, SNR = 10 dB) (b) computed in anechoic and noiseless
conditions, (c) reconstructed by our model.
one and estimated by the network, respectively. Our objective is,
given |R˜ij |, to obtain an estimate |Rˆij | of |Rij | and, thus, to retrieve
the matrix function performing the following mapping
|Rij | = U(|R˜ij |). (10)
An example of |R˜ij |, |Rij | and |Rˆij |, computed for the same source
and microphone setup is shown in Fig. 2(a), Fig. 2(b) and Fig. 2(c),
respectively. The TDoA estimate τˆ12 is obtained as the time lag
corresponding to the maximum of the frequency-band-wise average
of the reconstructed FS-GCC, i.e. τˆ12 = argmaxτ
1
L
∑L−1
l=0
rˆ
T
l ,
where rˆTl are the rows of |Rˆij |.
3.1. Network Architecture
The proposed network takes as input the L × N matrix |R˜ij | and
outputs a matrix of the same size |Rˆij |. L and N can be chosen
independently of the architecture, as long as both are a power of 2.
The autoencoder architecture can be split in two parts: encoder
and decoder. The encoder is composed of 4 convolutional layers
having the following number of filters: i) 8, ii) 16, iii) 32, iv) 64.
The decoder gets as input the output of the encoder and has a reverse
architecture, having 4 layers with the following number of filters: v)
64 vi) 32 vii) 16 viii) 8 ix) 1. Each convolutional layer has stride
(2 × 2), an asymmetric kernel size of (10 × 5) and is followed by
Batch Normalization and ReLU. An exception is layer ix) of the de-
coder, where no Batch Normalization is applied and stride and kernel
sizes correspond to (1 × 1), in order to reconstruct an image of the
same size of the input. Every convolutional layer of the decoder
is preceded by an upsampling layer with a factor of (2 × 2). This
choice was made in order to avoid checkerboard artifacts produced
by traditional transposed convolutions [16]. The choice of asymmet-
ric kernel sizes is due to the fact that a higher dimension along the
frequency band axis, may help to capture speech patterns which may
mitigate noise and reverberation effects [17].The U-Net skip connec-
tions are obtained by concatenating pairwise the outputs of layer i),
ii), iii) with the outputs of layer viii), vii), vi), respectively. The net-
work size consists of a total of 301.097 parameters, independently
of the size of the input used during training.
3.2. Training Procedure
Let us consider a set of microphones M = {mm|m = 1, . . . ,M}
and a set of sources S = {sns |ns = 1, . . . , Ns}. For each couple of
microphones (mi,mj) ∈ M, s.t. i 6= j and source sns ∈ S , we
compute the corresponding FS-GCC in anechoic conditions |Rij |ns
and in noisy and reverberant ones |R˜ij |ns , where index ns indicates
that only source ns is active when the FS-GCC is computed. We
then train the network to minimize the followingMSE loss function
L =
∥∥∥(|Rˆij |ns − |Rij |ns
)∥∥∥
2
, (11)
where |Rˆij |ns = U(|R˜ij |ns), corresponds to the FS-GCC recon-
structed by the network. We chose Adam as optimizer, using the
default parameters presented in [18] and we trained the network for
a total of 17 epochs. The validation set was chosen as 20% of the
training. To prevent overfitting we applied the Early Stopping regu-
larization technique, which stops the training after 10 epochs where
no improvement on the validation loss is shown. We also reduced the
optimizer learning rate by a factor of 1/2 after 3 consecutive epochs
with no loss improvement.
4. RESULTS
In this section we present simulation results demonstrating the effec-
tiveness of the described method. In particular we show how TDoA
estimation results vary w.r.t the reverberation time, testing both in
the same room used for training as well as in a different one.
4.1. Evaluation Measures
A TDoA estimate is classified as an anomaly according to its abso-
lute error e = |τ − τˆ |, where τ is the true TDoA, while τˆ is the
estimate. If ei > Tc/2 the estimate is considered anomalous, where
Tc is the signal correlation time [19]. In the case of the speech sig-
nals we used for testing, 12 < Tc < 30. The TDoA estimation
performances were evaluated in percentage of anomalous estimates
over total estimates (Pτˆ ) and GCC peak SNR (ρτˆ ,na), mean absolute
error (MAE) and standard deviation (SDAEτˆ ,na), for the subset of
nonanomalous estimates [2].
4.2. Simulation Setup
To generate the training data we used 80 two-microphone arrays
and 80 random source positions on the plane (x, y, z = 1.25 m).
The SNR was randomly chosen between −10 dB and 20 dB while
the T60 varied between 0.2 s and 1 s. The test set consisted of 5
two-microphone arrays and 5 sources positions, for a total of 25 se-
tups. The speech signals used for training and testing were drawn
from LibriSpeech [20] and they are all 2 s long. We used 1 speaker
for training and 9 for testing.The room considered for training was
of size [6 m × 7 m × 3 m]. During testing we considered both
3
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Fig. 3. Performance evaluation with respect to T60 in a [6 m× 7 m× 3 m] room, SNR = 20 dB.
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Fig. 4. Performance evaluation with respect to T60 in a [9 m× 8 m× 4 m] room, with SNR = 20 dB.
the same room used for training as well as a different one of size
[9 m × 8 m × 4 m], while keeping the same relative positions for
sources and microphone arrays. The synthetic microphone signals
were obtained by convolving the source signals with the impulse re-
sponse generated through the image-source method [21]. Then, the
signals were processed by the different methods in the STFT do-
main, using a sampling frequency fs = 44100 Hz, a frame length
of 2048 samples and Hann windowing with 75% overlap. In the
training set we considered just one frame for each source, for a total
size of N train = 80 × 80 = 6400 examples. In the test set, instead,
for each source we considered all 177 frames. The total number
of estimates used to evaluate each method at each T60 value is of
N test = 5 × 177 = 4425 estimates. The FS-GCC parameters were
B = 128,M = 29, resulting in L = 32 frequency bands.
4.3. TDoA estimation results
In Fig. 3 we show results regarding TDoA estimation using the test
set computed in the same room used for training. As it is clear from
Fig 3(a), the method presented in this paper (CNN FS-GCC), is the
one that produces the lowest number of anomalous estimates for all
T60 values. WSVD FS-GCC obtains slightly worse performance,
while both SVD FS-GCC and GCC produce a sensibly higher num-
ber of anomalies. As shown in Fig. 3(b), CNN FS-GCC is the
method that shows the highest GCC peak SNR performance, while
GCC performs worst. GCC has the best performances in terms of
both SDAEτˆ ,na (Fig. 3(c)) and MAEτˆ ,na(Fig 3(d)). Note, however,
that these measures are only computed for nonanomalous estimates,
which occur less frequently for GCC than for all the other methods
and, thus, are less informative in this case. In order to show the abil-
ity of our network to generalize, in Fig. 4, we show TDoA results
relative to a room different from the training one, the curves follow
the same patterns of the ones shown in Fig. 3. In both cases, we
repeated the tests also for SNR values 10 dB, 0 dB and −10 dB.
The patterns follow the same curves as the ones shown in Fig. 3
and Fig. 4, obtaining gradually worse performance with lower SNR
values. Finally, although not evaluated in this paper, the higher per-
formance of CNN FS-GCC in terms of Peak SNR may contribute to
better localization results using Steered Response Power (SRP) ap-
proaches [22], as confirmed in [2] for the other FS-GCC methods.
5. CONCLUSIONS
In this paper we have shown an approach for TDoA estimation,
based on a U-Net fully convolutional denoising autoencoder applied
to the FS-GCC, a recently developed frequency-sliding version of
the GCC. The goal is to reconstruct the FS-GCC corresponding to
an anechoic environment from a FS-GCC affected by both noise and
reverberation. Through a simulation campaign we showed the effec-
tiveness of our method compared to GCC and FS-GCC approaches
where no CNNs are applied. We also demonstrated the ability of our
network to generalize, by training in a room and testing in a differ-
ent one. The results presented in this work stimulate us to a series of
future developments, such as the use of different network architec-
tures like Generative Adversarial Networks and the extension of the
generalization capabilities in order to several microphone spacings
and multi-source scenarios. The improvement of this method could
lead to robust acoustic source localization methods.
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