Standard cosmological models based on general relativity (GR) with dark energy predict that the Universe underwent a transition from decelerating to accelerating expansion at a moderate redshift z acc ∼ 0.7. Clearly, it is of great interest to directly measure this transition in a model-independent way, without the assumption that GR is the correct theory of gravity. We explore to what extent supernova (SN) luminosity distance measurements provide evidence for such a transition: we show that, contrary to intuition, the well-known "turnover" in the SN distance residuals ∆µ relative to an empty (Milne) model does not give firm evidence for such a transition within the redshift range spanned by SN data. The observed turnover in that diagram is predominantly due to the negative curvature in the Milne model, not the deceleration predicted by Λ cold dark matter and relatives. We show that there are several advantages in plotting distance residuals against a flat, non-accelerating model (w = −1/3), and also remapping the z−axis to u = ln(1 + z); we outline a number of useful and intuitive properties of this presentation. We conclude that there are significant complementarities between SNe and baryon acoustic oscillations (BAOs): SNe offer high precision at low redshifts and give good constraints on the net amount of acceleration since z ∼ 0.7, but are weak at constraining z acc ; while radial BAO measurements are probably superior for placing direct constraints on z acc .
INTRODUCTION
The Λ cold dark matter (ΛCDM) model has become well established as the standard model of cosmology, due to its very impressive fit to a variety of cosmological observations, including CMB anisotropy (Hinshaw et al 2013; Planck Collaboration 2014) , large-scale galaxy clustering including the baryon acoustic oscillation (BAO) feature (Anderson et al 2014) , and the Hubble diagram for distant supernovae (SNe; Betoule et al 2014) . In ΛCDM and close relatives, the mass-energy content of the Universe underwent a transition from matter domination to dark energy domination in the recent past at a redshift zme ∼ 0.33; the transition from decelerating to accelerating expansion, hereafter zacc, was somewhat earlier, at a redshift zacc ≈ 0.67. In ΛCDM, these are given by 1 + zacc = 3 2ΩΛ/Ωm and 1+zme = 3 ΩΛ/Ωm, so 1+zacc = 3 √ 2(1+zme). We see later that the value of zacc is relatively insensitive to dark energy properties, assuming standard GR and simple parametrizations of the dark energy equation of state.
The most direct evidence for recent accelerated ⋆ E-mail: w.j.sutherland@qmul.ac.uk expansion comes from the many observations of distant SNe at 0.02 < z < ∼ 1.5; the early SN results in 1998 (Riess et al 1998; Perlmutter et al 1999) began a rapid acceptance of dark energy, due also to previous indirect evidence from large-scale structure (Efstathiou, Sutherland & Maddox 1990) , the cluster baryon fraction (White et al 1993) and the Hubble constant (Ferrarese et al 1996) . Strong independent support came from observation of the first CMB acoustic peak defining a near-flat universe (de Bernardis et al 2000; Balbi et al 2000) , combined with decisive evidence for a low value of Ωm from the 2dF Galaxy Redshift Survey (Peacock et al 2001; Percival et al 2002) . In the past decade there has been a rapid improvement in the precision of observations in all these areas (see references above), most recently from the Planck, Baryon Oscillation Spectroscopic Survey (BOSS) and Supernova Legacy Survey (SNLS) projects. Current joint constraints are impressively consistent with ΛCDM with Ωm ≃ 0.30 and H0 ≃ 68.3 km s −1 Mpc −1 (Anderson et al 2014; Betoule et al 2014) .
Many deductions in cosmology are based on six, seven or eight-parameter fits of extended ΛCDM to observational data, which generally show good consistency with the six-parameter model and place upper limits on the additional parameters. However, given our substantial ignorance of the nature of dark energy, it is clearly interesting to ask what we can deduce with fewer assumptions, e.g. keeping the cosmological principle while dropping the assumption of standard gravity. In particular, fitting models of GR with dark energy to the data produces a reasonably sharp prediction for the value of zacc; however, if the apparent cosmic acceleration is due to another cause such as modified gravity (Clifton et al 2012) , a giant local void (Celerier 2007) or other, this may not necessarily hold; therefore, it is of considerable interest to see what constraints we can place on zacc without assuming specific models.
It has been shown by e.g. Shapiro & Turner (2006) that the SN brightness/redshift relation does provide evidence for accelerated expansion independent of GR; but direct evidence for past deceleration is less secure. A number of other authors have explored GR-independent constraints on the cosmic expansion history, dark energy evolution and/or zacc; e.g. Sahni & Starobinsky (2006) provide a broad review mainly focused on dark energy reconstruction; Cattoen & Visser (2008) explore various distance definitions related to z or y = z/(1 + z); Cunha & Lima (2008) derived constraints on zacc from SNe assuming simple parametrizations of deceleration parameter q(z); Clarkson & Zunckel (2010) provide a method for non-parametric reconstruction of w(z) (mainly from future high-quality data); Mortsell & Clarkson (2009) provide non-parametric estimates of H(z); and Nesseris & Garcia-Bellido (2013) give a comparison of several methods for estimating w(z) from SNe data. Our work is partly related to these, but focusing more on the possibility of non-parametric constraints specifically on zacc; where we overlap we are generally in agreement.
The plan of the paper is as follows: in Section 2 we discuss the value of zacc and the SN Hubble diagram, and the cause of the downturn in the latter. In Section 3 we point out several advantages of comparing SN residuals relative to a flat non-accelerating model. We discuss some future prospects in Section 4, and we summarize our conclusions in Section 5. Our default model is ΛCDM with Ωm = 0.300; H0 generally cancels except where stated.
RELATION BETWEEN LUMINOSITY DISTANCES AND zacc

The expected value of zacc
Here we note that the value 1 of zacc is now constrained rather well in flat wCDM models with constant dark energy equation of state w; for this model family, zacc depends on only Ωm and w, and is given by
(1)
1 In highly non-standard models, it is not guaranteed that zacc (defined byä = 0) is single-valued; e.g. if there were short-period low-amplitude oscillations inȧ, or a past accelerating phase transitioned back to deceleration at a very low redshift, then in principle zacc may be multi-valued. These possibilities appear improbable and hard to test observationally, so we assume zacc is single-valued (after the CMB era) for the remainder of this paper; see also Linder (2010) .
(e.g. Turner & Riess 2002) . This is shown in a contour plot in Fig. 1 . It is interesting that in the neighbourhood of Ωm ∼ 0.3, w ∼ −1, the contours of constant zacc are nearly vertical, thus zacc is nearly independent of w and is well approximated by
Qualitatively, this occurs because as w increases above −1, there is less negative pressure hence less acceleration per unit ρDE, but larger w gives higher ρDE in the past; these effects happen to cancel (largely coincidentally) near the concordance model, so zacc is rather insensitive to w. This has positive and negative consequences: on the one hand, measuring zacc is not useful for constraining w; on the other hand, the range 0.60 zacc 0.75 appears to be a robust prediction of wCDM, so if future data (e.g. direct measurements of H(z) from BAOs or cosmic chronometers, or new more precise SN data) were to empirically measure zacc outside this range, it could essentially falsify the whole class of wCDM models. (Models with time-varying w such as the common model w(a) = w0 + wa(1 − a) allow a wider range of zacc, but these generally require zacc < 1 unless wa is dramatically negative, wa < ∼ −1, which is disfavoured in most quintessence-type models).
In Fig. 1 we also show contours of (1 + zacc)/E(zacc), which is equivalent to the "net speedup" or integrated acceleration between zacc and today; this is discussed later in § 3.
SN data
For comparison with models, we use the "Union 2.1" compilation of type-Ia SN distance moduli (Suzuki et al 2012) , which contains 580 SNe of good quality spanning the range 0.01 < z < 1.6. For plotting purposes we divide the sample into bins of approximately equal width in ln(1 + z), while adjusting bin widths so that each bin contains 20 SNe except at the highest redshifts; then, the mean distance modulus residual and weighted average redshift are computed for each bin. The resulting binned data points are shown as 'Union 2.1' in subsequent figures.
We show a fit of this data set to flat wCDM models (with Ωm and constant w as the fit parameters; results of this fit are shown in Fig. 2 , with a best-fitting point near Ωm = 0.28, w = −1.01. This shows the well-known degeneracy track between Ωm and w; here we note that the long axis of the track is quite similar to the contour (1 + zacc)/E(zacc) ≈ 1.15 in Fig. 1 ; this is discussed in later sections.
We note that a more recent SN Ia compilation has been produced by Betoule et al (2014) which includes more intermediate redshift SNe, more detailed photometric calibration and expanded treatment of systematic errors; however, the best-fitting parameters from the latter paper are within 1σ of those above, so the slight difference is not important for the remainder of this paper.
Fiducial models and ∆µ
The observations of Type Ia SNe are sensitive to the standard luminosity distance DL(z) for each SN, plus some scatter due to the intrinsic dispersion in absolute magnitude per SN. In practice, the distant z > ∼ 0.1 SNe are compared to a local sample "in the Hubble flow" typically at z ∼ 0.02 to 0.05; for the local sample, peculiar velocities are assumed to be relatively small compared to the cosmological redshift, so the value of H0 cancels with the (unknown) characteristic luminosity Lc of a standardized SN. Thus, quasilocal SNe really constrain the degenerate combination h 2 Lc or equivalently Mc + 5 log 10 h; and comparison of distant and local SN samples actually constrains the distance ratio DL(z)/DL(z ∼ 0.03), rather than the absolute distance.
The value of DL(z) spans a very wide range over the redshift interval covered by SNe: from z ∼ 0.03 to z ∼ 2 is a factor of ≈ 118 in distance or 10.3 magnitudes, while the differences between models are relatively modest: e.g. 15 percent differences between ΛCDM and a zero−Λ open model, down to differences ∼ 2 percent between ΛCDM and a w = −0.9 model. This implies that plotting DL(z) versus z directly is not very informative since model differences are very small compared to the plot range; therefore it is common to present SN results as residuals relative to some fiducial model; residuals are often presented in distance modulus or magnitude units, i.e.
where D L,fid is the value for some fiducial model. The choice of fiducial model is essentially arbitrary (up to small binning effects second-order in bin size); however, this choice can have a strong effect on the shape of the results and intuitive deductions, as shown below. One obvious choice of fiducial is ΛCDM itself; however, this makes observed residuals (almost) flat-line, which does not translate readily into inferences on deceleration or acceleration. Another common choice of fiducial model is the empty or Milne model, with Ωm = 0, ΩΛ = 0, Ω k = 1, as used by many notable papers e.g. Riess et al (1998) ; Leibundgut (2001) ; Riess et al (2004) ; Goobar & Leibundgut (2011) . The zero matter density means this is clearly not a viable model for the real Universe, but it is a convenient fiducial model for two reasons:
(i) It has a very simple analytic form for DL(z), given by hereafter we define ∆µE to be distance modulus residuals relative to this.
(ii) For a given H0, the Milne model has the maximum luminosity distance among all Friedmann models with zero dark energy (assuming non-negative matter density). Therefore, observational evidence for distance ratios larger than the Milne model (positive ∆µE) at any redshift is direct evidence that we do not live in a Friedmann model with zero dark energy.
However, using the Milne model as fiducial has some drawbacks which we discuss in the next subsection; we suggest an improved fiducial model in Section 3 (see also Mortsell & Clarkson 2009 ).
Downturn in distance residuals
It is very well known that observed SN distance residuals are all significantly positive at 0.2 < ∼ z < ∼ 0.6, in agreement with the ΛCDM accelerating expansion. It is also fairly well known that ΛCDM models exhibit a turning point (a maximum) in the ∆µE(z) relation. Fig. 3 shows that this turning point, hereafter ztp, occurs at z ≃ 0.50 for the Ωm = 0.300 concordance model, and the predicted residuals then decline to a zero-crossing at z ≃ 1.26. It is seen in Fig. 3 that the actual supernova data do hint at the existence of a turnover, with the three data points at z > 0.9 all slightly low compared to their predecessors. The actual evidence for this turnover is not decisive, but it is clearly somewhat preferred by the data. The turnover occurs quite close to the theoretical transition epoch zacc ≈ 0.67, and it is therefore widely believed (at least anecdotally) that supernovae have directly detected the predicted cosmic deceleration at z > ∼ 1. We discuss some prior claims to this effect in Appendix A.
We demonstrate in the next subsection that the latter conclusion does not follow; specifically, while a downturn in ∆µE is favoured by the data, the downturn predicted by ΛCDM is mostly caused by the negative space curvature in the fiducial Milne model, and cosmic deceleration makes only a minority contribution to the downturn. The fairly close match between ztp and zacc is found to be largely coincidental.
Cause of the turnover in ∆µE
Assuming homogeneity, the luminosity distance DL(z) is given by
with E(z) ≡ H(z)/H0, and the function S k (x) = sin x, x, sinh x for k = +1, 0, −1 respectively, where k is the sign of the curvature (opposite to the sign of Ω k , in the usual convention where
It is convenient to factorize this so that
where DR(z) is the comoving radial distance to redshift z; and x is the dimensionless ratio between DR(z) and the cosmic curvature radius, which in a Friedmann model is Rc = c/H0 |Ω k |. We note that these distance results are still valid in a homogeneous and isotropic non-GR model, as long as the Robertson-Walker metric applies and we define Ω k from the curvature radius via Ω k ≡ ±(H0Rc/c) −2 , which is then not necessarily equal to 1 − Ωtot.
Looking at equation (6), the first (1 + z) factor is parameter-independent and due to time-dilation and loss of photon energy; these each give one power of (1+z) −1 in flux, hence combine to (1 + z) in equivalent distance. The parameter dependence of DL(z) then factorizes into two parts, the DR(z) term dependent only on expansion history, and the factor S k (x)/x which depends mainly on curvature and also (more weakly) on expansion history; this is asymptotically 1 − kx 2 /6 for x ≪ 1, or 1 + Ω k z 2 /6 for z ≪ 1. The factorization above is helpful to understand the relative importance of curvature versus acceleration/deceleration on the distances and distance ratios. In the non-flat ΛCDM model, the combination of Planck+BAO data requires |Ω k | < 0.008 at 95 percent confidence 2 , (see equations 68a and b of Planck Collaboration (2014)), which implies that the curvature factor is within 0.2 percent of 1 at the redshift range z < ∼ 1.5 of current SNe.
It is now interesting to compare terms in equation (6) for the ΛCDM and empty models. In the case of the empty model, DR(z) = (c/H0) ln(1 + z), Ω k = +1, so equation (6) becomes
2 We note that in non-GR models the standard limits on Ω k does not apply; however, if the true cosmology were a curved non-GR model, if |Ω k | > ∼ 0.05 we would then require a rather close cancellation between curvature and non-GR effects in order to make the non-flat ΛCDM fits turn out so close to Ω k = 0. If we discard this possibility as an unnatural conspiracy, it is reasonable to assume |Ω k | < 0.05, and in that case the curvature factor S k (x)/x ≈ 1 ± 0.01 for z < 1.5 for reasonable expansion histories.
which easily simplifies to equation (4). However, it is more informative to keep the longer form of equation (9) since the rightmost fraction is a pure curvature effect; it is well approximated by 1+(ln(1+z)) 2 /6 at z < ∼ 1. We next show that this term, not the transition to deceleration, is the dominant cause of the downturn in ∆µE for models similar to ΛCDM.
Considering the distance modulus residual ∆µ for any flat model relative to the empty model, we then have ∆µE(z) = 5 log 10
where we have broken the ∆µE into two additive terms,
due to expansion histories, and ∆µ k (z) ≡ 5 log 10 [sinh(ln(1+z))/ ln(1+z)] is the term due to curvature in the empty model (here defined so ∆µ k is positive, thus it is subtracted in equation (11) above).
For illustration, we evaluate each of these terms for ΛCDM (with Ωm = 0.30) at two specific redshifts: we choose za = 0.50 close to the turning point, and z b = 1.26 to be the downward zero-crossing where ∆µE(z) = 0. We then find ∆µE(0.50) = 0.1231 = 0.1822 − 0.0592 where the latter two are ∆µH and ∆µ k respectively. At z b = 1.26 we find −0.0005 = 0.2350 − 0.2355. Note that ∆µH grows from z = 0.50 to z = 1.26, since although the expansion is decelerating over most of this interval, the expansion rateȧ remains smaller than the present-day value; see below.
For comparison purposes, it is useful to evaluate how much the predicted deceleration contributes to ∆µH : for this we define another model set, hereafter D0, which exactly matches ΛCDM back to zacc but with deceleration artificially switched off (q = 0) at z > zacc: specifically, we define model D0 by
The D0 models are somewhat artificial, but have a continuous q(z) and are useful to isolate the relative contribution of ΛCDM deceleration on the observables. Also, they represent in a sense the closest possible match to ΛCDM among all possible non-decelerating models, so they are an interesting target to attempt to exclude observationally. The D0 model (for Ωm = 0.30) is identical to the corresponding ΛCDM at za, and at z b we find ∆µH = 0.2464 (and ∆µ k = 0.2355 again). Therefore, the actual brightening effect attributable to deceleration in ΛCDM is just the difference in ∆µH between ΛCDM and D0, which is only −0.011 mag. This is smaller by a factor of 20 than the curvature effect; so, the bottom line of this subsection is that at z = 1.26, 95% of this downturn is due to curvature in the empty fiducial model (or 90% if we divide by the value ∆µE = 0.1231 mag at its maximum). Either way, it is clear that the open curvature in the Milne model greatly dominates over deceleration as the source of the downturn in ∆µE.
AN IMPROVED FIDUCIAL MODEL
The flat non-accelerating model
We have argued above that the presentation of distance residuals from the Milne or empty model is potentially confusing, since it leads to a generic curvature-induced downturn in the residuals at z > ∼ 0.5 which occurs independent of whether the expansion really decelerated prior to that epoch. In this section we look at an improved fiducial model and demonstrate several advantages.
In particular, the above discussion suggests a natural fiducial model is one with a constant expansion rate (deceleration parameter q(z) = 0, and H(z) = H0(1 + z) at all redshifts, as for the Milne model), but simply setting curvature to zero (equivalent to striking out the sinh in the equations above). This is equivalent to a Friedmann model with Ωm = 0, ΩDE = 1 and w = −1/3; hereafter model N for short. (This reference model has been employed previously by Seikel & Schwarz (2008) and Mortsell & Clarkson (2009) , but appears to be rather uncommon in the literature.) Again, this model is not realistic due to the zero matter density, but it is useful since it has both zero deceleration and zero curvature. This model straightforwardly gives
We now define the distance ratio for any other model, yD(z), as the ratio DL(z)/DL,N (z), therefore
For an almost-flat model at z < ∼ 1.7 we can again neglect the curvature term as very close to 1 (as per footnote in Sect. 2.5
Thus, for flat models the distance ratio becomes
For many purposes below, it is more convenient to change the redshift variable to u = ln(1 + z), which gives
as usual u ′ , z ′ are dummy integration variables, not derivatives, and yD(u) means yD(z = e u − 1). This yD is directly related to ∆µH above via ∆µH (z) = 5 log 10 yD(z), but several results below are simplified if we choose not to apply this log. Since yD(z) is fairly close to 1 in reasonable models, this is anyway rather close to a linear stretch ∆µH ≈ 2.17(yD − 1).
Since E(z)/(1 + z) is just the expansion rate at z relative to the present day, i.e.ȧ(z)/ȧ(z = 0), the integrand of equation (16) is just the inverse of this; i.e. yD(z) measures the average value of (ȧ)0/ȧ with respect to ln(1+z), over the interval from the source to the present. It is more convenient to work with averages of (1 + z)/E(z) rather than 1/E(z), since the former varies much more slowly with redshift: for our default ΛCDM model, (1 + z)/E(z) reaches a maximum value of 1.153 at zacc ≃ 0.67, crosses 1 again at z ≃ 2.08, and declines to 0.895 at z = 3.
Note also that since (1 + z)/E(z) contains the inverse ofȧ, while z increases backwards in time, derivatives of (1 + z)/E(z) have the same sign asä, i.e. positive for acceleration. In fact the standard deceleration parameter q ≡ −ä/(aH 2 (a)) is given by
which is useful below.
Useful properties of yD
The above definition of yD is simple and intuitive, and we show below that it enables a number of useful nonparametric deductions, as follows:
(i) It is clear above that a value of yD(z) > 1 at any z implies the past-average ofȧ was less than the present value, i.e. acceleration has dominated over deceleration over this interval (note, this is not strictly the same as requiring a > 0 at the present day); this feature is similar to the Milne fiducial model above.
(ii) It is easy to see that if q(z) is always negative over some interval 0 z z1, then (1 + z)/E(z) is a strictly increasing function of z, and therefore so is yD(z); i.e. a flat model which is non-decelerating at 0 < z < z1 cannot have a turnover in yD at z z1, regardless of the specific expansion history. The converse of this is that if a turnover in yD(z) is observed, this implies a transition to deceleration must have occurred within the interval, i.e. we can definitely conclude zacc < ztu independent of the functional form of E(z). Also, if a turnover exists at ztu, differentiating equation (16) implies that the value of 1/ȧ at ztu was equal to its average value (w.r.t. u) across the interval from ztu to today.
(iii) We can improve on the results above using the Mean Value Theorem: specifically, if had a known value yD(z1) = y1, this theorem implies that there exists some z < z1 with (1+z)/E(z) y1; i.e. the cosmic expansion rate has speeded up by at least a factor of y1 since some z < z1, independent of the functional form of E(z). For a more realistic case where we measure an average value of yD in a finite bin, e.g. yD =ŷ averaged between z1 < z < z2, we can use the Mean Value Theorem twice: first, there exists some zm within this bin with yD(zm) =ŷ, and secondly there exists some z3 zm z2 satisfying (1 + z3)/E(z3) ŷ. The above argument applies for exact knowledge ofŷ, neglecting error bars; however, it is clear that the same argument also applies if we insert an observational lower bound forŷ.
(iv) Also, it is interesting to ask a reverse question: if the expansion was decelerating at all z > zacc, does this imply that a turnover in yD(z) must exist ? The answer appears to be 'almost always': it is possible to build a contrived expansion history where q(z) crosses from negative to a small positive value, then asymptotes back to zero from above at high z, so (1+z)/E(z) tends to a constant from above; in this contrived case we can have deceleration at all z > zacc while yD(z) monotonically increases to the same constant. However, if we assume non-infinitesimal deceleration, q(z) +ǫ for all z > z1 and some positive value ǫ, it is readily proved that yD(z) must have a turnover at some z (though not necessarily in a readily observable range).
(v) Differentiating equation (16) 
+
This gives us a direct graphical implication: taking the tangent to the curve of yD(u) at any point u1 and extrapolating the tangent line to u = 2u1 gives us directly the value of (1 + z)/E(z) at z1 = exp(u1) − 1. Differentiating again shows that the transition to acceleration occurs when d 2 yD/du 2 = −(2/u)dyD/du; however, as is well known the need to take a second derivative of noisy data implies that this is not a very useful method for directly estimating uacc.
(vi) Substituting from equation (17) above leads to the compact results
this shows that q0 = −2(dyD/du)(0), but also that as u increases we get increasing weight from the second-derivative term, so it becomes increasingly more challenging to constrain q(u) directly from numerical derivatives of data with realistic noise. Even for optimistic 1% error bars on yD in bins ∆u = 0.1, we get order-unity errors on d 2 yD/du 2 , so free-form reconstruction of q(u) is essentially impossible given realistic errors; the best we can do is assume some smooth few-parameter model for q(u) and fit.
(vii) From equation (16) it clearly follows that for two measurements at redshifts corresponding to u1, u2 we have
where the right-hand side (RHS) is the average of (1 + z)/E(z) between the endpoints; therefore we can estimate this average as a linear combination of the two values at the ends; this is simple with respect to combination of error bars, and does not assume u2 − u1 is small. (viii) We now show another useful property of yD: for any flat model with q(z) = constant (of either sign), the second derivative d 2 yD/du 2 with respect to u is everywhere non-negative. For such a model, denoting qc as the constant value of q, we have H(z) = H0(1 + z)
1+qc . This easily leads to
Now differentiating twice with respect to u gives
where we define p ≡ qcu. The function in square brackets above is positive for all p, thus the above second derivative is everywhere non-negative for any value of qc with either sign, and is zero only if qc = 0 and yD ≡ 1. For the cases of interest here, we are mainly interested in −0.6 < qc < 0 at 0 < u < 1, hence −0.6 < p < 0; the square-bracket term evaluates to 1/3 for p = 0 and 0.53 for p = −0.6, so for any reasonable qc model the second derivative is then between 0.33q 2 c and 0.53q 2 c , i.e. small, positive and slowly varying with u.
This has a useful consequence: if q(u) were in fact any constant, then the graph of yD(u) versus u must always show positive curvature (concave from above). Conversely, if the observed data points for yD(u) exhibit significant negative curvature over some interval, we can conclude that q(u) increased with u at some point within the observed interval, again regardless of the specific functional form. (Note this does not necessarily imply that q(u) became positive, merely that it increased with u i.e. was less negative in the past.)
We note that in the above points, items (i)-(iv) apply whether we choose z or u as the redshift variable, but items (v)-(viii) only apply with u as the variable; this suggests the latter is preferred.
For an illustration of the current data, we plot yD(u) against u = ln(1 + z) in Fig. 4 . Although this is a simple transformation of the x−axis from Fig. 5 , the qualitative appearance is somewhat different due to the non-linear transformation, i.e. higher redshifts become squashed. The apparent "knee" in the ΛCDM models around z ∼ 0.5 in Fig. 5 is significantly smoothed out with the u−axis, and both ΛCDM models now look very close to simple parabolas (see below). Also, the constant-q models change curvature from negative in Fig. 5 to small and positive in Fig. 4 , as derived above. Comparing to the data, it is clear that the SNe data points do marginally prefer a negative curvature in yD(u), but not overwhelmingly so.
To quantify this, we fit three models to the yD(u) data points: a linear model, a quadratic, and the family of constant-q models above; we find that the quadratic model is preferred over the linear model by ∆χ 2 = 3.5 for 1 extra degree of freedom (d.o.f.), while the quadratic is preferred over the best constant-q model by ∆χ 2 = 5.7 for 1 extra d.o.f. This indicates that negative curvature in yD (increasing q) is preferred, but only at around the 2σ significance level. We expand on the quadratic model below.
A quadratic fitting function for (1 + z)/E(z)
Here we note that it is interesting to consider a fitting function where 1/ȧ is a quadratic function of u, specifically
with arbitrary constants b1, b2, and u ≡ ln(1 + z) as before. The minus sign above is chosen so that positive b1, b2 leads to recent acceleration and past deceleration as anticipated, with uacc = b1/2b2 from equation (17). This fitting function is not physically motivated, but is useful since it provides a very good approximation to models similar to ΛCDM at u < 1, (z < 1.72) (see Appendix C for an approximate explanation of this property), and it gives several simple analytic results below. Fitting this function to the default ΛCDM (1 + z)/E(z) over 0 < u < 1 (z < 1.72) gives best-fitting values b1 = 0.569, b2 = 0.530 with an rms error of 0.28 percent, and a worst-case error of −0.8 percent. (This fit becomes significantly worse above z > ∼ 2, and has a catastrophic zerocrossing at u ∼ 2 (z ∼ 6.4), but it is good over the range accessible to medium-term SN data.) The functional form (27) gives simple relations between uacc and the turnover in yD; it easily gives
so yD(u) is also an exact quadratic in this case. The q(u) behaviour is approximately linear at moderate u, so this model is fairly similar to the model q(a) = q0 + qa(1 − a) used elsewhere. Equation (30) with values b1, b2 as above matches the exact numerical DL(z) for ΛCDM with very high accuracy, a maximum error only 0.13 percent back to u = 1; this error is substantially smaller than for E(z), due to the integral for DL. We find that the results above also work well for wCDM models in the region 0.2 < Ωm < 0.4, −1.2 < w < −0.8; thus, it is interesting (and partly a coincidence) that any wCDM model within the presently-favoured range leads to a yD(u) curve virtually indistinguishable from a quadratic, to around the 0.2 percent level i.e. comparable to the line thickness in Fig. 4 . This gives another helpful feature: any proof of 'percent-level' deviation of yD(u) from a simple quadratic would signify a failure of wCDM.
We now look at the relation between zacc and the turning point in yD. In the above model equation (27) with b1, b2 > 0, recall the acceleration epoch is uacc = b1/2b2, hence (1+zacc)/E(zacc) = 1+b 2 1 /4b2 ; while the maximum in yD occurs at utp = 3b1/4b2, at height yD(utp) = 1+3b 2 1 /16b2. So, in this model zacc is directly related to the location utp of the maximum, and (1 + zacc)/E(zacc) is directly related to its height, via
without requiring to solve for b1, b2. This suggests that for other reasonably smooth parametrizations of E(z) such as wCDM models, we may expect equations (31) and (32) to hold approximately, rather than exactly as above. In our default ΛCDM model, the exact values are zacc = 0.671, (1 + zacc)/E(zacc) = 1.1530, while from numerical evaluation of utp and yD(utp) the RHS of the above equations evaluate to 0.693 and 1.1525 respectively; thus equation (31) is quite good, while equation (32) is an excellent approximation. More generally, we have tested these for wCDM models (constant w) with the results shown in Fig. 6 ; this shows that equation (32) remains very accurate for a substantial range around the concordance model.
We have also tested linear-q models q(a) = q0+qa(1−a), and find that equation (32) is accurate to better than 0.01 for reasonable values of q0, qa, while equation (31) is somewhat worse but generally good to a few percent. For varying-w models of the form w(a) = w0 + wa(1 − a), these approximations remain good for wa 0 but become somewhat less accurate for negative wa, especially for wa < −0.5. The summary here is that equation (32) is generally an excellent approximation for constant-w models, and a good approximation for varying-w if wa is not too negative; while equation (31) is fairly good at the few-percent level.
These approximations are useful since the right-handside of equations (31) and (32) are in principle directly observable: it is clear from Fig. 4 that the location of the possible maximum in yD is relatively poorly constrained, but if the suggestion of negative curvature in yD is real and persists as expected to higher redshifts, then the SNe datapoints imply that yD(u) is probably approaching a maximum value ∼ 1.10 − 1.14 at utp < ∼ 1; if so, this would give a direct and reasonably model-independent inference of the integrated acceleration (1 + zacc)/E(zacc) ≈ 1.13 − 1.18. This provides a useful intuitive explanation of the ridge-line of Ωm versus w observed in Fig. 2 .
To summarize this subsection, we find that wCDM models with constant w near the concordance model are very well approximated by the above fitting functions, i.e. very close to simple quadratics in yD(u), and thus equations (31) and (32) provide quite accurate approximations relating the observable turning point in yD to zacc and the net acceleration.
Finally, in Appendix B we use the fitting function of equation (27) to provide a simple and accurate 'computerfree' approximation to the luminosity distance in wCDM models. 
Linear q(a) models
Here we briefly consider the two-parameter model family with deceleration parameter q given by a linear function of scale factor a, i.e.
for constants q0, qa. This model has been used before by various authors (e.g. Cunha & Lima 2008 , Santos et al 2011 , since it is simple, fairly flexible and can produce a fairly good approximation to the behaviour of many dark energy models at z < ∼ 2. We have fitted this parameter pair to the Union 2.1 SN data, with best-fit values at (−0.62, +1.40) and the resulting likelihood contours shown in Fig. 7 ; as expected, negative q0 is required at very high significance. (This agrees well with a similar figure in Santos et al (2011) ). The figure also shows lines bounding the regions of no past deceleration q0 + qa < 0, and the region zacc < 2 equivalent to q0 + 2qa/3 > 0; the wedge between these lines corresponds to a transition redshift zacc > 2. This plot shows that the no-deceleration region is disfavoured at around the 1.3σ confidence level, but there is a region inside the wedge zacc > 2 which is allowed at around 0.8σ. In this wedge, no deceleration occurs within the redshift range of observed SNe, so the inference of deceleration relies on a linear extrapolation of the q(a) model beyond the range of SNe. This generally agrees with our previous conclusions, that a trend of less negative q at higher redshift is clearly preferred, but there is negligible evidence from SN data alone for an actual transition to deceleration within the observed range.
DISCUSSION
It is instructive to blink back and forth between Figs 3, 5, 4 above: although from a parameter-fitting perspective there is no difference since the residuals (data-model) are all the same, from the perspective of visual intuition about expansion rate there are rather striking differences between these three Figures. Clearly, Fig. 3 shows a fairly convincing turnover in the data points; while in Fig. 5 the data shows negligible evidence for a turnover, but a reasonably convincing change in slope to a broad near-flat "plateau" above z > ∼ 0.6. Finally, in Fig. 4 the ΛCDM models are extremely close to parabolic (i.e. near-constant negative second derivative), while the data points show near-linear behaviour with a reasonable but non-decisive indication of negative curvature; the constant-q models show weak positive curvature as derived earlier in equation (18). As we argued earlier, the turnover in Fig. 3 is largely attributable to the negative space curvature in the Milne model, not due to actual deceleration. Figs 5 and 4 show a much more gradual turnover in the ΛCDM models, while the D0 models show the expected gradual rise; clearly the current data are completely unable to discriminate between ΛCDM and D0 models. We suggest that Fig. 4 is the most informative due to the various useful intuitive properties outlined in § 3.2 above.
The above conclusions seem somewhat unexpected: there is a widespread view (see Appendix A) that the SN data has convincingly verified the expected deceleration of the universe at z > ∼ 1. However from the discussion above, the SNe data are almost entirely inconclusive on the sign of q at z > 0.7, and even a constant-q model with q(z) ≈ −0.4 back to z > ∼ 1 is only excluded at the ∼ 2.5σ level which is significant but not overwhelming. Thus, there is moderately good evidence for q increasing in the past, but concluding that q actually crossed zero to a positive value relies strongly on a smooth extrapolation of this trend, and is therefore model-dependent.
Conversely, if we assume GR, almost all the acceptable models imply significant deceleration at z > 1. Essentially, if we assume GR with the weak energy condition and a value of Ωm > 0.2, then the eightfold increase in ρm back to z = 1 combined with the much slower increase in dark energy guarantees matter domination and deceleration at z > 1; in this case deceleration at z > 1 is mainly a prediction of GR, rather than a feature directly required by data. For the value of zacc it is important to keep clear the distinction between an extrapolation based on GR parameter-fitting, or an actual detection purely based on data.
It is clear that the CMB does provide much stronger constraints due to the long distance lever-arm: if we assume the standard sound horizon length inferred from Planck, then we deduce yD(z ≃ 1090) ≃ 0.44, which clearly requires a turnover and hence deceleration. However, since the CMB only gives us one integrated distance to z ∼ 1090 spanning seven e−folds of expansion, while the supernova data constrains only the last one e−fold of expansion, it would be straightforward to construct 'designer' expansion histories with some extra deceleration hidden in the un-observed six e−folds to offset an absence of deceleration back to z ∼ 1.7. This is clearly contrived, but would not directly conflict with any available DL(z) data. Therefore, even adopting the standard distance constraint from the CMB, we do not yet have a GR-independent proof that the expansion was actually decelerating at 1 < ∼ z < ∼ 2; this is clearly the most probable and least contrived interpretation, but loopholes remain.
We note that recent BAO results do provide significant evidence for deceleration; from the first detection of BAOs in the Ly-α forest by Busca et al (2013) and comparison with lower-redshift measurements, Busca et al (2013) quote E(z = 2.3)/3.3 E(z = 0.5)/1.5 = 1.17 ± 0.05 (34) which is a 3.4 σ detection of deceleration between the above two redshifts (though this does assume an external WMAP7 curvature constraint, which introduces some slight level of GR-dependence). However, the desirable goal of verifying that zacc < 1 as expected is considerably more challenging, since the expected change inȧ between z = 0.67 and 1 is only 1.7 percent in our default model. The Euclid spacecraft (Laureijs et al 2011) is predicted to get sub-percent measurements of rsH(z) at a range of redshifts 0.9 < z < 1.8, which looks very promising for a direct model-independent result, while improved ground-based measurements spanning 0.3 < z < 0.9 would also be highly desirable.
CONCLUSIONS
We summarize our conclusions as follows:
(i) The predicted value of zacc is rather well constrained by current data within wCDM models, and is mainly sensitive to Ωm rather than w; this implies that a direct measurement of zacc is not helpful for measuring w, but is potentially an interesting test of wCDM versus alternate models such as modified gravity.
(ii) Contrary to intuition, the (probable) downturn in SN residuals relative to the empty Milne model does not provide convincing evidence for deceleration. The predicted downturn is strongly dominated by the negative space curvature in the Milne model, and the actual deceleration in ΛCDM makes only a small minority contribution to the downturn.
(iii) There are many advantages to presenting SNe distance residuals relative to a flat coasting model (Ωm = 0, ΩDE = 1, w = −1/3), and also in changing the horizontal axis from z to u = ln(1 + z) as in Fig. 4 . This presentation enables a number of robust non-parametric deductions about expansion history based on the global shape of the observed residuals yD(u), without needing specific numerical derivatives of data or fitting functions. Notably, a turnover in this plot is decisive evidence for deceleration, while any negative curvature in the data points is evidence for higher q in the past.
(iv) If a turning point in yD(u) is observed, then we can infer zacc from its location and (1 + zacc)/E(zacc) from its height from Eqs. (31,32) ; the latter relation holds to very good accuracy in the case of wCDM models, slightly degrading in the case of large negative wa.
(v) For the case of wCDM models near the concordance range, the model curves of yD(u) are remarkably close to simple quadratics to an rms accuracy < ∼ 0.3 percent, significantly better than present data. This provides a simple intuitive visual test for potential deviations from wCDM.
(vi) For constraining expansion history, there are significant complementarities between SNe and BAO (or cosmic chronometers): the SNe have a precise local anchor at z 0.05 and therefore place strong constraints on the integrated acceleration, e.g. giving robust lower bounds on the value of 1.7/E(0.7) 1.1. However, the combination of the integral in SNe distances and the broad maximum in (1 + z)/E(z) around the acceleration transition implies that SNe are weak at giving model-independent constraints on zacc. In contrast, BAOs offer direct access to H(z) without differentiation and are therefore potentially stronger at constraining zacc; but they have limited precision due to cosmic variance at z < ∼ 0.25, and they are therefore weaker at constraining the total integrated acceleration, most of which occurs at 0 < z < 0.3.
It is clearly important to get a good cross-anchor between SN measurements and BAO measurements for constraining the absolute distance scale; as argued by e.g. Sutherland (2012), precision measurements of both SNe and BAO at matched redshifts would be very useful for this; see also Blake et al (2011) for a slightly different but related approach.
