When searching for optimal paths in a network, algorithms like A*-search need an approximation of the minimal costs between the current node and a target node. A reference node embedding is a universal method for making such an approximation working for any type of positive edge weights. A drawback of the approach is that the memory consumption of the embedding is linearly increasing with the number of attributes and landmarks. In this paper, we propose methods for significantly decreasing the memory consumption of embedded graphs and examine the impact of the landmark selection.
INTRODUCTION
The most prominent algorithm employing an optimistic approximation between two nodes is A * -search which is used to compute a shortest path. The performance of A * -search predominantly depends on the quality (accuracy) of the employed approximation. Let us note that Dijkstra's algorithm is a special case of the A * -search when using zero as optimistic approximation.
A method allowing this computation is the reference node embedding proposed in [8, 5] . The idea of the embedding is to select a set of reference nodes in the network and compute the distance from each node of the network to each of the reference nodes. After embedding the network with the distances to the reference nodes, it is possible to make optimistic approximations. The major drawback of the reference node embedding is the additional memory Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ACM GIS '10 November 2-5, 2010. San Jose, CA, USA Copyright 2010 ACM ISBN 978-1-4503-0428-3/10/11 ...$10.00. required by the embedding. The embedding needs to store a distance to each reference node for each node. Additionally, modern systems often consider several edge attributes. Though it is possible to approximate any type of positive edge weight by the embedding, each type of weight has to be approximated by its own embedding information. Since the number of reference nodes required for a sufficiently good approximation increases with the size of the graph, the memory consumption of the embedding increases significantly for larger graphs limiting the applicability of graph embeddings in many applications.
In this paper, we propose a method for reducing the memory requirements of a reference node embedding without strongly lowering its performance. For a fixed selection of reference nodes, we aim at minimizing the loss of performance while decreasing the memory consumption. Our method is based on the introduction of so-called sparse embeddings. A sparse embedding reduces the memory costs by storing the embedding information only for a subset of the nodes. The contributions of this paper are a shortest path algorithms working on top of a sparse embedding and a method for selecting the nodes considered in the embedding. The rest of the paper is organized as follows. Section 2 briefly surveys related work. In section 3, we formalize our setting and the considered problems. Shortest path computation on top of a sparse embedding is described in section 4 and the algorithm for selecting embedded nodes is explained in section 5. Section 6 shows the results of our experimental evaluation. Finally, section 7 summarizes the papers and outlines direction for future research.
RELATED WORK
Common route search which starts from a single source node to at least one target node is also known as the single-source problem. This problem has been studied very extensively for a long time [3, 2, 4, 9, 10, 11] . Nevertheless, most of the proposed solutions imply some restrictions, like non-negative lengths or weights of links.
Besides the above mentioned possibilities for precomputation, there also exists the method of embedding the graph into a vector space H using for example the Lipschitz embedding [1, 7] .
Another issue is the space that is consumed by the precomputed embedding, if the embedding is calculated for all vertices of the graph. This leads directly to the problem of the selection of applicable embedding nodes which can be translated to graph coverage problems which have also been subject of research like in [6] .
REFERENCE NODE EMBEDDING RE-VISITED
In this section, we will formalize our setting, describe the reference node embedding and analyze its memory consumption. We will begin with defining network graphs for representing a road network: DEFINITION 1 (NETWORK GRAPH). A network graph is a directed graph G(V, E, W ) with V denoting a set of vertices, E ⊂ V × V denoting a set of edges and W ⊂ R+ denoting a set of positive edge weights. Since G is directed, e = (vs, v d ) = (v d , vs) = e. Furthermore, let ω : E ⇒ R+ be a mapping, assigning a weight ω to each edge e ∈ E .
In our application, a graph represents a road network and thus, the nodes correspond to crossings, the edges correspond to road segments and the weights describe the considered cost of traversing the edge e.g. its length.
A reference node embedding [8] is a special form of Lipschitz embedding of the road network using singleton reference sets which we call reference nodes. The embedding transforms the nodes of a given network graph into k-dimensional vectors, where k denotes the number of reference nodes. Therefore, dnet(vs, v d ) denotes cost(sp vs,v d ) where spv s ,v d describes the shortest path between the nodes vs and v d .
Let G = (V, E, W ) be a graph and V = vr 1 , . . . , vr k ⊆ V be a subsequence of k ≥ 1 reference nodes. The embedding, or transformation, of the native space V into a k-dimensional vector space R k is a mapping F V : V → R k , where |V | = k is the dimensionality of the vector space. A reference node embedding of G based on V ⊂ V defines the function F V as follows:
where
denotes the network distance between node v and node vr i according to the corresponding road attribute i.
DEFINITION 2 (NETWORK DISTANCE ESTIMATION).
Let G = (V, E, W ) and F V be the reference node embedding of G w.r.t. V ⊂ V . For any path p = (vs, . . . , v d ) , the network distance can be estimated by
In [8] it is shown that the distance D(vs, v d ) lower bounds the network distance. Thus, we can employ this embedding as lower bound approximation in an A * -search for arbitrary road attributes. To generate the embedding for a network graph, we have to compute the network distance for each node to all reference nodes. Since the graph structure is considered to remain fixed, the embedding of the graph nodes can be performed in a preprocessing step. Afterwards, the pre-computed results have to be stored for each of the k reference nodes at each node v ∈ V . Thus, the memory cost of the embedding Space emb (G) is:
where sizeOf(dist_type) denotes the memory cost required to store a distance. For example, the memory requirement Space emb (G) for a graph having 100,000 nodes, 50 reference nodes and 8 Byte doubles is more than 38 MB. However, in a modern route search algorithm multiple road attributes must be considered. For example we want to distinguish between the shortest, the fastest, the most ecological or the safest path. In our example, taking the above four road attributes into account, the memory consumption would increase to 152 MB.
SHORTEST PATH COMPUTATION
Common graph embeddings compute and store the network distances to all reference nodes for each node of the graph which leads to large memory costs. However, the embedding contains a lot of redundancy which can be seen by the following observation: Given two adjacent nodes vi and vj and the weight w of the edge connecting these two nodes, then the graph embedding information assigned to these two nodes are quite redundant, as the corresponding network distances to the reference nodes do not differ more than w. Based on this observation, we will introduce a shortest path algorithm based on a graph embedding which is applied only to a sample of graph nodes.
The basic idea of our method is that it is not necessary to update the optimistic approximation of the distance to the target node with each additional node. Instead, it is allowed to keep the maximum of the distance traversed so far and the approximation of the predecessor path. This way each new path can still be ranked w.r.t. an optimistic approximation to the target and thus, A * -search will process the shortest path still correctly.
In a sparsely embedded network, there exists only a subset S ⊂ V for which F V (s) is available. Distance approximation by a sparse embedding can be formalized as follows:
V be the reference node embedding of S ⊂ V w.r.t. the reference nodes V ⊂ V . For each path p = (vs, . . . , vt, v d ), the network distance can be estimated by
A consequence of the sparse embedding is that it is not possible to generate approximations for any pair of nodes in the graph.
For the problem of the missing embedding of the current location, the solution is to reuse the approximated distance of the last node on the path having an embedding:
Given a path p = (v1, ..., v k ) and its optimistic approximation
The reason for this observation is quite obvious: If vnew is on the shortest path between v k and v d then approx(p) must still be smaller than the cost of the shortest path between v k and v
, it follows that approx(p) < cost(q) as well. Thus, approx(p) lower bounds the costs of all extensions of p as well.
Due to this property, it is allowed to run A * -search using this approximation. Additionally, we consider the current cost of q in comparison to approx(p) and use the larger value as approximation. A remaining problem is that it is not possible to make any approximation of the remaining distance to sp(vs, v b ) and sp(v b , v d ) . To compute surround(n d ) and border(v d ) , we perform a breadthfirst traversal in reverse direction beginning with v d . If a reverse path starting with an embedded node v emb and leading to v d is found, we add v emb to border(v d ) and store the cost of the path sp(v emb , v d ). border(v d ) is complete when there is no path in the search left that ends with a node that is not embedded. However, at this point of time it is possible that we did not find the shortest path to all elements of border(v d ). Thus, we have to continue and extend the search in all directions up to a distance of
To cover the case that vs is already encountered during this traversal, we can treat vs in the same way as the elements of border(v d ). Let us note that in this case the search is basically a Dijkstra search guaranteeing the correct result but not yielding a high efficiency. The surrounding surround(v d ) is given by the set of nodes which are visited during the first traversal for finding all elements of border(v d ).
If vs ∈ surround(v d ) the algorithm has already found the shortest path between vs and v d and the search terminates. In the other case that vs ∈ surround(v d ), we perform an A * -like best first search beginning with vs to all elements of border(v d ). However, to rank a candidate path p = (vs, . . . , v k ) in the queue of the best first search, we employ the following function: is indeed on the shortest path between vs and v d , we have to take the minimum in order to lower bound the true distance. In the case that v k ∈ border(v d ), we found a complete path between vs and v d and approxsur(v d ) displays the actual costs of that path. Thus, in the case that such a path occupies the top of the queue, we can guarantee that it is a shortest path.
To conclude, our algorithm proceeds as follows:
• Determine surround(v d ).
• Begin a best first traversal of G with vs as start. Each path p = (vs, .., v k ) is weighted by the maximum of cost(p) and
• 
GENERATING SPARSE EMBEDDINGS
The shortest path algorithm described above computes correct shortest paths for any sparsely embedded network. In order to achieve comparable search times to A * -search on a complete embedding, it is important to select a suitable set of nodes in the graph to store the embedding information. In general, a basic approach is to choose a random sample, i.e. chose every j-th node. Since a random sample obviously does not take the topology of the network into account, we will propose another more directed method for finding a suitable set of embedded nodes. To find a good embedding, we formulate two requirements that are beneficial for a sparse embedding:
• Consider the node v ∈ V embed , then there is no path p = (v1, .., v k ) with cost(p) > and ∃vi ∈ V embed for 1 ≤ i ≤ k.
• For each node v, |surround(v)| < g n where each g is the maximum degree of any node in G(V, E) and n is a parameter describing the branching level.
While the first requirement makes sure that there is no path that is extended too often without any new approximation, the second requirement directly controls the size of the surrounding. In the following, we will propose an algorithm for determining a subset of nodes for the embedding that guarantees both requirements. However, since it is an heuristic algorithm, we cannot guarantee that the set of nodes having embedding information has a minimal cardinality.
The idea of our algorithm is to successively check for each node whether there is a close enough embedded node in each of its directions. Thus, we traverse the graph in each direction and stop if the path does not fulfill the above requirements or contains a node being already selected for the embedding. If the search terminates in each direction because of a node being already selected for the embedding, the node remains without an embedding. If there is at least one path not being extended because of the above requirements, we select the path with the largest sum of node degrees and add its start and its end node to the list of embedded nodes.
To process all nodes in a determined order, we process nodes having a larger degree before nodes having a smaller degree. The idea behind considering the degree is that the shortest path algorithm strongly reacts on a large number of successors. A large surrounding causes larger costs for its traversal and additionally requires more time during the A * -like traversal. Additionally, if we cannot not determine a new better approximation for a path, an end node having less outgoing edges will generate less unnecessary extensions and thus, less overhead.
• Calculate the full embedding for all v ∈ G.
• Initialize an empty set for covered nodes: covered.
• Sort all nodes v ∈ G in a queue Q by their degree in decreasing order as nodes with a high degree are more important to be embedded than nodes with a lower degree.
• ∀v ∈ Q ∧ v / ∈ covered:
-Identify the shortest path p = (v1, ..., v k ) starting at v to any uncovered node with respect to the following constraints:
• Remove the embedding information from all v / ∈ covered.
EXPERIMENTAL EVALUATION
In this section, we present our experimental evaluation describing the trade-off between memory and search performance. Our experiments were performed on two road networks. The first network comprising 6105 nodes represents the German city of Oldenburg. The second network having more than 171,000 nodes displays consists of major roads in Northern America.
All experiments where performed on a sample of 400 test queries randomly selected by 20 starting and 20 destination nodes being drawn by an uniform distribution. To measure the cost of a shortest path computation, we counted the number of accessed nodes during the traversal. The memory costs were calculated by assuming that each distance value in the embedding is represented by an 8 Byte double value. All experiments were performed multiple times to rule out outlier effects in the involved random processes.
In our experiments, we tested the performance decrease when reducing the number of embedded nodes in the networks. Therefore, we selected 9 reference nodes for the Oldenburg graph and 45 reference nodes for Northern America network employing the grid heuristic. We compare our proposed method with randomly selecting every ith node in the network for carrying embedding information. The results are displayed in Figure 1 . In both data sets the performance decrease compared to a complete embedding is still tolerable when embedding about half of the network with both of the heuristics. However, when embedding less than half of the network, randomly selecting nodes quickly looses a lot of performance compared to an complete embedding. In contrast, our solution still keeps the overhead at a value of about 10% when embedding 10% of the nodes in the North America network. For the Oldenburg network, we could observe a 22% overhead for the search space when embedding 33% of the network.
CONCLUSION
In this paper, we introduced sparse embeddings which do not store embedding information for each node in the network. However, since it is not possible to make distance approximations for all pairs of nodes in a sparse embedding, we show that using the sparse embedding can be used for efficient shortest path computation. Since the selection of the nodes carrying the embedding information plays an important role for the performance of the algorithm, we propose an algorithm for selecting the subset of the nodes carrying embedding information. For future work, we will examine the use of a sparse embedding for other problems than shortest path computation and effects on systems storing extremely large networks on secondary storages.
