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Introdution 1
Introdution
Cette thèse s'insrit dans l'étude algorithmique et struturelle des graphes
innis de présentation nie.
Automates innis
Un automate inni est un graphe simple orienté et étiqueté
1
de présentation
nie. Le terme présentation nie signie que la struture de e graphe est dé-
rite par une quantité nie d'information. Cette propriété est ruiale dans le
adre de l'informatique théorique puisqu'elle rend es graphes aessibles aux
ordinateurs et don au traitement automatique.
Il existe deux grandes lasses de présentations nies d'un graphe: les présen-
tations internes et externes.
Les représentations internes, qui sont les plus naturelles, xent un nommage
expliite des sommets du graphe. Les sommets sont, par exemple, des mots sur
un alphabet ni ou enore des termes nis. Les ars du graphe sont alors donnés
par une mahine nie aeptant des ouples de sommets. Des exemples de telles
mahines sont les automates à pile et les mahines de Turing. Dans les graphes
ainsi dénis, les sommets sont des ongurations de ette mahine et les ars
représentent les étapes de alul de la mahine.
Les représentations externes ne fournissent pas de nommage expliite des som-
mets mais une desription de la struture du graphe. Un exemple de présentation
externe onsiste à dérire un graphe par une suite nie de transformations qui
onstruit e graphe en partant d'un graphe ni ou d'un graphe inni de présen-
tation nie.
La majeure partie des reherhes sur les automates innis onerne des pro-
priétés qui sont indépendantes de la présentation hoisie. Nous parlerons de pro-
priétés struturelles par opposition aux propriétés liées aux noms des sommets.
Bien entendu, les propriétés algorithmiques de es automates dépendent de la
présentation adoptée. Deux grandes familles de propriétés struturelles vont gui-
1. ayant un ensemble dénombrable de sommets
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der ette thèse: l'expressivité des logiques déidables sur les automates innis
onsidérés et les langages aeptés par es automates.
Logique
Une logique est un langage permettant d'exprimer des propriétés struturelles
du graphe. Elle est donnée par un ensemble de formules et une relation de sa-
tisfation qui lie les graphes
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et les formules. De nombreuses logiques ont été
introduites ave des expressivités variées; nous en onsidérerons essentiellement
deux: la logique au premier ordre (FO) et la logique au seond ordre monadique
(MSO). La logique au premier ordre permet de quantier sur les sommets du
graphe. Ainsi nous pouvons, par exemple, exprimer que tout sommet du graphe
admet un suesseur. Du point de vue de l'expressivité, la logique au premier
ordre ne peut exprimer que des propriétés loales. En partiulier, il est impos-
sible d'exprimer l'existene d'un hemin entre deux sommets dans la logique au
premier ordre. La logique au seond ordre monadique est un enrihissement de
la logique au premier ordre où l'on autorise à quantier sur des ensembles de
sommets. Grâe à et ajout, elle peut exprimer des propriétés non-loales omme
l'aessibilité et la onuene.
Une logique est déidable sur un automate inni s'il existe une proédure
automatique prenant en entrée une formule de la logique et déidant si l'automate
inni satisfait ette formule.
L'étude des automates innis ayant une logique déidable est motivée par
l'intérêt qu'ils présentent pour la vériation des systèmes informatiques ayant
un ensemble de ongurations de taille non bornée. L'automate inni est une
abstration d'un tel système et les formules logiques expriment des propriétés sur
le omportement de e système. Si la modélisation du problème est orrete alors
le système a un omportement donné si et seulement si l'automate inni assoié
satisfait la formule exprimant e omportement. Un ompromis doit être trouvé
entre la rihesse de la struture de l'automate inni et l'expressivité de la logique.
En eet une logique trop expressive ne sera déidable que sur des automates
innis de struture extrêmement pauvre et vie et versa.
Il est ommunément admis que la logique monadique réalise un ompromis
satisfaisant entre es deux aspets. En eet d'une part, son expressivité est suf-
sante pour exprimer la plupart des propriétés que l'on souhaite vérier sur le
omportement des systèmes informatiques. D'autre part, elle est déidable sur des
familles assez rihes d'automates innis. En pratique pour des raisons d'eaité
de la proédure de déision, on onsidère des logiques moins expressives que la
logique monadique omme les logiques temporelles ou les logiques modales.
2. vus omme des strutures relationnelles
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Langages
À la n des années 50, Chomsky a introduit, dans [Cho59℄, une hiérarhie de
familles de langages. Cette hiérarhie, aujourd'hui appelée hiérarhie de Chom-
sky, a posé les bases de la théorie des langages formels. Elle est dénie à base
de grammaires formelles et ontient quatre niveaux: les langages rationnels, al-
gébriques, ontextuels et réursivement énumérables. Ces quatre familles ont été
originellement dénies par des restritions syntaxiques sur les grammaires les en-
gendrant. Depuis elles ont donné lieu à une étude approfondie et en partiulier a
de nombreuses aratérisations alternatives. En partiulier pour haune de es
familles de langages, une famille d'aepteurs nis orrespondante a été donnée:
les automates nis, les automates à pile, les mahines de Turing travaillant en
espae linéaire et les mahines de Turing.
Réemment, es familles de langages ont été aratérisés par des familles d'au-
tomates innis (voir par exemple [CK02, Tho01℄). Pour voir les automates innis
omme des aepteurs de langages, il sut de leur adjoindre un ensemble de som-
mets dit initiaux ainsi qu'un ensemble de sommets dit naux. Le langage aepté
par un automate inni ainsi enrihi est l'ensemble des mots étiquetant un hemin
allant d'un sommet initial à un sommet nal. Ce langage est appelé la trae de
l'automate. Cette notion généralise parfaitement la notion d'automate ni sur un
monoïde libre; e qui justie la dénomination d'automate inni. Cette approhe
a permis de proposer une hiérarhie de familles d'automates innis aeptant la
hiérarhie de Chomsky: les automates nis, les graphes préxe-reonnaissables
[Cau96℄, les graphes rationnels [MS01℄ et les graphes de transitions des mahines
de Turing [Cau03b℄.
Historique
L'étude des automates innis a débuté ave les travaux de Muller et Shupp
[MS85℄ sur les graphes enrainés des automates à pile (aussi appelés ontext-free
graphs en anglais). Un tel graphe a pour sommets les ongurations de l'automate
à pile aessibles depuis la onguration initiale et ses ars sont donnés par les
transitions de l'automate. Muller et Shupp établissent une propriété struturelle
fondamentale de es graphes. Pour ela, ils onsidèrent la suite des graphes obte-
nus en supprimant un sommet donné, puis les sommets à distane au plus 1 de
e sommet, puis les sommets à distane au plus 2, et. Ils établissent que pour les
graphes enrainés des automates à pile, ette suite ne ontient qu'un nombre ni
de omposantes onnexes non isomorphes. Cette propriété leur permet de mon-
trer que es automates innis ont tous une théorie au seond ordre monadique
(MSO) déidable. Ils se ramènent à la déidabilité de MSO sur l'arbre binaire
omplet, établie par Rabin dans [Rab69℄.
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Dans [Cou90℄, Courelle élargit ette propriété à la famille plus générale des
graphes HR-équationnels. Ces automates innis sont engendrés par les gram-
maires déterministes de graphes. Là enore, la déidabilité de la théorie au seond
ordre monadique est obtenue en se ramenant au théorème de Rabin.
Dans [Cau96℄, Caual généralise enore ette famille en dénissant la lasse des
graphes préxe-reonnaissables. Il en donne une présentation externe en montrant
que es graphes sont obtenus en dépliant un graphe ni et en appliquant une
transformation de graphes appelée substitution rationnelle inverse. Comme es
deux transformations préservent la déidabilité de la théorie monadique et que
les graphes nis ont trivialement une théorie monadique, tous les graphes de ette
famille ont don une théorie monadique déidable.
Ces trois familles de graphes possèdent des aratéristiques similaires.
Tout d'abord, elles admettent une présentation interne basée sur les automates
à pile. En partiulier, Stirling établit dans [Sti00℄ que les graphes préxe-reon-
naissables sont isomorphes aux graphes des transitions des automates à pile.
Les graphes de transitions sont obtenus en masquant les ε-transitions dans
les graphes enrainés des automates à pile. Pour prolonger le parallèle entre au-
tomates nis et automates innis, les graphes des transitions sont obtenus par
ε-fermeture des graphes enrainés. Une onséquene immédiate de e résultat est
que les traes de es trois familles d'automates inni entre un unique sommet
initial et un unique sommet nal sont les langages algébriques.
Ensuite pour es trois familles, la déidabilité de leur théorie au seond ordre
monadique peut se réduire à la déidabilité de l'arbre binaire omplet. Plus pré-
isément, tous es graphes peuvent être obtenus par interprétation monadique
dans l'arbre binaire omplet. Dans [Bar97℄, Barthelmann établit que les graphes
préxe-reonnaissables sont d'une ertaine manière maximaux pour ette pro-
priété: tout graphe interprétable dans l'arbre binaire omplet est isomorphe à un
graphe préxe-reonnaissable.
En 2002, deux pistes pour dénir des familles d'automates innis ayant une
théorie au seond ordre monadique déidable ont été proposées. La première,
proposée dans [KNU02℄, onsiste à onsidérer les graphes aussoiés à des enri-
hissements des automates à pile que sont les automates à pile d'ordre supérieur.
La seonde proposée dans [Cau02℄, onsiste à généraliser la aratérisation ex-
terne des graphes préxe-reonnaissables et à onsidérer les graphes obtenus en
itérant le dépliage et la substitution rationnelle inverse en partant des graphes
nis. La première est basée sur une présentation interne et la seonde sur un
présentation externe.
Approhe interne. Les automates à pile d'ordre supérieur ont été introduits
dans les années 70 omme une généralisation des automates à pile [Aho69, Gre70,
Mas76℄. Alors qu'un automate à pile travaille sur une pile (de niveau 1) de sym-
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boles, un automate à pile de niveau 2 travaille sur une pile ontenant des piles
de niveau 1 et non plus des symboles omme au niveau 1. Un automate à pile
de niveau 2 peut (omme au niveau 1) empiler ou dépiler un symbole sur la plus
haute pile de niveau 1. Les nouvelles opérations introduites au niveau 2 sont la
opie de la plus haute pile de niveau 1 et sa destrution. Les automates à pile de
niveau k sont dénis de manière similaire. Ces automates ont dans les années 80
été étudiés omme des aepteurs de langages [Dam82, Eng83℄.
En 2002, Knapik, Niwinski et Urzyzyn ont, dans le adre de l'étude des shé-
mas réursifs d'ordre supérieur, déni des arbres innis assoiés aux automates à
pile d'ordre supérieur et ils ont montré que es arbres innis ont tous une théorie
monadique déidable [KNU02℄.
Approhe externe. Dans [Cau98, Cau02℄, Caual dénit une hiérarhie épo-
nyme de familles d'automates innis ayant une théorie monadique déidable. Le
niveau 0 de ette hiérarhie ontient la lasse des graphes nis. Les graphes du
niveau n + 1 sont les graphes isomorphes aux graphes obtenus en appliquant
un substitution rationnelle inverse au dépliage d'un graphe de niveau n. Comme
nous l'avons déjà mentionné, tous les graphes de ette hiérarhie ont un théorie
au seond ordre monadique déidable. Le niveau 1 ontient la lasse des graphes
isomorphes à un graphe préxe-reonnaissable.
Ce doument s'intéresse à l'étude de es deux approhes et à leurs liens.
Contributions
En ollaboration ave Stefan Wöhrle dans [CW03℄, nous avons établi l'égalité
entre es deux approhes. Nous avons montré que les graphes du n niveau de la
hiérarhie introduite par Caual sont, à isomorphisme près, les graphes des tran-
sitions des automates à pile de niveau k. Nous établissons aussi que la hiérarhie
obtenue en itérant dépliage et substitutions rationnelles inverses oïnide ave la
hiérarhie obtenue en itérant des opérations plus générales que sont l'opération
l'itération de struture [Wal96a℄ et les transdutions monadiques [Cou94℄. Cette
équivalene est une onséquene de résultats de ommutation partielle pour di-
verses transformations de graphes préservant la déidabilité de MSO obtenus en
ollaboration ave Thomas Colombet dans [CC03℄.
Ce résultat établit la robustesse et la pertinene de es familles d'automates
innis. En eet es deux transformations (l'itération de struture et la transdu-
tion monadique) sont à notre onnaissane les transformations de graphes les plus
générales préservant la déidabilité de la logique MSO.
Pour réaliser une étude détaillée des graphes assoiés aux automates à pile
de niveau k, il est néessaire d'avoir une représentation nie des ensembles de
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piles de niveau k assoiés aux automates à pile de niveau k. En partiulier, il
faut une notion permettant de apturer l'ensemble de piles apparaissant dans
une onguration aessible depuis une onguration donnée. Pour les automates
à pile, un résultat fondamental est que l'ensemble des ontenus de pile aessibles
depuis une onguration donnée forme un sous-ensemble rationnel des piles vues
omme des mots sur l'alphabet de pile. Dans [Car05℄, nous dénissons une no-
tion d'ensemble rationnel de piles de niveau k pour lesquels ette propriété est
aussi vériée. Nous eetuons une étude détaillée des propriétés algébriques et
algorithmiques de es ensembles. En partiulier nous donnons deux notions om-
plémentaires d'aepteurs déterministes et omplets pour es ensembles et ainsi
que des proédures de déterminisation de omplexité minimales.
Nous fournissons aussi de nombreux arguments qui établissent l'aspet ano-
nique de ette notion de rationalité pour les piles de niveau k. En partiulier,
nous montrons que es ensembles orrespondent aux ensembles dénissables en
logique sur la struture anonique assoiée aux piles de niveau k.
En exploitant les liens naturels entre les automates à pile de niveau k et les
ensembles rationnels de piles de niveau k, nous pouvons donner des preuves plus
élémentaires des résultats obtenus dans [CW03℄. De plus, nous pouvons dénir
une famille de graphes assoiée sans ε-fermeture struturelle plus pertinente que
les graphes enrainés : les graphes des ongurations. Ces graphes sont dénis
par une restrition à un ensemble rationnel de ongurations au lieu d'une res-
trition par aessibilité. Ils sont aratérisés de manière externe en remplaçant
les substitutions rationnelles inverses par des substitutions nies inverses. Nous
généralisons aussi la notion de graphe préxe-reonnaissable à tout niveau et éta-
blissons que les graphes préxe-reonnaissables de niveau k sont (à isomorphisme
près) les graphes des transitions des automates à pile de niveau k.
En résumé, es travaux généralisent à tous niveaux la plupart des résultats
obtenus au niveau 1 à l'exeption notable de la aratérisation géométrique de
Muller et Shupp.
Durant ette thèse, nous avons en ollaboration ave Antoine Meyer mené
une étude systématique des aepteurs innis pour les langages ontextuels. Ces
travaux ont été publiés dans [CM05, CM06a, CM06b℄ et ne seront pas présentés
en détail dans e doument. Cependant une brève synthèse en est donnée dans le
hapitre 2.
Plan
Le doument est struturé omme suit.
Dans le hapitre 1, nous dénissons les notions de bases utilisées dans e
doument. En partiulier, nous présentons la hiérarhie de Chomsky et la logique
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monadique ave sa aratérisation par automates d'arbres à parité sur les arbres
déterministes.
Dans le hapitre 2, nous présentons un survol des prinipales familles d'auto-
mates innis. Ce hapitre sera en partiulier l'oasion d'une présentation plus
détaillée des résultats obtenus en ollaboration ave Antoine Meyer autour des
aepteurs innis pour les langages ontextuels.
Dans le hapitre 3, nous présentons les diérentes transformations de graphes
préservant la déidabilité de la théorie au seond ordre monadique. Nous établis-
sons plusieurs résultats liant les ompositions de es diérentes transformations.
Dans le hapitre 4, nous présentons la notion de rationalité assoiée aux au-
tomates à pile d'ordre supérieur et nous étudions ses propriétés algébriques, al-
gorithmiques et logiques.
Dans le hapitre 5, nous présentons les diérentes familles de graphes as-
soiées aux automates à pile d'ordre supérieurs et nous en donnons diérentes
aratérisations internes et externes qui généralisent le as des automates à pile.
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9Chapitre 1
Notions préliminaires
Dans e hapitre, nous introduisons quelques notions et notations prélimi-
naires. Le paragraphe 1.1 ouvre les objets mathématiques de base. Le para-
graphe 1.2 donne quelques éléments de la théorie des langages formels et pré-
sente la hiérarhie de Chomsky. Le paragraphe 1.3 présente les notions relatives
aux graphes et aux arbres. Le paragraphe 1.4 présente les logiques usuelles que
sont la logique du premier ordre (FO) et la logique du seond ordre monadique
(MSO). Nous rappelons en partiulier la aratérisation par automates d'arbres
ave onditions de parité de MSO sur les arbres déterministes.
1.1 Notions de base
Pour tout ensemble P , nous noterons 2P l'ensemble des parties de P . Si P est
un ensemble ni, nous noterons |P | son ardinal. Si P est inni, nous noterons
simplement |P | = ∞. Un ensemble est dénombrable s'il est en bijetion ave
l'ensemble N des entiers.
1.1.1 Mots
Pour tout ensemble Σ, nous noterons Σ∗ l'ensemble des suites nies d'éléments
de Σ. Si Σ est ni, nous parlerons aussi de mots sur Σ. Pour tout w ∈ Σ∗, |w|
désigne la longueur de la suite w et pour tout k ∈ [1,|w|], w(k) désigne le kième
symbole de la suite w. L'unique suite vide de Σ∗ sera notée ε. Pour deux suites u
et v dans Σ∗, nous noterons u · v la onaténation des deux suites.
Pour tous mots u et v ∈ Σ∗, u est un préxe de v (noté u ⊑ v) s'il existe un mot
w ∈ Σ∗ tel que v = u · w. Si de plus u est diérent de v alors nous dirons que u
est un préxe strit de v et nous érirons u < v. Un ensemble P ⊆ Σ∗ est los par
préxe si pour tout v ∈ P et pour tout u ∈ Σ∗, u ⊑ v implique u ∈ P . Le plus
long préxe ommun de P est le plus long mot de l'ensemble {u | ∀v ∈ P,u ⊑ v}.
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1.1.2 Relations
Une relation R sur un ensemble P est un sous-ensemble de P × P . Pour un
ouple c = (p,q) ∈ P × P , nous prenons π1(c) = p et π2(c) = q. La relation
R est symétrique si pour tous u et v ∈ P , (u,v) ∈ R implique (v,u) ∈ R. La
relation est réexive si pour tout u ∈ P , (u,u) ∈ R. La relation R est transitive
s'il existe u,v et w ∈ P tels que (u,v) ∈ R et (v,w) ∈ R alors (u,w) ∈ R. Une
relation d'équivalene R est une relation réexive, symétrique et transitive. La
lasse d'équivalene d'un élément p ∈ P , notée [p]R, est l'ensemble de tous les
éléments de P en relation par R ave p (i.e. [p]R = {q ∈ P | (p,q) ∈ R}). Deux
lasses d'équivalenes de R sont soit égales, soit disjointes.
1.1.3 Fontions et fontions partielles
L'ensemble des fontions partielles d'un ensemble P dans un ensemble Q sera
noté P 99K Q. Pour toute fontion f ∈ P 99K Q, nous noterons Dom(f) (resp.
Im(f)) le domaine de f (resp. l'image de f). Comme pour les relations, nous
noterons f ◦ g la omposée de la fontion partielle f puis de la fontion g. Une
fontion f (ou appliation) de P dans Q est une fontion partielle f ∈ P 99K Q
telle que Dom(f) = P . Nous étendons anoniquement toute fontion partielle
de P dans Q en une fontion de 2P dans 2Q. Pour tout ensemble R ⊆ P , nous
noterons f−1(P ) l'ensemble des antéédents de P par f (i.e. f−1(P ) = {q ∈
Dom(f) | f(q) ∈ P})
Pour toute fontion partielle f injetive de P dans Q, la fontion partielle inverse
notée f−1 de Q dans P est dénie pour tout q ∈ Q par:
f−1(q) =
{
p s'il existe p ∈ P , f(p) = q,
non dénie sinon.
1.1.4 Monoïdes
Un monoïde M est donné par un ouple (M,·) où M est un ensemble et où ·
est un produit interne sur M assoiatif et admettant un élément neutre noté 1M.
L'opération de produit est étendue aux sous-ensembles de M en prenant pour
tous sous-ensembles P et Q de M , P · Q égal à {p · q | p ∈ P et q ∈ Q}. Nous
dénissons l'étoile de P ⊆M , notée P ∗, omme
⋃
i∈N P
i
où P 0 = {ε} et où pour
tout i > 0, P i+1 = P · P i. De plus, nous noterons P+ =
⋃
i>0 P
i
.
Un monoïde est engendré par P ⊆ M si M = P ∗ et nous dirons qu'il est
niment engendré s'il est engendré par un ensemble ni. De même, nous dirons
que le monoïde est librement engendré par P si tout élément m ∈ M s'érit de
manière unique omme p1 · · · pn pour n ≥ 0 ave p1, . . . ,pn dans P .
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Un morphisme ϕ d'un monoïde M = (M,·M) dans un monoïde N = (N,·N )
est une fontion de M dans N telle que ϕ(1M) = ϕ(1N ) et pour tout p et q ∈M ,
ϕ(p ·M q) = ϕ(p) ·N ϕ(q). Un isomorphisme est un morphisme qui de plus est une
bijetion.
L'ensemble des mots sur Σ∗ est un monoïde pour la onaténation dont l'élé-
ment neutre est le mot vide ε. Ce monoïde est librement engendré par Σ.
L'ensemble Σ∗×Σ∗ peut être muni d'une struture de monoïde en onsidérant
la onaténation omposante par omposante. L'élément neutre est (ε,ε).
Si l'on onsidère un alphabet Σ réduit à un singleton, le monoïde Σ∗ × Σ∗
est isomorphe au monoïde (N2,+) où + désigne l'addition omposante par om-
posante et dont l'élément neutre est (0,0). Ce monoïde est niment engendré
par { (0,1),(1,0) }. Il n'est ependant pas librement engendré ar (1,1) est égal à
(1,0) + (0,1) et (0,1) + (1,0).
1.1.5 Parties rationnelles
L'ensemble des parties rationnelles Rat(M) d'un monoïde M = (M,·) est
le plus petit ensemble de parties de M ontenant les parties nies et fermé par
produit, union et étoile.
Exemple 1.1.1. Considérons le monoïde libre sur Σ = { a,b }. L'ensemble des
mots ontenant le fateur ab est rationnel et égal à { a,b }∗ab{ a,b }∗. Son omplé-
mentaire est lui aussi un ensemble rationnel égal à b∗a∗.
Les parties rationnelles du monoïde produit Σ∗×Σ∗ sont appelées les relations
rationnelles.
1.1.6 Automates nis
Les automates nis sur un monoïde M fournissent une représentation nie
des ensembles de Rat(M). Pour une présentation détaillée de ette notion, nous
renvoyons le leteur à par exemple [HU79, Sak03℄.
Un automate ni A étiqueté par un ensemble ni P ⊆ M est donné par un
quadruplet (Q,I,F,∆) où Q est l'ensemble ni des états, I et F sont des sous-
ensembles de Q orrespondant respetivement aux états initiaux et naux, et
l'ensemble ∆ ⊆ Q×P ×Q est l'ensemble des transitions. Un alul de l'automate
A est une suite de p0a1p1 . . . anpn ∈ Q(PQ)
∗
telle que pour tout i ∈ [0,n − 1],
la transition (pi,ai,pi+1) appartienne à ∆ et telle que p0 soit un état initial et pn
un état nal; e alul aepte l'élément a0 · · ·an de M . L'ensemble de tous les
éléments deM aeptés par A sera noté L(A). Les parties rationnelles deM sont
les parties aeptées par un automate ni étiqueté par un sous-ensemble ni de
M .
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Un automate A = (Q,I,F,∆) étiqueté par P est déterministe si pour tout
p,q,q′ ∈ Q, si (p,a,q) et (p,a,q′) appartiennent à ∆ alors q = q′. L'automate est
omplet si pour tout p et pour tout a ∈ P , il existe un état q ∈ Q tel que
(p,a,q) ∈ ∆.
Exemple 1.1.2. Reprenons le langage rationnel { a,b }∗ab{ a,b }∗ présenté dans
l'exemple 1.1.1. La gure 1.1 donne deux automates aeptant e langage. Celui
de gauhe n'est ni déterministe, ni omplet et elui de droite est déterministe
et omplet. Les états initiaux sont marqués par une èhe entrante et les états
naux par une èhe sortante.
i p f
a b
a,b a,b
i p f
a b
b a a,b
Fig. 1.1  Automates aeptant { a,b }∗ab{ a,b }∗.
1.1.7 Parties reonnaissables
Une partie P ⊆ M d'un monoïde M = (M,·) est reonnaissable s'il existe
un morphisme ϕ de M à un monoïde ni tel que P = ϕ−1(ϕ(P )). L'ensemble
des parties reonnaissables de M est noté Re(M). L'ensemble Re(M) est une
algèbre de Boole.
Dans le as du monoïde libre Σ∗ sur un ensemble ni Σ, les parties rationnelles
et reonnaissables sont identiques [Kle56℄. Pour un monoïde niment engendré,
les parties reonnaissables sont des parties rationnelles. La réiproque n'est en
général pas vraie. Par exemple dans le as du monoïde (N2,+), les ensembles
reonnaissables sont des unions nies d'ensembles de la forme P × Q où P et Q
appartiennent à Rat((N,+)) (f. [Kni64℄). L'ensemble {(n,n) | n ≥ 0} = (1,1)∗
de Rat(N2,+) n'est don pas un ensemble reonnaissable.
1.2 Hiérarhie de Chomsky
Dans e sous-paragraphe, nous présentons la plus onnue des hiérarhies de la
théorie des langages formels qui a été introduite par Chomsky dans [Cho59℄. Pour
une présentation détaillée de es familles de langages, nous renvoyons le leteur
à par exemple [HU79℄.
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Dans l'approhe de Chomsky, les langages sont dénis par des grammaires.
Une grammaireG est donnée par un uplet (N,Σ,S,P ) où N est un ensemble ni de
symboles non-terminaux, Σ est un ensemble ni de symboles terminaux, S ∈ N
est l'axiome de la grammaire et P est un sous-ensemble ni de N∗× (N ∪Σ)∗. Un
élément (u,v) de P est une prodution que nous noterons u → v. La grammaire
induit une relation de dérivation −→
G
sur (N ∪ Σ)∗ dénie par:
−→
G
= {(wuw′,wvw′) | w,w′ ∈ (N ∪ Σ)∗ et (u,v) ∈ P}.
Un mot u ∈ Σ∗ est dérivé par G si S −→
G
∗ u. Nous noterons L(G) l'ensemble
des mots de Σ dérivés par G.
La hiérarhie de Chomsky ontient quatre niveaux qui sont dénis par des
restritions syntaxiques sur les grammaires.
 Sans restritions sur la forme de la grammaire, les langages engendrés sont
les langages réursivement énumérables.
 Les grammaires roissantes ou ontextuelles (i.e. dont les produtions sont
de la forme (u,v) ave |v| ≥ |u| engendrent les langages ontextuels.
 Les grammaires algébriques (i.e. dont les produtions sont de la forme (A,v)
ave A ∈ N) engendrent les langages algébriques ou hors-ontexte.
 Les grammaires linéaires à droite (i.e. dont les produtions sont de la forme
(P,aQ) engendrent les langages rationnels.
Toutes es familles de langages sont aeptées par des mahines possédant un
nombre ni d'états. Les langages réursivement énumérables sont aeptés par
les mahines de Turing. Les langages ontextuels sont aeptés par les mahines
de Turing travaillant en espae linéaire, aussi appelées mahines linéairement
bornées (LBM). Les langages algébriques sont aeptés par les automates à pile
et, omme nous l'avons vu dans le paragraphe préédent, les langages rationnels
sont aeptés par les automates nis.
Nous donnons ii une dénition de es aepteurs omme des systèmes de
transitions étiquetées. Pour une dénition lassique, nous renvoyons le leteur à
[HU79℄. L'avantage de ette présentation est de mettre en lumière le lien entre
es aepteurs et les graphes innis qu'ils induisent. La notion de système de
transitions étiquetées est une reformulation de la notion de mahine hors-ligne
(voir par exemple [MS97℄).
1.2.1 Systèmes de transitions étiquetées
Un système de transitions étiquetées (LTS) par Σ est donné par un ensemble
de ongurations C et par une famille de relations (
a
−→)a∈Σ∪{ τ } sur C. Le symbole
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τ est un symbole spéial n'appartenant pas à Σ qui orrespond aux pas internes
du système ou à ses ations inobservables. Traditionnellement dans le as des
aepteurs nis, les transitions étiquetées par τ sont étiquetées par ε et appelées
des ε-transitions. Nous utilisons le symbole τ pour éviter toute onfusion ave le
mot vide ε.
Un alul du LTS est une suite c0a1c1 . . . ancn ∈ C((Σ ∪ { τ })C)∗ ave n ≥ 0
et pour tout i ∈ [0,n − 1], ci
ai−→ ci+1. Ce alul est étiqueté par a1, . . . ,an dans
(Σ ∪ { τ }). Pour tout w ∈ (Σ ∪ { τ })∗ et pour toutes ongurations c et c′ ∈ C,
nous érirons c
w
−→ c′ s'il existe un alul de c à c′ étiqueté par w.
Si nous omettons les ations internes étiquetées par τ , nous érirons, pour
tout w ∈ Σ∗, c
w
=⇒ c′ s'il existe un alul étiqueté par w′ ∈ (Σ∪ { τ })∗ tel que w
soit le mot obtenu en eaçant les ourrenes de τ de w′.
Un système de transitions étiquetées est déterministe si pour toutes ongu-
rations c1,c2 et c3 et pour tout x ∈ Σ ∪ { τ },
 c1
x
−→ c2 et c1
x
−→ c3 implique c2 = c3,
 c1
τ
−→ c2 et c1
x
−→ c3 implique x = τ et don c2 = c3.
Si l'on xe un ensemble de ongurations initiales CI et un ensemble de on-
gurations nales CF , un mot w ∈ Σ∗ est aepté par le système de transitions
étiquetées si ci
w
=⇒ cf pour une onguration initiale ci ∈ CI et cf ∈ CF .
1.2.2 Mahines de Turing
Une mahine de Turing est intuitivement omposée d'une bande bi-innie
omposée de ases ontenant haune un symbole dans Γ, d'une tête de leture
positionnée sur ette bande et d'un nombre ni d'états de ontrle. Les ations
que peut eetuer la tête de leture sont lire et érire le ontenu de la la ase
ourante et se déplaer d'une ase vers la droite ou vers la gauhe. Nous donnons
une dénition adaptée de [Cau03b, Mey05℄ des mahines de Turing.
Dénition 1.2.1. Une mahine de Turing est donnée par un uplet (Σ,Γ, [,],Q,q0,
F,δ), où Σ et Γ sont des ensembles nis de symboles d'entrée et de bande, [ et
] 6∈ Γ sont des délimiteurs de bande, Q est un ensemble ni d'états, q0 ∈ Q est
l'état initial, F ⊆ Q est l'ensemble des états naux et ∆ est un ensemble ni de
règles de transition de l'une des formes suivantes :
p[
x
−→ q[+ pA
x
−→ qBǫ p]
x
−→ q]−
p[
x
−→ q[ pA
x
−→ qB p]
x
−→ q]
pA
x
−→ q pA
x
−→ qBA p]
x
−→ qB]
ave p,q ∈ Q, A,B ∈ Γ, ǫ ∈ {+,−} et x ∈ Σ ∪ {τ}
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Une onguration d'une mahine de Turing M est un mot de la forme uqv
ave uv ∈ [Γ∗], v 6= ε et q ∈ Q, où uv représente le ontenu de la bande ave
ses délimiteurs, q est l'état de ontrle ourant et la tête de leture pointe sur
la ellule qui ontient la première lettre de v. Nous noterons CM l'ensemble des
ongurations de M . L'unique onguration initiale de M est q0[]. L'ensemble
des ongurations nales de M est l'ensemble des ongurations ayant un état
nal de M .
La mahine de Turing M induit un système de transitions étiquetées déni
par pour tout x ∈ Σ ∪ { τ } par:
x
−→
M
= {(upAv,uBqv) ∈ C2 | pA
x
−→ qB+ ∈ ∆}
∪ {(upAv,uqBv) ∈ C2 | pA
x
−→ qB ∈ ∆}
∪ {(uCpAv,uqCBv) ∈ C2 | pA
x
−→ qB− ∈ ∆ et C ∈ Γ ∪ { [ }}
∪ {(upAv,uqv) ∈ C2 | pA
x
−→ q ∈ ∆}
∪ {(upAv,uqBAv) ∈ C2 | pA
x
−→ qBA ∈ ∆}.
Les mahines de Turing déterministes (i.e.. qui induisent un système de tran-
sitions étiquetées déterministe) aeptent les même langages que les mahines de
Turing (non-déterministes). Ces langages sont fermés par union et intersetion
mais pas par omplémentaire.
1.2.3 Mahines de Turing linéairement bornées
La dénition d'une mahine de Turing linéairement bornée omme un système
de transitions étiquetées est plus déliate. En eet, il faut assurer un lien linéaire
entre la taille de la bande de la mahine et le nombre de lettre de Σ qui ont été
lues. La dénition que nous présentons à été proposée dans [CM05℄.
Dénition 1.2.2. Une mahine linéairement bornée (LBM) est une mahine de
Turing M = (Σ,Γ,[,],Q,q0,F,∆) dont auune règle d'insertion pB
x
−→ qAB ∈ ∆
n'est étiquetée par τ .
On vérie aisément que pour toutes ongurations c et c′ et pour tout w ∈ Σ∗
tel que c
w
=⇒
M
c′ alors |c′| − |c| ≤ |w|. En partiulier, si l'on peut atteindre une
onguration c depuis la onguration initiale en lisant un mot w (i.e. q0[]
w
−→ c)
alors |c| ≤ |w|+ 3: e qui assure que la mahine travaille bien en espae linéaire.
Comme nous l'avons déjà mentionné, les langages aeptés par les mahines
linéairement bornées sont les langages ontextuels qui sont stritement inlus
dans les langages réursivement énumérables. Ces langages forment une algèbre
de Boole [Imm88℄. Les mahines linéairement bornées déterministes aeptent
les langages ontextuels déterministes. Contrairement aux as des mahines de
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Turing, nous ne savons pas si les langages ontextuels oïnident ave les langages
ontextuels déterministes [Kur64℄.
1.2.4 Automates à pile
Les automates à pile travaillent, omme leur nom l'indique, sur une pile. Ils
peuvent lire le dernier symbole de ette pile, le dépiler ou empiler un nombre ni
de symboles.
Dénition 1.2.3. Un automate à pile P est donné par un uplet (Σ,Γ,Q,q0,I,∆)
où Σ et Γ sont des ensembles nis de symboles d'entrée et de pile, Q est un
ensemble ni d'états, q0 ∈ Q est l'état initial, F ⊆ Q est l'ensemble des états
naux et où ∆ ⊆ Q × (Γ ∪ { ε }) × (Σ ∪ { τ }) × Q × Γ∗ est l'ensemble des
transitions.
Une onguration de P est un ouple (p,w) où p est un état de Q et où
w ∈ Γ∗ est une pile. L'unique onguration initiale de P est (q,ε). L'ensemble
des ongurations nales est F × Γ∗. L'automate à pile P induit le système de
transitions étiquetées déni pour tout x ∈ Σ ∪ { τ } par:
x
−→
P
= {((p,wA),(q,wu)) | (p,A,x,q,u) ∈ ∆}
∪ {((p,ε),(q,u)) | (p,ε,x,q,u) ∈ ∆}.
Les langages aeptés par les automates à pile sont les langages algébriques qui
sont stritement inlus dans les langages ontextuels. Ces langages sont fermés par
union mais ni par intersetion, ni par omplémentaire. Les langages algébriques
déterministes (aeptés par les automates à pile déterministes) forment une sous-
famille strite des langages algébriques.
1.3 Graphes olorés
Dans tout e doument, nous xons deux ensembles dénombrables Λ et Θ qui
vont jouer le rle de réservoirs pour les ensembles d'étiquettes et de ouleurs de
nos graphes.
Un graphe G orienté, étiqueté et oloré est un sous-ensemble de V × Λ ×
V ∪ Θ× V pour un ertain ensemble dénombrable V . L'ensemble des étiquettes
de G est ΛG := {a ∈ Λ | ∃u,v ∈ V, (u,a,v) ∈ G} ⊆ Λ et son ensemble de
ouleurs ΘG := {c | ∃u, (c,u) ∈ G} ⊆ Θ. Nous supposerons toujours que es deux
ensembles sont nis. L'ensemble des sommets de G est le sous-ensemble VG déni
par:
VG = {v ∈ V | ∃u ∈ V,∃a ∈ Λ,(u,a,v) ∈ G ou (v,a,u) ∈ G},
∪ {v ∈ V | ∃c ∈ Θ,(c,v) ∈ G}.
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Pour tout u et v dans VG et pour toute étiquette a ∈ Λ, si (u,a,v) appartient
à G, nous dirons qu'il existe un ar étiqueté par a de u à v. Pour tous u ∈ VG
et c ∈ Θ, si (c,u) ∈ G, nous dirons que u est oloré par c. Pour simplier notre
présentation, nous supposerons par la suite que G ne ontient pas de sommets
isolés: tout sommet de VG est soit soure soit destination d'un ar de G.
Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ, un graphe G sur (Σ,C) ou (Σ,C)-
graphe est un graphe tel que ΛG ⊆ Σ et ΘG ⊆ C. Si C = ∅, nous dirons que G
est sans ouleur et nous parlerons simplement de graphe sur Σ au lieu de graphe
sur (Σ,∅).
Exemple 1.3.1. Nous dénissons un graphe G sur (Σ,C) ave Σ = { a,b } et
C = { 1,2 }. Les sommets de G sont des mots sur l'alphabet Γ = {A,B }.
G = {(An,a,An+1) | n ≥ 0}
∪ {(AnBm,b,AnBm+1) | n ≥ 0 et m+ 1 ≤ n}
∪ {(1,An) | n ≥ 0} ∪ {(2,AnBn) | n ≥ 0}.
L'ensemble VG des sommets de G est égal à {AnBm | n ≥ 0 et m ≤ n}. Le graphe
G est présenté dans la gure 1.2. Les ouleurs sont mises entre parenthèses à oté
du sommet orrespondant.
ε A AA AAA AAAA
AB AAB
AABB
AAAB
AAABB
AAABBB
AAAAB
AAAABB
AAAABBB
AAAABBB
a a a a
b b
b
b
b
b
b
b
b
b
(1),(2) (1) (1) (1) (1)
(2)
(2)
(2)
(1)
Fig. 1.2  Illustration d'un graphe.
Un graphe G est déterministe si pour tout a ∈ Λ et pour tout u,v et v′ ∈ VG,
(u,a,v) ∈ G et (u,a,v′) ∈ G implique que v = v′. Un graphe sur (Σ,C) est omplet
si pour tout v ∈ VG et pour tout a ∈ Σ, il existe v ∈ VG tel que (u,a,v) ∈ G.
Pour tout u ∈ VG, le degré sortant (resp. entrant) est d+(u) = |{v | ∃a ∈ Λ,∃v ∈
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VG,(u,a,v) ∈ G}| (resp. d−(u) = |{v | ∃a ∈ Λ,∃u ∈ VG,(u,a,v) ∈ G}|). Le degré
de u, noté d(u), est la somme de ses degrés entrant et sortant.
Deux graphes G et H sont isomorphes (noté G ≈ H) s'il existe une bijetion
h de VG dans VH telle que pour tout a ∈ Λ et pour tout c ∈ Θ et u,v ∈ VG,
(u,a,v) ∈ G si et seulement si (h(u),a,h(v)) ∈ H et (c,u) ∈ G si et seulement si
(c,h(u)) ∈ H .
Un hemin dans un graphe G partant d'un sommet u ∈ VG et arrivant à un
sommet v ∈ VG est une suite v0a1v1 . . . anvn ∈ VG(ΛGVG)∗ pour n ≥ 0 telle que
v0 = u, vn = v et telle que pour tout i ∈ [1,n], (vi−1,ai,vi) appartienne à G. Dans
la suite, nous noterons un tel hemin v0
a1−→
G
v1 . . . vn−1
an−→
G
vn. Nous dirons que
e hemin est étiqueté par ε ∈ Λ∗G si n = 0 et par a1 · · ·an ∈ Λ
∗
G sinon. S'il existe
un hemin étiqueté par w ∈ Λ∗G de u à v nous érirons u
w
−→
G
v ou simplement
u
w
−→ v lorsque G déoule du ontexte.
Nous étendons ette notion pour prendre en ompte les ouleurs et les ars pris
dans le sens inverse. Pour indiquer qu'un ar est pris dans le sens inverse, nous
onsidérons un ensemble Λ disjoint de Λ mais en bijetion ave Λ. Pour tout
a ∈ Λ, nous noterons a¯ le symbole orrespondant dans Λ. Par analogie, pour tout
sous-ensemble Σ ⊆ Λ, Σ désigne l'ensemble {a¯ | a ∈ Σ}.
Pour tout graphe G et pour tout w ∈ (Λ ∪ Λ ∪ Θ)∗, nous dénissons par
réurrene sur la longueur de w la relation
w
−→
G
⊆ VG × VG par:
ε
−→
G
= {(v,v) | v ∈ VG}
wc
−→
G
= {(u,v) | u
w
−→
G
v ∧ (c,v) ∈ G}
wa
−→
G
= {(u,v) | ∃u′ ∈ VG,u
w
−→
G
u′ ∧ (u′,a,v) ∈ G}
wa¯
−→
G
= {(u,v) | ∃u′ ∈ VG,u
w
−→
G
u′ ∧ (v,a,u′) ∈ G}.
Intuitivement, un symbole a ∈ Λ dans l'étiquette du hemin indique qu'un
ar étiqueté par a est traversé, un symbole a¯ indique qu'un ar étiqueté par a
est traversé en sens inverse, et enn une ouleur c ∈ Θ indique que le sommet
ourant est oloré par c.
Exemple 1.3.2. Dans le graphe G présenté dans l'exemple 1.3.1, le hemin
A
a
−→
G
AA
a
−→
G
AAA
b
−→
G
AAAB
b
−→
G
AAABB part de A et arrive en AAABB.
Nous avons don A
aabb
−→
G
AAABB. Il est aisé de vérier que AA
bb1b¯b¯2
−→
G
AA alors
que AA 6
b1b¯2
−→
G
AA.
1.3.1 Arbres
Un arbre T est un graphe tel qu'il existe un sommet r ∈ VT , appelé la raine
de T , tel que pour tout sommet u ∈ VT , il existe un unique hemin dans T partant
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de r et arrivant en u. À isomorphisme près, un arbre déterministe est entièrement
aratérisé par une fontion partielle t de Λ∗T dans 2
C
telle que Dom(t) ne soit
pas vide et soit los par préxe.
Plus préisément, à haque arbre déterministe T de raine r ∈ VT , nous assoions
la fontion partielle tT de Λ
∗
T dans 2
ΛT
dénie pour tout w ∈ Λ∗T par:
tT (w) =
{
{c | (c,v) ∈ T} s'il existe v ∈ VT , r
w
−→
T
v
non dénie sinon
Il est aisé de vérier que Dom(tT ) n'est pas vide et est los par préxe. Réipro-
quement pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ, nous assoions à haque
fontion t de Σ∗ dans 2C de domaine non-vide et los par préxe, un arbre déter-
ministe Tt sur (Σ,C) déni par:
Tt = {(u,a,ua) | ua ∈ Dom(t)} ∪ {(c,u) | c ∈ t(u) et u ∈ Dom(t)}.
Pour tout arbre déterministe T , T est isomorphe à TtT . Dans la suite, nous ne
distinguerons pas la fontion de l'arbre qui lui est assoié.
Les éléments de Dom(t) sont appelés les n÷uds de l'arbre. Le n÷ud ε sera appelé
la raine de l'arbre. Une branhe innie est une suite (xi)i∈N de n÷uds de t telle
que x0 = ε et pour tout i ∈ N, xi+1 = xiai pour un ertain ai ∈ Σ. Pour tout
n÷ud y de t, le sous-arbre t enrainé de y est t/y déni pour tout w ∈ Σ
∗
, par
t/y(w) = t(yw).
Exemple 1.3.3. Le graphe G présenté dans l'exemple 1.3.1 est un (Σ,C)-arbre
de raine ε. La fontion partielle t de Σ∗ dans 2C assoiée à G est dénie pour
tout w ∈ Σ∗ par:
t(w) =

{ 1,2 } si w = ε,
{ 1 } si w ∈ a∗,
{ 2 } si w = anbn pour un ertain n ≥ 1,
∅ si w = anbm pour n ≥ 1 et 1 ≤ m < n,
non dénie sinon
L'unique branhe innie de t est (an)n≥0.
1.4 Logiques
Dans e paragraphe, nous présentons la logique au premier ordre (FO) (f.
sous-paragraphe 1.4.2) et la logique au seond ordre monadique (MSO) (f. sous-
paragraphe 1.4.3). Le sous-paragraphe 1.4.4 introduit les automates d'arbres ave
onditions de parité qui aratérise MSO sur les arbres déterministes. Le sous-
paragraphe 1.4.5 présente quelques résultats de base sur les jeux de parité et les
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onséquenes de es résultats sur les automates d'arbres ave onditions de parité.
Pour une présentation détaillée de es notions, nous renvoyons le leteur à [EF95℄
et [Tho97℄. Enn, le sous-paragraphe 1.4.6 présente la propriété de séletion pour
MSO et quelques graphes possédant ette propriété.
1.4.1 Strutures relationnelles
Une signature S est un ensemble ni de symboles possédant haun une arité.
Pour tout R ∈ S, nous noterons |R| ≥ 1 l'arité du symbole R. Une struture
relationnelle R sur la signature S est donnée par un ouple (U,(RR)R∈S) où U
est l'univers de R et où pour tout R ∈ S, RR est un sous-ensemble de U |R|.
À tout graphe G, nous assoions une struture relationnelle G sur la signature
SG. La signature SG est égale à {Ea | a ∈ ΛG} ∪ {Pc | c ∈ ΘG} où pour tout
a ∈ ΛG, |Ea| = 2 et où pour tout c ∈ ΘG, |Pc| = 1. La struture G a pour
univers VG et pour tout a ∈ ΛG, EGa = {(u,v) | (u,a,v) ∈ G} et pour tout c ∈ Θ,
P Gc = {u | (c,u) ∈ G}. Dans la suite, nous ne distinguerons pas G de la struture
qui lui est assoiée.
1.4.2 Logique au premier ordre
Considérons un ensemble dénombrable V de variables du premier ordre. Nous
utiliserons les lettres minusules x,y,z . . . pour désigner es variables du premier
ordre. Les formules sur une signature S sont dénies par réurrene. Les for-
mules atomiques sont de la forme x = y ou R(x1, . . . ,x|R|) où x,y,x1, . . . ,x|R| sont
des variables de V et où R est un symbole de S. Si ϕ et ψ sont des formules
sur S alors ¬ϕ et ϕ ∧ ψ sont aussi des formules sur S. Enn si ψ est une for-
mule sur S alors pour toute variable x ∈ V, ∃x, ϕ est aussi une formule sur S.
L'ensemble des variables libres est déni de manière usuelle( f. [EF95℄). Nous
érirons ϕ(x1, . . . ,xn) pour indiquer que les variables libres de ϕ appartiennent
à l'ensemble { x1, . . . ,xn }. Une formule sans variables libres est aussi appelée un
énoné ou une formule lose.
Nous noterons R |= ϕ le fait que la struture R sur la signature S satisfait
l'énoné ϕ sur S. Cette notion est dénie de manière usuelle. Pour une formule
ϕ(x1, . . . ,xn), et pour des éléments u1, . . . ,un de l'univers de R, nous noterons
R |= ϕ[u1, . . . ,un] si R satisfait ϕ lorsque pour tout i ∈ [1,n], la variable libre
xi est interprétée par l'élément ui. Il n'est pas néessaire que la signature de ϕ
oïnide ave la signature de R. En eet, il sut d'adopter la onvention que
tous les symboles apparaissant dans la signature de ϕ mais n'apparaissant pas
dans la signature R sont interprétés dans R par l'ensemble vide.
La théorie au premier ordre d'une strutureR sur la signature S est l'ensemble
des énonés sur S satisfait par R. Une struture R a une théorie au premier ordre
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déidable si sa théorie au premier ordre est un ensemble réursif. Remarquons que
la théorie d'un graphe est invariante par isomorphisme.
Nous utiliserons dans la suite la quantiation universelle ∀, la disjontion
∨, l'impliation →, et. Toutes es onstrutions peuvent s'exprimer à l'aide de
la négation ¬, la onjontion ∧ et la quantiation existentielle ∃. Cependant si
elles n'enrihissent pas le pouvoir d'expression de la logique, elles permettent une
ériture plus onise.
Exemple 1.4.1. Reprenons le graphe G présenté dans l'exemple 1.3.1. Ce graphe
G satisfait l'énoné ϕ = ∀x, P1(x) → (∃y,Ea(x,y)) qui exprime que tous les
sommets de G olorés par 1 sont la soure d'un ar étiqueté par a. Considérons la
formule ψ(x,y) = ∃z, Eb(x,z)∧Eb(z,y)∧P2(y). Pour tous u et v ∈ VG, G |= ψ[u,v]
si et seulement si u
bb2
−→
G
v.
Intuitivement la logique au premier ordre ne peut exprimer que des propriétés
loales. Par exemple, il n'existe pas de formule ϕ(x,y) exprimant l'existene d'un
hemin entre x et y dans un graphe. Ce résultat peut être établi en utilisant le
théorème de Gaifman qui donne un sens préis au aratère loal de la logique du
premier ordre. Nous renvoyons le leteur à [EF95℄ pour une présentation détaillée.
1.4.3 Logique au seond ordre monadique
La logique au seond ordre monadique (MSO) étend la logique au premier
ordre en ajoutant la possibilité de quantier sur des ensembles d'éléments de
l'univers de la struture.
Formellement, nous onsidérons deux ensembles dénombrables et disjoints de
variables V0 et V1. L'ensemble V0 orrespond aux variables du premier ordre que
nous désignerons par des lettres minusules x,y,z, . . .. L'ensemble V1 orrespond
aux variables du seond ordre monadique qui vont être interprétées par des en-
sembles d'éléments et que nous noterons par des lettres majusules X,Y,Z, . . ..
Les formules atomiques sont de la forme x = y, x ∈ X ou R(x1, . . . ,x|R|) où
x,y,x1, . . . ,x|R| sont des variables de V0, X ∈ V1 et où R est un symbole de S.
Si ϕ et ψ sont des formules sur S alors ¬ϕ et ϕ ∧ ψ sont aussi des formules sur
S. Enn si ψ est une formule sur S alors pour toute variable x ∈ V0 et X ∈ V1,
∃x, ϕ et ∃X,ϕ est aussi une formule sur S. Les diérentes notations et notions
dénies pour la logique au premier ordre sont adaptées à la logique au seond
ordre monadique.
Nous utiliserons les raouris de notations habituels tels que ∅, X∪Y , X∩Y ,
X ⊆ Y , et qui peuvent tous être dénis en MSO.
Pour tout graphe G, un sommet u ∈ VG est dénissable par MSO s'il existe
une formule ϕ(x) telle que pour tout v ∈ VG, G |= ϕ[v] implique u = v. Cette
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notion s'étend naturellement aux sous-ensembles de VG.
Exemple 1.4.2. Nous pouvons exprimer en logique monadique l'existene d'un
hemin reliant deux sommets. Fixons la signature {Ea,Eb } orrespondant aux
graphes étiquetés par Σ = { a,b }. Considérons maintenant la formule ϕ(x,y)
donnée par:
ϕ(x,y) = ∃Y, (∀Z, (ψ(Y ) ∧ ψ(Z) ∧ x ∈ Y ∩ Z)→ Y ⊆ Z) ∧ y ∈ Y,
ψ(X) = ∀x,y, (x ∈ X ∧
∨
c∈ΣEc(x,y))→ y ∈ X.
Intuitivement la formule ϕ(x,y) exprime que y appartient au plus petit ensemble
de sommets ontenant x et los par les ars du graphe. Pour tout graphe G sur
Σ et pour tous sommets u et v ∈ VG, G |= ϕ[u,v] si et seulement si il existe un
hemin de u à v dans G.
La théorie monadique d'un graphe G est l'ensemble des énonés de MSO sur
la signature de G et satisfaits par G. Un graphe G a une théorie monadique
déidable si sa théorie monadique est réursive.
Deux graphes notables ayant une théorie monadique déidable sont la demi-
droite ∆1 [Bü62℄ et l'arbre binaire omplet ∆2 [Rab69℄ qui sont représentés à la
gure 1.3. Dans es deux as, le résultat de déidabilité est obtenu en établissant
une orrespondane entre un ertain modèle d'automates s'exéutant sur des o-
loriages de es graphes et les formules de la logique monadique. Les automates
apturant MSO sur les arbres déterministes sont présentés dans le paragraphe
suivant.
Un exemple lassique de graphe dont la théorie monadique est indéidable
est la grille innie, notée Grid, présentée à la gure 1.3. La preuve onsiste à
onstruire pour toute mahine M déterministe à deux ompteurs et tests à zéro
un énoné monadique ϕM telle Grid |= ϕM si et seulement siM s'arrête. Comme le
problème de l'arrêt de es mahines est indéidable [Min67℄, la théorie monadique
de Grid est indéidable.
1.4.4 Automates d'arbres ave onditions de parité
Sur les arbres déterministes olorés, la logique monadique peut être araté-
risée par des automate d'arbres ave onditions de parité.
Dénition 1.4.3. Un automate d'arbres ave onditions de parité (ou simple-
ment automate d'arbres à parité) sur les (Σ,C)-arbres déterministes est donné
par un uplet (Q,I,∆,Ω) où Q est l'ensemble ni des états, I ⊆ Q est l'ensemble
des états initiaux, ∆ ⊆ Q× 2C × (Σ 99K Q) est l'ensemble des transitions et où
Ω est une fontion de Q dans N.
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Fig. 1.3  En haut à gauhe, la demi-droite ∆1. En bas à gauhe, la grille innie
Grid. À droite, l'arbre binaire omplet ∆2.
Une exéution ρ d'un automate d'arbres à parité A = (Q,I,∆,Ω) sur un (Σ,C)-
arbre déterministe t est une fontion de Dom(t) dans Q telle que ρ(ε) ∈ I et telle
que pour tout u ∈ Dom(t) la transition δu = (ρ(u),t(u),fu), où fu est la fontion
partielle de Σ dans Q dénie par fu(a) = ρ(ua) pour a ∈ Σ, appartiennent à ∆.
Nous noterons Φρ la fontion de Dom(ρ) dans ∆ qui à haque n÷ud u ∈
Dom(t) = Dom(ρ) assoie la transition δu. Nous dirons que l'exéution part de
l'état q (resp. part de la transition δ0 ∈ ∆) si la ondition ρ(ε) ∈ I est remplaée
par ρ(ε) = q (resp. par Φρ(ε) = δ0).
De plus, une exéution ρ de A sur t est aeptante si pour toute branhe
innie π = (ui)i≥0 de t, le plus petit entier apparaissant inniment souvent dans
(Ω(ρ(ui)))i≥0 est pair. S'il existe une exéution aeptante de A sur t, nous dirons
simplement que A aepte t.
Dans [Rab69℄, Rabin établit la orrespondane entre la logique monadique et
les automates d'arbres ave onditions d'aeptation de Rabin pour les arbres
déterministes et omplets olorés. La ondition de parité a été introduite indé-
pendamment dans [EJ91, Mos91℄. L'extension aux arbres déterministes mais non
omplets est lassique; pour une preuve omplète de e résultat, on pourra voir
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par exemple [Tho97℄.
Théorème 1.4.4 ([Rab69℄). Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Ω et pour
tout énoné ϕ de MSO, il existe un automate d'arbres à parité Aϕ sur les (Σ,C)-
arbres déterministes tel que pour tout arbre déterministe t sur (Σ,C), t |= ϕ si et
seulement si Aϕ aepte t.
Remarquons que la onstrution de l'automate à partir de la formule est ef-
fetive.
Ce théorème peut être formulé pour prendre en ompte les formules de MSO
ave des variables libres. Pour toute formule ϕ(X1, . . . ,Xn), il existe un automate
d'arbre à parité A = (Q,I,∆,Ω) ave une famille (Qi)i∈[1,n] de sous-ensembles de
Q tel que pour tout arbre déterministe t:
 s'il existe une exéution aeptante ρ de A sur t alors t |= ϕ[U1, . . . ,Un] où
pour tout i ∈ [1,n], Ui est l'ensemble des n÷uds u telle que ρ(u) ∈ Qi,
 réiproquement, si pour des sous-ensembles U1, . . . ,Un de Dom(t), t |=
ϕ[U1, . . . ,Un] alors il existe une exéution aeptante ρ de A sur t telle que
pour tout i ∈ [1,n], Ui soit l'ensemble des n÷uds u de t tels que ρ(u) ∈ Qi.
Dans le hapitre 3, nous nous intéressons à des formules monadiques ayant
une ou deux variables libres du premier ordre. Ces formules interviennent dans la
dénition des interprétations monadiques présentées dans e hapitre. Nous pré-
sentons maintenant une forme d'automates adaptée à es formules. Pour toute
formule monadique ϕ(x0,x1), il existe un automate d'arbres à parité A dont l'en-
semble des états est de la formeQ×2{0,1}×2{0,1} tel que toute exéution aeptante
ρ de A sur t satisfasse:
 pour tout i ∈ { 0,1 }, il existe un unique n÷ud ui tel que ρ(ui) = (q,M,R)
ave i ∈M ,
 pour tout i ∈ { 0,1 } et pour tout n÷ud v ave ρ(v) = (q,M,R), i ∈ R si et
seulement si v < ui,
 et t |= ϕ[u0,u1].
1.4.5 Jeux de parité
Dans e paragraphe, nous introduisons les jeux de parité (f. sous-paragra-
phe 1.4.5.1) et leur liens ave les automates d'arbres à parité (f. sous-paragraphe
1.4.5.2). Nous onluons en rappelant quelques résultats liant la solution des jeux
de parité et la logique monadique (f. sous-paragraphe 1.4.5.3).
1.4.5.1 Dénition et propriétés
Un jeu de parité est un graphe G sur (Σ,{ 0,1,p0, . . . ,pN }) pour N ≥ 0 tel que
pour tout u ∈ VG, ΘG(u) = { iu,pu } ave iu ∈ { 0,1 } et pu ∈ { p0, . . . ,pN }. Le
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joueur 0 (resp. joueur 1) joue sur les sommets olorés par 0 (resp. olorés par 1).
Nous noterons Vi l'ensemble des sommets olorés par i pour i ∈ { 0,1 }. De plus,
nous supposerons toujours que G est un sous-ensemble de V0×Λ×V1∪V1×Λ×V0.
Remarquons que les étiquettes ne jouent auun rle dans le jeu mais elles nous
seront utiles pour exprimer des propriétés des es jeux en logique monadique dans
le sous-paragraphe 1.4.5.3.
Une partie est un hemin ni ou inni dans le graphe G. Une partie nie π à
partir d'un sommet u ∈ VG jusqu'à un sommet v ∈ VG est gagnée par le joueur i
si v appartient à V1−i et si le degré sortant de v est égal à 0. Une partie innie
(ujaj)j∈N est gagné par le joueur 0 (resp. le joueur 1) si le plus petit nombre
apparaissant inniment souvent dans (puj )j≥N est pair (resp. impair).
Une stratégie Φ pour le joueur i est une fontion partielle de l'ensemble des
hemins nis sur G terminant dans Vi et à valeur dans V1−i telle que pour tout
hemin ni π terminant en v ∈ Vi appartenant à Dom(Φ), (v,a,Φ(π)) ∈ G pour
un ertain a ∈ ΛG. Une partie nie u0a1u1 . . . anun suit la stratégie Φ si pour tout
j ∈ [1,n], vj ∈ Vi−1 implique vj = Φ(πj) où πj = u0a1 . . . uj−1. Une partie innie
suit la stratégie Φ si tous ses préxes nis suivent Φ.
Une stratégie Φ pour le joueur i est positionnelle si elle ne dépend que du
dernier sommet du hemin (i.e. pour tous hemins nis π et π′ terminant en
v ∈ Vi, Φ(π) = Φ(π′)). Une stratégie positionnelle pour le joueur i est entièrement
dérite par une fontion partielle de Vi dans Vi−1.
Une stratégie Φ pour le joueur i est gagnante à partir de u ∈ VG si toute
partie ommençant en u et suivant Φ est gagnée par le joueur i. Nous dirons que
le joueur i gagne G depuis u s'il existe une stratégie gagnante pour i à partir de
u. La région gagnante du joueur i, notée Wi, est l'ensemble des sommets de G à
partir desquels le joueur i gagne le jeu. D'après [Mar75℄, nous savons que les jeux
de parité sont déterminés (i.e. VG = W0 ∪W1).
La propriété fondamentale des jeux de parité est qu'ils peuvent être gagnés en
utilisant uniquement des stratégies positionnelles. Ce résultat a été obtenu par
Mostowski dans [Mos91℄ et par Emmerson et Julta dans [EJ91℄.
Théorème 1.4.5. Pour tout jeu de parité G et pour tout u ∈ VG, le joueur 0 ou
le joueur 1 possède une stratégie positionnelle gagnante à partir de u.
1.4.5.2 Lien ave les automates d'arbres à parité
Ce sous-paragraphe est adapté de [Wal02℄. À partir d'un automate d'arbres
à parité A et d'un arbre déterministe t, nous onstruisons un jeu de parité GtA
tel que le joueur 0 gagne le jeu à partir du sommet u0 si et seulement si A
aepte t. Considérons un automate d'arbres à parité A = (Q,I,∆,Ω) sur les
(Σ,C)-arbres déterministes et un arbre déterministe t sur (Σ,C). Soit N ≥ 0 tel
que Ω(Q) ⊆ [0,N ].
26 Notions préliminaires
Considérons le jeu de parité GtA étiqueté par l'ensemble Σ ∪ ∆ et oloré par
{0,1,p0, . . . ,pN}.
GtA = {((q,u),δ,(δ,u)) ∈ V0 ×∆× V1 | δ = (q,f)}
∪ {((δ,u),a,(q,ua)) ∈ V1 × Σ× V0 | δ = (p,f),a ∈ Dom(f) et q = f(a)}
∪ {(pi,v),(0,v) | v = (q,u) ∈ V0 ∩ VGtA et i = Ω(q)}
∪ {(pi,v),(1,v) | v = ((q,f),u) ∈ V1 ∩ VGtA et i = Ω(q)}
où V0 = Q × Dom(t) et V1 = {(δ,u) | δ = (q,f),∀aΣ,ua ∈ Dom(t) ⇔ a ∈
Dom(f)} ⊆ Dom(t)×∆.
Par onstrution, le joueur 0 gagne GtA depuis (q0,ε) ∈ VG si et seulement
si A aepte t. Plus préisément, toute stratégie positionnelle Φ pour le joueur
0 depuis (q,ε) (resp. depuis (δ,ε)) induit une exéution aeptante de A sur t
ommençant par q (resp. par δ) telle Φ(ρ(u),u) = (Φρ(u),u) et vie-versa.
Une onséquene du théorème 1.4.5 est que nous pouvons restreindre notre
attention aux exéutions régulières des automates d'arbres à parité. Une exéution
ρ d'un automate A sur un arbre t est régulière si pour tous n÷uds u et v diérents
de la raine ε, t/u ≈ t/v et ρ(u) = ρ(v) implique Φρ(u) = Φρ(v). La proposition
suivante est tirée de [Wal02℄.
Lemme 1.4.6 ([Wal02℄). Si un automate d'arbres à parité aepte un arbre t
alors il existe une exéution aeptante régulière de A = (Q,I,∆,Ω) sur t. Plus
préisément, pour toute transition δ ∈ ∆, s'il existe une exéution aeptante de A
ommençant par δ alors il existe une exéution aeptante régulière ommençant
par δ.
Démonstration. Considérons la relation d'équivalene R sur Dom(t) dénie pour
tout u,v ∈ Dom(t) par (u,v) ∈ R si et seulement si t/u ≈ t/v. Pour tout v =
(q,u) ∈ V0, nous noterons [v]R = (q,[u]R) et pour tout v = (δ,u) ∈ V1, nous
noterons [v]R = (δ,[u]R).
Le quotient de GtA par R est le jeu G
t
A.
GtA = {([u]R,a,[v]R) | (u,a,v) ∈ G
t
A}
∪ {(c,[u]R) | (c,u) ∈ G}
Pour tout v ∈ VGtA, le joueur 0 gagne G
t
A depuis v si et seulement si il gagne
GtA depuis [v]R. En eet, le dépliage de G
t
A depuis v est isomorphe au dépliage
de GtA depuis [v]R.
Supposons qu'il existe une exéution aeptante de A sur t depuis δ0. Le
joueur 0 gagne GtA depuis (δ0,ε) et don il gagne G
t
A depuis (δ0,[ε]R). Soit Φ une
stratégie gagnante positionnelle sur GtA pour le joueur 0 à partir de (δ0,[ε]R) (f.
théorème 1.4.5). Cette stratégie induit une exéution aeptante régulière ρ de A
sur t qui satisfait Φρ(ε) = δ0 et pour tout u 6= ε, Φρ(u) = δ ave Φ((ρ(u),[u]R)) =
(δ,[u]R). Par dénition de R, ρ est une exéution régulière.
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1.4.5.3 Lien ave MSO
Dans [Wal02℄, l'auteur établit que la région gagnante pour le joueur i sur un
jeu G est dénissable en logique monadique.
Proposition 1.4.7. Pour tout jeu G, la région gagnante du joueur 0 (resp.
joueur 1) est dénissable en logique monadique.
Si le graphe dénissant le jeu est déterministe, nous pouvons aner e résul-
tat en donnant une formule qui exprime l'existene d'une stratégie positionnelle
gagnante. Comme G est déterministe, une stratégie positionnelle pour le joueur i
est dérite par une fontion de Vi dans ΛG = { a1, . . . ,an }. Une famille (Uj)j∈[1,n]
de sous-ensembles deux à deux disjoints de VG dénit une stratégie positionnelle
pour le joueur i si l'union des Uj est égale à Vi et si pour tout u ∈ Uj , il existe
vu ∈ VG tel que (u,aj,vu) ∈ G. La stratégie positionnelle assoiée Φ est dénie par
Φ(u) = vu. Comme G est déterministe, la logique monadique est équivalente à
la logique monadique gardée: un enrihissement de la logique monadique où l'on
autorise la quantiation sur les ensembles d'ars [Cou03℄. Une onséquene de e
résultat est que nous pouvons exprimer en logique monadique l'existene d'une
stratégie positionnelle gagnante à partir d'un sommet donné. Un onstrution
expliite de ette formule est donnée dans [Ca03a, p. 17℄.
Proposition 1.4.8. Pour tout jeu déterministe G étiqueté par ΛG = {a1, . . . ,an}
et oloré ΘG = {0,1,p0, . . . ,pN} et pour tout i ∈ { 0,1 }, il existe une formule
monadique Ψi(x,X1, . . . ,Xn) telle que pour tout u ∈ VG et pour tout U1, . . . ,Un ⊆
VG, G |= Ψi[u,U1, . . . ,Un] si et seulement si les ensembles U1, . . . ,Un dénissent
une stratégie positionnelle Φ pour le joueur i gagnante à partir de u.
1.4.6 Propriété de séletion pour MSO
Dans e sous-paragraphe, nous présentons la propriété de séletion pour la
logique monadique. Cette notion est orthogonale à la déidabilité de la théorie
monadique. Cette propriété permet dans le as où un graphe G satisfait à une
formule existentielle ∃X,ϕ(X) de dénir en logique monadique un ensemble de
sommets U tel que G |= ϕ[U ].
Un graphe G satisfait la propriété de séletion si pour toute formule ϕ(X),
nous pouvons eetivement onstruire une formule ψ(X) telle que:
G |= ∀X,ψ(X) → ϕ(X)
G |= (∃X,ψ(X)) ↔ (∃X,ϕ(X))
G |= ∃≤1X,ψ(X)
La formule ψ(X) est appelée un séleteur de la formule ϕ(X) sur G. La notion de
séleteur est immédiatement étendue aux formules possédant plusieurs variables
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libres. En fait, si nous pouvons onstruire des séleteurs pour toutes les formules
ayant une variable libre, nous pouvons aussi onstruire des séleteurs pour les
formules ayant un nombre arbitraire de variables libres.
Proposition 1.4.9. Si un graphe G possède la propriété de séletion alors pour
tout n ≥ 1 et pour tout formule ϕ(X1, . . . ,Xn), nous pouvons onstruire un séle-
teur ψ(X1, . . . ,Xn) de ϕ(X1, . . . ,Xn) sur G.
Démonstration. Soit G un graphe ayant la propriété de séletion. Nous établis-
sons la propriété par réurrene sur n ≥ 1. Le as de base n = 1 est immédiat.
Supposons que la propriété est établie par n ≥ 1 et montrons qu'elle est vraie
pour n+1. Soit ϕ(X1, . . . ,Xn,Xn+1) une formule monadique. Considérons la for-
mule ϕ0(X1, . . . ,Xn) = ∃Xn+1, ϕ(X1, . . . ,Xn,Xn+1). Par hypothèse de réurrene,
nous pouvons onstruire un séleteur ψ0(X1, . . . ,Xn) de ϕ0 sur G. Considérons
maintenant la formule ϕ1(X) = ∃X1, . . . ,Xn, ψ0(X1, . . . ,Xn) ∧ ϕ(X1, . . . ,Xn,X).
Comme G a la propriété de séletion, nous pouvons onstruire un séleteur ψ1(X)
de ϕ1 sur G. Nous vérions aisément que la formule ψ(X1, . . . ,Xn+1) dénie par:
ψ(X1, . . . ,Xn+1) = ψ0(X1, . . . ,Xn) ∧ ψ1(Xn+1).
est un séleteur de ϕ(X1, . . . ,Xn+1) sur G.
Dans [LS98℄, Lifshes et Shelah montrent que tous les oloriages de la demi-
droite possèdent la propriété de séletion et e indépendamment de la déidabilité
de la théorie monadique.
Dans [Rab69℄, l'auteur établit, sur l'arbre binaire omplet ∆2 étiqueté par
{ a,b } (f. gure 1.3), la onséquene suivante du théorème 1.4.4.
Théorème 1.4.10. Pour toute formule monadique ϕ(X), si l'arbre binaire om-
plet ∆2 satisfait ∃X,ϕ(X) alors il existe un ensemble rationnel Rϕ ∈ Rat({ a,b }∗)
tel que ∆2 |= ϕ[Rϕ]. De plus, un automate ni aeptant Rϕ peut être eetive-
ment onstruit à partir de ϕ.
Comme l'aessibilité depuis la raine par un hemin appartenant à un en-
semble rationnel est dénissable en logique monadique, le théorème préédent
implique que ∆2 possède la propriété de séletion.
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Chapitre 2
Automates innis
Le terme d'automate inni a été introduit dans [Tho01℄. Il désigne un graphe
inni de présentation nie. Cei signie que e graphe inni est dérit par une
quantité nie d'informations. L'emploi du terme d'automate au lieu de elui de
graphe souligne le fait que nous nous intéressons aux langages aeptés par es
graphes. À tout graphe inni G étiqueté par Σ, nous pouvons assoier un langage
de mots sur Σ en xant un ensemble I ⊆ VG de sommets initiaux et un ensemble
F ⊆ VG de sommets naux. La trae de G entre I et F , notée L(G,I,F ), est
l'ensemble des étiquettes des hemins de G partant d'un sommet i ∈ I et arrivant
à un sommet f ∈ F .
Un point important est que, dans ette approhe, nous onsidérons les graphes
à isomorphisme près. Autant que possible, nous herhons à donner des propriétés
qui soient indépendantes de l'ensemble des sommets hoisis pour dénir le graphe.
Le langage aepté par un automate inni permet don de donner une mesure
grossière de la omplexité de sa struture. Une deuxième mesure est donnée
par l'expressivité des logiques déidables sur et automate.
Dans e hapitre, nous présentons des familles d'automates innis aeptant
les diérents niveaux de la hiérarhie de Chomsky. Nous suivons l'approhe pré-
sentée dans [CK02℄ où les auteurs présentent une hiérarhie d'aepteurs innis
similaire à la hiérarhie de Chomsky. Cette hiérarhie d'aepteurs innis est
présentée à la gure 2.1.
Dans le paragraphe 2.1, nous introduisons les diérents types de présentation
nie qui apparaissent dans la littérature. En partiulier, nous dénissons les dié-
rents graphes assoiés aux systèmes de transitions étiquetées: graphes enrainés,
graphes des ongurations et graphes des transitions.
Dans le paragraphe 2.2, nous présentons les diérentes familles de graphes
dénies autour des automates à pile: les graphes enrainés des automates à pile
[MS85℄, les graphes des ongurations des automates à pile [Cau92℄, les graphes
HR-equationnels [Cou89℄ et les graphes préxe-reonnaissables [Cau96℄.Toutes
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Graphes nis
Langages régulier
Graphes préxe-reonnaissables
Langages algébriques
Graphes rationnels
Langages ontextuels
Graphes de Turing
Langages réursivement énumérables
Fig. 2.1  Une hiérarhie à la Chomsky de graphes innis.
es familles d'automates innis ont pour traes les langages algébriques.
Dans le paragraphe 2.3, nous présenterons diérentes familles d'automates
innis ayant pour traes les langages ontextuels. Ce paragraphe sera l'oasion
de donner un résumé des travaux eetués durant ma thèse en ollaboration ave
Antoine Meyer autour de es familles. Ces travaux se omposent de deux parties.
Dans la première partie, nous nous sommes intéressés aux graphes rationnels
[Mor00, MS01℄ et à leurs sous-familles. Ces travaux en ommun ont été publiés
dans [CM06a℄.
Dans la deuxième partie, nous avons étudié les graphes de transitions des mahines
de Turing linéairement bornées (f. sous-paragraphe 1.2.3) et en partiulier leurs
liens ave les graphes rationnels. Une version préliminaire de ette étude a été
publiée dans [CM05℄ et une version omplète a été publiée dans [CM06b℄. Tous
es travaux sont présentés dans la thèse d'Antoine Meyer [Mey05, h. 7℄.
2.1 Présentations nies
En suivant [Cau96℄, nous distinguons deux types de présentations nies. Les
premières, dites internes, xent un nommage des sommets du graphe et dérivent
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expliitement et ave une quantité nie d'informations les ars du graphe. Les
présentations internes sont toujours assoiées à des mahines ou à des automates
(f. sous-paragraphe 2.1.1). Les seondes, dites externes, dénissent la struture
du graphe à isomorphisme près. Nous présentons brièvement deux approhes ex-
ternes (f. paragraphe 2.1.2). L'une onsiste à exprimer le graphe omme la plus
petite solution d'un système d'équations et l'autre à dénir le graphe par une
suite de transformations appliquées à un graphe de présentation nie.
2.1.1 Graphes dénis par des mahines
Nous présentons les diérents types de graphes assoiés à des mahines ayant
un nombre nis d'états.
2.1.1.1 Graphes de alul
La manière la plus simple de donner une présentation nie d'un graphe est de
xer un ensemble de sommets V . Dans le adre de e doument, V sera toujours
un ensemble de mots sur un alphabet ni. Il est ependant possible de onsidérer
des ensembles de sommets plus rihes omme par exemple des termes nis. Une
fois l'ensemble des sommets xés, il faut pour dénir un graphe G étiqueté par Σ
donner une famille de relations nies (Ra)a∈Σ sur V . Un graphe G étiqueté par Σ
est alors dérit par une famille de mahines T = (Ta)a∈Σ aeptant des relations
sur V . Le graphe déni par ette famille est:
GT = {(v,a,v
′) | v,v′ ∈ V et (v,v′) aepté parTa}.
Les graphes rationnels (f. paragraphe 2.3.1) et les graphes préxe-reonnais-
sables (f. paragraphe 2.2) sont des exemples de graphes de alul.
2.1.1.2 Graphes assoiés aux LTS
Dans le paragraphe 1.2, nous avons donné pour haque niveau de la hiérarhie
de Chomsky des systèmes de transitions étiquetées assoiés aux aepteurs nis
de e niveau. Il est don naturel de onsidérer les diérents types de graphes
assoiés à es systèmes.
Un système de transitions étiquetées par Σ peut être vu omme un graphe éti-
queté par Σ∪{ τ } dont l'ensemble des sommets est l'ensemble des ongurations
du système et qui est déni par:
{(c,x,c′) | c,c′ ∈ C,x ∈ Σ ∪ { τ } et c
x
−→ c′}.
Ce graphe anonique sera dans la suite appelé graphe du LTS.
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Pour faire apparaître le omportement du système, il est, en général, nées-
saire d'opérer une restrition sur l'ensemble des ongurations et de masquer les
transitions internes (i.e. étiquetées par τ) du LTS. Si nous laissons apparentes les
transitions internes du système, nous obtenons les notions de graphe enrainé ou
de graphe des ongurations. En masquant es transitions, nous obtenons la
notion de graphe des transitions.
Graphes enrainés Le graphe le plus naturel assoié à un LTS est obtenu en
xant une onguration initiale c0 et en ne onservant que les ongurations a-
essibles depuis c0. Plus préisément, pour tout système de transitions étiquetées
S = (
x
−→)x∈Σ∪{ τ } ave un ensemble de ongurations C et pour toute ongura-
tion c0 ∈ C, le graphe de S enrainé en c0, noté R
c0
S , est déni par:
Rc0S = {(c,x,c
′) | x ∈ Σ ∪ { τ },c0 −→
∗ c et c
x
−→ c′}.
Nous érirons simplement RS si c0 se déduit du ontexte.
Graphes des ongurations Les graphes enrainés présentés i-dessus four-
nissent une restrition naturelle de l'ensemble des ongurations qui ne dépend
pas de la nature du LTS. Cependant ette notion impose de travailler ave des
graphes dont tous les sommets sont aessibles à partir d'un sommet donné.
D'un point de vue struturel, une notion plus pertinente est obtenue en re-
streignant le graphe du LTS à un ensemble régulier de ongurations. La notion
de régularité doit être préisée pour haque type de LTS. Les graphes ainsi dénis
sont appelés les graphes des ongurations.
Graphes des transitions Le graphe des transitions est obtenu en masquant
les transitions étiquetées par τ dans le graphe des ongurations du LTS. La
dénition que nous présentons est tirée de [Sti00℄. Pour assurer que la suppression
des transitions étiquetées par τ préserve le langage aepté par le système, il nous
faut nous restreindre à des LTS dits normalisés.
Nous dirons qu'une onguration c ∈ C est observable si elle n'est la soure
d'auune transition étiquetée par τ . Nous noterons C
obs
⊆ C l'ensemble des on-
gurations observables. Une onguration c ∈ C est dite interne si elle est la
soure d'au moins une transition étiquetée par τ et si elle n'est la soure d'au-
une transition étiquetée dans Σ. Nous noterons C
int
⊆ C l'ensemble des ongu-
rations internes. Un système de transitions étiquetées est dit normalisé si toutes
ses ongurations sont soit observables, soit internes i.e. C = C
obs
∪ C
int
.
Exemple 2.1.1. La gure 2.2 présente deux LTS S1 et S2 étiquetés par Σ =
{ a,b }. Le système S1 n'est pas normalisé ar la onguration c1 n'est ni observable
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(ar c1
τ
−→ c2) ni interne (ar c1
b
−→ c4). Le système S2 est normalisé. Les
ongurations observables sont c1,c3 et c4 et l'unique onguration interne est c2.
S1
c1 c2 c3
c4
τ a
b a
S2
c1 c2 c3
c4
a τ
b a
Fig. 2.2  Deux systèmes de transitions étiquetées S1 et S2.
Le graphe des transitions, noté GS , d'un système de transitions étiquetées
normalisé S est déni en se restreignant aux ongurations observables de son
graphe des ongurations et en mettant un ar étiqueté par a ∈ Σ entre c et
c′ ∈ C
obs
s'il existe un hemin dans CS partant de c et arrivant en c
′
étiqueté par
aτ ∗.
GS = {(c,a,c
′) | c,c′ ∈ C
obs
,a ∈ Σ et c
aτ∗
−→
CS
c′}.
En terme de transformation de graphes, la transformation passant du graphe
des ongurations au graphe des transitions sera appelée la τ -fermeture.
Exemple 2.1.2. La gure 2.3 présente le graphe d'un système de transitions éti-
quetées normalisé S enrainé en c1 et son graphe des transitions GS . Remarquons
qu'un système de transitions étiquetées non déterministe peut induire un graphe
des transitions déterministe.
2.1.2 Présentations externes
Les présentations externes dérivent la struture du graphe à isomorphisme
près et ne fournissent pas un nommage expliite des sommets.
2.1.2.1 Systèmes d'équations
Dans ette approhe, les graphes innis sont dénis omme la solution d'un
système ni d'équations. Pour dénir ette notion, il faut un jeu d'opérateurs
sur les graphes. Les deux jeux usuels sont les opérateurs HR et VR. Pour une
présentation détaillée, nous renvoyons le leteur à [Cou97℄.
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Rc1S
c1 c2 c3
c4
a τ
b τττ
GS
c1 c3
a
b
Fig. 2.3  Graphe enrainé d'un LTS (à gauhe) et le graphe des transitions
orrespondant (à droite).
Les opérateurs HR onsistent en l'ensemble des graphes nis olorés, l'union
disjointe, le reoloriage (f. paragraphe 3.2) et la fusion des sommets possèdant
la même ouleur. Une vision alternative naturelle des systèmes nis d'équations
sur les opérateurs HR est donnée par les grammaires déterministes de graphes
que nous présenterons dans le sous-paragraphe 2.2.2.
Les opérateurs VR sont le sommets isolés olorés, l'union disjointe, l'ajout
d'un ar étiqueté par a ∈ Σ de tout sommet oloré par c1 ∈ C à tout sommet
olorié par c2 ∈ C et le reoloriage.
Les graphes olorés (sur un univers xé) forment pour l'inlusion un po (om-
plete partial order) pour lequel les opérateurs VR sont ontinus. Il suit don que
tout système ni d'équation sur es opérateurs admet une plus petite solution.
Un graphe est dit VR-équationnel s'il est isomorphe à la plus petite solution d'un
système ni d'équations sur les opérateurs VR.
Les opérateurs VR ont été augmentés par le produit asynhrone et le pro-
duit synhronisé pour obtenir les familles de graphes VRA-équationnels et VRS-
équationnels dans [Col04℄.
2.1.2.2 Transformation de graphes
Nous présenterons, dans le hapitre 3, de nombreuses transformations de
graphes qui ont toutes la propriété de préserver la déidabilité de la théorie
au seond ordre monadique. Nous renvoyons le leteur à e hapitre pour des
dénitions préises de es diérentes transformations.
Dans [Cau02℄, Caual utilise l'itération de deux de es transformations: le dé-
pliage et la substitution rationnelle inverse pour dénir une hiérarhie de graphes
innis ayant une théorie monadique déidable. Le niveau 0 de ette hiérarhie est
la lasse des graphes nis. La lasse des graphes du niveau n + 1 est la lasse
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des graphes isomorphes à un graphe obtenu en appliquant un dépliage
1
suivi
d'une substitution rationnelle inverse à un graphe du niveau n. Cette hiérarhie
de graphes innis est présentée en détails dans le hapitre 5.
Une autre approhe par transformations de graphes est développée par Col-
ombet et Löding dans [CL06℄ où les auteurs onsidèrent une transformation de
graphes qui partant d'un graphe ayant une théorie monadique faible
2
déidable,
produit un graphe de struture plus rihe ayant une théorie au premier ordre déi-
dable. Cette transformation est une variante de l'interprétation monadique dans
laquelle les sommets du graphe d'arrivée sont des ensembles nis de sommets du
graphe de départ.
Cette approhe est très rihe mais ne peut pas être itérée puisque les graphes
obtenus ont uniquement une théorie au premier ordre déidable et non plus une
théorie monadique faible déidable. Cependant omme les graphes de la hiérarhie
dénie par Caual ont une théorie monadique faible déidable, ette transforma-
tion permet de dénir une hiérarhie de graphes ayant une théorie au premier
ordre déidable.
2.2 Autour des automates à pile
2.2.1 Graphes des automates à pile
La première famille d'automates innis à été étudiée par Muller et Shupp
dans [MS85℄. Ils onsidèrent les graphes isomorphes aux graphes enrainés des au-
tomates à pile. Ces graphes sont naturellement apparus dans l'étude des graphes
de Cayley des groupes algébriques (en anglais ontext-free groups). Les automates
à pile qu'ils onsidèrent sont dit temps-réel 'est-à-dire qu'ils ne ontiennent pas
de transitions étiquetés par τ .
Dénition 2.2.1. Les graphes enrainés des automates à pile sont les graphes
isomorphes au graphe enrainé d'un automate à pile temps-réel à partir de l'une
de ses ongurations.
Remarquons que l'on peut supposer sans perte de généralité que ette on-
guration est la onguration initiale q0[].
Exemple 2.2.2. Considérons l'automate à pile P = (Γ,Σ,Q,q0,F,∆) où Γ =
{A,B }, Σ = { a,b }, Q = { q0,q1 } et F = { q1 } et dont les transitions sont
1. depuis un sommet MSO-dénissable.
2. Dans ette variante de la logique monadique, les quantiations ne portent que sur des
ensembles nis de sommets.
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données par:
(q0,ε,a,q0,A) (q0,A,a,q0,AA) (q0,A,b,q1,ε) (q1,A,b,q1,ε).
Le langage aepté par P est l'ensemble {anbm | n ≥ 1 et m ≤ n} et son
graphe enrainé à partir de la onguration initiale (q0,ε) est donné dans la -
gure 2.4.
(q0,ε) (q0,A) (q0,A2) (q0,A3) (q0,A4) (q0,A5)
(q1,ε) (q1,A) (q1,A2) (q1,A3) (q1,A4)
a a a a a
b b b b b
b b b b
Fig. 2.4  Graphe de l'automate à pile P enrainé en (q0,ε).
Dans [MS85℄, les auteurs exhibent une propriété géométrique de ette famille
de graphes. Nous qualions ette propriété de géométrique ar elle ne dépend
pas du nommage des sommets. Pour e faire, ils onsidèrent la déomposition
par distane d'un graphe G par rapport à l'un de ses sommets v0 ∈ VG. Dans e
as, la distane entre deux sommets u et v ∈ VG est la longueur du plus ourt
hemin non orienté entre u et v. La déomposition par distane est une suite de
graphe (Gv0,n)n≥0. Pour n ≥ 0, Gv0,n désigne le graphe G restreint à l'ensemble
des sommets à distane au moins n + 1 de v0. La déomposition par distane
est dite de type ni si l'ensemble des omposantes onnexes apparaissant dans
l'un des Gv0,n est ni à isomorphisme près. Cette déomposition est illustrée dans
la gure 2.5 sur le graphe de l'automate à pile P enrainé en (q0,ε) et à partir
de (q0,ε) . Il est aisé de vérier que e graphe possède une déomposition par
distane de type ni à partir de (q0,ε) ar pour tout n ≥ 2, G(q0,ε),n ≈ G(q0,ε),2.
Dans [MS85℄, les auteurs établissent que les graphes enrainés d'automates à
pile admettent une déomposition par distane de type ni à partir de n'importe
lequel de leur sommet. Cette propriété leur permet en partiulier d'établir que
tous es graphes possèdent une théorie monadique déidable.
Une famille plus large de graphes est obtenue en onsidérant les graphes des
ongurations des automates à pile. Ces graphes sont dénis dans [Cau92℄ où
ils sont appelés graphes préxes ave ontrle rationnel. Comme nous l'avons
déjà mentionné dans le paragraphe 2.1.1.2 et pour obtenir une notion pertinente
de graphe des ongurations, il est néessaire d'introduire une restrition sur
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• • • •
• • •
a a a
b b
b b b
0 1 2 3
Fig. 2.5  Déomposition d'un graphe d'automate à pile par distane depuis sa
raine.
l'ensemble des ongurations. Dans le as des automates à pile, Caual onsidère
des ensembles rationnels
3
de ongurations.
Dénition 2.2.3. L'ensemble des graphes des ongurations des automates à
pile est l'ensemble des graphes isomorphes au graphe d'un automate à pile (temps
réel) restreint à un ensemble rationnel de ongurations.
Comme l'ensemble des ongurations aessibles depuis une onguration
donnée forme un ensemble rationnel de ongurations (odées omme des mots),
les graphes enrainés des automates à pile forment une sous famille des graphes
des ongurations.
Sur ette famille plus générale, la propriété géométrique de [MS85℄ permet de
aratériser les graphes de ongurations des automates à pile.
Théorème 2.2.4 ([MS85℄,[Cau92℄). Les graphes onnexes et de degré ni admet-
tant une déomposition nie par distane à partir de haun de leurs sommets sont
les graphes des ongurations des automates à pile onnexes.
2.2.2 Graphes HR-equationnels
Les graphes HR-equationnels ont été déni et étudié par Courelle (f. [Cou89,
Cou90℄). Ces graphes peuvent être vus omme les graphes engendrés par les
grammaires déterministes de graphes. Une grammaire de graphes généralise aux
graphes le prinipe des grammaires de mots. Pour opérer ette généralisation,
il faut onsidérer non plus des graphes mais des hypergraphes. Intuitivement,
un hypergraphe est un graphes dont les ars peuvent porter sur plus de deux
sommets. Ces ars sont appelés des hyperars.
De façon informelle, dans une grammaire de graphes les non-terminaux sont
des hyperars et les terminaux sont simplement des ars (i.e. des hyperars por-
tant sur deux sommets). Une prodution assoie à un hyperar non-terminal un
3. Une onguration (q,w) ∈ C est représentée par le mot wq ∈ Γ∗Q.
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hypergraphe. Cet hypergraphe va être substitué à l'hyperar non-terminal dans
la dérivation. Pour raorder l'hypergraphe aux sommets de l'hyperar dans ette
substitution, les sommets de et hyperar sont numérotés dans la prodution à la
fois dans le membre gauhe et dans le membre droit. Les grammaires onsidérées
sont déterministes 'est-à-dire que haque hyperar non-terminal n'apparaît que
dans le membre gauhe d'une seule prodution.
Une étape de dérivation onsiste à remplaer en parallèle haque hyperar
non-terminal par l'hypergraphe qu'il lui est assoié. Le graphe inni engendré
par la grammaire est la limite des étapes suessives de dérivation en partant de
l'axiome de la grammaire.
Exemple 2.2.5. Dans la gure, nous présentons une grammaire de graphes dé-
terministes qui engendre le graphe présenté dans la gure 2.4. Cette grammaire
possède deux non-terminaux S (qui est l'axiome) et A qui sont respetivement
d'arité 1 et 2. Ses terminaux sont les ars étiquetés par a et par b.
• −→
• •
•
a
Ab1
1
S
•
•
A −→
• •
• •
a
Ab
b
1
2
1
2
• =⇒
• •
•
a
Ab =⇒
• •
•
•
•
a
Ab
a
b
b
=⇒
S
Fig. 2.6  Une grammaire de graphes et sa dérivation.
Dans [Cau95℄, l'auteur établit que les graphes HR-équationnels ontiennent
les graphes des ongurations des automates à pile. Cette inlusion est strite.
En eet, les graphes des ongurations des automates à pile sont de degré borné
et omme le montre la gure 2.7, les graphes HR-équationnels peuvent avoir un
degré inni. Cependant si l'on ne onsidère que les graphes de degré ni, les deux
familles oïnident [CK01℄.
2.2.3 Graphes préxe-reonnaissables
Les graphes préxe-reonnaissables sont introduits par Caual dans [Cau96℄.
Ils sont dénis omme les graphes de alul des relations dites préxe-reonnais-
sables sur les mots sur un alphabet ni Γ. Une telle relation est une union nie
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• −→
•
•
a
1
1
S
S •
• • ••••
a a
a
aa
a
Fig. 2.7  Un graphe HR-équationnel de degré inni (à droite) et sa grammaire
de graphes déterministe (à gauhe).
de relations de la forme (U × V ) ·W où U,V et W ∈ Rat(Γ∗). Les propriétés de
es relations seront rappelées en détail dans le sous-paragraphe 4.5.1.
Un graphe préxe-reonnaissable étiqueté par Σ est donné par une famille de
relations préxe-reonnaissables (Pa)a∈Σ est égal à:
{(u,a,v) | a ∈ Σ et (u,v) ∈ Pa}.
Ces graphes admettent de nombreuses présentations internes et externes qui
sont résumées dans le théorème i-dessous:
Théorème 2.2.6. Les propositions suivantes sont équivalentes à isomorphisme
près:
1. G est un graphe préxe-reonnaissable,
2. G est un graphe des transitions d'un automate à pile [Sti00℄,
3. G est un graphe obtenu par l'appliation suessive d'un dépliage et d'une
substitution rationnelle inverse à un graphe ni [Cau96℄,
4. G est un graphe obtenu par interprétation monadique de l'arbre binaire
omplet ∆2 [Bar97, Blu01℄,
5. G est un graphe VR-équationnel [Bar97℄.
Les graphes préxe-reonnaissables ont une théorie monadique déidable. Cei
se déduit de la aratérisation 4 et de la déidabilité de la théorie monadique de
l'arbre binaire omplet [Rab69℄. Leurs traes d'un ensemble ni de sommets à un
ensemble ni de sommets sont les langages algébriques.
Les graphes préxe-reonnaissables ontiennent stritement les graphes HR-
équationnels et don les graphes de ongurations des automates à pile. L'exem-
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ε A AA AAAa a a
b b b
b b
b
Fig. 2.8  Un graphe préxe-reonnaissable qui n'est pas HR-equationnel.
ple 2.2.7 présente un graphe préxe-reonnaissable qui n'est pas (à isomorphisme
près) un graphe HR-équationnel.
Cependant es deux familles peuvent être naturellement aratérisées à l'inté-
rieur des graphes préxe-reonnaissables. Dans [CK01℄, les auteurs établissent
que les graphes préxe-reonnaissables de degré borné sont (à isomorphisme
près) les graphes des ongurations des automates à pile, et les graphes préxe-
reonnaissables ayant un nombre ni de degrés (entrants et sortants) sont (à
isomorphisme près) les graphes HR-équationnels.
Exemple 2.2.7. Considérons le graphe préxe-reonnaissable G étiqueté par
Σ = { a,b } déni par les relations Pa = (ε,A) ·A
∗
et Pb = (A
+,ε) ·A∗. Ce graphe
G, qui est présenté dans la gure 2.8, n'est pas un graphe HR-équationnel ar
pour tout n ≥ 1 G a un sommet de degré sortant n. Il n'a don pas une nombre
ni de degrés sortants.
2.3 Autour des langages ontextuels
Nous présentons dans e paragraphe deux familles de graphes innis dont les
traes sont les langages ontextuels. La première famille est la famille des graphes
rationnels dénie dans [Mor00℄. Cette famille ainsi que ertaines de ses sous-
familles omme les graphes automatiques [KN94, BG00℄ sont présentées dans le
paragraphe 2.3.1.2. Le paragraphe 2.3.2 présente les graphes linéairement bornés
introduits dans [CM05℄ et étudie leurs relations ave les graphes rationnels.
2.3.1 Graphes rationnels et leurs sous-familles
Les graphes rationnels sont les graphes de alul des transduteurs de mots.
Des sous-familles intéressantes de graphes rationnels sont obtenus en imposant
des restritions sur les transduteurs les dénissant. Le paragraphe 2.3.1.1 pré-
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sente les transduteurs de mots et ertaines sous-familles pertinentes. Le para-
graphe 2.3.1.2 présente les graphes rationnels et leurs sous-familles en rappelant
leur propriétés. La paragraphe 2.3.1.3 est onsaré aux traes de es sous-familles
et résume en partiulier les travaux eetués en ollaboration ave Antoine Meyer
et publiés dans [CM06a℄.
2.3.1.1 Transduteurs de mots
Les transduteurs de mots sont des automates nis aeptant les parties ra-
tionnels du monoïde produit Σ∗ × Σ∗. Un transduteur est simplement un auto-
mate ni sur e monoïde. Un transduteur T sur un alphabet Σ est un automate
ni étiqueté par (Σ∪{ε})× (Σ∪{ε}). Nous ne distinguerons pas le transduteur
de la relation qu'il aepte et nous érirons (w,w′) ∈ T si (w,w′) est aepté par T .
Pour une présentation détaillée, nous renvoyons le leteur à [Ber79, Pri00, Sak03℄.
En général, il n'existe pas de borne sur la diérene de la taille de l'entrée
et de la sortie d'un transduteur. Des sous-lasses pertinentes sont obtenues en
imposant une forme de synhronisation entre l'entrée et la sortie du transduteur.
C'est le as des transduteurs lettre-à-lettre ou synhrone étiquetés par Σ× Σ.
Une forme plus relaxée de synhronisation a été introduite par Elgot et Mezei
dans [EM65℄. Cette lasse de relations a également été étudiée dans [FS93℄ sous
le nom de relations synhronisées. Une relation est synhronisée à gauhe si elle
peut s'érire omme une union nie de produits R.S, où R est une transdution
lettre-à-lettre et S est de la forme (L,ε) ou (ε,L), ave L un langage régulier sur
Σ. De façon équivalente, les relations synhronisées sont elles qui sont aeptées
par les transduteurs dans lesquels pour tout hemin q0
(x0,y0)
−→
q 1
. . . qn−1
(xn,yn)
−→
q n
, il
existe k ∈ [0,n] tel que pour tout i ∈ [0,k−1], xi,yi ∈ Σ et soit xk = . . . = xn = ε,
soit yk = . . . = yn = ε. De tels transduteurs sont dits synhronisés à gauhe. Les
relations et les transduteurs synhronisés à droite sont dénies de façon similaire.
La notion lassique de déterminisme pour les automates n'a pas de sens dans
le as d'un monoïde qui n'est pas libre. La notion de transduteur séquentiel
fournit une notion pertinente de déterminisme pour les transduteurs de mots.
Nous dirons qu'un transduteur T est séquentiel si pour tous états q,q′,q′′ ∈ Q,
si q
(x,y)
−→ q′ et q
(x′,y′)
−→ q′′ alors soit x = x′, y = y′ et q′ = q′′, soit x 6= ε, x′ 6= ε et
x 6= x′.
2.3.1.2 Dénitions et propriétés
Dans e paragraphe, nous présentons la famille générale des graphes rationnels
et ertaines de ses sous-familles, en partiulier les graphes rationnels synhronisés
(ou automatiques) et synhrones.
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Ta =
Tb =
q0
q0
q1
q1
(A,A)
(A,A)
(ε,A)
(ε,B)
(B,B)
(B,B)
ε A A2
B AB A2B
B2 AB2 A2B2
a a
a a
a a
b b b
b b b
Fig. 2.9  La grille et les transduteurs la dénissant.
Les graphes rationnels sont simplement dénis omme les graphes de alul
d'ensembles nis de transduteurs de mots. Ainsi, tout Σ-graphe rationnel G est
aratérisé par une famille (Ta)a∈Σ de transduteurs de mots sur un alphabet Γ
quelonque. Nous rappelons que par dénition des graphes de alul, il existe un
ar étiqueté par a dans G entre deux sommets u et v ∈ Γ∗ si (u,v) ∈ Ta.
La gure 2.9 montre un exemple de graphe rationnel, la grille bi-dimension-
nelle innie, ainsi que les transduteurs la dénissant.
Les graphes rationnels à transduteurs synhronisés ont été introduits dans
[KN94, BG00℄ sous le nom de graphes automatiques, et par Rispal sous le nom
de graphes rationnels synhronisés. Par un léger abus de langage, on parlera
de graphes synhrones pour se référer à des graphes rationnels dénis par des
transduteurs synhrones, et de graphes séquentiels synhrones dans le as or-
respondant.
Ces sous-familles forment une suite stritement roissante. Les graphes sé-
quentiels synhrones sont stritement inlus dans les graphes synhrones ar les
graphes séquentiels synhrones sont néessairement déterministes. Les graphes
synhrones sont à leur tour stritement inlus dans les graphes synhronisés ar
les graphes synhrones ont un degré sortant ni alors que les graphes synhronisés
peuvent avoir un degré sortant inni. L'inlusion strite des graphes synhronisés
dans les graphes rationnels est obtenue en onsidérant la roissane des degrés
dans es deux familles.
Proposition 2.3.1 ([Mor01℄). Pour tout graphe rationnel G de degré sortant
ni et tout sommet x, il existe c ∈ N tel que le degré sortant de tout sommet à
distane n de x est au plus cc
n
.
Cette borne supérieure peut être atteinte : onsidérons le graphe rationnel non
étiqueté G0 = {T} où T est le transduteur sur Γ = {A,B} à un état q0 à la fois
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initial et nal et une transition q0
(X,Y Z)
−→ q0 pour tous X,Y et Z ∈ Γ. Ce graphe
a un degré sortant égal à 22
n+1
à la distane n du sommet A. Dans le as des
graphes synhronisés de degré ni, la borne sur le degré sortant est simplement
exponentielle.
Proposition 2.3.2 ([Ris02℄). Pour tout graphe synhronisé G de degré sortant
ni et tout sommet x, il existe c ∈ N tel que le degré sortant de tout sommet à
distane n de x est au plus cn.
Il suit de la proposition préédente que G0 est rationnel mais n'est pas syn-
hronisé.
Le graphe de l'exemple 2.9 n'ayant pas une théorie monadique déidable, les
graphes rationnels n'ont don pas une théorie monadique déidable. Dans [Mor01℄,
l'auteur montre que la théorie au premier ordre des graphes rationnels est, elle
aussi, indéidable. Une onstrution simpliée est donnée dans [Tho01℄.
Théorème 2.3.3 ([Mor01℄). Il existe un graphe rationnel ayant une théorie au
premier ordre indéidable.
Une première manière d'obtenir un résultat de déidabilité est de restreindre
l'expressivité des transduteurs dénissant es graphes. Ainsi les graphes synhro-
nisés ont quant à eux tous une théorie au premier ordre déidable.
Théorème 2.3.4 ([BG00℄). Les graphes synhronisés ont une théorie au premier
ordre déidable.
Dans [CM06℄ en ollaboration ave Christophe Morvan, nous avons établi
que la déidabilité de la théorie au premier ordre des graphes rationnels peut
être obtenue non plus en restreignant l'expressivité des transduteurs mais en
ontraignant la struture des graphes. Nous avons établi que la théorie au premier
ordre des arbres rationnels (i.e. des graphes rationnels qui sont des arbres) est
déidable. De plus, nous avons montré que e résultat ne peut être étendu ni
en terme de struture ni en terme de logique. Nous avons onstruit un graphe
rationnel orienté sans yle ayant une théorie au premier ordre indéidable. De
plus, nous avons onstruit un arbre rationnel ayant une théorie au premier ordre
ave aessibilité rationnelle indéidable.
Théorème 2.3.5 ([CM06℄). Les arbres rationnels ont une théorie au premier
ordre déidable.
2.3.1.3 Traes
Dans [MS01℄, Morvan et Stirling établissent que les traes des graphes ration-
nels d'un ensemble ni de sommets à un ensemble à ni de sommets sont les
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langages ontextuels. Cette propriété a été étendue aux graphes synhronisés par
Rispal dans [Ris02℄. Une version étendue de es deux résultats a été publiée dans
[MR05℄.
Les preuves fournies dans es travaux reposent sur la forme normale de Pent-
tonen des grammaires ontextuelles [Pen74℄. Cette forme normale présentent deux
inonvénients majeurs: l'obtention de ette forme normale est loin d'être immé-
diate et de plus il n'existe pas de aratérisation des langages ontextuels détermi-
nistes à partir des grammaires. En partiulier, es preuves ne nous permettent pas
de dénir une sous-famille des graphes rationnels traçant les langages ontextuels
déterministes.
Dans [CM06a℄, nous fournissons de nouvelles preuves de es résultats ba-
sées sur la orrespondane étroite entre les systèmes de pavages et les graphes
synhrones. Les systèmes de pavages ont été dénis à l'origine pour reonnaître
des langages d'images (i.e. des tableaux nis de symboles sur un alphabet ni).
Les langages d'images aeptés par es systèmes sont aussi appelés des langages
d'images loaux. Ils peuvent être vus omme des aepteurs de langages de mots
en ne onsidérant que la première ligne de haque image. Dans [LS97℄, les auteurs
établissent que les ensemble des premières lignes des langage loaux d'images sont
les langages ontextuels.
Nous exploitons ette orrespondane pour évaluer l'expressivité néessaire en
termes de transduteurs et en terme de struture du graphe (nombre de sommets
initiaux, degré des sommets) pour qu'une sous-famille des graphes rationnels trae
les langages ontextuels.
Les résultats obtenus sont résumés dans le tableau 2.1. Chaque ligne du ta-
bleau orrespond à une sous-famille des graphes rationnels. Chaque olonne or-
respond à une restrition struturelle portant sur le nombre de sommets initiaux
et sur le degré des sommets du graphe. Dans la première olonne, nous onsidé-
rons un ensemble rationnel quelonque de sommets initiaux et dans la seonde,
nous onsidérons un ensemble rationnel de la forme i∗. Dans les deux dernières
olonnes, nous onsidérons un unique sommet initial et le as d'un sommet unique
et du degré ni respetivement.
Une ase ontient un symbole d'équalité pour indiquer que les traes de la
famille orrespondante oïnident ave les langages ontextuels. De même, un
symbole d'inlusion indique que ses traes sont stritement inluses dans les lan-
gages ontextuels. Une point d'interrogation dénote une onjeture.
Nous aratérisons préisément les traes des graphes synhronisés de degré
ni à partir d'un unique sommet initial jusqu'à un ensemble rationnel de som-
mets naux. Ces traes sont préisément les langages aeptés par les mahines
linéairement bornées eetuant au plus un nombre linéaire de hangements de
diretions. Nous onjeturons que ette lasse de langages est stritement inluse
dans les langages ontextuels. Cependant, il existe peu de résultats de séparation
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Ens. rat. Ens. i∗ Som. unique
Som. unique
(d
◦
ni)
Rationnels [MS01℄ = = = =
Synhronisés [Ris02℄ = = = ⊂ (?)
Synhrones [Ris02℄ = = ⊂ ⊂
Séqu. synhrones = ⊂ (?) ⊂ ⊂
Tab. 2.1  Familles de graphes rationnels et leurs langages.
pour les lasses de omplexité dénies par des restritions en temps et en espae
(voir par exemple [vM04℄). En partiulier, les tehniques de diagonalisation, uti-
lisées pour montrer que la hiérarhie du temps polynomial est strite (voir par
exemple [For00℄), ne peuvent être adaptées faute d'une notion pertinente de LBM
universelle.
Enn, nous dénissons deux sous-familles des graphes rationnels dont les
traes sont préisément les langages ontextuels déterministes. Pour une présen-
tation détaillée des es résultats, nous renvoyons le leteur à [CM06a℄.
2.3.2 Graphes linéairement bornés
Dans [CM05, CM06b℄ en ollaboration ave Antoine Meyer, nous avons étu-
dié la lasse des graphes des transitions des mahines linéairement bornées (f.
sous-paragraphe 1.2.3). Pour ette famille de systèmes de transitions étiquetées
(LTS), les graphes des ongurations sont simplement les graphes des LTS: il
n'y a pas de restrition sur l'ensemble des ongurations. Comme nous l'avons
vu préédemment pour pouvoir dénir les graphes des transitions, il nous faut
onsidérer des LTS normalisés. Dans la suite, nous ne onsidérons que des LBM
normalisées 'est-à-dire des LBM qui induisent des LTS normalisés au sens du
sous-paragraphe 2.1.1.2. Il est aisé de vérier que tout langage ontextuel est
aepté par une LBM normalisée.
Dénition 2.3.6. Un graphe est dit linéairement borné s'il est isomorphe au
graphe des transitions d'une mahine linéairement bornée normalisée.
Une approhe similaire a été proposée dans [KP99, Pay00℄. Les auteurs dé-
nissent e que nous appelons les graphes enrainés des LBM. Cependant ils ne
donnent pas de notion de graphes des transitions (où les transitions étiquetées
par τ n'apparaissent pas).
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[q0]
[q0a]
[q0aa]
[q0aaa]
[q2b]
[q1a]
[bq1a]
[bq2b]
[q3ba]
[q1aa]
[bq1aa]
[bbq1a]
[bbq2b]
[bq3ba]
[q3baa]
[q1aaa]
a
a
a
b
a
b
b
b
a
a
b
b
b
b
a
a
a
b
Fig. 2.10  Le graphe des transitions d'une LBM normalisée aeptant {(anbn)+ |
n ≥ 1}.
Les graphes linéairement bornés sont los par restrition aux sommets a-
essibles depuis un sommet donné et par restrition à un langage ontextuel de
ongurations observables.
Exemple 2.3.7. La gure 2.10 présente le graphe des transitions d'une LBM M
dont les transitions sont:
q0]
a
−→
q 0
a] q1a
b
−→
q 1
b+ q2b
a
−→
q 3
a− q3b
a
−→
q 3
a−
q0a
a
−→
q 0
aa q1]
ε
−→
q 2
]− q3[
ε
−→
q 1
[+
q0a
b
−→
q 1
b+
et dont l'unique état nal est q2. Cette mahine aepte le langage {(anbn)+ |
n ≥ 1}, qui est aussi la trae de son graphe des transitions entre le sommet
[q0] et les sommets dans [b
∗q2b]. Par souis de larté, nous ne présentons dans la
gure 2.3.2 que la partie du graphe des transitions aessible depuis [q0]. Comme
nous l'avons déjà mentionné, les graphes linéairement bornés sont fermés par
restrition aux sommets aessibles depuis un sommet donné. Le graphe présenté
dans la gure 2.10 est don un graphe linéairement borné.
Les traes des graphes linéairement bornés d'un ensemble ni de sommets à
un ensemble ni de sommets sont les langages ontextuels. En fait, on peut mon-
trer que haque langage ontextuel est la trae d'un graphe linéairement borné
déterministe. Ce résultat très fort est dû au fait que l'on onsidère des LBM qui
ne terminent pas néessairement leur alul. Ces omportements divergents sont
masqués par la τ -fermeture. Si l'on se restreint à des LBM qui terminent tou-
jours, e résultat n'est plus vrai. En fait, les traes des graphes de transitions
déterministes des LBM qui terminent sont les langages ontextuels déterministes.
Ce résultat n'est pas immédiat ar omme nous l'avons remarqué dans le para-
graphe 2.1.1.2, une LBM non-déterministe peut avoir un graphe des transitions
déterministe.
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Gr. nis
Langages rationnels
Gr. des onf. des automates à pile
Langages algébriques
Gr. rationnels d. s. b.
?
Gr. linéairement bornés d. s. b.
Langages ontextuels
Gr. des mahines de Turing d. s. b.
Langages r.e.
Fig. 2.11  Une hiérarhie à la Chomsky d'aepteurs innis de degré sortant
borné (d.s.b)
Du point de vue de la logique, les graphes linéairement bornées ont une théo-
rie au premier ordre indéidable. Cependant leur graphe des ongurations ont
une théorie au premier ordre déidable. En eet, es graphes sont des graphes
synhronisés (ou automatiques) (f. théorème 2.3.4).
Cette remarque, nous amène à onsidérer le lien entre les graphes linéairement
bornés et les graphes rationnels. Dans le as général, es deux familles sont in-
omparables. Ce résultat vient de la roissane des degrés dans les deux familles.
Il est faile de vérier que le degré sortant des graphes linéairement bornés roît
de façon au plus exponentielle. Nous pouvons aisément onstruire un graphe li-
néairement borné dont le degré entrant roît de manière triplement exponentielle.
Cependant si l'on se restreint au as où les graphes onsidérés ont un degré
sortant borné, nous avons établi que les graphes rationnels sont stritement inlus
dans les graphes linéairement bornés.
Théorème 2.3.8 ([CM05℄). Les graphes rationnels de degré borné sont des gra-
phes linéairement bornés. De plus, il existe un graphe linéairement borné qui n'est
isomorphe à auun graphe rationnel.
Ce résultat nous a amené à onsidérer une hiérarhie d'aepteurs diérente
de elle introduite dans [CK02℄ (f. gure 2.1). Dans ette hiérarhie alternative
qui est présentée dans la gure 2.11, nous ne onsidérons que des graphes de degré
borné et les traes ne sont prises que par rapport à un unique sommet initial.
Cette notion nous semblent plus prohe de la notion intuitive d'automate.
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Chapitre 3
Transformations de graphes
Une transformation T de graphes est une appliation qui assoie à haque
graphe oloré G un graphe oloré T (G). Cette transformation est dite MSO-
ompatible si pour toute formule monadique ϕ et pour tous ensembles nis Σ et
C, nous pouvons eetivement aluler une formule ϕT telle que pour tout graphe
sur (Σ,C):
T (G) |= ϕ si et seulement si G |= ϕT
En partiulier, si un graphe G a une théorie monadique déidable alors T (G) a
aussi une théorie monadique déidable.
Dans e hapitre, nous présentons diérentes transformations de graphes qui
sont MSO-ompatibles. Nous divisons es transformations en trois atégories:
 les transformations dénies par la logique monadique telles que les inter-
prétations et les transdutions monadiques (f. paragraphe 3.1),
 les transformations dénies à base d'automates nis qui sont toutes des as
partiulier de transdutions monadiques (f. paragraphe 3.2),
 enn, les transformations assoiant à haque graphe G une struture arbo-
resente telles que le dépliage ou le treegraph (f. paragraphe 3.3).
À notre onnaissane, il n'existe pas dans la littérature de transformation
de graphe plus générale que elles présentées dans e hapitre. Il est naturel de
s'interroger sur la pertinene de l'étude des transformations basées sur des auto-
mates nis qui omme nous l'avons dit, sont des as partiuliers de transdutions
monadiques. Cette approhe a été initiée par Caual dans [Cau96℄ ave les sub-
stitutions rationnelles inverses. Leur intérêt est de donner une vision minimale de
l'expressivité néessaire à la réalisation d'une transformation donnée.
Dans le paragraphe 3.4, nous poursuivons ette approhe et nous établissons
des résultats de ommutation partielle entre les interprétations monadiques et le
dépliage. Ces résultats font apparaître de manière naturelle les transformations
dénies à base d'automates nis. Ces résultats ont été obtenus en ollaboration
ave Thomas Colombet et publiés dans [CC03℄.
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Enn, nous onluons e hapitre, par le paragraphe 3.5, en montrant que la
transformation Treegraph préserve la propriété de séletion sur les arbres déter-
ministes. Ce résultat a été formalisé lors d'une visite hez Alexander Rabinovih
à l'université de Tel Aviv et nanée par le programme Automatha de l'European
Siene Foundation.
3.1 Interprétations et transdutions monadiques
Dans e sous-paragraphe, nous présentons divers enrihissements des interpré-
tations monadiques.
Une interprétation monadique I est donnée par un ouple de familles de for-
mules monadiques ((ϕa(x,y))a∈Σ,(ϕc(x)c∈C)) pour deux ensembles nis Σ ⊂ Λ et
C ⊂ Θ. En appliquant I à un graphe G, nous obtenons le graphe sur (Σ,C):
I(G) = {(u,a,v) | G |= ϕa[u,v],u,v ∈ VG et a ∈ Σ}
∪ {(c,u) | G |= ϕc[u],u ∈ VG et c ∈ C}.
Nous pouvons imposer que le graphe I(G) ne ontienne pas de sommet isolé
en remplaçant ϕc(x) par ϕ
′
c(x) = ϕc(x) ∧ ∃y
∨
a∈Σ(ϕa(x,y) ∨ ϕa(y,x)). Nous
supposerons toujours que les interprétations monadiques ne produisent pas de
graphes possédant des sommets isolés.
Habituellement, la dénition d'une interprétation monadique ontient une for-
mule supplémentaire δ(x) qui dénit l'ensemble des sommets du graphe I(G).
Dans notre présentation, e omportement peut être obtenu en remplaçant les for-
mules ϕa(x,y) par ϕ
′
a(x,y) = ϕa(x,y)∧δ(x)∧δ(y) pour tout a ∈ Σ. Une interpréta-
tion monadique I = ((ϕa(x,y))a∈Σ,(ϕc(x)c∈C)) ave ϕa(x,y) = Ea(x,y)∧δ(x)∧δ(y)
et ϕc(x) = Pcx∧∃y
∨
a∈Σ(Ea(x,y)∨Ea(y,x))∧ δ(x)∧ δ(y) pour une ertaine for-
mule δ(x) sera appelée une restrition monadique et sera uniquement données
par les deux ensembles nis Σ and C et ave la formule δ(x).
Si une interprétation I = ((ϕa(x,y))a∈Σ,(ϕc(x)c∈C)) ne modie pas la struture
des graphes sur (Σ,C)mais seulement les ouleurs (i.e. pour tout a ∈ Σ, ϕa(x,y) =
Ea(x,y)), nous parlerons de oloriage monadique et nous omettrons les formules
ϕa dans leur dénition.
Une forme plus générale d'interprétation apparaît dans la littérature. Elle in-
lut un quotient par une relation d'équivalene MSO-dénissable. Une interpréta-
tion monadique ave quotient Iε est donnée par un uplet de formules monadiques
((ϕa(x,y))a∈Σ , (ϕc(x)c∈C) , ε(x,y)) pour deux ensembles nis Σ ⊂ Λ et C ⊂ Θ.
Pour tout graphe oloré G, nous noterons EG ⊆ VG × VG la plus petite relation
d'équivalene ontenant la relation {(u,v) | ε[u,v]} induite par la formule ε(x,y).
Remarquons que la relation EG est dénissable dans MSO. Il sut de onsidérer
la formule ϕ(x,y) = ∃X0 ψ(X0,x)∧(∀X (ψ(X,x)∧X ⊆ X0) → X = X0)∧y ∈ X0
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où ψ(X,x) = x ∈ X∧∀y,z, [y ∈ X∧(ε(y,z)∨ε(z,y))→ z ∈ X]. Pour tout sommet
u ∈ VG, nous noterons [u]E = {v | (u,v) ∈ EG} la lasse d'équivalene du sommet
u pour EG. En appliquant Iε à un graphe G, nous obtenons le graphe:
Iε(G) = {([u]E ,a,[v]E) | G |= ϕa[u,v],u,v ∈ VG et a ∈ Σ}
∪ {(c,[u]E) | G |= ϕc[u] et u ∈ VG}.
Comme pour les interprétations monadiques, nous pouvons imposer syntati-
quement que Iε(G) ne ontienne pas de sommet isolé. Et nous supposerons que
'est toujours le as.
Dans la théorie des modèles nis, des interprétations appelées interprétations
multidimensionnelles sont onsidérées (voir par exemple [EF95℄). Elles permettent
en partiulier de dénir le produit synhronisé ave un graphe ni. Pour les
graphes, es interprétations multidimensionnelles sont appelées des transdutions
monadiques. Nous les présentons omme la omposition d'une opération de opie
par un ensemble ni et d'une interprétation monadique (à une seule dimension)
en suivant [Cou94℄.
Pour tout ensemble ni K ⊂ Λ, l'opération de opie par K est appliquée à un
graphe G pour obtenir le graphe:
K(G) = G ∪ {(u,k,uk) | u ∈ VG,k ∈ K,uk ∈ Vk}
où les ensembles (Vk)k∈K sont deux à deux disjoints et sont aussi disjoints de
l'ensemble VG mais sont en bijetion ave VG. Pour tout k ∈ K et pour tout u ∈
VG, nous notons uk l'élément de Vk orrespondant à u. Intuitivement, l'opération
de opie par K rée |K| opies distintes de haque sommet de G.
Une transdution monadique T est dénie par un ouple (K,I) où K ⊂ Λ est
un ensemble ni et où I est une interprétation monadique. À haque graphe G, la
transdution monadique T assoie le graphe T (G) = I(K(G)). Nous dirons qu'un
graphe H est MSO-dénissable dans un graphe G s'il existe une transdution
monadique T telle que H ≈ T (G).
Exemple 3.1.1. Considérons la transdution monadique T0 dénie omme la
omposition de la opie par l'ensemble { b } et de l'interprétation I0 = (ϕx)x∈{ a,b }
où ϕa(x,y) = Ea(x,y) et ϕb(x,y) = (∃z0,z1, Eb(z0,x) ∧Ea(z1,z0) ∧Eb(z1,y)) ∨
Eb(x,y). La gure 3.1 présente le résultat de l'appliation de T0 à la demi-droite
∆1.
La propriété fondamentale des transdutions monadiques est qu'elles sont
MSO-ompatibles. La proposition suivante résume leurs propriétés de bases.
Proposition 3.1.2. Les interprétations monadiques ave ou sans quotient et les
transdutions monadiques sont MSO-ompatibles. Les lasses des interprétations,
des oloriages, des restritions, des interprétations ave quotient et des transdu-
tions monadiques sont fermées par omposition.
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• • • • • •
a a a a a
⇓ opie par { b }
• • • • • •
• • • • • •
a a a a a
b b b b b b
⇓ I0
• • • • • •
• • • • • •
a a a a a
b b b b b b
b b b b b
Fig. 3.1  La transdution T0 à la demi-droite ∆1.
La notion de MSO-ompatibilité pour les transformations de graphes ne s'in-
téresse qu'aux formules sans variables libres. Dans le as des transdutions mo-
nadiques, ette propriété s'étend aux formules ave variables libres.
Proposition 3.1.3. Pour toute transdution T et pour toute formule monadique
ϕ(X1, . . . ,Xn), nous pouvons eetivement aluler une formule ϕ
T (X1, . . . ,Xn)
telle que pour tout graphe G et tous ensembles U1, . . . ,Un ⊆ VG ∩ VT (G), nous
avons:
T (G) |= ϕ[U1, . . . ,Un]⇔ G |= ϕ
T [U1, . . . ,Un]
Pour les arbres déterministes, les interprétations monadiques ave quotient
peuvent être remplaées par des transdutions monadiques.
Proposition 3.1.4. Pour toute interprétation monadique ave quotient Iε, il
existe une transdution T telle que pour tout arbre déterministe t, Iε(t) ≈ T (t).
Démonstration. Soit Iε = ((ϕa(x,y))a∈Γ,(ϕc(x))c∈C′ ,ε(x,y)) une interprétation
ave quotient et soit Σ (resp. C) l'ensemble des étiquettes (resp. ouleurs) appa-
raissant dans les formules dénissant I. Comme nous l'avons déjà remarqué, il
existe une formule monadique ϕε(x0,x1) telle que pour tout graphe G, la relation
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EGε = {(u,v) ∈ VG × VG | G |= ϕε[u,v]} est la plus petite relation d'équivalene
ontenant {(u,v) ∈ VG × VG | ε[u,v]}. Nous noterons [u]ε la lasse d'équivalene
u de EGε . Soit A = (Q × 2
{0,1} × 2{0,1},I,∆,Ω) un automate d'arbres à parité
aeptant ϕε(x0,x1) normalisé omme dérit dans le paragraphe 1.4.3.
L'idée de la preuve est de donner une aratérisation unique de haque lasse
d'équivalene de Etε par un sommet de t et par une quantité d'information -
nie. Dans e but, pour tout arbre t sur (Σ,C), nous assoions à haque lasse
d'équivalene X ⊆ Dom(t) de Etε le ouple (wX ,∆X) où wX ∈ Σ
∗
est le plus petit
préxe ommun de l'ensemble X, et ∆X ⊆ ∆ est l'ensemble des transitions δ
pour lesquelles il existe une exéution aeptante ρ de A sur t ave Φρ(wX) = δ
aeptant un ouple (x,x′) d'éléments de X.
Fait 1 Pour toutes lasses d'équivalene X et Y de Etε, si (wX ,∆X) = (wY ,∆Y )
alors X = Y .
Supposons que wX = wY = w et ∆X = ∆Y = D et supposons par l'absurde
que X et Y ne soient pas égales. Comme X et Y sont des lasses d'équivalene,
X et Y sont disjointes. Nous distinguons deux as.
Cas w ∈ X. Il existe une exéution aeptante ρ de A pour le ouple (w,w).
La transition δ = ϕρ(w) est de la forme (q,{0,1},{0,1}),c,f) et appartient par
dénition à D = ∆Y . Par dénition de ∆Y , il existe une exéution aeptante
de A ave Φρ = δ aepte un ouple d'éléments de Y . D'après la forme de δ, ρ
aepte (w,w) et don w appartient à Y e qui amène la ontradition.
Cas w 6∈ X. Par dénition de w, il existe deux éléments de x et y dans X
tels que x = wawx et y = wbwy ave a 6= b ∈ Σ et wx,wy ∈ Σ∗. Il existe
une exéution ρ de A aeptant le ouple (x,y). La transition δ = Φρ(w) est de
la forme ((q,∅,{0,1}),c,f) où f(a) = (qa,Xa,{0}) et f(b) = (qb,Xb,{1}). Comme
δ appartient à ∆Y , il existe une exéution ρ
′
de A aeptant un ouple (x′,y′)
d'éléments de Y . Par dénition de δ, nous avons x′ = xaw′x et y
′ = ybw′y.
Nous pouvons onstruire une exéution σ de A aeptant le ouple (x,y′). Nous
prenons simplement σ(v) = ρ(v) si wb n'est pas un préxe de v et σ(v) = ρ′(v)
sinon. L'exéution σ est bien formée ar ρ(wb) = ρ′(wb). Elle est aeptante ar
ρ et ρ′ le sont et par onstrution, elle aepte le ouple (x,y′) Don (x,y′) ∈ Etε
et y′ ∈ X, e qui amène la ontradition.
Fait 2 Pour tout sous-ensemble D ⊆ ∆, il existe une formule monadique ϕD(x,X)
telle que pour tout arbre déterministe t sur (Σ,C) et pour tout u ∈ Dom(t) et
U ⊆ Dom(t), t |= ϕD(u,U) si et seulement si U est une lasse d'équivalene de
Etε et u = wU et D = ∆U .
Considérons la formule ψ(x,X) qui exprime que x est le plus petit anêtre
ommun des éléments de X, et la formule ξ(X) qui exprime que X est une lasse
d'équivalene de ε(x,y). Pour tout δ ∈ ∆, onsidérons la formule ϕδ(x,X) qui
arme qu'il existe une exéution de A aeptant un ouple d'éléments de X en
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utilisant la transition δ sur le n÷ud x.
Nous pouvons supposer sans perte de généralité que 2∆ est disjoint de Σ et de
C. La transdution T est donnée par (2∆,I). L'interprétation I est dénie par
(ψa(x,y))a∈Σ et (ψc(x))c∈C′ où
ψa(x,y) = ∃X,Y,x0,y0,∨
D,D′⊆∆ED(x0,x) ∧ ED′(y0,y) ∧ ϕD(x0,X) ∧ ϕD′(y0,Y )
∧(∃x′,y′, x′ ∈ X ∧ y′ ∈ Y ∧ ϕa(x′,y′))
ψc(x) = ∃X,x0,
∨
D⊆∆ED(x0,x) ∧ ϕD(x0,X) ∧ (∃x
′, x′ ∈ X ∧ ϕc(x
′))
Il suit des faits 1 et 2 que pour tout arbre déterministe t sur (Σ,C), T (t) ≈
Iε(t).
3.2 Transformations à base d'automates nis
Dans e paragraphe, nous présentons diverses transformations de graphes ba-
sées sur des automates nis.
Un oloriage de graphes R est donné par un sous-ensemble ni de Θ×Θ. En
appliquant R à un graphe G, nous obtenons le graphe:
R(G) = G ∩ VG × Λ× VG
∪ {(d,u) | (c,u) ∈ G et (c,d) ∈ R}.
Intuitivement pour toute paire (c,d) ∈ R, tous les sommets oloriés par c dans G
sont reoloriés par d dans R(G).
Un oloriage rationnel µ est donné par une appliation de Θ dans Rat((Λ∪Θ)∗)
de support ni (i.e. l'ensemble {c ∈ Θ | µ(c) 6= ∅} est ni). Lorsque l'on applique
le reoloriage rationnel µ à un graphe G à partir d'un sommet s ∈ VG, nous
obtenons le graphe:
µs(G) = G ∩ VG × Λ× VG
∪ {(d,u) | s
w
−→
G
u, d ∈ Θ et w ∈ µ(d)}.
Comme l'aessibilité par un hemin dont l'étiquette appartient à un langage
rationnel donné R ∈ Rat((Λ ∪ Θ)∗) est exprimable en logique monadique, le
oloriage rationnel est un as partiulier de oloriage monadique.
Une substitution rationnelle inverse h [Cau92℄ est donnée par une appliation
de Λ dans Rat((Λ ∪ Λ ∪ Θ)∗) de support ni. Elle est appliquée à un graphe G
pour donner le graphe:
h−1(G) = {(u,a,v) | u
w
−→
G
v, u,v ∈ VG, w ∈ h(a) et a ∈ Γ}
∪ {(c,u) | u ∈ Vh−1(G) et (c,u) ∈ G}.
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Si tous les ensembles apparaissant dans Im(h) sont nis, nous parlerons de sub-
stitution nie.
Une substitution rationnelle inverse olorée g est donnée par un ouple (R,h)
où R est un reoloriage de graphe et h est une appliation rationnelle. Elle est
appliquée par inverse à un graphe G pour donner le graphe, noté g−1(G), égal à
R(h−1(G)).
Les substitutions rationnelles inverses et leurs variantes olorées sont des as
partiuliers d'interprétations monadiques.
Sur les arbres déterministes, l'interprétation monadique peut être remplaée
par deux transformations plus simples: le oloriage monadique et la substitution
rationnelle inverse.
Proposition 3.2.1. Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ et pour toute in-
terprétation monadique I, il existe un oloriage monadiqueM et une substitution
rationnelle inverse h tels que pour tout arbre déterministe t sur (Σ,C),
I(t) = h−1(M(t))
Démonstration. Soient Σ,Γ des sous-ensembles nis de Λ et soient C,D des sous-
ensembles nis de Θ et I = ((ϕa(x,y))a∈Γ,(ϕc(x))c∈D) est une interprétation mo-
nadique.
Pour tout a ∈ Γ, il existe un automate d'arbres à parité normalisé Aa = (Qa×
2{0,1} × 2{0,1},Ia,∆a,Ωa) aeptant ϕa(x,y) (f paragraphe 1.4.4). Nous pouvons
supposer sans perte de généralité que ∆a ∩∆a′ = ∅ pour tout a 6= a
′ ∈ Σ.
Soit ∆˜ un sous-ensemble de Θ disjoint de C et en bijetion ave ∆ =
⋃
a∈Σ∆a.
Pour tout δ ∈ ∆, nous notons δ˜ le symbole orrespondant de ∆˜. Pour tout δ ∈ ∆a,
le oloriage monadiqueM ajoute la ouleur δ au n÷ud u ∈ Dom(t) s'il existe une
exéution ρ de Aa sur t ave Φρ(u) = δ. Pour tout a ∈ Σ et pour tout δ ∈ ∆a,
notons ϕδ˜(x) la formule monadique telle que pour tout arbre déterministe t sur
(Σ,C) et pour tout u ∈ Dom(t), t |= ϕδ˜[u] si et seulement si il existe une exéution
aeptante ρ de Aa sur t ave Φρ(u) = δ. Le oloriage monadique M est déni
par (ϕδ˜(x))δ∈∆ ∪ (ϕd(x))d∈D.
Pour tout b ∈ Γ, nous dénissons un langage rationnel Rb ⊆ (Σ ∪ Σ¯ ∪ ∆˜)
∗
tel que pour tout arbre déterministe t sur (Σ,C), u
w
−→
M(t)
v pour w ∈ Rb si et
seulement si t |= ϕb[u,v].
Pour tout a ∈ Σ, b ∈ Γ et tout δ ∈ ∆a, nous dénissons deux langages
rationnels M bδ,a et N
b
δ,a inlus dans (Σ∪Σ∪ ∆˜)
∗
. Pour tout δ ∈ ∆a, nous prenons
δ = (qδ,Cδ,fδ) ave qδ = (pδ,Mδ,Nδ).
Nous dénissonsM bδ,a omme étant l'ensemble des mots de la forme δ˜0a0 . . . anδ˜n+1
dans ∆b(Σ∆b)
∗
ave n ≥ 0 et tel que pour tout i ∈ [1,n + 1], fδi(ai−1) = qδi−1 ,
Mδ0 = {0}, Nδ0 = {0},Mδi = ∅, Nδi = {0} for i ∈ [1,n] et Nδn+1 = {0,1}, δ = δn+1
et a = an.
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Nous dénissons N bδ,a omme l'ensemble des mots δ˜0a0 . . . anδ˜n+1 dans ∆b(Σ∆b)
∗
ave n ≥ 0 tels que pour tout i ∈ [0,n], fδi(ai−1) = qδi+1 , Nδ0 = {0,1}, δ = δ0 and
a = a0, Mδi = ∅, Nδi = {1} pour tout i ∈ [1,n] et Mδn+1 = {1} et Nδn+1 .
Pour tout b ∈ Γ, nous dénissons le langage rationnel Rb de mots sur (Σ∪ Σ¯∪ ∆˜)
par:
Rb =
⋃
{δ |Mδ=∅}
⋃
a6=a′∈ΣM
b
δ,aN
b
δ,a′
∪
⋃
{δ |Mδ={1}}
⋃
a∈ΣM
b
δ,a
∪
⋃
{δ |Mδ={0}}
⋃
a∈ΣN
b
δ,a
∪
⋃
{δ |Mδ={0,1}}
δ˜
Par une réurrene immédiate sur la longueur de w, nous établissons que:
 Pour tout b ∈ Γ et pour tout δ ∈ ∆b telle que Mδ = ∅, si u
w
−→
M(t)
v pour un
ertain w ∈
⋃
a6=a′∈ΣM
b
δ,aN
b
δ,a′ alors t |= ϕb[u,v].
 Pour tout b ∈ Γ et pour tout δ ∈ ∆b telle que Mδ = {1}, si u
w
−→
M(t)
v pour
un ertain w ∈
⋃
a∈ΣM
b
δ,a alors t |= ϕb[u,v].
 Pour tout b ∈ Γ et pour tout δ ∈ ∆b telle que Mδ = {0}, u
w
−→
M(t)
v pour un
ertain w ∈
⋃
a∈ΣN
b
δ,a alors t |= ϕb[u,v].
Il s'en suit alors que pour tout arbre déterministe t sur (Σ,C), si u
w
−→
M(t)
v pour un
ertain w ∈ Rb alors t |= ϕb[u,v]. Réiproquement pour tout arbre déterministe t
sur (Σ,C), si t |= ϕb[u,v] alors u
w
−→
M(t)
v pour w ∈ Rb.
Considérons la substitution rationnelle inverse olorée g donnée par (h,R) où
h est dénie pour tout b ∈ Γ par h(b) = Rb et où R est égal à {(d,d) | d ∈ D}.
D'après les propriétés des langages Rb et pour tout arbre déterministe t sur (Σ,C),
nous avons:
I(t) = g−1(M(t)).
3.3 Dépliage et Treegraph
Le dernier type de transformations MSO-ompatibles assoie à un graphe G
un arbre ou une struture arboresente basée sur G. Une transformation de e
type et qui a attiré beauoup d'attention est l'itération de struture. La première
mention en est faite dans [She75℄ dans une version plus faible (qui ne fait pas
intervenir le prédiat de lone cl déni i-après). La version que nous présentons
est due à Muhnik et apparaît pour la première fois dans [Sem84℄.
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Pour toute struture relationnelle R = (U,(RR)R∈S) sur une signature S
qui ne ontient pas cl et son, l'itération de R est la struture notée R∗ =
(U∗,(RR
∗
)R∈S ,son
R∗,clR
∗
) où l'univers U∗ est l'ensemble des suites nies d'élé-
ments de U et où:
 RR
∗
= {(wu1, . . . ,wu|R|) | w ∈ U∗ et (u1, . . . ,u|R|) ∈ RR} pour tout R ∈ S,
 sonR
∗
= {(w,wu) | u ∈ U, w ∈ U∗} et où clR
∗
= {wuu | u ∈ U, w ∈ U∗}.
Remarquons que l'itération d'un graphe inni de degré sortant borné a un
degré sortant inni à ause de la relation sonR
∗
. De plus, ette opération trans-
forme un graphe non-oloré en un graphe oloré à ause du prédiat cl. C'est
pourquoi nous présentons une variante due à Caual qui n'introduit pas de ou-
leur supplémentaire ni de degré sortant inni et qui est don plus adaptée à notre
étude.
Le Treegraph d'un graphe G par un symbole ♯ ∈ Λ − ΛG est le graphe
Treegraph(G,♯) dont les sommets sont les suites nies de sommets de G et tel
que:
Treegraph(G,♯) = {(wu,a,wv) | w ∈ V ∗G,u,v ∈ VG et (u,a,v) ∈ G}
∪{(wu,♯,wuu) | w ∈ v∗G et u ∈ VG}
∪{(c,wu) | w ∈ V ∗G et (c,u) ∈ G}
Comme Treegraph(G,♯) |= E♯xy[u,v]⇔ G∗ |= son(x,y)∧cl(y)[u,v], l'opération
de Treegraph est toujours dénissable dans l'itération G∗. Réiproquement, si
G est onneté, nous pouvons dénir G∗ dans Treegraph(G,♯) en utilisant les
équivalenes suivantes:
G∗ |= cl(x)[u]⇔ Treegraph(G,♯) |= ∃zE♯zx[u],
G∗ |= son(x,y)[u,v]⇔ Treegraph(G,♯) |= ∃zE♯zy ∧ ReachΣ∪Σ¯(z,y)[u,v].
La forme monadique ReachΣ∪Σ¯(z,x) exprime l'existene d'un hemin de z à y
dans lequel les ars peuvent être pris dans les deux sens.
Une opération plus naturelle que le Treegraph est l'opération de dépliage. Le
dépliage d'un graphe G d'un sommet r ∈ VG, noté Unf(G,r), est l'arbre déni
par:
{(π,a,πau) | π,πau des hemins dans G ommençants en r}
∪ {(c,π) | π est un hemin dans G de r à v et (c,v) ∈ G}
Courelle et Walukiewiz ont montré dans [CW98℄ que le dépliage Unf(G,r) à
partir d'un sommet r dénissable en MSO est dénissable dans l'itération G∗.
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a b
bba a
♯
a b
bba a
♯
a b
bba a
Fig. 3.2  Le Treegraph de l'arbre binaire ∆2 par le symbole ♯.
Comme elle la omposante onnexe ontenant r importe pour dénir le dépliage
et que r est dénissable, Unf(G,r) est aussi dénissable dans Treegraph(G,♯).
Exemple 3.3.1. Considérons le graphe G obtenu dans l'exemple 3.1.1 après
l'appliation de la transdution T0 à la demi-droite ∆1. La gure 3.3 présente son
dépliage à partir de l'unique sommet G qui n'est destination d'auun ar.
Pour les arbres déterministes, nous pouvons établir le résultat réiproque. Il
est possible de dénir le Treegraph de G par un symbole ♯ en utilisant l'opéra-
tion de dépliage et des interprétations monadiques. Cette onstrution est due à
Colombet et est présentée dans [Col04℄.
Lemme 3.3.2. Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ et pour tout symbole
♯ ∈ Λ−Σ, il existe deux substitutions rationnels inverses h1 et h2 et une restrition
monadique R telle que pour tout arbre déterministe t sur (Σ,C),
Treegraph(t,♯) ≈ h−12 (R(Unf(h
−1
1 (t),ε))).
Démonstration. Soient Σ ⊂ Λ et C ⊂ Θ deux ensembles nis et soit ♯ ∈ Λ− ΛG
une étiquette. Prenons Σ˜ ⊂ Λ un ensemble d'étiquettes disjoint de Σ mais en
bijetion ave e dernier. La substitution rationnelle inverse h1 ajoute les ars
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a a a a a
b b b b b b
b b b b b
⇓ dépliage
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•
•
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a a a a a
b b
b
b
b
b
b
b
b
b
b
b
b
b
b
Fig. 3.3  Exemple de dépliage d'un graphe.
retours étiqueté par les éléments orrespondants de Σ˜ et des boules étiquetées
par ♯ sur haque sommet. Formellement h1(a) := {a}, h1(a˜) := {a¯} pour tout
a ∈ Σ et h1(♯) := {ǫ}. Ainsi h1 préserve le déterminisme de t. La restrition
monadique R ne onserve que les sommets v de Unf(h−11 (T ),r) dont l'unique
hemin depuis la raine ε ne ontient pas de fateurs de la forme aa˜ ou a˜a ave
a ∈ Σ. Enn, la substitution rationnelle inverse renverse les ars étiquetés par une
étiquette dans Σ˜. Formellement h2 est donnée par h2(♯) = {♯} et h2(a) = {a}∪{a˜}
pour tout a ∈ Σ.
Exemple 3.3.3. La gure 3.4 illustre ette onstrution. Le graphe du haut
représente la demi-droite après l'appliation de h−11 . Le graphe du bas représente
son dépliage. Les sommets pleins sont eux onservés par la restrition monadique
R.
Remarquons que l'énoné du lemme préédent est uniforme au sens où les
substitutions rationnelles inverses et la restrition monadique ne dépendent que
de l'ensemble des étiquettes de l'arbre et pas de l'arbre lui-même.
Le théorème de Muhnik, qui apparaît pour la première fois dans [Sem84℄,
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♯ ♯ ♯ ♯ ♯
a a a a
a¯ a¯ a¯ a¯
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•
•
◦ ◦ ◦
◦ ◦ ◦
•
•
a a
♯
a a a
♯
♯
a¯
a a
♯ ♯ a¯
♯
a¯
• • • •
•
•
◦ ◦ ◦
◦ ◦ ◦
•
•
♯
a a a
♯
♯
a¯
a a
♯ ♯ a¯
♯
a¯
• ◦ ◦
• ◦
a¯
a a
♯ ♯
Fig. 3.4  Illustration de la onstrution du lemme 3.3.2sur la demi-droite. .
arme que l'opération de Treegraph est MSO-ompatible. La première preuve
omplète de e résultat est donnée par Walukiewiz dans [Wal96a, Wal02℄.
Théorème 3.3.4 ([CW98, Wal02℄). Le dépliage depuis un sommet MSO-dénis-
sable et le Treegraph sont des transformations MSO-ompatibles.
Remarque 3.3.5. Le fait que le sommet à partir duquel s'eetue le dépliage soit
dénissable en logique monadique est ruial. En eet, il est possible de dénir
une forêt dénombrables de théorie monadique déidable ontenant un arbre de
théorie monadique indéidable. La raine r0 de et arbre n'est bien entendu pas
MSO-dénissable. Si l'on déplie ette forêt à partir de r0, nous obtenons un arbre
de théorie monadique indéidable.
Nous allons maintenant donner la onstrution d'une telle forêt. Fixons un
ensemble d'étiquettes Σ et un arbre t
ind
de théorie monadique indéidable étiqueté
par Σ. À une équivalene syntaxique près (voir par exemple [EF95℄), il n'y a qu'un
nombre ni de formules monadiques de rang de quantiation au plus k. Nous
noterons FΣ≤k un ensemble ni de représentants de es lasses d'équivalene. Pour
tout graphe G sur Σ, nous notons ThmΣ≤k(G) l'ensemble des formules de F
Σ
≤k
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satisfaites par G.
Intuitivement, la forêt F ontient pour tout k ≥ 1 et pour tout sous-ensemble
M ⊆ ThmΣ≤k tel que M est réalisable par un arbre déterministe tM sur Σ, une
innité dénombrable de opies disjointes de tM . Formellement, la forêt F est
l'union disjointe suivante:
t
ind
⊎
⊎
k≥1
⊎
M⊆ThmΣ≤k
⊎
i≥1
tM
où tM est un arbre déterministe sur Σ dénombrable tel que Thm
Σ
≤k(tM) =M s'il
existe et est l'ensemble vide sinon.
Fait 1. La forêt F a une théorie monadique déidable.
Par [She75℄, il résulte que pour déider de la théorie monadique de F , il sut
de déider les formules ϕ≥ℓM ave ℓ ≥ 1 etM ⊆ Thm
Σ
k qui expriment que F ontient
au moins ℓ arbres distints t1, . . . ,tℓ tels que Thm
Σ
k (t1) = . . . = Thm
Σ
k (tn) = M .
Par onstrution de F , si M est réalisable alors il existe une innité dénombrable
d'arbres t tels que ThmΣk (t) = M . Il sut don de savoir déider si un type M
est réalisable par un arbre.
D'après le théorème de Rabin, pour tout k et pour tout M ⊂ ThmΣ≤k, nous
pouvons déider s'il existe un arbre déterministe t étiqueté par Σ et tel que
Thm
Σ
≤k(t) = M . Don par onstrution de F , pour déider si F satisfait une
formule ϕ≥ℓM , il sut de déider si M est réalisable par un arbre déterministe sur
Σ. Si tel est le as alors F satisfait ϕ≥ℓM sinon F ne satisfait pas ette formule.
3.4 Résultats de ommutation partielle
Dans e paragraphe, nous présentons des résultats de ommutation partielle
entre les interprétations et les transdutions monadiques d'un oté et le dépliage
et le Treegraph de l'autre.
Un premier résultat simple de ommutation, déjà présenté dans [Blu03℄, est
valable entre une lasse restreinte d'interprétations monadiques et le Treegraph.
Proposition 3.4.1. Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ, pour toute
interprétation I et pour tout symbole ♯ ∈ Λ qui n'apparaît pas dans les formules
dénissant I, il existe une interprétation monadique J telle que pour tout graphe
onnexe G sur (Σ,C) ave ♯ 6∈ ΛG, nous avons
Treegraph(I(G),♯) = J (Treegraph(G,♯)).
Démonstration. Soient Σ,Γ deux sous-ensembles nis de Λ et C,D deux sous-
ensembles nis de Θ et I = ((ϕa(x,y))a∈Γ,(ϕc(x))c∈D) une interprétation mo-
nadique. Considérons l'interprétation monadique J = ((ψa(x,y))a∈Γ,(ψc(x))c∈D)
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où:
ψa(x,y) = ϕa(x,y) ∧ ReachΣ∪Σ¯(x,y) for a ∈ Γ
ψc(x) = ϕc(x) for c ∈ D
où ReachΣ∪Σ¯(x,y) est une formule telle que pour toutG et tous sommets u,v ∈ VG,
G |= ReachΣ∪Σ¯[u,v] si et seulement si u
w
−→
G
v pour un ertain w ∈ (Σ ∪ Σ¯)∗ et
où ϕa(x,y) (resp. ϕc) est obtenue en restreignant les quantiateurs de ϕa(x,y)
(resp. ϕc(x)) aux ensembles de sommets qui ne ontiennent que des aessibles à
partir de x par un hemin étiqueté dans (Σ ∪ Σ¯)∗.
Formellement, pour toute formule ϕ ontenant des variables libres, nous dé-
nissons par réurrene une formule ϕ ontenant le même ensemble de variables
libres ave éventuellement l'ajout de la variable x omme suit:
ϕ = ϕ pour ϕ atomique
ϕ ∨ ψ = ϕ ∨ ψ
¬ϕ = ¬ϕ
∀X ϕ = ∀X (∀z,z ∈ X → ReachΣ∪Σ¯(z,x))→ ϕ
∀z ϕ = ∀z ReachΣ∪Σ¯(z,x)→ ϕ
Soit G un graphe sur (Σ,C) et ♯ ∈ Λ − Σ. Pour tout u,v ∈ V +G et a ∈ Γ,
Treegraph(G,♯) |= ψa[u,v] si et seulement si u = wu′ et v = wv′ pour w ∈ V ∗G
et u′,v′ ∈ VG et si G |= ϕa[u′,v′]. Il s'en suit alors que J (Treegraph(G,♯)) =
Treegraph(I(G),♯).
La proposition suivante montre que le oloriage rationnel ommute ave le
dépliage.
Proposition 3.4.2. Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ et pour tout
oloriage rationnel µ et pour tout graphe sur G (Σ,C) et pour tout sommet r ∈ VG,
il existe une transdution monadique T telle que:
µr(Unf(G,r)) ≈ Unf(T (G),r
′)
pour un ertain r′ ∈ VT (G). De plus, si r est MSO-denissable dans G alors r
′
est
eetivement
1
MSO-denissable dans T (G). Si G est déterministe alors T (G)
l'est aussi.
Démonstration. Soit Σ ⊂ Λ et C ⊂ Θ deux ensembles nis et soit µ un oloriage
rationnel et D = Dom(µ) = {d1 . . . dn} pour n ≥ 1.
Pour tout i ∈ [1,n], notons Ri l'ensemble µ(di) ∈ Rat((Λ ∪ Θ)∗) et notons
Γ ⊂ Λ (resp. E ⊂ Θ) l'ensemble ni de symboles de Λ (resp. Θ) apparaissant
dans
⋃
i∈[1,n]Ri ou dans Σ (resp. ou dans C).
1. La formule ψ(x) dénissant r′ peut être eetivement alulée à partir de la formule ϕ(x)
dénissant r.
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Pour tout graphe T sur (Σ,C) qui soit un arbre de raine r ∈ VT , nous
assoions à haque sommet v ∈ VT un mot τu ∈ 2E(Γ2E)∗ en prenant τr =
ΘT (r) ∩E et τu = τva(ΘT (u) ∩ E) si (v,a,u) ∈ T .
Fait 1. Il existe un graphe ni A sur (Γ,E) et des ensembles I, Fd1 , . . . ,Fdn ⊆ VA
tels que pour tout arbre t sur (Σ,C) et pour tout u ∈ Dom(t) et pour tout
ℓ ∈ [1,n],
di ∈ Θµr(T )(u) ssi i
τu−→
A
q pour un ertain i ∈ I et q ∈ Fdi .
Pour tout i ∈ [1,n], notons Li l'ensemble (ni) des résidus à gauhe de Ri et
notons enn L = 2L1 × . . .× 2Ln. Les sommets de A appartiennent à l'ensemble
V = L × 2E et le graphe ni A sur (Γ,E) est déni par :
{((V1, . . . ,Vn),F ),a,((V ′1 , . . . ,V
′
n),F
′)) ∈ V × Γ× V | V ′i =
⋃
w∈a(F ′)∗ w
−1Vi}
∪ {(c,(V,F )) | (V,F ) ∈ V et c ∈ F}
Pour tout ensemble F ⊆ E, nous notons iF l'élément
((
⋃
w∈F ∗
w−1(R1), . . . ,
⋃
w∈F ∗
w−1(Rn)),F )
de V et nous prenons I = {iF | F ⊆ E}. Pour tout i ∈ [1,n], nous dénissons
Fi ⊆ V omme l'ensemble de tous les ((V1, . . . ,Vn),F ) ∈ L × 2E tels qu'il existe
L ∈ Vi ave ε ∈ L.
Le graphe A satisfait les propriétés suivantes:
 pour tout F ⊂ E, il existe un unique u ∈ I ave ΘA(u) = F
 pour tout a ∈ Γ, C ⊆ E et u ∈ VA, il existe un unique v ∈ VA tel que
(u,a,v) ∈ A et ΘA(v) = C.
Fait 2. Pour tout graphe G sur (Σ,C), le graphe H dont l'ensemble des sommets
est V = {(u,v) | ΘG(u) = ΘA(v)} ⊆ VG × VA et qui est déni par:
H = {((u1,v1),a,(u2,v2)) ∈ V × Σ× V | (u1,a,u2) ∈ G et (v1,a,v2) ∈ A}
∪ {(di,(u,v)) ∈ D × V | v ∈ Fdi}
est dénissable dans G par une transdution monadique T0. De plus, si G est
déterministe, il suit des propriétés de A que H est aussi déterministe.
Fait 3. Pour tout graphe G sur (Σ,C) et r ∈ VG, si nous notons i0 l'unique
élément de I tel que ΘA(i0) = ΘG(r) alors Unf(H,(r,i0)) ≈ µr(Unf(G,r)).
Par onstrution de A et deH , nous avons pour tout sommet π = u0a1 . . . anun
de VUnf(G,r), le sommet π
′ = (u0,v0)a1 . . . an(un,vn) appartient à VUnf(H,(r,i0)) si et
seulement si pour tout j ≤ n, i0
τπj
−→
A
vj où pj = u0a1 . . . ajuj.
Si r est MSO-dénissable, nous modions T pour qu'elle ajoute un ar entrant
sur le sommet (r,i0) étiqueté par un nouveau symbole de Λ et venant d'un nouveau
sommet. Cet ajout ne hange pas le dépliage de H depuis (r,i0) et rend (r,i0)
MSO-dénissable.
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•
r
G
a
•
r′
•
T (G)
•
$
•a a
a
a
• • • •
Unf(G,r)
a a a
• • •
$
•a a a
µr(Unf(G,r)) ≈ Unf(T (G),r′)
Fig. 3.5  Illustration de la proposition 3.4.2
Remarque 3.4.3. Dans la proposition 3.4.2, la transdution monadique ne peut
pas, dans le as général, être remplaée par une interprétation monadique. Consi-
dérons, par exemple, le graphe G étiqueté par le singleton { a } présenté dans la
gure 3.5 et onsidérons le oloriage rationnel µ déni par µ($) = aa(aa)+. Le
graphe T (G) onstruit dans la proposition préédent est présenté. Il est évident
qu'il n'existe par d'interprétation I tel que Unf(I(G),r) ≈ µε(Unf(G,r)). En
eet, quelque soit l'interprétation I, I(G) possède un unique sommet.
Proposition 3.4.4. Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ et tout oloriage
monadique M, il existe un oloriage monadique M′ et un oloriage rationnel µ
tels que pour tout graphe déterministe G sur (Σ,C) et pour tout sommet r ∈ VG,
M(Unf(G,r)) = µr(Unf(M
′(G),r)).
Démonstration. Soient Σ ⊂ Λ et C,D ⊂ Θ des ensembles nis et soit M =
(ϕd(x))d∈D un oloriage monadique. Pour tout d ∈ D, notons Ad = (Qd × 2{0} ×
2{0},Id,∆d,Ωd) un automate d'arbre à parité normalisé sur les arbres déterministes
sur (Σ,C) aeptant ϕd(x). Nous supposons sans perte de généralité que pour tout
d 6= d′ ∈ D, ∆d ∩∆d′ = ∅ et nous notons ∆ =
⋃
d∈D∆d. Considérons ∆˜ ⊂ Θ un
ensemble disjoint de ∆ et de C et en bijetion ave ∆. Pour tout δ ∈ ∆, nous
noterons δ˜ le symbole orrespondant dans ∆˜.
Considérons un oloriage monadique N par ∆˜ des graphes sur (Σ,C) tel que
pour tout arbre déterministe t sur (Σ,C) et pour tout u ∈ Dom(t) et δ ∈ ∆d,
(δ˜,u) ∈ N (t) si et seulement si il existe une exéution aeptante de Ad sur t/u
ommençant par la transition δ.
La preuve proède en deux étapes. Tout d'abord, nous dénissons un o-
loriage rationnel µ tel que pour tout arbre déterministe t sur (Σ,C), M(t) =
µε(N (t)). Dans une seonde étape, nous onstruisons un oloriage monadique
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des graphes sur (Σ,C) tel que pour tout (Σ,C)-graphe déterministe G et tout
r ∈ VG, N (Unf(G,r)) = Unf(M′(G),r).
Première étape. Pour tout d ∈ D, nous dénissons un ensemble rationnel Rd ⊆
∆˜(Σ∆˜)∗ tel que pour tout arbre déterministe t sur (Σ,C) et tout u ∈ Dom(t),
ε
w
−→
N (t)
u pour un ertain w ∈ Rb si et seulement si t |= ϕd[u].
Pour tout δ ∈ ∆, nous érirons δ = (qδ,fδ) et qδ = (pδ,Mδ,Nδ). Pour tout
d ∈ D, nous prenons Rd omme l'ensemble des mots δ˜0a0 . . . anδ˜n ∈ ∆˜d(Σ∆˜)∗
ave n ≥ 0 tel que pour tout i ∈ [0,n − 1], Mδi = ∅,Nδi = {1}, fδi(ai) = qδi+1 ,
qδ0 ∈ Id et Mδn = Nδn = {1}.
Pour tout arbre déterministe t sur (Σ,C), tout d ∈ D, et pour tout u =
a1 . . . a|u| ∈ Dom(t) si t |= ϕd[u] alors il existe une exéution ρ de Ad aeptant
u. Prenons w = Φ˜ρ(u0)a1 . . . anΦ˜ρ(u|u|) où uj = a1 . . . aj pour j ∈ [0,|u|]. Par
onstrution, w appartient à Rd et ε
w
−→
N (t)
u.
Réiproquement pour tout w ∈ Rd, s'il existe u ∈ Dom(t) tel que ε
w
−→
N (t)
u
alors il existe une exéution de Ad aeptant u. Cei est établi par réurrene sur
la longueur de w.
Deuxième étape. Pour tout graphe déterministe G sur (Σ,C) et pour tout
δ ∈ ∆d, nous dénissons une formule ϕδ(x) telle que pour tout u ∈ VG, Ad ait
une exéution aeptante sur Unf(G,u) ommençant par δ.
Soient ∆ et ∆ ⊂ Λ des ensembles disjoints de Σ et de ∆ mais en bijetion ave
∆. Nous supposons que ∆ et ∆ sont disjoints et pour tout δ ∈ ∆, nous noterons
δ (resp. δ) le symbole orrespondant dans ∆ (resp. dans ∆). Nous onsidérons le
jeu de parité Gd déni par:
Gd = {((q,u),δ,(δ,u)) ∈ V0 ×∆× V1 | δ = (q,f)}
∪ {((δ,u),a,(q,ua)) ∈ V1 × Σ× V0 | δ = (p,f),a ∈ Dom(f) et q = f(a)}
∪ {(u,δ,(u,δ)) ∈ VG ×∆× V1 | (u,δ) ∈ V1}
∪ {(pi,v),(0,v) | v = (q,u) ∈ V0 ∩ VGd et i = Ω(q)}
∪ {(pi,v),(1,v) | v = ((q,f),u) ∈ V1 ∩ VGd et i = Ω(q)}
∪ {(p0,v),(0,v) | v ∈ VG}
où V0 = Q × VG et V1 = {(δ,u) | δ = (q,f),∀aΣ,∃v ∈ VG(u,a,v) ∈ G ⇔ a ∈
Dom(f)} ⊆ ∆d × VG.
Il suit du lemme 1.4.6 que pour tout δ ∈ ∆d, le joueur 0 gagne Gd depuis
(δ,u) ∈ VGd si et seulement si Ad admet une exéution aeptante sur Unf(G,u)
ommençant par δ.
Le jeu Gd est dénissable dans G par une transdution monadique T . Plus
préisément, T (G) est isomorphe à Gd et il existe un morphisme h de T (G) à Gd
tel que pour tout sommet v ∈ VG ∈ VT (G), h(v) = v. Par la proposition 1.4.7, il
existe une formule ϕ0(x) telle que pour tout u ∈ VG, Gd |= ϕ0[u] si et seulement
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si le joueur 0 gagne Gd à partir de u. Considérons la formule ψδ(x) = ∃y,Eδxy ∧
ϕ0(y). Notons que pour tout u ∈ VT (G), T (G) |= ψδ[u] si et seulement si u ∈ VG
et s'il existe une exéution aeptante de Ad sur Unf(G,u) ommençant par δ.
Par la proposition 3.1.3, il existe une formule ψδ(x) telle que pour tout u ∈ VG,
G |= ψδ[u] si et seulement si T (G) |= ϕδ[u].
Enn, nous dénissons le oloriage monadique M′ sur les graphes (Σ,C) par
(ψδ(x))δ∈∆d .
En ombinant les propositions 3.4.4 et 3.4.2, nous obtenons le résultat suivant.
Corollaire 3.4.5. Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ, et tout oloriage
monadique M des graphes sur (Σ,C), il existe une transdution monadique T
telle que pour tout graphe déterministe G et pour tout sommet r ∈ VG,
M(Unf(G,r)) = Unf(T (G),r′)
où r′ ∈ VT (G). De plus, si r est dénissable dans G alors r
′
est eetivement
dénissable dans T (G).
En ombinant les propositions 3.2.1, 3.4.4 et 3.4.2, nous obtenons le orollaire
i-dessous.
Corollaire 3.4.6. Pour tous ensembles nis Σ ⊂ Λ et C ⊂ Θ et toute in-
terprétation monadique I, il existe une substitution rationnelle olorée h et une
transdution monadique T telle que pour tout graphe déterministe G et pour tout
r ∈ VG,
I(Unf(G,r)) = h−1(Unf(T (G),r′))
où r′ ∈ VT (G). De plus, si r est dénissable dans G alors r′ est eetivement
dénissable dans T (G).
Remarquons que omme la opie par un graphe ni ommute ave le dépliage,
l'interprétation I peut être remplaée par une transdution dans le orollaire
préédent.
3.5 Préservation de la propriété de séletion
Dans e paragraphe, nous présentons quelques as de transfert de la propriété
de séletion. Des résultats similaires ont été obtenus dans [Fra05℄.
L'interprétation monadique ne préserve pas la propriété de séletion ar elle
peut par exemple introduire du non déterminisme. Cependant la proposition sui-
vante donne des onditions susantes pour que l'appliation inverse de l'inter-
prétation monadique transfère la propriété de séletion.
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Proposition 3.5.1. Pour tous graphes G et H ave VH ⊆ VG tels que G possède
la propriété de séletion et tels qu'il existe deux interprétations monadiques I et
J ave H = I(G) et G|VH = J (H) alors H possède la propriété de séletion.
Démonstration. Soient G et H deux graphes ave VH ⊆ VG. Supposons que G
possède la propriété de séletion et qu'il existe deux interprétations monadiques
I et J telles que H = I(G) et G|VH = J (H). Cette dernière égalité implique
que VH est eetivement dénissable dans G. Nous pouvons don onstruire une
formule ϕ0(X) telle que G |= ∃=1X,ϕ0(X) et tel que G |= ϕ0[VH ].
Montrons que H possède la propriété de séletion.
Soit ϕ(X) une formule monadique. Par la proposition 3.1.3, il existe une for-
mule monadique ϕJ (X) telle que pour tout U ⊂ VH , H |= ϕ[U ] si et seulement si
G |= ϕJ [U ]. Considérons la formule ϕ′(X) = ∃Y, ϕ0(Y ) ∧X ⊆ Y ∧ ϕJ (X). Nous
avons:
H |= ∃X,ϕ(X) ⇔ G |= ∃X,ϕ′(X).
Comme G satisfait la propriété de séletion, nous pouvons onstruire un
séleteur ψ(X) pour la formule ϕ′(X). Par la proposition 3.1.3, nous pouvons
onstruire une formule ψJ (X) telle que pour tout U ⊆ VH ,
G |= ψ[U ] ⇔ H |= ψJ [U ].
Il est aisé de vérier que ψJ (X) est un séleteur de ϕ(X). Le graphe H satisfait
don la propriété de séletion.
Une onséquene de ette proposition est que si deux graphes G et H ont
le même ensemble de sommets et si G est interprétable dans H et si H est
interprétable dans G alors G satisfait la propriété de séletion si et seulement si
H la satisfait.
Proposition 3.5.2. Pour tout graphes G et H ave VG = VH tel qu'il existe deux
interprétations monadiques I et J ave H = I(G) et G = J (H) alors G a la
propriété de séletion si et seulement si H a la proposition de séletion.
Dans le as des arbres déterministes, le Treegraph transfère la propriété de
séletion. Cette propriété repose en grande partie sur le lemme 3.3.2.
Proposition 3.5.3. Pour tout arbre déterministe T possédant la propriété de
séletion et tout symbole ♯ ∈ Λ\ΛT , le graphe Treegraph(T,♯) possède la propriété
de séletion.
Démonstration. Soit T un arbre déterministe sur (Σ,C) de raine r possédant la
propriété de séletion et soit ♯ un symbole Λ\ΛT . Pour simplier la présentation,
nous traitons le as où T n'est pas oloré (i.e. C = ∅). Le as oloré est similaire.
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Reprenons la onstrution du lemme 3.3.2. Il existe deux substitutions ration-
nelles h1 et h2 et une restrition monadique R telle que:
Treegraph(T,♯) ≈ h−12 (R(Unf(h
−1
1 (T ),r))).
Nous notons Σ♯ l'ensemble Σ∪Σ∪{ ♯ }. Rappelons que R restreint le dépliage
Unf(h−11 (T ),r))) aux sommets x dont l'étiquette de l'unique hemin allant de la
raine à x ne ontient pas de fateurs de la forme xx¯ ou x¯x quelque soit x ∈ Σ.
Notons T le graphe h−1(T ) et T0 l'arbre R(Unf(h
−1
1 (T ),r)). Ces deux graphes
sont étiquetés par Σ♯. À tout u ∈ VT0 , nous assoions un symbole, noté Σu, dans
Σ♯ ∪ { ε } déni par:
Σu =
{
ε si u est la raine T ,
a s'il existe un n÷ud v ∈ VT0 tel que (v,a,u) ∈ T .
De plus, pour tout u ∈ VT0 ⊆ V
+
T , nous noterons Rep(u) le dernier sommet VT
dans la suite u. Intuitivement, Rep(u) est le sommet de T dont est issu u dans le
dépliage de T .
Enn, nous notons G le graphe h−12 (T0) qui est isomorphe à Treegraph(T,♯).
Avant de passer au ÷ur de la démonstration, établissons quelques propriétés
liant es diérents graphes.
Fait 1. Les graphes T0 et G ont le même ensemble de sommets et il existe deux
interprétations I et J telles que G = I(T0) et T0 = J (G).
Par dénition de h−12 , VT0 = VG. Comme nous l'avons déjà mentionné, les
substitutions rationnelles sont des as partiuliers d'interprétations monadiques.
L'existene de I est don immédiate. Considérons l'interprétation monadique
J = ((ϕa(x,y))a∈Σ,(ϕc(x))c∈C) où:
ϕa(x,y) = Ea(x,y) ∧ ¬(∃z,z′,E♯(z′,z) ∧ ReachΣ(x,z)) pour a ∈ Σ,
ϕa¯(x,y) = Ea(y,x) ∧ ∃z,z′,E♯(z′,z) ∧ ReachΣ(x,z) pour a ∈ Σ,
où ReachΣ(x,y) exprime l'existene d'un hemin de x à y étiqueté dans Σ
∗
. Il est
aisé de vérier J (G) = T0.
Fait 2. Le graphe Treegraph(T,♯) possède la propriété de séletion si et seulement
si T0 la possède.
Par la proposition 3.5.1 et par le fait 1, T0 possède la propriété de séletion
si et seulement si G la possède. Comme G est isomorphe à Treegraph(T,♯), la
propriété annonée est établie.
Montrons maintenant que T0 satisfait la propriété de séletion. Considérons
pour ela une formule monadique ϕ(X). Il existe un automate d'arbres à parité
A = (Q,{ i0 },F,∆,Ω) et QX ⊆ Q tels que:
 s'il existe une exéution aeptante ρ de A sur T0 alors T0 |= ϕ[U ] où U est
l'ensemble des sommets u de T0 tels que ρ(u) ∈ QX .
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 réiproquement, s'il existe U ⊆ VT0 tel que T0 |= ϕ[U ] alors il existe une
exéution aeptante de A sur T0 telle que U soit l'ensemble des sommets
u ∈ VT0 tels que ρ(u) ∈ QX .
L'ensemble des transitions ∆ peut s'érire { δ1, . . . ,δn } pour un ertain n ≥ 0.
Nous supposerons que Ω(Q) ⊆ [1,N ]. Nous noterons pour tout i ∈ [1,n], δi est
égale à (pi,fi) où pi ∈ Q et fi est une fontion partielle de Σ♯ 99K Q.
Intuitivement pour onstruire un séleteur ψ(X) de ϕ(X) sur T0, nous allons
séletionner une stratégie gagnante de l'automate A sur T0.
Fait 3. Si A aepte T0 alors il existe une exéution aeptante ρ de A sur T0
telle que pour tous u,v ∈ VT0 , ρ(u) = ρ(v), Σu = Σv et Rep(u) = Rep(v) alors
Φρ(u) = Φρ(v).
Considérons le jeu de parité GA étiqueté par l'ensemble Σ
♯ ∪∆ et oloré par
{0,1,p0, . . . ,pN} et déni par:
GA = {((q,a,u),δ,(δ,a,u)) ∈ V0 ×∆× V1 | δ = (q,f)}
∪ {((δ,b,u),a,(f(a),a,v)) ∈ V1 × Σ♯ × V0 | δ = (p,f) et u
a
−→
T
v}
∪ {(pi,v),(0,v) | v = (q,a,u) ∈ V0 ∩ VGA et i = Ω(q)}
∪ {(pi,v),(1,v) | v = (δ,a,u) ∈ V1 ∩ VGA,f = (q,f) et i = Ω(q)}
où V0 = Q×Σ♯× VT0 et V1 est l'ensemble des triplets (δ,a,u) ave δ = (q,f) ∈ ∆,
a ∈ Σ♯ ∪ { ε } et ave:
Dom(f) =

{b ∈ Σ♯ | ∃v ∈ VT ,u
b
−→
T
v} si a ∈ { ε,♯ }
{b ∈ Σ♯ | b 6= a¯ et ∃v ∈ VT ,u
b
−→
T
v} si a ∈ Σ ∪ Σ.
Il est aisé de vérier que le joueur 0 gagne le jeu GA depuis le sommet (i0,ε,r)
si et seulement si A aepte T0. En eet, le dépliage de GA depuis e sommet
est isomorphe à la omposante onnexe enrainé en (i0,r) du jeu anonique G
T0
A
assoié à l'automate A sur le graphe T0. Une stratégie positionnelle gagnante pour
le joueur 0 sur GA induit une exéution de A sur T0 satisfaisant les propriétés
annonées.
Une exéution ρ satisfaisant les onditions du fait 3 peut être entièrement
dérite sur T par une famille S = (Uai ){ a∈Σ♯∪{ ε } et i∈[1,n]} de sous-ensembles de VT
telle que pour tout a ∈ Σ♯ ∪ { ε } et pour tous i,j ∈ [1,n], si Uai ∩ U
a
j 6= ∅ alors
pi 6= pj . Plus préisément, à de telle famille S de sous-ensembles est assoiée au
plus une exéution ρS de A sur T0 vériant que pour tout u ∈ VT0 , ΦρS (u) = δi
implique Rep(u) ∈ UΣui .
70 Transformations de graphes
Fait 4. Nous pouvons onstruire une formule monadique ϕ0(X) oùX = {Xai | i ∈
[1,n] et a ∈ Σ♯ ∪ { ε }}) telle que pour toute famille S = (Uai )i∈[1,n] et a∈Σ♯∪{ ε }
de sous-ensembles de VT , T |= ϕ0[S] si et seulement si S induit une exéution
aeptante ρS de A sur T0.
Considérons un enrihissement du jeuGA, notéGA, dont les ars sont étiquetés
par Q× (Σ♯ ∪ { ε }) et déni:
GA = GA ∪ {(u,(q,a),(q,a,u)) | u ∈ VT ,q ∈ Q et a ∈ Σ
♯ ∪ { ε }}.
Il existe une transdution monadique T telle que T (T ) ≈ GA. En adaptant la
proposition 1.4.8, nous onstruisons ϕ0(X).
Comme T possède la propriété de séletion, nous pouvons onstruire un sé-
leteur de ψ0(X) de ϕ0(X).
Fait 5. Nous pouvons onstruire une formule ϕ1(X1, . . . ,Xn) telle que T0 |=
∃≤1X1, . . . ,∃≤1Xn,ϕ1(X1, . . . ,Xn) et pour tous ensembles U1, . . . ,Un ⊆ VT0, T0 |=
ϕ1[U1, . . . ,Un] alors
 pour tout i 6= j, Ui ∩ Uj = ∅,
 il existe une exéution aeptante ρ de A sur T0 tel que pour tout i ∈ [1,n],
Φρ(u) = δi si et seulement si u ∈ Ui.
Commençons par onstruire une formule ϕ2(X) telle que Treegraph(G,♯) |=
∃≥1X,ϕ2(X) et telle que:
 Treegraph(G,♯) |= ∃X,ϕ2(X) si et seulement si G |= ∃X,ψ0(X),
 si pour une famille S = (Uai )i∈[1,n] et a∈Σ♯∪{ ε }, T |= ψ0[S] alors nous avons
Treegraph(G,♯) |= ϕ2[S ′] où S ′ est la famille (V ai )i∈[1,n] et a∈Σ♯∪{ ε } où pour
tout i ∈ [1,n] et a ∈ Σ♯ ∪ { ε }, V ai est l'ensemble de tous les sommets
de Treegraph(G,♯) (qui sont des suites de sommets de T ) dont le dernier
élément appartient à Uai .
Cette formule est onstruite par une adaptation de la méthode présentée dans
la proposition 3.4.1. Comme T0 est interprétable (à isomorphisme près) dans
Treegraph(G,♯) (f. fait 2), nous pouvons onstruire une formule ϕ3(X) telle que:
 T0 |= ∃≤1X,ϕ3(X)
 T0 |= ∃X,ϕ3(X) si et seulement si G |= ∃X,ψ0(X),
 si pour une famille S = (Uai )i∈[1,n] et a∈Σ♯∪{ ε }, T |= ψ0[S] alors T0 |= ϕ2[S
′] où
S ′ est la famille (V ai )i∈[1,n] et a∈Σ♯∪{ ε } où pour tout i ∈ [1,n] et a ∈ Σ
♯∪{ ε },
V ai est l'ensemble de tous les sommets u de T0 tels que Rep(u) appartient
à Uai .
La formule ϕ1(X) est aisément onstruite à partir de ϕ3(X).
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Nous pouvons maintenant onstruire un séleteur pour la formule ϕ(X). Il
sut de onsidérer la formule ψ(X) dénie par:
∃X1, . . . ,Xn, ϕ1(X1, . . . ,Xn) ∧X =
⋃
{i∈[1,n] | pi∈QX}
Xi.
Par le fait 5, T0 |= ∃
≤1X,ψ(X). De plus par e même fait 5, nous avons que
T |= ∃X,ψ(X) si et seulement si A aepte T0. Et don par dénition de A,
T0 |= ∃X,ψ(X) ↔ ∃X,ϕ(X). Enn supposons qu'il existe un ensemble U ∈ VT0
tel que T0 |= ψ[U ]. Par dénition de ψ(X), il existe don U1, . . . ,Un ⊆ VT0 tels
que T0 |= ϕ1[U1, . . . ,Un]. Par le fait 5, il existe une exéution aeptante ρ de A
sur T0 telle que pour tout u ∈ VT0 , Φρ(u) = δi si et seulement si u ∈ Ui. Don par
dénition de ψ, U est l'ensemble {u ∈ VT0 | ρ(u) ∈ QX}. Et don par dénition
de A, T0 |= ϕ[U ]. Nous avons établi que T0 |= ∃X,ψ(X) → ϕ(X). La formule
ψ(X) est don un séleteur de la formule ϕ(X).
Nous ne savons pas si le Treegraph préserve la propriété de séletion pour un
graphe quelonque. Cette question et d'autres liées à la propriété de séletion sera
abordée nous l'espérons en ollaboration ave Alexander Rabinovih.
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Chapitre 4
Ensembles rationnels de piles de
piles
Dans e hapitre, nous introduisons la notion d'automates à pile de piles
en tant qu'aepteurs de langages. Cette notion est apparue dans les années 70
et étend les automates à pile. Au niveau 2, les piles sont remplaées par des
séquenes de piles : des piles de piles. On peut omme au niveau 1 empiler ou
dépiler le dernier symbole de la dernière pile de niveau 1. La nouvelle opération
est la opie de la dernière pile de niveau 1 ainsi que sa destrution. Au niveau
3, les automates travaillent sur des piles de piles de piles qui sont des séquenes
de piles de piles. Les opérations de niveau au plus deux sont appliquées sur la
dernière pile de niveau 2 et les nouvelles opérations sont la opie et la destrution
de la dernière pile de niveau 2. Les automates à pile de piles sont ainsi dénis pour
tout niveau k ≥ 1. Ils ont été introduits au niveau 2 omme des aepteurs pour
les langages indexés, qui ontiennent stritement les langages algébriques. Nous
introduisons formellement les automates à pile de piles dans le paragraphe 4.1 où
une présentation détaillée de l'historique de ette notion est donnée.
Pour les automates à pile, un résultat fondamental est que l'ensemble des
ontenus de pile aessibles, vus omme des mots sur l'alphabet de pile, forme
un ensemble rationnel. Le but de e hapitre est d'obtenir une desription nie
des ensembles de piles de piles aessibles par un automates à pile à partir de la
onguration initiale et d'en étudier les propriétés algébriques et logiques.
Pour pouvoir obtenir une notion pertinente d'ensemble rationnel de piles de
piles, il faut onsidérer un jeu d'opérations où la destrution inonditionnelle des
piles est remplaée par une version plus symétrique où la dernière pile de niveau ℓ
ne peut être détruite que si elle est égale à la préédente. Nous établissons dans le
paragraphe 4.1 l'équivalene (en temps qu'aepteurs de langages) les automates
à pile dénis sur es deux jeux d'opérations (f. théorème 4.1.23). Nous montrons,
dans le paragraphe 4.6, le manque de pertinene de la notion de rationalité induite
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par le jeu d'opérations lassiques et par là même, nous établissons la néessité de
onsidérer le jeu d'opérations symétriques.
Nous hoisissons de qualier d'ensemble rationnel de piles de niveau k tout
ensemble qui peut être onstruit par appliation d'une suite rationnelle d'opéra-
tions symétriques de niveau k à la pile vide de niveau k. Il suit de la dénition
que les ensembles de piles de piles aessibles par un automate à pile de piles
en partant de sa onguration initiale est régulier à notre sens. Cette notion est
formellement introduite dans le paragraphe 4.2 où une fois les diverses notations
néessaires introduites, nous donnerons un plan détaillé du reste du hapitre.
Les paragraphes 4.3, 4.4 et 4.5 présentent diérents aepteurs nis pour les
ensembles rationnels de piles de niveau k. Nous étudions les propriétés algébriques
et algorithmiques de ette notion et montrons que es ensembles forment une
algèbre de Boole (théorème 4.4.8). Nous dénissons deux notions naturelles et
omplémentaires d'aepteurs déterministes pour es langages ainsi que des pro-
édures de déterminisation de omplexité minimale (f. théorème 4.4.15 et 4.5.21).
De plus, dans le paragraphe 4.5, nous étendons à tout niveau la notion de relation
préxe-reonnaissable introduite dans [Cau96℄ et nous montrons que pour tout
niveau k, les relations préxe-reonnaissables de niveau k forment une algèbre de
Boole (théorème 4.5.16).
Le paragraphe 4.7 montre l'équivalene entre les ensembles rationnels de piles
de niveaux k et les ensembles dénissables en logique monadique sur la struture
anonique GStacksk assoiée à es piles (f. théorème 4.7.4). De même, nous
établissons que les relations dénissables dans GStacksk sont les relations préxe-
reonnaissables de niveau k (f. théorème 4.7.5).
Enn le paragraphe 4.8 applique les résultats sur les aepteurs nis des en-
sembles rationnels de niveau k à l'étude d'extensions des automates sur les mots
telles que les automates bidiretionnels et les automates à galets.
La notion de rationalité a été étudiée et dénie indépendamment par Fratani
dans [Fra05℄. Son approhe est basée prinipalement sur la dénissabilité en lo-
gique du seond ordre monadique (f. paragraphe 4.7). Une notion plus faible de
rationalité a été introduite dans [BM04℄ qui forme aussi un algèbre de Boole mais
qui n'est pas assez rihe pour apturer les ensembles de ongurations engendrés
par un automate à pile. Nous verrons que ette notion apparaît naturellement
dans notre étude (f. paragraphe 4.6).
Une version préliminaire de es résultats à été présentée dans [Car05℄.
4.1 Automates à pile de piles
Dans e paragraphe, nous présentons les automates à pile de piles et les notions
assoiées.
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Dans les sous-paragraphes 4.1.1 et 4.1.2, nous dénissons les piles de piles et
les opérations les manipulant. Ces dénitions sont lassiques et suivent [KNU02℄.
Cependant, une diérene notable est l'utilisation d'une version symétrique de
la destrution des piles de niveau k notée copyk au lieu de la destrution lassique
que nous noterons destrk et qui est notée popk+1 dans [KNU02℄.
Dans le sous-paragraphe 4.1.3, nous assoions à haque opération un symbole
appelé instrution. Cei nous permet de travailler de manière symbolique (i.e.
dans le monoïde libre engendré par les instrutions) sur les éléments du monoïde
des opérations.
Dans le sous-paragraphe 4.1.4, nous aratérisons la plus petite suite d'opérations
symétriques permettant de onstruire une pile de niveau k à partir de la pile vide
de niveau k. Cette suite aratéristique jouera un rle fondamental dans tous les
résultats de e hapitre.
Enn, dans le sous-paragraphe 4.1.5, nous dénissons les automates à pile de
piles et montrons l'équivalene, du point de vue des langages aeptés, entre les
automates à pile de piles dénis ave le jeu d'opérations lassiques et eux dénis
ave le jeu d'opérations symétriques.
4.1.1 Pile de piles
Une pile de niveau 1 sur un alphabet ni Γ est représentée par un mot de Γ∗.
La pile vide orrespond au mot vide ε. L'ensemble de toutes les piles de niveau
1 sur l'alphabet Γ sera noté Stacks1(Γ) = Γ
∗
. Pour larier notre propos, nous
érirons [ABC ]1 la pile orrespondant au mot ABC et la pile vide sera notée
[ ]1.
Nous prenons pour onvention que la dernière lettre du mot représente le haut de
la pile. Nous dénissons une fontion partielle top de Stacks1(Γ) dans Γ assoiant,
à toute pile non vide, son dernier symbole (i.e. pour toute pile [w ]1, top(w) =
w(|w|) si w 6= [ ]1 et est non dénie sinon). Ainsi, le dernier symbole (ou symbole
de haut de pile) de [ABC ]1 est top([ABC ]1) = C.
Pour tout k > 1, une pile de niveau k est une suite non vide de piles de
niveau k−1. La pile vide de niveau k, notée [ ]k =
[
[ ]k−1
]
k
, est la pile de niveau
k ontenant uniquement la pile vide de niveau k − 1. Nous noterons [ s1, . . . ,sn ]k
la pile de niveau k orrespondant à la suite s1, . . . ,sn de piles de niveau k − 1.
L'ensemble des piles de niveau k sur l'alphabet Γ est notée Stacksk(Γ) et est
égal à (Stacksk−1(Γ))
+
. De même, nous noterons Stacks≥k(Γ) l'ensemble des piles
sur Γ de niveau au moins k. Enn, l'ensemble des piles de tout niveau sur l'al-
phabet Γ sera noté Stacks(Γ) =
⋃
k≥1 Stacksk(Γ). Quand l'alphabet Γ se déduit
du ontexte, nous érirons simplement Stacksk, Stacks≥k et Stacks au lieu de
Stacksk(Γ), Stacks≥k(Γ) et Stacks(Γ).
Pour k > 1, l'appliation topk de Stacks>k(Γ) dans Stacksk assoie à toute
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pile de niveau plus grand que k sa dernière pile de niveau k. Elle est dénie par:{
topk([s1, . . . ,sn]k+1) = sn
topk([s1, . . . ,sn]ℓ) = topk(sn) pour ℓ > k + 1
De manière analogue, nous étendons top en une fontion partielle de Stacks(Γ)
dans Γ.
La pile de niveau 2 [ [ABC ] [ABC ] [CAB ] ]2 a pour plus haute pile de niveau
1 la pile [CAB ]1 et pour plus haut symbole top([ [ABC ] [ABC ] [CAB ] ]2) =
top([CAB ]1) = B.
4.1.2 Opérations sur les piles de piles
Dans la suite de e sous-paragraphe, nous xons un alphabet de pile Γ. Une
opération θ sur les piles de piles est une fontion partielle de Stacks(Γ) dans
Stacks(Γ) qui préserve les niveaux des piles (i.e. pour tout k ≥ 1, l'image d'une
pile de niveau k est une pile de niveau k). Le niveau de l'opération θ, noté |θ|
(s'il est déni), est le plus petit k tel que Dom(θ) ∩ Stacksk(Γ) 6= ∅. La seule
opération dont le niveau n'est pas déni est la fontion vide ∅ et, par onvention,
nous prendrons |∅| = +∞. Ainsi, pour toutes opérations θ et θ′ nous avons
|θ · θ′| ≥ max{|θ|,|θ′|}.
Toutes les opérations que nous allons onsidérer respetent la politique d'aès
aux piles de piles : dans une pile de niveau k+1, seule la plus haute pile de niveau
ℓ peut être modiée et e quelque soit ℓ ∈ [1,k]. Ainsi, une opération de niveau k
quand elle est appliquée à une pile s =
[
s1, . . . ,s|s|
]
ℓ
de niveau ℓ > k s'applique
sur la plus haute pile de niveau k de s (i.e. θ(s) =
[
s1, . . . ,s|s|−1,θ(s|s|)
]
ℓ
).
Ainsi, pour dénir une opération θ de niveau k, il est seulement néessaire de
la dénir sur les piles de Stacksk. Sa dénition pour les niveaux ℓ > k est donnée
réursivement par l'équation:
θ([ s1, . . . ,sn ]ℓ) = [ s1, . . . ,θ(sn) ]ℓ .
Opérations de niveau 1. Les opérations de niveau 1 sont les opérations pushx
et popx permettant respetivement d'empiler ou de dépiler un symbole x ∈ Γ sur
la plus haute pile de niveau 1 et qui sont dénies par:
pushx([ s ]1) = [ sx ]1
popx([ s ]1) =
{
[ s(1), . . . ,s(n−1) ]1 si s(|s|) = x
non dénie sinon.
Habituellement, les diérentes opérations popx sont remplaées par une unique
opération pop qui dépile le plus haut symbole de la plus haute pile de niveau 1
si elle n'est pas vide. Ces deux approhes sont équivalentes si les transitions
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de l'automate à pile dépendent du plus haut symbole de la pile. Cependant,
l'utilisation des opérations popx permet de rétablir une symétrie entre push et
pop et simplie la dénition des transitions d'un automate à piles de piles qui ne
dépendent plus expliitement du plus haut symbole de la pile.
Opérations de niveau k + 1. Au niveau k + 1, la nouvelle opération est
l'opération copyk de opie de la plus haute pile de niveau k ainsi que l'opération
de destrution de la plus haute pile de niveau k 1 notée destrk. Dans e travail,
nous onsidérerons une version plus symétrique de la destrution, notée copyk,
qui ne supprime la dernière pile de niveau k que si elle est égale à la préédente
pile de niveau k. Ces opérations sont formellement dénies pour tout k ≥ 1 et
n ≥ 1 par:
copyk([ s1, . . . ,sn ]k+1) = [ s1, . . . ,sn,sn ]k+1
destrk([ s1, . . . ,sn+1 ]k+1) = [ s1, . . . ,sn ]k+1
copyk([ s1, . . . ,sn,sn ]k+1) = [ s1, . . . ,sn ]k+1
Exemple 4.1.1. Considérons la pile de niveau 3 [ [ [ aab ] [ aaa ] ]2 ]3 et la suite
d'opérations de niveau 3 i-dessous qui la transforme:
[ [ [ aab ] [ aaa ] ]2 ]3
copy2−→ [ [ [ aab ] [ aaa ] ]2 [ [ aab ] [ aaa ] ]2 ]3
popa−→ [ [ [ aab ] [ aaa ] ]2 [ [ aab ] [ aa ] ]2 ]3
pushb−→ [ [ [ aab ] [ aaa ] ]2 [ [ aab ] [ aab ] ]2 ]3
copy1−→ [ [ [ aab ] [ aaa ] ]2 [ [ aab ] ]2 ]3
destr2−→ [ [ [ aab ] [ aaa ] ]2 ]3
Si l'opération destr2 est remplaée par l'opération copy2 alors la suite n'est plus
dénie ar les deux dernières piles de niveau 2, [ [ aab ] [ aaa ] ]2 et [ [ aab ] ]2, ne
sont pas égales.
L'opération de destrution symétrique a été introduite pour des raisons teh-
niques dans [CW03℄ et a été utilisée de manière systématique dans [Car05℄ et
[Fra05℄. Nous montrerons, dans le sous-paragraphe 4.1.5, que les automates à pile
de piles dénis en utilisant les opérations destrk ou les opérations copyk aeptent
les mêmes langages. Nous verrons dans le hapitre 5, onsaré aux graphes des
automates à pile de piles, que ette équivalene est aussi valable à isomorphisme
près pour les graphes de transitions assoiés aux automates à pile de piles (f.
théorèmes 5.1.21 et 5.1.23).
Tests de fond de pile Pour tout niveau k ≥ 1, nous dénissons une opération
permettant de tester si la dernière pile de niveau k est vide.
1. Nous n'autorisons pas ette destrution dans le as où la pile de niveau k + 1 ne ontient
qu'une seule pile de niveau k, onformément à la dénition des piles de niveau k + 1.
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T[ ]k([s1, . . . ,sn]k) =
{
[ ]k si [s1, . . . ,sn]k = [ ]k
non dénie sinon
Ces opérations sont traditionnellement évitées en utilisant des enodages des
piles de piles omportant des symboles de fond de pile. Cependant, elles sont
néessaires dans la dénition de la rationalité pour les piles de piles (f. paragraphe
4.2) et nous permettent de nous abstraire de e type d'enodage sur les piles de
piles.
Monoïde des opérations de niveau k. Le jeu d'opérations symétriques de
niveau au plus k sur un alphabet Γ est noté Opsk(Γ) et est déni par:
Ops1 = {popx,pushx | x ∈ Γ} ∪ {T[ ]1}
Opsk+1 = Opsk ∪ {copyk,copyk} ∪ {T[ ]k+1}
L'ensemble des fontions partielles de Stacks(Γ) vers Stacks(Γ) forme un mo-
noïde, pour la omposition de fontions, dont l'élément neutre est l'identité sur
Stacks(Γ), notée Id.
Pour tout niveau k ≥ 1, nous onsidérons le sous-monoïde Ops⋆k déni par:
Ops⋆k = {θ = θ1 · · · θn | n ≥ 1, ∀i ∈ [1,n], θi ∈ Opsk et |θ| ≥ k}.
Pour la omposition des fontions, Ops⋆k(Γ) est un monoïde dont l'élément
neutre est l'identité vue omme une opération de niveau k et notée Idk (i.e. Idk
est l'identité sur Stacks≥k). La fontion vide ∅ est l'élément absorbant pour e
monoïde.
Il onvient de noter que Ops⋆k n'est pas le sous-monoïde engendré par Opsk
(que nous noterions Ops∗k) ar nous imposons une restrition supplémentaire sur
le niveau des opérations (i.e. Ops⋆(Γ) = {θ ∈ Ops∗k(Γ) | |θ| ≥ k}). Ainsi, pour
x ∈ Γ, popx n'appartient pas à Ops
⋆
mais popx vue omme une opération de
niveau 2 (i.e. Id2 · popx) appartient à Ops
⋆
2.
De manière analogue, nous dénissons, pour tout niveau k ≥ 1, le jeu d'opéra-
tions lassiques COpsk où les opérations copyℓ sont remplaées par les opérations
destrℓ.
COps1 = {popx,pushx | x ∈ Γ} ∪ {T[ ]1}
COpsk+1 = COpsk ∪ {copyk,destrk} ∪ {T[ ]k+1}
Nous dénissons de manière similaire le sous-monoïde COps⋆k.
4.1.3 Instrutions
Les instrutions permettent de travailler de manière symbolique sur le mo-
noïde Ops⋆k(Γ) des opérations de niveau k. À haque opération de Opsk, nous
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assoions un symbole appelé instrution. Nous dénissons ainsi pour haque ni-
veau k un ensemble d'instrutions Γk en bijetion ave Opsk:
Γ1 = Γ ∪ Γ ∪ {⊥1 }
Γk+1 = Γk ∪ {k,k¯} ∪ {⊥k }
où Γ est un ensemble disjoint de Γ mais en bijetion ave e dernier. Pour tout
x ∈ Γ, on note x¯ l'élément orrespondant dans Γ. Dans la suite, nous noterons
Γok = Γ ∪ Γ¯ ∪ {ℓ,ℓ¯ | ℓ ∈ [1,k − 1]} l'ensemble des instrutions qui orrespondent à
des modiations de la pile et Γtk = {⊥ℓ | ℓ ∈ [1,k]} l'ensemble des instrutions
qui orrespondent à des tests de fonds de piles.
Pour tout k ≥ 1, nous dénissons la bijetion Rk de Γk dans Opsk par:
Rk(x) = pushx Rk(x¯) = popx pour x ∈ Γ
Rk(ℓ) = copyℓ Rk(ℓ¯) = copyℓ pour ℓ ∈ [1,k − 1]
Rk(⊥ℓ) = T[ ]ℓ pour ℓ ∈ [1,k]
La bijetion Rk s'étend de manière anonique en un morphisme de monoïdes
entre le monoïde libre Γ∗k et le monoïde Ops
⋆
k des opérations de niveau k. Quand
k se déduit du ontexte, nous érivons simplement R au lieu de Rk. Nous dirons
que ρ ∈ Γ∗k s'interprète enRk(ρ). Ainsi, la suite d'instrutions aa¯1b⊥2 s'interprète
par R2 en pushapopacopy1pushbT[ ]2 = copy1pushbT[ ]2 = ∅.
Nous étendons la notation barrée en une appliation involutive de Γ∗k dans Γ
∗
k
en prenant pour tout x ∈ Γok , x¯ = x et pour tout t ∈ Γ
t
k , t¯ = t. Enn, pour tout
ρ ∈ Γ∗k,
ρ¯ = ρ(|ρ|) . . . ρ(1)
Les opérations de Ops⋆k sont des fontions partielles injetives. Il suit don que
pour tout θ ∈ Ops⋆k, la fontion partielle inverse est bien dénie et sera notée θ
−1
.
Il faut remarquer que ette fontion inverse n'est pas l'inverse de θ dans le monoïde
Ops⋆k. En eet, dès le niveau 1, il sut de onsidérer l'opération popx qui admet
pour fontion inverse l'opération pushx. Nous n'avons pas popxpushx = Id1.
La symétrie dans le jeu des opérations Opsk est traduite par le lemme suivant.
Lemme 4.1.2. Pour tout k ≥ 1 et pour tout ρ ∈ Γ∗k,
R(ρ¯) = R(ρ)−1.
Démonstration. Soit k ≥ 1. Il sut de remarquer que pour tout γ ∈ Γk, nous
avons R(γ¯) = R(γ)−1. La propriété déoule alors d'une réurrene sur la longueur
de ρ.
Si, au lieu d'interpréter les instrutions de Γk dans Opsk, nous les interprétons
dans COpsk, nous obtenons l'appliation notée R
C
k . Notez que R
C
k ne satisfait pas
de propriété analogue à elle du lemme 4.1.2.
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Nous onluons par une propriété simple des suites d'instrutions de niveau
k + 1 ne ontenant pas d'ourrene du symbole k¯.
Lemme 4.1.3. Pour toute suite d'instrutions ρ dans (Γk+1 \ { k¯,⊥k })∗ et pour
toute pile s ∈ Stacksk+1(Γ), R(ρ)(s) est déni si et seulement si R(ρ˜)(topk(s))
l'est où la suite ρ˜ ∈ Γ∗k est obtenue en eaçant toutes les ourrenes de l'ins-
trution k dans ρ. . De plus, si es deux piles sont dénies, topk(R(ρ)(s)) =
R(ρ˜)(topk(s)).
Démonstration. La propriété est établie par une réurrene immédiate sur la lon-
geur de ρ.
4.1.4 Suites d'instrutions réduites
Dans e sous-paragraphe, nous introduisons la notion de suite réduite d'ins-
trutions de Γk qui est une suite ne ontenant pas de fateur (non vide) w tel que
Rk(w) ⊆ Idk. En partiulier, une telle suite ne ontient pas d'instrution de tests
de fonds de piles.
Ainsi, une suite réduite ρ est telle que pour toute pile s de Stacksk(Γ), il n'existe
pas deux suites ρ′ 6= ρ′′ ∈ Γ∗k telles que ρ
′ ⊑ ρ, ρ′′ ⊑ ρ et R(ρ′)(s) = R(ρ′′)(s).
Intuitivement, une suite d'instrutions (quand elle est interprétée) ne revient pas
sur ses pas.
Nous allons voir dans la proposition 4.1.8 que si l'on se restreint aux suites ρ
telles que R(ρ) 6= ∅, il sut seulement d'interdire un nombre ni de fateurs.
Dénition 4.1.4. Une suite ρ ∈ Γ∗k est réduite si ρ ne ontient auun fateur de
la forme t ∈ Γtk ni de la forme γγ¯ pour γ ∈ Γ
o
k .
Nous onsidérerons naturellement le système de rériture →k⊆ Γ∗k ×Γ
∗
k déni
par l'ensemble ni de règles suivantes:
{(t,ε),(γγ¯,ε) | t ∈ Γtk et γ ∈ Γ
o
k}
Comme→k est onuent et n÷thérien, il existe, pour tout ρ ∈ Γ∗k, une unique
forme normale notée ρ↓ (i.e. ρ →∗k ρ
↓
et ρ↓ 6→k). La suite ρ↓ sera appelée suite
réduite de ρ.
Exemple 4.1.5. La suite ρ = a¯b¯1aa¯1¯b1¯a1 ∈ Γ∗2 a pour suite réduite ρ
↓ = a¯1¯a1.
ρ→k a¯b¯11¯b1¯a1→k a¯b¯b1¯a1→k a¯1¯a1
Cette approhe est identique à elle utilisée dans l'étude du groupe libre [Sak03℄.
Dans le groupe libre, ette approhe est très naturelle ar le système de réériture
onsiste à éliminer des fateurs qui, quand ils sont interprétés dans le groupe libre,
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sont égaux à l'élément neutre. Dans notre as, ette propriété n'est pas vériée
et le système →k ne préserve pas l'interprétation par Rk.
En général, R(ρ) est diérente de R(ρ↓) 2. Ainsi, dans notre exemple, la pile
R(ρ)([ [ a ] [ aa ] ]2) n'est pas dénie alors que R(ρ
↓)([ [ a ] [ aa ] ]2) = [ [ aa ] [ aa ] ]2
l'est.
Si une suite ρ ∈ Γ∗k ne s'interprète pas omme la fontion vide (i.e. R(ρ) 6= ∅),
nous pouvons préiser la forme de sa suite réduite. À et eet, nous dénissons
pour tout k ≥ 1, l'ensemble Redk(Γ) ⊆ Γ∗k omme suit:{
Red1(Γ) =
⋃
x 6=y∈Γ Γ¯
∗x¯yΓ∗ ∪ Γ∗ ∪ Γ¯∗
Redn+1(Γ) = (Rednn¯)
∗Red′n(nRedn)
∗ ∪ (Rednn¯)∗Redn ∪ Redn(nRedn)∗
où Red′n désigne l'ensemble Redn \ {ε}.
Remarque 4.1.6. Pour tout k ≥ 1, Redk est l'ensemble des mots sur Γk ne
ontenant pas de fateur de la forme:
 x¯x, xx¯, xy¯ pour x 6= y ∈ Γ,
 ℓΓ∗ℓ ℓ¯ ou ℓ¯ℓ pour 1 ≤ ℓ < k.
Avant d'établir la proposition 4.1.8 qui justie la dénition des ensembles
Redk, nous avons besoin d'un lemme tehnique.
Lemme 4.1.7. Pour toute suite ρ ∈ Redk et pour toute pile s ∈ Stacksk(Γ),
s = R(ρ)(s)⇒ ρ = ε.
Démonstration. Nous proédons par réurrene sur le niveau k.
Cas de base : k=1. Soient ρ ∈ Red1(Γ) et s ∈ Stacks1(Γ) telles que s = R(ρ)(s).
Il suit immédiatement que ρ ∈ Γ∗ ∪ Γ¯∗ et don que ρ = ε.
Etape de réurrene. Soient ρ ∈ Redk+1 et s = [ s1 . . . sm ]k+1 ∈ Stacksk+1(Γ)
telles que s = R(ρ)(s). Par dénition de Redk+1, ρ est de la forme:
ρ =←−ρr k¯ . . . k¯
←−ρ1 k¯
←→ρ k−→ρ1k . . . k
−→ρt
où r ≥ 0, t ≥ 0, ←→ρ ∈ Redk et pour tout i ∈ [1,r] et tout j ∈ [1,t],
−→ρ i ∈ Redk et
←−ρ j ∈ Redk. Comme R(ρ)(s) = s, les entiers r et t sont égaux et appartiennent
à [0,m− 1] (sinon le nombre de piles de niveau k de s serait diérent du nombre
de piles de niveau k de R(ρ)(s)). Par dénition des opérations copyk et copyk, il
suit que R(←→ρ )(sm−r) = sm−r. Par hypothèse de réurrene, il suit que
←→ρ = ε.
Par dénition de Redk+1, il suit que r = t = 0 et don que ρ = ε.
2. Cependant, R(ρ) est toujours inluse dans R(ρ↓).
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Nous allons maintenant établir que les suites réduites de niveau k dont l'in-
terprétation est non vide appartiennent à Redk.
Proposition 4.1.8. Pour toute suite réduite ρ ∈ Γ∗k,
R(ρ) 6= ∅ ⇒ ρ ∈ Redk.
Démonstration. Nous allons proéder par réurrene sur le niveau k.
Cas de base : k=1. Soit ρ ∈ Γ∗1 une suite réduite telle que R(ρ) 6= ∅. D'après
la remarque 4.1.6, il sut, pour montrer que ρ appartient à Red1, d'établir pour
tout x 6= y ∈ Γ que xy¯ n'est pas un fateur de ρ. Cei suit du fait que R(xy¯) = ∅
et que R(ρ) 6= ∅.
Etape de réurrene. Soit ρ ∈ Γ∗k+1 une suite réduite telle que R(ρ) 6= ∅.
D'après la remarque 4.1.6 et le as de base, il sut, pour montrer que ρ appartient
à Redk, d'établir pour tout ℓ ∈ [1,k] que ρ ne ontient auun fateur de la forme
ℓΓ∗ℓℓ. Supposons par l'absurde que ρ = ρ1ℓ0ρ2ℓ0ρ3 pour un ertain ℓ0 ∈ [1,k] et
pour ρ1,ρ3 ∈ Γ∗k+1 et ρ2 ∈ Γ
∗
ℓ0
. Comme Rk(ρ) 6= ∅, il suit que Rk(ℓ0ρ2ℓ0) 6= ∅.
De plus, omme ℓ0ρ2ℓ0 ∈ Γ∗ℓ0+1, nous avons Rℓ0+1(ℓ0ρ2ℓ0) 6= ∅. Il existe don s =
[s1 . . . sm]ℓ0+1 ∈ Stacksℓ0+1(Γ) telle que s ∈ Dom(Rℓ0+1(ℓ0ρ2ℓ0)). Comme ρ2 est
fateur d'une suite réduite d'interprétation non vide, ρ2 est aussi une suite réduite
d'interprétation non vide. Il suit, par hypothèse de réurrene, que ρ2 ∈ Redℓ0.
De plus, par dénition des opérations copyℓ0 et copyℓ0 et omme ρ2 ∈ Γ
∗
ℓ0
, il suit
que Rℓ0(ρ2)(sm) = sm. Il suit, par le lemme 4.1.7, que ρ2 = ε. Don ℓ0ℓ¯0 serait
un fateur de ρ e qui ontredit le fait que ρ est réduite.
Nous pouvons maintenant établir la propriété fondamentale des suites réduites
qui est l'uniité de la suite réduite transformant une pile u en une pile v de même
niveau.
Proposition 4.1.9. Pour tout k ≥ 1 et pour toutes piles u,v ∈ Stacksk(Γ), il
existe une unique suite réduite ρu,v ∈ Γ∗k telle que v = R(ρu,v)(u).
Démonstration. Nous allons ommener par établir l'existene d'une telle suite
puis son uniité.
Soient u,v ∈ Stacksk(Γ). Montrons qu'il existe une suite réduite ρ telle que
v = R(ρ)(u).
Une réurrene immédiate sur le niveau établit que pour toute pile s ∈ Stacksk(Γ),
il existe une suite πs ∈ Γ∗k telle que s = R(πs)([ ]k). Par le lemme 4.1.2, il suit
que v = R(πuπv)(u). Comme R(πuπv) ⊆ R((πuπv)
↓), il sut alors de prendre la
suite réduite (πuπv)
↓
.
Nous allons maintenant établir l'uniité de la suite réduite transformant une
pile u ∈ Stacksk(Γ) en une pile v ∈ Stacksk(Γ). Nous proédons par réurrene
sur le niveau k de es piles.
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Cas de base : k=1. Soient u,v ∈ Stacks1(Γ). Soit ρ telle que v = R(ρ)(u).
Comme R(ρ) est non vide, d'après la proposition 4.1.8 ρ ∈ Red1. On établit
failement que ρ doit être égale à u1v1 où u1,v1 ∈ Γ∗ sont les uniques mots tels
que u = (u∧v)u1 et v = (u∧v)v1 où (u∧v) désigne le plus grand préxe ommun
de u et v.
Etape de réurrene. Soient u et v deux piles de niveau k + 1 et ρ ∈ Γ∗k+1 une
suite réduite telle que v = R(ρ)(u). Les piles u et v peuvent s'érire de manière
unique omme: {
u = [ s1, . . . ,sp,u1, . . . ,um ]k+1
v = [ s1, . . . ,sp,v1, . . . ,vn ]k+1
où p,m et n ≥ 0 ave p+m ≥ 1 et p+ n ≥ 1 et u1 6= v1 si n > 0 et m > 0.
Par la proposition 4.1.8, ρ ∈ Redn+1(Γ) et s'érit don omme:
ρ =←−ρr k¯ . . . k¯
←−ρ1 k¯
←→ρ k−→ρ1k . . . k
−→ρt
où r ≥ 0, t ≥ 0, ←→ρ ∈ Redk (ave
←→ρ 6= ε si r > 0 et t > 0) et pour tout i ∈ [1,r]
et tout j ∈ [1,t], −→ρi ∈ Redk et
←−ρj ∈ Redk.
Dans la suite, on suppose que n > 0 et m > 0. Les autres as sont de simples
adaptations de e qui suit.
Nous allons ommener par établir que r = m− 1 et t = n− 1.
Comme u1 6= v1, on a néessairement r ≥ m−1. Supposons par l'absurde que
r ≥ m. Comme R(ρ)(u) 6= ∅, il est néessaire que p ≥ m− r + 1. Considérons la
suite ρ′ =←−ρ ′k¯←→ρ k−→ρ ′ où:{ ←−ρ ′ = −→ρ ′ = ε si r = m
←−ρ ′ =←−ρ r−mk¯ . . . k¯
←−ρ1 et
−→ρ ′ = −→ρ1k . . . k
−→ρ r−m sinon
Comme R(ρ)(u) = v, nous avons R(ρ′)([ s1 . . . sp ]n+1) = [ s1 . . . sp ]n+1. Comme
ρ′ est un fateur de la suite réduite ρ, ρ′ est elle aussi une suite réduite et il suit,
par le lemme 4.1.7, que ρ′ = ε: e qui ontredit la dénition de ρ′. Nous avons
ainsi établi que r = m− 1. Comme R(ρ)(u) = v, il suit que t = n− 1.
Par dénition des opérations copyn et copyn, on montre que:
uℓ = R(
←−ρℓ )(uℓ+1) pour tout ℓ ∈ [1,m− 1]
v1 = R(
←→ρ )(u1)
vℓ+1 = R(
−→ρℓ )(vℓ) pour tout ℓ ∈ [1,n− 1]
Par hypothèse de réurrene, les suites réduites
←−ρℓ ,
−→ρℓ et
←→ρ sont uniques. Il
suit don que ρ est unique.
Un orollaire immédiat de la proposition 4.1.9 est que pour toute pile s ∈
Stacksk(Γ), il existe une unique suite réduite ρs ∈ Γ∗k qui onstruit s à partir de
la pile vide. Cette notion va jouer un rle essentiel dans e hapitre.
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Dénition 4.1.10. Pour toute pile s ∈ Stacksk(Γ), la suite réduite de s est
l'unique suite réduite ρs dans Γ
∗
k telle que s = R(ρs)([ ]k).
Remarque 4.1.11. Pour tout niveau k ≥ 1 et pour toute pile s ∈ Stacksk+1(Γ),
la suite réduite ρs ∈ ΓOk+1 de s ne ontient pas d'ourrene de l'instrution k¯.
En eet, par la proposition 4.1.8, ρs appartient à Redk+1. Si l'on suppose, par
l'absurde, que ρs ontient une ourrene de k¯, il suit de la dénition de Redk+1
que ρs a un préxe ρ
′
dans Γ∗kk¯. Or par dénition de copyk, la pile vide [ ]k+1
n'appartient pas à Dom(ρ′) et don pas à Dom(ρs).
De plus, nous dénissons, pour toute pile s ∈ Stacksk(Γ), Last(s) ∈ Γok∪{ k,ε }
par:
Last(s) =
{
ρs(|ρs|) si s 6= [ ]k,
ε sinon.
Une autre propriété de la suite réduite d'une pile s ∈ Stacksk(Γ) est d'être la
plus petite suite ρ ∈ Γ∗k telle que s = R(ρ)([ ]k). Don par la proposition 4.1.9,
la plus petite suite d'instrutions, onstruisant une pile donnée à partir de la pile
vide, est unique. Cette propriété n'est plus vériée lorsque l'on onsidère le jeu
d'opérations lassiques omme ela a déjà été remarqué dans [Wöh05℄. Ainsi si
nous onsidérons la pile s = [ [ [ a ] [ aaa ] ]2 [ [ a ] [ a ] ]2 ]3 de niveau 3 dont la suite
réduite est a1aa2a¯a¯ qui est de longueur 7. Ave le jeu d'opérations lassiques, il
existe deux suites d'opérations de COps3 de longueur 7 qui onstruisent s à partir
de la pile vide [ ]3:{
s = pushacopy1pushapushacopy2popapopa([ ]3)
s = pushacopy1pushapushacopy2destr1copy1([ ]3)
Il est raisonnable de penser qu'il n'existe pas de notion anonique de suite
d'opérations lassiques assoiée à une pile de niveau k. Nous verrons, dans le pa-
ragraphe 4.6, que ette diérene a des onséquenes sur la notion d'ensemble ra-
tionnel de piles de niveau k assoiée aux opérations lassiques (f. paragraphe 4.6).
Nous allons onlure par un lemme tehnique qui dérit la struture des suites
non réduites ρ ∈ Γ∗k telles que pour une ertaine pile s ∈ Stacksk(Γ), s = R(ρ)(s).
Lemme 4.1.12. Pour toute suite non vide ρ ∈ (Γok)
∗
et pour toute pile s ∈
Stacksk(Γ) telles que s = R(ρ)(s), la suite ρ se déompose de manière unique
sous la forme ρ1, . . . ,ρn ave pour tout i ∈ [1,n], ρi ∈ (Γok)
+
, R(ρ1 . . . ρi)(s) = s
et pour tout ρ′ ⊑ ρ, si R(ρ′)(s) = s alors ρ′ ∈ {ρ1 . . . ρi | i ∈ [0,n]}.
De plus, pour tout i ∈ [1,n], ρi(1) = ρi(|ρi|).
Démonstration. L'existene et l'uniité d'une telle déomposition sont immé-
diates. Pour la dernière partie de la proposition, il sut d'établir que pour toute
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suite ρ ∈ (Γok)
+
telle que R(ρ)(s) = s pour une pile s ∈ Stacksk(Γ) et telle que
pour tout ρ′ 6= ε < ρ, R(ρ)(s) 6= s, nous avons ρ(1) = ρ(|ρ|).
Si l'on note γ = ρ(1) alors ρ = γρ′ où ρ′ ∈ (Γok)
+
. Par la proposition 4.1.9,
ρ↓ = ε et par onuene de →k, (ρ
′)↓ = γ¯. La suite ρ′ peut don s'érire omme
ρ1γ¯ρ2 où ρ1,ρ2 ∈ (Γok)
∗
et ρ
↓
1 = ρ
↓
2 = ε. Pour onlure, il sut de remarquer que
ρ2 = ε. En eet, si e n'est pas le as γρ1γ¯ < ρ et R(γρ1γ¯)(s) = s.
4.1.5 Automates à pile de piles et leurs langages
Dans e sous-paragraphe, nous présentons formellement les automates à pile
de niveau k sur le jeu d'opérations symétriques Opsk et sur le jeu d'opérations
lassiques COpsk. Nous donnons à ette oasion un bref historique de la notion
d'automate à pile de piles. Enn, nous établissons l'équivalene entre les deux
modèles d'automates à haque niveau en tant qu'aepteurs de langages. Ce ré-
sultat a été obtenu dans [CW03℄ en ollaboration ave Stefan Wöhrle. La preuve
omplète apparait dans [Wöh05℄. Indépendamment, e résultat a été obtenu dans
[Fra05℄.
Dénition 4.1.13. Un automate à pile A de niveau k sur le jeu d'opérations
Opsk est donné par un septuplet (Γ,Σ,τ,Q,I,F,∆) où:
 Γ et Σ sont respetivement les alphabets nis de pile et des étiquettes,
 τ ∈ Σ est une étiquette jouant le rle d'ation silenieuse,
 Q est un ensemble ni d'états,
 I ⊆ Q et F ⊆ Q sont respetivement les ensembles d'états initiaux et
naux,
 et ∆ ⊆ Q× Σ×Ops⋆k ×Q est l'ensemble des transitions.
Une transition (p,a,θ,q) ∈ ∆ sera notée p
a
−→ (q,θ). Une onguration de A
est un ouple dans Q× Stacksk(Γ). L'ensemble des ongurations initiales (resp.
nales) est I × Stacksk(Γ) (resp. F × Stacksk(Γ)). Pour tout a ∈ Σ, l'automate
A induit une relation
a
−→
A
sur ses ongurations dénie par:
(p,w)
a
−→
A
(q,w′)⇔ ∃(p,a,θ,q) ∈ ∆,w′ = θ(w).
Cette relation induit pour tout u ∈ (Σ \ {τ})∗ une relation
u
=⇒
A
dénie par:
ε
=⇒
A
= (
τ
−→
A
)∗
ua
=⇒
A
=
u
=⇒
A
·
a
−→
A
·(
τ
−→
A
)∗
où u ∈ (Σ \ {τ})∗ et a ∈ Σ \ {τ}.
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Le langage aepté par l'automate à pile A, noté L(A), est l'ensemble des
mots u ∈ (Σ\ {τ})∗ pour lesquels il existe i ∈ I, f ∈ F et s ∈ Stacksk(Γ) tels que
(i, [ ]k)
u
=⇒
A
(f,s).
Exemple 4.1.14. Nous dénissons un automate A = (Γ,Σ,τ,Q,I,F,∆) à pile de
niveau 2 ave Σ = {a,b,$,τ} et Γ = {a,b} qui aepte le langage:
L = {w$w | w ∈ {a,b}∗}.
L'ensemble des états Q est {i,p,q,f} où i est l'unique état initial et f est l'unique
état nal. L'ensemble des transitions ∆ est donné par:
i
a
−→ (i,pusha) i
b
−→ (i,pushb) i
$
−→ (p,copy1)
p
τ
−→ (p,copy1popa) p
τ
−→ (p,copy1popb) p
τ
−→ (q,⊥1)
q
a
−→ (q,pushacopy1) q
b
−→ (q,pushbcopy1) q
τ
−→ (f,copy1)
Le mot abb$abb est aepté par le alul:
(i, [ ]2)
abb
−→
A
(i, [ [ abb ] ]2)
$
−→
A
(p, [ [ abb ] [ abb ] ]2)
τ4
−→
A
(q, [ [ abb ] [ abb ] . . . [ ] ]2)
a
−→
A
(q, [ [ abb ] [ abb ] [ ab ] [ a ] ]2)
b
−→
A
(q, [ [ abb ] [ abb ] [ ab ] ]2)
b
−→
A
(q, [ [ abb ] [ abb ] ]2)
τ
−→
A
(f, [ [ abb ] ]2)
Remarque 4.1.15. Si nous ne onsidérons que le langage aepté, nous pouvons
supposer, sans perte de généralité, que les transitions
3
de l'automate à pile sont
dans ∆ ⊆ Q× Σ×Opsk ×Q.
Si nous remplaçons Ops⋆k par COps
⋆
k dans la dénition 4.1.13, nous obtenons
la notion d'automate à pile sur COpsk qui est la notion lassique d'automate à
pile de niveau k.
Les automates à pile d'ordre supérieur ont été introduits dans les années 70.
Dans [Gre70℄, Greibah attribue l'idée de es automates à Aho et Ullman. Ces
automates sont aussi dénis dans [Mas76℄. Les automates sur COpsk dièrent
légèrement des automates onsidérés par es auteurs et de eux onsidérés dans
[DG86, Eng91℄. La diérene majeure réside dans la dénition des piles de piles.
Les piles de niveau k sont des suites non vides de ouples formés d'un symbole de
pile et d'une pile de niveau k− 1. Comme remarqué dans [KNU02℄, es symboles
de pile supplémentaires peuvent être simulés dans le modèle des automates sur
COpsk.
Les langages aeptées par les automates à pile sur COpsk sont onnus sous
le nom de langages k-OI ou de langages indexés de niveau k. La première déno-
mination vient des travaux de Damm [Dam82℄ où es langages sont introduits
3. Il faudrait en toute rigueur remplaer Ops
k
par Idk ·Opsk.
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en utilisant des OI maro-grammaires de niveau k. L'équivalene entre ette pré-
sentation et le formalisme des automates à pile d'ordre supérieurs est montrée
dans [DG86℄. La deuxième dénomination vient de la notion de grammaire in-
dexée (de niveau 2) introduite par Aho dans [Aho68℄ et de sa généralisation à
tout niveau par Maslov dans [Mas74℄. Pour le niveau 2, l'équivalene entre les
grammaires indexées (de niveau 2) et les langages aeptés par les automates à
pile sur COps2 est obtenue dans [Aho69℄. A tout niveau, ette équivalene a été
établie dans [Mas76℄. Pour une présentation détaillée sur la notion d'automates
à pile de piles, nous référons le leteur à [Eng91℄.
Dans [Eng91℄, l'auteur établit que les langages aeptés par les automates à
pile sur COpsk sont stritement inlus dans les langages aeptés par les auto-
mates à piles sur COpsk+1. Il suit don que la hiérarhie des langages indexées
d'ordre supérieur est strite.
Théorème 4.1.16 ([Eng91℄). Pour tout k ≥ 1, les langages indexés de niveau k
sont stritement inlus dans les langages indexés de niveau k + 1.
Dans le même artile [Eng91℄, la omplexité du test du vide du langage a-
epté par un automate à piles sur COpsk est étudiée et l'auteur donne une borne
inférieure et une borne supérieure qui sont rappelées dans le théorème suivant.
Théorème 4.1.17 ([Eng91℄). Le problème du test du vide des langages aeptés
par les automates à pile sur COpsk est omplet pour les rédutions en espae
logarithmique pour la lasse
⋃
d>1DTIME(2
↑k−1(dn2)).
La n de e sous-paragraphe est dédiée à établir l'équivalene, du point de
vue des langages aeptés, entre les automates à pile de niveau k ≥ 1 sur Opsk
et sur COpsk.
4.1.5.1 Des automates sur COpsk aux automates sur Opsk
Pour transformer un automate à piles sur COpsk en un automate à pile sur
Opsk, il sut de remarquer que pour tout ℓ < k,
destrℓ = Ops
∗
ℓ · copyℓ. (4.1)
Proposition 4.1.18. Tout langage aepté par un automate à pile sur COpsk
est aepté par un automate à pile sur Opsk de même niveau.
Démonstration. Soit A = (Γ,Σ,τ,Q,I,F,∆) un automate à pile sur COpsk. Par
la remarque 4.1.15, nous pouvons supposer sans perte de généralité que ∆ ⊆
Q×Σ×Opsk×Q. Pour tout ℓ ∈ [1,k−1], nous dénissons l'ensemble ∆ℓ = {δ ∈
∆ | δ = (p,x,destrℓ,q)} des transitions ave pour opération destrℓ. Pour haque
ℓ ∈ [1,k − 1], soit Qℓ un ensemble en bijetion ave ∆ℓ. Pour toute transition
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δ ∈ ∆ℓ, nous noterons qδ l'état orrespondant de Qℓ. De plus, nous supposons
que les Qℓ sont deux à deux disjoints et sont disjoints de Q.
Nous pouvons maintenant dénir un automate B = (Γ,Σ,τ,QB,IB,FB,∆B) à
pile sur Opsk où QB = Q ∪
⋃
ℓ∈[1,k−1]Qℓ, IB = I, FB = F et où:
∆B = ∆ \
⋃
ℓ∈[1,k−1]∆ℓ
∪ {(p,τ,Idk,qδ) | δ = (p,x,θ,q) ∈
⋃
ℓ∈[1,k−1]∆ℓ}
∪
⋃
ℓ∈[1,k−1]{(qδ,τ,θ,qδ) | δ ∈ ∆ℓ et θ ∈ Opsℓ}
∪
⋃
ℓ∈[1,k−1]{(qδ,x,copyℓ,p) | δ = (q,x,θ,p) ∈ ∆ℓ}
Par l'équation (4.1), il suit que L(A) = L(B).
4.1.5.2 Des automates sur Opsk aux automates sur COpsk
L'inlusion réiproque, plus déliate, utilise un enodage des piles de niveau
k. À haque pile de niveau k sur un alphabet Γ, nous allons assoier sa version
enodée, notée [[ s ]], qui est une pile de même niveau sur l'alphabet Γok . Cet
enodage permet de faire apparaître expliitement la suite réduite de s dans
la pile enodée [[ s ]]. Nous dénissons ensuite pour haque θ ∈ Opsk un sous-
ensemble ni [[ θ ]]k de COps
⋆
k simulant θ (i.e. [[ θ ]]k([[ s ]]) = [[ θ(s) ]]).
À partir de maintenant, nous xons l'alphabet de pile Γ. Nous ommençons
par dénir par réurrene sur le niveau k, une appliation [[ · ]] de Stacksk(Γ) dans
Stacksk(Γ
o
k).
Au niveau 1, l'enodage est simplement l'identité. Pour tout s ∈ Stacks1(Γ),
[[ s ]] = s.
Au niveau k + 1 ≥ 2, onsidérons une pile s 6= [ ]k+1 ave sa suite réduite
ρ ∈ (Γok ∪ { k })
∗
(f. remarque 4.1.11). Pour tout ℓ ∈ [1,|ρ|], nous dénissons
ρℓ = ρ(1) . . . ρ(ℓ) et ρ˜ℓ la suite obtenue en eaçant les ourrenes de l'instrution
k dans ρℓ. La suite ρ˜ℓ appartient à (Γ
o
k)
∗
. Enn, nous dénissons, pour tout
ℓ ∈ [1,|ρ|], la pile sℓ = R(ρ˜ℓ)([ ]k).
Nous pouvons maintenant dénir [[ · ]] pour les piles de niveau k + 1.
[[ [ ]k+1 ]] = [[[ [ ]k ]]]k+1
[[ s ]] = [ [[ [ ]k ]],pushρ(1)([[ s1 ]]), . . . ,pushρ(|ρ|)([[ s|ρ| ]]) ]k+1
(4.2)
Comme par la proposition 4.1.9 la suite minimale assoiée à une pile de piles est
unique, l'appliation [[ · ]] est une injetion.
Remarque 4.1.19. Par dénition de s|ρ| et par le lemme 4.1.3, la pile s|ρ| est
égale à la dernière pile de niveau k de s.
Exemple 4.1.20. Considérons la pile de niveau 2 [ [ abc ] [ ad ] ]2. Sa suite réduite
est ρ = abc1c¯b¯d. Les piles de niveau 1 s1, . . . ,s7 intervenant dans la dénition de
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[[ s ]] sont:
s1 = [ a ]1 s3 = [ abc ]1 s5 = [ ab ]1 s7 = [ ad ]1
s2 = [ ab ]1 s4 = [ abc ]1 s6 = [ a ]1 .
Don l'enodage de [ [ abc ] [ ad ] ]2 est:
[[ [ [ abc ] [ ad ] ]2 ]] =
[
[ ] [ aa ] [ abb ] [ abcc ] [ abc1 ] [ abc¯ ]
[
ab¯
]
[ add ]
]
2
.
Pour tout niveau k et pour toute opération θ ∈ Opsk, nous allons dénir un
sous-ensemble ni [[ θ ]]k de COps
⋆
k qui va simuler le omportement de θ sur
l'enodage d'une pile de niveau k. Ces ensembles auront la propriété supplémen-
taire d'être non-ambigus. Un sous-ensemble ni R ⊆ COps⋆k est non-ambigu si
pour tout θ 6= θ′ ∈ R, Dom(θ) ∩ Dom(θ′) = ∅. Il suit don que pour toute pile
s ∈ Stacksk(Γ), R(s) est soit vide soit un singleton. Nous utiliserons don la nota-
tion fontionnelle et dirons que R(s) n'est pas déni si R(s) = ∅ et que R(s) = s′
si R(s) = { s′ }.
Notre but sera don d'établir (f. lemme 4.1.21) que pour toute pile s ∈
Stacksk(Γ) et pour toute opération θ ∈ Opsk, [[ θ ]]k([[ s ]]) est déni si et seulement
si θ(s) l'est et dans e as, [[ θ ]]k([[ s ]]) = [[ θ(s) ]].
Comme pour l'enodage des piles, l'enodage des opérations est déni par
réurrene sur le niveau k 4.
Au niveau 1, nous prenons pour tout θ ∈ Ops1
[[ θ ]]1 = {θ}.
Au niveau k + 1 ≥ 2, nous dénissons pour tout θ ∈ Opsk, l'enodage omme
suit:
[[ θ ]]k+1 =
⋃
γ 6=γθ∈Γ
o
k+1
popγpushγcopykpopγ [[ θ ]]kpushγθ (a)
∪ {popγθdestrk} (b)
∪ T[ ]k+1copyk[[ θ ]]kpushγθ ()
(4.3)
où γθ = R−1(θ) est l'instrution de Γok+1 orrespondant à θ.
[[ copyk ]]k+1 =
⋃
γ∈Γok+1
popγpushγcopykpopγpushk (4.4)
∪ {T[ ]k+1copykpushk}
[[ copyk ]]k+1 = {popkdestrk} (4.5)
[[T[ ]k+1 ]]k+1 = {T[ ]k+1}. (4.6)
4. Dans un soui de larté, pour tout θ ∈ COps⋆k et R ⊂ COps
⋆
k, nous érirons simplement
θ · R au lieu de {θ} · R.
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L'ensemble [[ θ ]]k+1 est bien non-ambigu ar les diérentes opérations qui le
omposent ommenent par dépiler des symboles diérents ou par tester que la
pile est vide. Il en va de même pour [[ copyk ]]k+1, [[ copyk ]]k+1 et [[T[ ]k+1 ]]k+1.
Nous allons maintenant établir que les enodages des opérations simulent bien
les opérations sur les enodages des piles.
Lemme 4.1.21. Pour toute pile s ∈ Stacksk(Γ) et pour tout θ ∈ Opsk,
[[ θ ]]k([[ s ]]) =
{
[[ θ(s) ]] si θ(s) est déni,
non dénie sinon.
Démonstration. Nous proédons par réurrene sur le niveau k.
Cas de base : k = 1. La propriété est immédiate.
Etape de réurrene. Soit s une pile dans Stacksk+1(Γ). Nous allons distinguer
deux as selon que s est vide ou non.
Cas s = [ ]k+1. Pour les opérations copyk, copyk et T[ ]k+1, la propriété déoule
diretement de la dénition de l'enodage de es opérations (f. équations (4.4),
(4.5) et (4.6)).
Considérons maintenant le as où θ ∈ Opsk.
[[ θ ]]k+1([[ [ ]k+1 ]]) est déni
⇔ T[ ]k+1copyk[[ θ ]]kpushγθ([ ]k+1) l'est par Eq. (4.3.a)
⇔ [[ θ ]]k([[ [ ]k ]]) l'est ar [[ θ ]]k ⊆ Ops
⋆
k
⇔ θ([ ]k) l'est par HR
⇔ θ([ ]k+1) l'est omme θ ∈ Opsk
Supposons que s′ = θ([ ]k+1) est dénie. Par la proposition 4.1.9, la suite
réduite ρ′ de s′ est R−1(θ) = γθ.
[[ θ ]]k+1([[ [ ]k+1 ]]) = T[ ]k+1copyk[[ θ ]]kpushγθ([ ]k+1) par Eq. (4.3.)
=
[
[ ]k ,pushγθ([[ θ ]]k([ ]k))
]
k+1
=
[
[ ]k ,pushγθ([[ θ([ ]k) ]])
]
k+1
par HR
= [[ s′ ]] par Eq. (4.2)
= [[ θ([ ]k+1) ]]
Cas s = [ s1 . . . sm ] 6= [ ]k+1.
La suite réduite ρ de s est non vide.
[[ s ]] =
[
[[ [ ]k ]],pushρ(1)([[ s1 ]]), . . . ,pushρ(|ρ|)([[ s|ρ| ]])
]
k+1
.
Soit θ ∈ Opsk+1. Nous allons distinguer plusieurs as.
Sous-as θ ∈ {copyk,copyk,T[ ]k+1}.
Nous allons établir le as le plus intéressant θ = copyk. Les deux autres as
sont similaires.
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Supposons que [[ copyk ]]k+1([[ s ]]) soit déni et montrons que copyk(s) l'est
aussi. Par dénition de l'enodage, il suit que ρ(|ρ|) = k. Don copyk(s) a pour
suite réduite ρ(1) . . . ρ(|ρ| − 1) < ρ et don est bien déni.
Supposons que copyk(s) soit dénie. Nous avons ρ(|ρ|) = k ar sinon copyk(s)
aurait pour suite réduite ρk¯. Or, par la remarque 4.1.11, la suite réduite d'une pile
de niveau k + 1 ne peut ontenir d'ourrene de l'instrution k¯. Don copyk(s)
a pour suite réduite ρ(1) . . . ρ(|ρ| − 1).
[[ copyk ]]k+1([[ s ]]) = popkdestrk([[ s ]])
= [ [[ [ ]k ]],pushρ(1)([[ s1 ]]), . . . ,pushρ(|ρ|−1)([[ s|ρ|−1 ]]) ]k+1
= [[ copyk(s) ]]
Sous-as θ ∈ Opsk \ {R(ρ(|ρ|)) }.
Nous ommençons par montrer que [[ θ ]]k+1([[ s ]]) est déni si et seulement si
θ(s) l'est.
[[ θ ]]k+1([[ s ]]) est déni
⇔ popρ(|ρ|)pushρ(|ρ|)copykpopρ(|ρ|)[[ θ ]]kpushγθ([[ s ]]) l'est par Eq. (4.3.a)
⇔ [[ θ ]]k([[ sρ(|ρ|) ]]) l'est
⇔ [[ θ ]]k([[ sm ]]) l'est par Rem. 4.1.19
⇔ θ(sm) l'est par HR
⇔ θ(s) l'est ar θ ∈ Opsk
Dans le as où les deux sont dénis, omme γθ est diérent de ρ(|ρ|), il suit
que la suite réduite de θ(s) est ργθ et don l'enodage de θ(s) est égal à
[[ θ(s) ]] =
[
[[ [ ]k ]],pushρ(1)([[ s1 ]]), . . . ,pushρ(|ρ|)([[ s|ρ| ]])pushγθ([[ θ(s|ρ|) ]])
]
k+1
Nous avons don:
[[ θ ]]k+1([[ s ]])
= popρ(|ρ|)pushρ(|ρ|)copykpopρ(|ρ|)[[ θ ]]kpushγθ([[ s ]])
=
[
[[ [ ]k ]],pushρ(1)([[ s1 ]]), . . . ,pushρ(|ρ|)([[ s|ρ| ]])pushγθ([[ θ ]]k([[ s|ρ| ]]))
]
k+1
=
[
[[ [ ]k ]],pushρ(1)([[ s1 ]]), . . . ,pushρ(|ρ|)([[ s|ρ| ]])pushγθ([[ θ(s|ρ|) ]])
]
k+1
= [[ θ(s) ]]
Sous-as θ = R(ρ(|ρ|)).
Dans e as θ(s) est déni et a pour suite réduite ρ(1) . . . ρ(|ρ| − 1) par la
proposition 4.1.9. L'enodage de θ(s) est don:
[[ θ(s) ]] =
[
[[ [ ]k ]],pushρ(1)([[ s1 ]]), . . . ,pushρ(|ρ|−1)([[ s|ρ|−1 ]])
]
k+1
.
D'après les équations (4.3.b) et (4.2), [[ θ ]]k+1([[ s ]]) est déni et égal à [[ θs ]].
Nous étendons de manière anonique l'enodage [[ · ]]k de Opsk à Ops
⋆
k.
Proposition 4.1.22. Tout langage aepté par un automate à pile sur Opsk est
aepté par un automate à pile sur COpsk.
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Démonstration. Soit A = (Γ,Σ,τ,Q,I,F,∆) un automate à pile sur Ops⋆k. Nous
dénissons un automate B = (Γ,Σ,τ,Q,I,F,∆B) où l'ensemble des transitions ∆B
est déni par:
∆B = {(p,x,η,q) | (p,x,θ,q) ∈ ∆ et η ∈ [[ θ ]]k}.
Par le lemme 4.1.21, il suit que pour tout w ∈ (Σ)∗, p ∈ Q et s ∈ Stacksk(Γ):
(q0, [ ]k)
w
−→
A
(p,s) ⇔ (q0, [ ]k)
w
−→
A
(p,[[ s ]]).
Don, nous avons L(A) = L(B).
En ombinant les propositions 4.1.22 et 4.1.18, nous obtenons l'équivalene
préédemment annonée.
Théorème 4.1.23. Les langages aeptés par les automates à pile sur Opsk et
sur COpsk oïnident.
Ce résultat sera ané dans le Chapitre 5 par les théorèmes 5.1.21 et 5.1.23
qui étendent ette équivalene des langages aeptés aux graphes engendrés.
4.2 Ensembles rationnels de piles de piles
Dans e paragraphe, nous introduisons la notion d'ensemble rationnel de piles
de niveau k induite par le jeu d'opérations symétriques Opsk. Intuitivement, ette
notion donne une représentation nie des ensembles de piles de niveau k assoiés
à un automate à pile sur Ops⋆k. Des exemples de tels ensembles sont l'ensemble
de toutes les piles apparaissant dans une onguration (resp. onguration nale)
aessible depuis une onguration donnée, l'ensemble des piles apparaissant dans
une onguration permettant d'aéder à une onguration donnée, et.
Rationalité au niveau 1
Au niveau 1, il est bien onnu que la notion de rationalité la plus naturelle pour
les piles sur un alphabet Γ est la rationalité sur le monoïde libre Γ∗. En eet, les
ensembles assoiés aux automates à piles peuvent être dérits omme l'appliation
d'un sous-ensemble rationnel de Ops⋆1(Γ) à la pile vide [ ]1. Les ensembles ainsi
dénis sont exatement les ensembles de Rat(Γ∗). Cette propriété fondamentale
des automates à pile a été établie pour la première fois par Bühi dans [Bü64℄.
Dans le adre du groupe libre
5
engendré par Γ, une propriété similaire a été
5. Le monoïde Ops⋆
1
(Γ) n'est pas un groupe. En eet, popx n'admet pas d'inverse à droite.
Cependant, il vérie les égalités popxpushx = Id1 pour tout x ∈ Γ. Cette similitude ave le
groupe libre permet d'étendre la preuve du groupe libre à Rat1(Γ
∗)
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établie par Benois dans [Ben69℄ sous la forme suivante: toute partie rationnelle
du groupe libre engendré par Γ qui est inluse dans Γ∗ est une partie rationnelle
du monoïde libre Γ∗. Cette propriété a été exploitée pour résoudre des problèmes
de vériation symbolique pour les automates à pile dans [BEM97℄.
Nous présentons une formulation de e résultat adaptée à notre formalisme.
La preuve de ette propriété est un élégant méanisme de saturation. Une version
élaborée de e méanisme est à la base des résultats de normalisation présentés
dans la suite de e hapitre.
Théorème 4.2.1 ([Bü64, Ben69℄). Pour tout alphabet ni Γ,
Rat(Ops⋆1(Γ))([ ]1) = Rat(Γ
∗).
Démonstration. L'inlusion réiproque est immédiate. Pour l'inlusion direte,
onsidérons un ensemble de piles dans S égal à R([ ]1) pour un ertain ensemble
R ∈ Rat(Ops⋆1). Il existe un ensemble I dans Rat(Γ
∗
1) tel que R = R(I) et don
tel que S = R(I)([ ]1).
Pour tout γ ∈ Γ,R(γγ¯) est égal à l'élément neutre Idk de Ops
⋆
k. L'idée est don
de aluler l'ensemble des desendants de I pour le semi-système de Thue déni
par {(γγ¯,ε) | γ ∈ Γ}. Nous noterons et ensemble I↓. Comme le semi-système de
Thue préserve l'interprétation par R, il suit que R(I) = R(I↓). Comme I est un
ensemble rationnel, I↓ est aussi un ensemble rationnel. Ce résultat a été obtenu
par Benois dans [Ben69℄. Dans [BS86℄, les auteurs établissent une onstrution
permettant d'obtenir un automate ni aeptant I↓ à partir d'un automate ni
aeptant I travaillant en O(m3) oùm est le nombre d'états du premier automate.
Nous présentons un méanisme de saturation moins eae, mais néanmoins
polynomial, qui réalise ette tâhe.
Soit A = (Q,I,F,∆) un automate ni étiqueté par Γ1 aeptant I. Nous dé-
nissons, par réurrene, une suite d'automates (Ai)i∈N ayant les mêmes ensembles
d'états que A et tel que pour tout i ∈ N, R(L(Ai)) = R(I). L'automate A0 est
égal à A. Supposons que nous ayons déni Ai = (Q,I,F,∆i), nous dénissons
Ai+1 = (Q,I,F,∆i+1) en prenant:
∆i+1 = ∆i ∪ {(p,ε,q) | p
γε∗γ¯
−→
Ai
q où γ ∈ Γ}.
La suite des ensembles de transitions (∆i)i∈N est roissante et bornée. Il existe
don un indie i0 ≤ (Γ1+1) · |Q|2 tel que pour j ≥ i0, Aj = Ai0 . Nous noterons B
l'automate obtenu après avoir éliminé les ε-transitions de Ai0 . Par onstrution,
B aepte I↓.
Pour onlure, il sut de remarquer que pour toute pile s ∈ S, il existe
ρ ∈ I↓ ∩ ⊥∗1Γ
∗
tel que s = R(ρ)([ ]1). L'ensemble de piles S est don égal à
π⊥1(L(B) ∩ ⊥
∗
1Γ
∗) ∈ Rat(Γ∗) où π⊥1 est le morphisme alphabétique eaçant les
ourrenes de ⊥1.
94 Ensembles rationnels de piles de piles
Nous dénissons don l'ensemble des langages rationnels de piles de niveau 1,
noté Rat1(Γ), omme Rat(Ops
⋆
k)([ ]1) = Rat(Γ
∗). Les propriétés algébriques et
algorithmiques de es ensembles sont bien onnues. En partiulier, un résultat
fondamental est que es ensembles forment une algèbre de Boole. Ces ensembles
admettent de nombreuses aratérisations: par automates nis, par reonnais-
sabilité par morphisme inverse dans un monoïde ni, par expressions régulières
ou par dénissabilité en logique du seond ordre monadique [Bü62℄ (pour une
présentation synthétique de es résultats voir par exemple [Wei04℄ et pour une
présentation détaillée voir par exemple [Sak03℄).
Rationalité à partir du niveau 2
Au niveau k > 1, nous dénissons, par analogie, les ensembles rationnels 6 de
piles de niveau k omme les ensembles obtenus en appliquant un sous-ensemble
rationnel de Ops⋆k à la pile vide de niveau k. Nous noterons Ratk(Γ) l'ensemble
de tous les ensembles rationnels de piles de niveau k.
Nous avons don pour tout k ≥ 1 et pour tout alphabet ni Γ,
Ratk(Γ) = Rat(Ops
⋆
k(Γ))([ ]k),
= R(Rat(Γ∗k))([ ]k).
Remarquons que l'utilisation du jeu d'opérations symétriques Opsk au lieu
du jeu d'opérations lassiques COpsk est fondamentale. Nous verrons dans le
paragraphe 4.6 que si nous remplaçons Ops⋆k par COps
⋆
k dans la dénition de
Ratk, nous n'obtenons plus une algèbre de Boole.
Par dénition, les ensembles de Ratk(Γ) sont naturellement liés aux automates
à pile sur Opsk(Γ) omme le montre la proposition suivante.
Proposition 4.2.2. Pour tout automate à pile A sur Opsk(Γ), l'ensemble des
piles de niveau k apparaissant dans une onguration nale de A aessible depuis
une onguration initiale est un ensemble de Ratk(Γ).
Réiproquement, tout ensemble R de Ratk(Γ) est l'ensemble des piles appa-
raissant dans une onguration nale aessible depuis une onguration initiale
d'un ertain automate à pile A sur Opsk(Γ).
Exemple 4.2.3. Reprenons l'automate à pile A sur Ops2 de l'exemple 4.1.14.
L'ensemble des piles de niveau 2 apparaissant dans une onguration nale a-
essible depuis la onguration initiale (i, [ ]2) est dérit par l'ensemble R de
Rat(Ops⋆2) déni par:
{pusha,pushb}
∗·copy1·(copy1 · {popa,popb})
∗·T[ ]1 ·({pusha,pushb} · copy1)
∗ ·copy1
6. Le terme rationnel est légèrement abusif ar nous ne munissons pas l'ensemble des piles
de niveau k d'une struture de monoïde. Nous onsidérons la projetion de Rat(Ops⋆
k
).
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appliqué à la pile vide niveau 2. Cette représentation nie n'est malheureusement
pas très informative et nous préférerons la représentation nie suivante
{ pusha,pushb }
∗([ ]2).
Plan détaillé du hapitre
Notre but dans la suite de e hapitre est de fournir des outils permettant de
travailler ave les ensembles de Ratk(Γ). Pour ela, nous introduisons plusieurs
modèles d'automates aeptant les langages de Ratk(Γ) qui nous permettent en
partiulier de dériver les propriétés de fermeture de es langages. Nous porterons
un intérêt partiulier à la omplexité des transformations permettant de passer
d'un modèle d'aepteur ni aux autres.
Le paragraphe 4.3 présente diérents aepteurs nis pour les ensembles ra-
tionnels de piles de niveau k et les transformations permettant de passer des uns
aux autres. Plus préisément, nous étudierons des automates étiquetés par Γk et
leurs versions alternantes (au sens de [CKS81℄), et nous établirons l'équivalene
de es deux modèles.
Le paragraphe 4.4 présente une notion d'aepteur ni déterministe et omplet
pour les ensembles de Ratk(Γ) qui permet de dériver les propriétés de lture de
es ensembles et en partiulier la fermeture par omplémentaire.
Le paragraphe 4.5 étudie les relations sur les piles de niveau k induites par les
ensembles rationnels de suites d'instrutions de Γk et des instrutions de tests dans
Ratk(Γ). Nous montrons en partiulier que es relations forment à haque niveau
une algèbre de Boole et nous en donnons une représentation normalisée. Cette
étude étend aux niveaux supérieurs les travaux de Caual sur les relations préxe-
reonnaissables [Cau96, Cau03a, Cau03b℄ qui sont les relations induites par les
ensembles rationnels de suites d'instrution de Γ1 et les instrutions de tests dans
Rat1(Γ). Nous utilisons es relations pour donner une notion d'aepteurs nis
qui dérive les ensembles rationnels de Ratk : pile de niveau k − 1 par pile de
niveau k − 1 alors les notions d'aepteurs nis étudiés dans les paragraphes 4.3
et 4.4 suivent la suite réduite des piles de niveau k.
Le paragraphe 4.6 ompare les notions de rationalité induites par les opéra-
tions lassiques COpsk et par les opérations symétriques Opsk. Nous établissons
que les ensembles rationnels induits par COpsk sont stritement inlus dans eux
induits par Opsk à partir du niveau 3 et qu'ils ne forment pas une algèbre de
Boole.
Le paragraphe 4.7 étend la aratérisation par dénissabilité en logique du
seond ordre monadique des ensembles rationnels de mots [Bü62℄. Cette ara-
térisation peut être reformulée en utilisant le théorème de Rabin [Rab69℄ omme
suit: les ensembles rationnels de mots sur Γ = {a,b} sont les ensembles dénis-
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sables en logique du seond ordre monadique sur l'arbre binaire omplet étiqueté
par Γ et dont les sommets sont les mots de Γ∗.
Nous montrerons que les ensembles rationnels de piles de niveau k sont les en-
sembles dénissables en logique monadique sur le graphe GStacksk(Γ) assoié aux
piles de niveau k ave les opérations de Opsk(Γ).
Nous onluons e hapitre par le paragraphe 4.8 où nous appliquerons les
résultats obtenus à l'étude de ertains enrihissements des automates nis de mots
tels que les automates bidiretionnels, alternants ou automates à galets [CKS81,
LLS84, GGK91, GH96℄ qui onservent la même expressivité que les automates
ni de mots. Nous verrons que les résultats obtenus dans e hapitre permettent
de réobtenir ertains résultats d'équivalene entre es modèles et les automates
nis déterministes de manière uniforme et ave une omplexité minimale.
4.3 Aepteurs nis
La notion la plus naturelle d'aepteur ni pour les ensembles de Ratk est
elle d'automates nis étiquetés par les instrutions de Γk. Pour des raisons teh-
niques, nous allons introduire une forme légèrement normalisée qui distingue les
instrutions de Γtk des instrutions de Γ
o
k . Rappelons que pour tout ensemble P ,
nous désignons par Sing(P ) l'ensemble des parties de P de ardinal au plus 1.
Dénition 4.3.1. Un automate A sur Γk est un quadruplet (Q,I,F,∆) où Q est
un ensemble ni d'états, I ⊆ Q et F ⊆ Q sont respetivement les ensembles
des états initiaux et naux et ∆ ⊆ Q × Γok × Sing(Γ
t
k) × Q est l'ensemble des
transitions.
Une onguration de A est un ouple (p,s) dans Q × Stacksk(Γ). Nous no-
tons CA = Q × Stacksk(Γ) l'ensemble des ongurations de A. Une transition
(p,γ,T,q) ∈ ∆ est notée p
γ
−→ q,T ou simplement p
γ
−→ q si T = ∅. Intuitive-
ment, l'automate A peut passer de la onguration (p,s) à la onguration (q,r)
en appliquant la transition p
γ
−→ q,T ∈ ∆ si la pile r = R(γ)(s) est dénie et si
r ∈ Dom(R(t)) dans le as où T = { t }.
Il onvient de remarquer que l'instrution de test de pile vide t est appliquée
après l'instrution γ.
L'automate A induit, pour tout γ ∈ Γok , une relation
γ
−→
A
⊆ CA × CA. Cette
relation est dénie, pour toutes ongurations (p,s) et (q,r) de CA, par (p,s)
γ
−→
A
(q,r) s'il existe une transition p
γ
−→ q,T ∈ ∆ telle r = R(γ)(s) et r ∈ Dom(R(t))
pour tout t ∈ T .
Un alul de A est une suite (p0,s0),γ1,(p1,s1), . . . ,(pn−1,sn−1),γn,(pn,sn) ∈
CA(ΓokCA)
∗
telle que pour tout ℓ ∈ [0,n− 1], (pℓ,sℓ)
γℓ+1
−→
A
(pℓ+1,sℓ+1). Un alul de
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A aepte une pile s ∈ Stacksk(Γ) si p0 ∈ I, s0 = [ ]k, pn ∈ F et sn = s. S'il
existe un alul de A aeptant une pile s, nous dirons que A aepte s et nous
noterons S(A) l'ensemble des piles de Stacksk(Γ) aeptées par A.
Pour l'instant, nous avons onsidéré les automates sur Γk omme des aep-
teurs de piles de niveau k. Ces automates peuvent être naturellement vus omme
des aepteurs de suites d'instrutions de Γ∗k. L'ensemble des suites d'instrutions
de Γk aeptées par A, noté I(A), est l'ensemble des suites γ1t1 . . . tnγntn ∈ Γ∗k
ave n ≥ 0 telles que pour tout i ∈ [1,n], γi ∈ Γok , ti ∈ Γ
t
k ∪ { ε } et telles qu'il
existe δ1, . . . ,δn ∈ ∆ où pour tout i ∈ [1,n], δi = pi−1
γi−→ pi,Ti ave p0 ∈ I,
pn+1 ∈ F , Ti = { ti } si ti 6= ε et Ti = ∅ sinon.
Les deux langages aeptés par A sont liés par la relation:
S(A) = R(I(A))([ ]k).
Exemple 4.3.2. Nous dénissons un automate A = (Q,I,F,∆) sur Γ2 (où Γ =
{ a }) aeptant le langage de piles {[ [ an ] [ an−1 ] . . . [ a ] [ ] ]2 | n > 0}. Les en-
sembles d'états de A sont donnés par Q = { i,p,q,f }, I = { i }, F = { f }.
L'ensemble des transitions ∆ est dérit i-dessous:
i
a
−→ i i
1
−→ p p
a¯
−→ q q
1
−→ p p
a¯
−→ f,⊥1.
Ainsi la pile [ [ aa ] [ a ] [ ] ]2 est aeptée par le alul:
(i, [ ]2)
a
−→
A
(i, [ [ a ] ]2)
a
−→
A
(i, [ [ aa ] ]2)
1
−→
A
(p, [ [ aa ] [ aa ] ]2)
a¯
−→
A
(q, [ [ aa ] [ a ] ])
1
−→
A
(p, [ [ aa ] [ a ] [ a ] ]2)
a¯
−→
A
(f, [ [ aa ] [ a ] [ ] ]2).
L'ensemble I(A) des suites d'instrutions aeptées par A est a+(1a¯)∗⊥1.
Exemple 4.3.3. Reprenons le langage de piles de niveau 2 présenté dans l'ex-
emple 4.2.3. Cet ensemble est aepté par l'automate sur Γ2 présenté dans la
gure 4.1.
Remarque 4.3.4. Comme dans le as des automates nis sur le monoïde libre,
nous onsidérerons l'ajout d'ε-transitions aux automates sur Γk. Cet enrihisse-
ment peut être réalisé simplement en ajoutant un symbole ε à l'ensemble Γok qui
s'interprète par l'appliation R omme l'identité Idk de niveau k.
L'ajout des ε-transitions n'augmente pas l'expressivité des automates sur Γk.
En eet, es dernières peuvent être supprimées par un méanisme lassique de
saturation [Sak03℄. Cette transformation n'augmente pas le nombre d'états de
l'automate et peut être réalisée en temps polynomial.
Cette notion servira uniquement à simplier la présentation de ertaines onstru-
tions.
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i p q r
p1
p2
q1
q2
a,b
1 ε,⊥1 1¯
1 a¯
1 b¯
a 1¯
b 1¯
Fig. 4.1  Un automate sur Γ2 aeptant le langage de piles de niveau 2 présenté
dans l'exemple 4.2.3.
La propriété de base des automates sur Γk est bien évidemment qu'ils a-
eptent exatement les ensembles de Ratk(Γ).
Proposition 4.3.5. Les automates sur Γk aeptent les ensembles de Ratk(Γ).
Démonstration. Nous montrons les deux inlusions:
⊆ Soit A un automate sur Γk. Le langage de piles aepté par A est égal à
R(I(A))([ ]k). Comme I(A) appartient à Rat(Γ
∗
k), il suit que S(A) appartient à
Ratk.
⊇ Soit R un langage de Ratk. Par dénition de Ratk, il existe I ∈ Rat(Γ∗k)
tel que R = R(I)([ ]k). Remarquons que pour tout ℓ,ℓ
′ ∈ [1,k], nous avons
R(⊥ℓ⊥ℓ′) = R(⊥max{ℓ,ℓ′}). Il existe don un langage J ∈ Rat(Γ
∗
k) tel que J ⊆
(Γtk ∪ {ε}) · (Γ
o
k · (Γ
t
k ∪ { ε }))
∗
et tel que R(I)([ ]k) = R(J)([ ]k). De plus omme
nous onsidérons R(J) appliqué à la pile vide de niveau k, nous pouvons dans
haque suite de J ommençant par une instrution de Γtk , supprimer ette ins-
trution sans hanger R(J)([ ]k). Nous pouvons don, sans perte de généralité,
supposer que J est un sous-ensemble de (Γok · (Γ
t
k ∪ { ε }))
∗
.
Il est aisé de onstruire un automate A sur Γ aeptant le langage de suites
d'instrutions J . Le langage de piles S(A) aepté par A est don égal à:
R(I(A))([ ]k) = R(J)([ ]k) = R(I)([ ]k) = R.
Ces automates ne fournissent pas une représentation utile des ensembles de
Ratk omme nous l'avons vu dans les exemples 4.2.3 et 4.3.3. Nous herhons don
à obtenir une représentation nie des ensembles de Ratk permettant de prouver
la fermeture par omplémentaire.
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L'idée lé est de se onentrer sur des automates qui engendrent les piles en
suivant leurs suites réduites d'instrutions. De tels automates seront appelés
des automates réduits.
Dénition 4.3.6. Un automate A sur Γk est réduit si pour tout alul:
(p0, [ ]k),γ1,(p1,s1),γ2, . . . ,γn,(pn,sn)
de A, la suite γ1, . . . ,γn ∈ (Γok)
∗
est réduite.
De l'uniité de la suite réduite assoiée à une pile, il suit que si une pile s est
aeptée par un alul:
(p0, [ ]k)
γ1
−→
A
(p1,s1) . . . (pn−1,sn−1)
γn
−→
A
(pn,sn)
alors γ1 · . . . · γn est la suite réduite de s.
Remarque 4.3.7. Une onséquene direte de ette propriété est que nous pou-
vons, sans perte de généralité, supposer que l'instrution k¯ n'apparaît pas dans
les transitions d'un automate réduit sur Γk+1 (f. remarque 4.1.11).
De même, nous pouvons supposer que les automates réduits sur Γk n'utilisent
pas l'instrution⊥k. En eet, nous pouvons, sans perte de généralité, supposer que
les états initiaux n'apparaissent pas omme buts d'une transition de l'automate.
Sous ette hypothèse, pour tout alul de l'automate partant de la pile vide de
niveau k dans un état initial et atteignant une onguration (p,s), nous avons
s = [ ]k si et seulement si p est un état initial. Nous pouvons don supprimer
toutes les transitions ontenant l'instrution ⊥k sans hanger le langage aepté.
Nous pouvons don supposer sans perte de généralité que l'ensemble des états
d'un automate réduit sur Γk+1 est de la forme QA× (Γk ∪{ k,ε }), que l'ensemble
d'états initiaux est de la forme IA × { ε } et que les transitions sont de la forme
(p,γ)
γ′
−→ (q,γ′),T où γ ∈ Γk ∪ { k,ε } et γ′ ∈ Γk ∪ { k } ave γ′ 6= γ¯.
Au niveau 1, les automates réduits sur Γ1 sont simplement des automates
étiquetés par Γ. Nous avons déjà vu (f. théorème 4.2.1) qu'ils aeptent tous les
ensembles de Rat1 = Rat(Γ
∗).
Dès le niveau 2, ette propriété n'est plus vériée. Les automates réduits sur Γ2
n'aeptent pas tous les langages de Rat2 omme le montre l'exemple i-dessous.
Exemple 4.3.8. Considérons par exemple le langage de piles de niveau 2
S = {[ [ ban ] [ b ] ]2 | n ≥ 0}
Comme S est égal à R(ba∗1a¯∗b¯b)([ ]2), S appartient bien à Rat2. Cependant, S
n'est aepté par auun automate réduit sur Γ2.
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Supposons par l'absurde que S soit aepté par A = (QA,IA,FA,∆A) réduit sur
Γ2. Considérons la pile s =
[ [
ba|QA|
]
[ b ]
]
2
du langage S. Sa suite réduite est
ba|QA|1a¯|QA|. Comme A est réduit, il existe un alul A:
(p0,s0)
b
−→
A
(p1,s1)
a
−→
A
· · ·
a
−→
A
(p|QA|+1,s|QA|+1) · · ·
· · ·
1
−→
A
(q0,s|QA|+2)
a¯
−→
A
. . .
a¯
−→
A
(q|QA|,s2|QA|+2)
où s2|QA|+2 = s. Il existe i < j ∈ [0,|QA|], tels que qi = qj . Il suit que la pile[ [
ab|QA|
]
[ abj−i ]
]
2
est aeptée par A; e qui apporte la ontradition ave la
dénition de S.
Pour rendre les automates réduits sur Γk susamment puissants pour aptu-
rer tous les langages de Ratk(Γ), il faut les enrihir ave des opérations de tests
(f. sous-paragraphe 4.3.3). Une opération de test de niveau k est donnée par un
langage de pile S ⊆ Stacksℓ(Γ) pour ℓ ≤ k. Cette opération, notée Test
k
L est l'iden-
tité de niveau k restreinte à l'ensemble de piles dont la plus haute pile de niveau
ℓ appartient à L. Par exemple, l'opération Test2{[ b ]2} est telle que Test
2
{[ b ]2}
(s) = s
si top1(s) = [ b ]1 et n'est pas dénie sinon.
Le but de e paragraphe est de montrer que tout langage de Ratk+1 est aepté
par un automate réduit sur Γk+1 ave tests dans Ratk (f. sous-paragraphe 4.3.3).
Ainsi, dans le as de l'exemple 4.3.8, il sut de rajouter le test de niveau 2 assoié
à l'ensemble {[ b ]1}. Le langage S s'exprime alors omme R(ba
∗1a¯∗T 2{ b }).
Pour aratériser es langages de tests, il nous faut introduire un modèle
d'automate plus puissant : un automate alternant sur Γk. Ce modèle d'automate
est déni dans le sous-paragraphe 4.3.1. Intuitivement, es automates peuvent
laner plusieurs exéutions en parallèle. Muni de et outil, il est aisé de montrer
que tout automate sur Γk+1 est équivalent à un automate réduit sur Γk+1 ave
des tests aeptés par des automates alternants sur Γk.
Pour établir le résultat voulu, il nous faut montrer que les automates alter-
nants sur Γk ont la même expressivité que les automates (non-alternants) sur Γk.
Pour ela, nous passons par une forme normalisée des automates alternants qui
est l'objet du sous-paragraphe 4.3.2.
Enn dans le sous-paragraphe 4.3.2, nous établirons que les automates alter-
nants sur Γk aeptent les langages de Ratk et que don tout automate sur Γk+1
est équivalent à un automate réduit sur Γk+1 ave tests dans Ratk.
Le dernier sous-paragraphe 4.3.4 est onsaré à l'étude de la omplexité du
test du vide des diérents modèles d'automates présentés dans e paragraphe.
Remarque 4.3.9. Nous attaherons une attention partiulière à la omplexité
des transformations présentées. Dans les sous-paragraphes 4.3.1, 4.3.2 et 4.3.3,
nous établissons de nombreuses orrespondanes entre les diérents modèles d'au-
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tomates présentés. Pour évaluer, la taille des automates, nous introduisons les en-
sembles de fontions suivants: exp[0] est l'ensemble des polynmes à une variable
et à oeients polynomiaux en la taille de l'alphabet de pile |Γ| et le niveau k
et exp[k + 1] est l'ensemble des fontions n 7→ 2f(n) pour f dans exp[k].
Pour simplier les notations, dans une proposition qui exprime que pour tout
automate A, il existe un automate B équivalent nous dirons que |A| est bornée
par exp[k](|B|) au lieu de dire qu'il existe f ∈ exp[k] telle que pour tout automate
A, il existe un automate B équivalent de taille inférieure à f(|A|). De même nous
dirons qu'un problème peut être résolu en temps exp[k] au lieu de dire qu'il existe
une fontion f ∈ exp[k] et une proédure P résolvant le problème et terminant
en temps au plus f(n) sur une entrée de taille n.
Enn, dans une proposition qui exprime que pour haque automate A, il
existe un automate B aeptant le même langage, la onstrution de B à partir
de A est toujours eetive. De plus, elle peut toujours être eetuée en temps
exp[0](max(|A|,|B|)). La taille de B en fontion de la taille de A est donnée dans
l'énoné de la proposition.
4.3.1 Automates alternants sur Γk.
La notion d'alternane a été introduite dans [CKS81℄ et a été étendue à de
nombreux modèles lassiques de l'informatique théorique. Elle autorise l'exéution
simultanée de plusieurs transitions d'un automate. Pour donner un sens à ette
notion, dans notre adre, il ne faut plus engendrer les piles en partant de la pile
vide omme 'est le as pour les automates sur Γk (f. dénition 4.3.1): il faut
faire partir l'exéution de la pile à aepter. Comme le jeu d'opérations Opsk est
symétrique, e hangement de point de vue n'a pas de onséquene. Nous verrons
dans le sous-paragraphe 4.6 que e n'est pas le as si nous onsidérons COpsk au
lieu de Opsk.
Dénition 4.3.10. Un automate A alternant sur Γk est un uplet (Q,I,∆) où
Q est un ensemble ni d'états, I ⊆ Q est l'ensemble des états initiaux et ∆ ⊆
Q× Sing(Γtk)× 2
Q×Γok
est l'ensemble des transitions.
Une transition δ = (p,t,{(q1,γ1), . . . ,(qn,γn)}) ∈ ∆ sera notée p,T → (q1,γ1) ∧
. . . ∧ (qn,γn). Intuitivement, l'automate A dans la onguration (q,s) où q ∈ Q
et s ∈ Stacksk(Γ) peut, si s satisfait le test de T (i.e. pour tout t ∈ T , s ∈
Dom(R(t))), laner n exéutions en parallèle. La ième exéution ommene dans
la onguration (qi,R(γi)(s)) (si R(γi)(s) est bien dénie).
Nous introduisons quelques notations permettant de travailler ave es transi-
tions. Pour toute transition δ = (p,T,A) ∈ ∆, nous noterons Head(δ) = p,
Test(δ) = T et Act(δ) = A.
Formellement une exéution E de l'automate A est un ouple (T,C) où T est
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un arbre ni étiqueté par Γok et C est une appliation de VT dans l'ensemble
Q × Stacksk(Γ). Pour tout n÷ud u ∈ VT dont l'image par C est (p,s), il existe
une transition δu = p,T → (q1,γ1) ∧ . . . ∧ (qn,γn) ∈ ∆ telle que:
 pour tout t ∈ T , s ∈ Dom(R(t)),
 pour tout i ∈ [1,n], il existe vi ∈ VT tel que C(vi) = (qi,R(γi)(s)) et u
γi−→
T
vi.
Nous noterons dans la suite ΦE l'appliation de VT dans ∆ qui assoie à tout
u ∈ VT , la transition δu appliquée au n÷ud u dans l'exéution E . Dans la suite,
nous onsidérerons les exéutions à isomorphisme près (i.e. nous ne distinguerons
pas deux exéutions qui ne diérent que par le nommage des sommets de leurs
arbres).
Nous dirons qu'une exéution E = (T,C) ommene en s ∈ Stacksk(Γ) par
l'état q ∈ Q (resp. par la transition δ ∈ ∆) si C(r(T )) = (q,s) (resp. ΦE(r(T )) =
δ).
L'automate A aepte s ∈ Stacksk(Γ) s'il existe une exéution de A om-
mençant en s par i ∈ I. Nous noterons S(A) l'ensemble des piles de Stacksk(Γ)
aeptées par A. Par analogie nous noterons, pour tout q ∈ Q (resp. δ ∈ ∆),
l'ensemble Sq(A) (resp. Sδ(A)) des piles s ∈ Stacksk(Γ) telles qu'il existe une
exéution de A ommençant en s par l'état q (resp. par la transition δ).
Nous noterons Altk l'ensemble des langages de piles de niveau k aeptés par un
automate alternant sur Γk.
Remarque 4.3.11. Remarquons les faits suivants :
1. La taille |A| d'un automate alternant A sur Γk est borné par |Γk|22|QA||Γk|
(i.e.. exp[1](|QA|)).
2. Comme pour les automates sur Γk, nous ajoutons des ε-transitions en ra-
joutant une instrution ε à Γok interprétée omme Idk. L'élimination des
ε-transitions se fait par un méanisme lassique de saturation qui n'aug-
mente pas le nombre d'états mais qui peut produire un automate de taille
exponentielle en |QA|.
Exemple 4.3.12. Pour tout entier n ≥ 1, onsidérons le langage rationnel Ln
sur l'alphabet Γ = {0,1,$} déni par:
Ln = {x$y$z$y | y ∈ {0,1}
n
et x,z ∈ Γ∗}
Considérons l'ensemble Sn des piles de niveau 2 ontenant une unique pile de
niveau 1 appartenant à Ln (i.e. Sn = {[ [w ] ]2 | w ∈ Ln}). Nous dénissons un
automate An alternant sur Γ2 qui aepte Sn.
Pour tout n ≥ 1, l'automate An alternant sur Γ2 est déni par le uplet
(Qn,{q0},∆n) où:
Qn = {q0,q
↓,f,v,ti,pj ,r
x
i ,s
x
i | i ∈ [1,n],j ∈ [1,n+ 1] et x ∈ {a,b}}
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et où l'ensemble des transitions ∆n est déni par:
q0 → (t1,x¯) ∧ (q
↓,1)
ti → (ti+1,x¯) tn → (v,$¯) v → (v,y¯)
q↓ → (q↓,y¯) q↓ → (p1,$¯) pi → (pi+1,x¯) ∧ (rxi ,y)
pn+1 → (f,$¯) rxi → (r
x
i ,y) r
x
i → (s
x
i ,1¯)
s1 → (f,x¯) s
x
i+1 → (s
x
i ,y¯)
v,{⊥2} → ∅ f → ∅
où x ∈ {a,b}, y ∈ Γ et i ∈ [1,n].
Intuitivement, l'automate lane deux exéutions. La première, utilisant les
états ti et v, vérie que la pile est de la forme {[ [w$y ] ]2 | w ∈ Γ
∗
et y ∈ {a,b}∗}.
La seonde vérie que $y$ est bien un fateur de w$. Pour eetuer ette seonde
vériation, l'automate opie la pile et dépile (de manière non-déterministe) une
suite de symboles se terminant par $. Ensuite, l'automate dépile un symbole
x ∈ {a,b} et lane une exéution ave l'état rx1 qui vérie que le premier aratère
en partant du haut de pile est un x. Le proessus est itéré au total n fois: le
dépilement du ième symbole xi lane en parallèle une exéution dans l'état r
x
i qui
vérie que le ième (en partant du haut de la pile) est xi. Cette exéution se termine
en vériant que le n+ 1ème symbole est un $. La gure 4.2 montre une exéution
de A2 aeptant [ [ a$ab$ab ] ]2.
Le langage Ln est évidement rationnel et tout automate ni déterministe
l'aeptant possède au moins 22
n
états et don, tout automate ni l'aeptant
a au moins 2n états. Remarquons que l'automate An a lui 4n + 5 états. Nous
reviendrons sur ette remarque dans le paragraphe 4.8.
Une première propriété de es automates est qu'ils aeptent tous les langages
de Ratk.
Plus préisément, en utilisant le lemme 4.1.2, nous pouvons établir l'équivalene
entre les automates sur Γk et les automates alternants dit élagués dont l'arbre
d'exéution est réduit à une branhe et qui don n'utilisent pas l'alternane.
Dénition 4.3.13. Un automate A = (QA,IA,∆A) est élagué si pour tout δ ∈
∆A, |Act(δ)| ≤ 1.
La taille d'un automate alternant sur Γk est au plus |Q|
2|Γk|
2
où Q est l'en-
semble des états de l'automate. Intuitivement, pour passer d'un automate sur
Γk à un automate alternant élagué sur Γk, il sut de renverser les transitions
de l'automate et d'éhanger les états initiaux et naux. Pour la transformation
réiproque, il faut en plus ajouter un nouvel état ar l'exéution d'un automate
alternant et élagué sur Γk ne se termine pas néessairement sur la pile vide [ ]k.
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(q0, [ [ a$ab$ab ] ]2)
t1, [ [ a$ab$a ] ]2
t2, [ [ a$ab$ ] ]2
v, [ [ a$ab ] ]2
v, [ [ ] ]2
a¯
$¯
¯
b¯
q↓, [ [ . . . ] [ a$ab$ab ] ]2
p1, [ [ . . . ] [ a$ab ] ]2
p2, [ [ . . . ] [ a$a ] ]2 r
b
1, [ [ . . . ] [ a$ab$ ] ]2
ra2 , [ [ . . . ] [ a$ab ] ]2 p3, [ [ . . . ] [ a$ ] ]2 s
b
1, [ [ a$ab$ab ] ]2
sa2 , [ [ a$ab$ab ] ]2 f, [ [ . . . ] [ a ] ]2 f, [ [ a$ab$a ] ]2
sa1 , [ [ a$ab$a ] ]2
f, [ [ a$ab$ ] ]2
1
b¯
$
b
b¯
a¯
a¯
$¯ b¯
Fig. 4.2  Une exéution de A2 aeptant la pile [ [ a$ab$ab ] ]2.
Proposition 4.3.14. Les automates alternants élagués sur Γk et les automates
sur Γk sont équivalents:
1. Pour tout automate A sur Γk, il existe un automate B alternant élagué sur
Γk tel que S(B) = S(A) et |QB| = |QA|.
2. Pour tout automate A alternant élagué sur Γk, il existe un automate B sur
Γk tel que S(B) = S(A) et |QB| = |QA|+ 1.
Démonstration. Nous établissons les deux propriétés.
1. Soit A = (QA,IA,FA,∆A) un automate sur Γk. Nous onstruisons un auto-
mate B = (QA,FA,∆B) alternant élagué sur Γk aeptant S(A). L'ensemble
des transitions ∆B est déni par:
∆B = {q,T → (p,γ¯) | p
γ
−→ q,T ∈ ∆A}
∪ {i,⊥k → ∅ | i ∈ IA}.
Par le lemme 4.1.2 et par onstrution, S(A) = S(B).
2. Soit A = (QA,IA,∆A) un automate alternant élagué sur Γk. Nous onstrui-
sons un automate B = (QB,IB,FB,∆B) aeptant S(A). L'ensemble des
états QB = QA ∪ { • } où • est un symbole n'appartenant pas à QA. Les
états initiaux sont IB = {q ∈ QA | q → ∅ ∈ ∆A} ∪ { • }. Les états naux
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FB sont les états initiaux IA de A. Enn, l'ensemble des transitions de ∆B
est déni par:
∆B = {q
γ¯
−→ p,T | p,T → q,γ ∈ ∆A}
∪ {•
γ
−→ • | γ ∈ Γok}
∪ {•
γ
−→ p,T | γ ∈ Γok et p,T → ∅ ∈ ∆A}
Par onstrution et par le lemme 4.1.2, S(A) = S(B).
Exemple 4.3.15. Reprenons l'automate A sur Γ2 présenté dans l'exemple 4.3.2.
L'automate B = (QB,IB,∆B) alternant élagué sur Γ2 onstruit dans la proposi-
tion 4.3.14 est donné i-dessous. L'ensemble des états QB = { i,p,q,f }, I = { f },
et l'ensemble des transitions ∆B est:
i,{⊥2 } → ∅ i→ (i,a¯) p→ (i,1¯)
q → (p,a) p→ (q,1¯) f,{⊥1 } → (p,a).
Ainsi la pile [ [ aa ] [ a ] [ ] ]2 est aeptée par l'exéution:
(f, [ [ aa ] [ a ] [ ] ]2)
a
−→ (p, [ [ aa ] [ a ] [ a ] ]2)
1¯
−→ (q, [ [ aa ] [ a ] ]2)
a
−→ (p, [ [ aa ] [ aa ] ]2)
1¯
−→ (i, [ [ aa ] ]2)
a¯
−→ (i, [ [ a ] ]2)
a¯
−→ (i, [ ]2).
Une onséquene direte de la proposition préédente est que les ensembles
de Ratk sont aeptés par les automates alternants sur Γk.
Une autre propriété de base des automates alternants est que les langages
qu'ils aeptent sont los par union et intersetion.
Proposition 4.3.16. Pour tout automates A et B alternant sur Γk, les langages
S(A) ∩ S(B) et S(A) ∪ S(B) sont aeptés par des automates alternants sur Γk
Démonstration. Soit A = (QA,IA,∆A) et B = (QB,IB,∆B) deux automates al-
ternants sur Γk. Nous pouvons sans perte de généralité supposer que QA et QB
sont disjoints. L'automate C = (QA ∪ QB,IA ∪ IB,∆A ∪ ∆B) aepte le lan-
gage S(A) ∪ S(B). Soit • un symbole n'appartenant pas à QA ∪QB. L'automate
D = (QA ∪QB ∪ { ε },{ • },∆D) d'ensemble de transitions
∆D = ∆A ∪∆B ∪ {• → (iA,ε) ∧ (iB,ε) | iA ∈ IA et ib ∈ IB}.
aepte le langage S(A) ∩ S(B).
Remarque 4.3.17. Nous n'obtenons pas la fermeture par omplémentaire ar
nous n'autorisons que l'aeptation par exéution nie. Il est possible de dénir
une notion d'automate alternant plus générale qui autorise l'aeptation par une
exéution innie et qui implique la fermeture par omplémentaire. Toutefois, ette
notion n'est pas néessaire dans le adre de notre étude.
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Nous allons maintenant présenter une propriété des exéutions des automates
alternants. La proposition i-dessous montre que nous pouvons toujours supposer
que l'exéution de l'automate est telle que si à deux points de son exéution l'au-
tomate arrive dans une même onguration, alors il applique la même transition.
Une telle exéution est dite positionnelle.
Dénition 4.3.18. Une exéution E = (T,C) d'un automate alternant A sur Γk
est positionnelle si pour tout u et v ∈ VT , C(u) = C(v) implique ΦE(u) = ΦE(v).
Par exemple, l'exéution présentée dans la gure 4.2 est une exéution posi-
tionnelle ar tous les noeuds de T sont étiquetés par des ongurations diérentes.
Nous allons établir que l'on peut se restreindre aux exéutions positionnelles
d'un automate alternant sur Γk.
Proposition 4.3.19. Pour tout automate A alternant sur Γk, toute pile aeptée
par A est aeptée par une exéution positionnelle de A.
Démonstration. Soient A = (Q,I,∆) un automate alternant sur Γk et s une pile
de Stacksk(Γ) aeptée par A. À haque exéution E = (T,C) de A, nous assoions
l'ensemble XE de ongurations déni par:
XE = {c ∈ Q× Stacksk(Γ) | ∃u 6= v ∈ VT ,C(u) = C(v) = c et ΦE(u) 6= ΦE(v)}.
Par dénition, une exéution est positionnelle si et seulement si XE = ∅.
Commençons par établir que pour toute exéution E aeptant s ∈ Stacksk(Γ)
ave XE 6= ∅, il existe une exéution E
′
aeptant s telle que |XE ′| < |XE |.
Soit E = (T,C) une exéution de A aeptant s telle que XE 6= ∅. Comme T est
ni, il existe c0 ∈ XE et u0 ∈ VT tels que C(u0) = c0 et l'image par C des autres
sommets de T/u0 ne ontient pas d'éléments dans XE (i.e. C(VT/u0 ) ∩ XE = ∅).
Soit V0 l'ensemble des n÷uds de T qui sont étiquetés par c0 et tels qu'auun de
leurs anêtres ne soit étiqueté par c0:
V0 = {u ∈ VT | C(u) = c0 et ∀v 6= u ∈ VT ,v −→
T
∗ u⇒ C(v) 6= c0}.
L'exéution E ′ est onstruite à partir de E en substituant, dans E ′, le sous-
arbre T/u0 à tous les sous-arbres enrainés en V0. Comme par dénition de V0,
les sous-arbres enrainés en V0 sont tous disjoints, la substitution est bien dénie
et l'on vérie failement que E ′ est une exéution aeptant s. Par onstrution,
X ′E ⊆ XE et par dénition de T/u0 , c0 6∈ X
′
E . Don |X
′
E | < |XE |.
Soit E0 une exéution de A aeptant s ave |XE0| minimale. Il suit de e qui
prééde que XE0 = ∅ et don que E0 est positionnelle.
Remarque 4.3.20. La proposition 4.3.19 peut être vue omme un as partiulier
du théorème 1.4.5 de détermination positionnelle des jeux de parité. En eet,
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nous pouvons dénir la sémantique d'un automate alternant A sur Γk par un jeu
de parité GA = (V0,V1,E = E0 ∪ E1,Ω) à deux joueurs.
V0 = Q× Stacksk(Γ)
V1 = {(δ,s) | δ = q,T → (q1,γ1) ∧ . . . ∧ (qn,γn)
et ∀j ∈ [1,n],sj = R(γj)(s) est déni}
E0 = {((q,s),(δ,s)) | (q,s) ∈ V0,(δ,s) ∈ V1 et Head(δ) = q}
E1 = {((δ,s),(q,s′)) | (δ,s) ∈ V1,(q,γ) ∈ Act(δ) et s′ = R(s)
et ∀j ∈ [1,n],sj = R(γj)(s) est déni}
La fontion Ω assoie la parité 1 à tous les sommets du jeu de telle sorte que toute
partie innie soit perdante pour le Joueur 0. Il est faile de vérier que le joueur 0 a
une stratégie gagnante depuis (q,s) ∈ V0 si et seulement s'il existe une exéution
de A partant de (q,s). De plus si ette stratégie est positionnelle, l'exéution
orrespondante l'est aussi. La proposition 4.3.19 suit alors du théorème 1.4.5. Ce
raisonnement est une adaptation immédiate de la preuve de[Wal96a, Wal02℄ où
l'auteur montre que pour les automates d'arbres alternants ave onditions de
parité il est possible de se restreindre aux exéutions positionnelles.
4.3.2 Automates alternants réduits sur Γk.
Dans e sous-paragraphe, nous dénissons un forme normalisée des automates
alternants sur Γk et nous montrons que tout automate alternant est équivalent à
un automate normalisé. Intuitivement, un automate normalisé (que nous appel-
lerons réduit) ne peut, dans une exéution E = (T,C), laner deux exéutions en
parallèle ave la même instrution et ne peut visiter deux fois une même pile.
Dénition 4.3.21. Un automate A alternant sur Γk est réduit si pour toute
exéution E = (T,C) de A,
 l'arbre T est déterministe,
 pour toute pile s ∈ Stacksk(Γ), il existe au plus un noeud us ∈ VT tel que
C(us) = (q,s) pour un ertain q ∈ Q.
La proposition i-dessous fournit une aratérisation alternative d'un auto-
mate réduit qui permet de dériver des onditions syntaxiques assurant qu'un
automate alternant sur Γk est réduit (f. remarque 4.3.23).
Proposition 4.3.22. Un automate A alternant sur Γk est réduit si et seulement
si pour toute exéution E = (T,C) de A, T est déterministe et que le langage des
branhes de T est un ensemble de suites réduites d'instrutions.
Démonstration. Nous prouvons les deux impliations.
⇒ Soit A un automate alternant sur Γk. Supposons, par l'absurde, qu'il existe
une exéution E = (T,C) de A ave T déterministe et dont le langage des branhes
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n'est pas réduit. Il existe, don, deux n÷uds u et v de T tels que u
γγ¯
−→
T
v. Si
C(u) = (p,s) et C(v) = (q,s′), nous avons par dénition d'une exéution, s′ = s
e qui ontredit le fait que A est réduit.
⇐ Soit A un automate alternant sur Γk tel que pour toute exéution E = (T,C)
de A, T est déterministe et le langage des branhes de T est un ensemble de suites
réduites.
Supposons par l'absurde qu'il existe une exéution E = (T,C) ave T détermi-
niste, une pile s ∈ Stacksk(Γ) et deux n÷uds u 6= v ∈ VT tels que C(u) = (qu,s) et
C(v) = (qv,s). Soit r l' anêtre ommun de u et de v ave C(r) = (qr,s
′). Il existe
ρu et ρv ∈ (Γok)
∗
tels que r
ρu
−→
T
u et r
ρv
−→
T
v. Par dénition d'une exéution, nous
avons s = R(ρu)(s′) et s = R(ρv)(s′). Par le lemme 4.1.2, s = R(ρ¯uρv)(s). Comme
u 6= v, ρ¯uρv n'est pas vide et par la proposition 4.1.9, ρ¯uρv n'est pas réduite.
Comme par dénition de A, ρu et ρv sont réduites, il s'en suit que ρu(|ρu|) = ρv(1).
Don ρu(1) = ρv(1) e qui ontredit le fait que T est déterministe.
Remarque 4.3.23. Remarquons les faits i-dessous:
1. Pour tout automate A = (Q,I,∆) alternant réduit sur Γk, nous pouvons,
sans perte de généralité, supposer que Q = Q′×Γok∪{•} où • est un symbole
n'appartenant pas à Q′ ∪ Γok , I ⊆ Q
′ × {•} et que les transitions de ∆ sont
de la forme:
(p,γ),T → ((q1,γ1) ,γ1) ∧ . . . ∧ ((qn,γn) ,γn)
ave pour tout i 6= j ∈ [1,n], γi 6= γj et pour tout i ∈ [1,n], γi 6= γ¯ si γ 6=
•. Dans la suite, nous supposerons toujours que les automates alternants
réduits onsidérés sont de ette forme.
2. Toutes les exéutions d'un automate réduit sont positionnelles.
3. La taille d'un automate alternant réduit sur Γk est bornée par Γk|Q|Γk+1.
Si l'on xe Γ, |A| est don polynomial en son nombre d'états.
En adaptant légèrement les onstrutions de proposition 4.3.14, nous pouvons
montrer que, pour tout automate alternant élagué et réduit sur Γk, il existe un
automate réduit sur Γk équivalent (et vie-versa).
Proposition 4.3.24. Les automates alternants élagués réduits sur Γk et les au-
tomates réduits sur Γk sont équivalents:
1. Pour tout automate A alternant élagué réduit sur Γk, il existe un automate
B sur Γk tel que S(B) = S(A) et |QB| = |QA|.
2. Pour tout automate A réduit sur Γk, il existe un automate B alternant
élagué réduit sur Γk tel que S(B) = S(A) et |QB| ≤ |Γk| · (|QA|+ 1).
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Démonstration. Nous établissons les deux propositions.
1. Nous adaptons la onstrution 2 de la preuve de la proposition 4.3.14 de
manière à garantir que l'automate sur Γk soit réduit. Soit A = (QA,IA,∆A)
un automate alternant, élagué et réduit.
Nous onstruisons un automate B = (QB,IB,FB,µB,∆B) réduit sur Γk équi-
valent à A.
L'ensemble des états QB est (QA ∪ { • })× (Γok ∪ {ε}) où • est un symbole
n'appartenant pas à QA. Les états initiaux sont IB = {(q,ε) | q,T → ∅ ∈
∆A}∪{ (•,ε) }. Les état naux sont FB = IA×(Γok ∪{ ε }). Enn, l'ensemble
des transitions de ∆B est déni par:
∆B = {(q,γ)
γ′
−→ (p,γ′),T | p,T → (q,γ¯′) ∈ ∆A et γ′ 6= γ¯ 6= ε}
∪ {(•,γ)
γ′
−→ (p,γ′),T | p,T → ∅ ∈ ∆A et γ′ 6= γ¯ 6= ε}
∪ {(•,γ)
γ′
−→ (•,γ′) | γ′ 6= γ¯ 6= ε}
où γ et γ′ appartiennent à Γok ∪ { ε }.
Par onstrution et par le lemme 4.1.2, S(A) = S(B).
2. Il sut de remarquer que la onstrution 1 de la preuve de la proposi-
tion 4.3.14 produit un automate alternant et élagué réduit si l'automate
sur Γk fourni en entrée est réduit.
4.3.2.1 Équivalene entre automates alternants et automates alter-
nants réduits.
Nous établissons que les automates alternants sur Γk sont équivalents aux
automates alternants réduits sur Γk. Comme les automates alternants et réduits
sont, en partiulier, des automates alternants, il sut de onstruire pour tout
automate A alternant sur Γk, un automate B alternant réduit équivalent. Intui-
tivement, une exéution aeptante de B va simuler une exéution aeptante
positionnelle de A.
Proposition 4.3.25. Pour tout automate A = (QA,IA,∆A) alternant sur Γk, il
existe un automate B = (QB,IB,∆B) alternant réduit sur Γk tel que S(A) = S(B).
De plus, |QB| est bornée par exp[1](|QA|).
Démonstration. Soit A = (QA,IA,∆A) un automate alternant sur Γk. Nous om-
mençons par éliminer les ε-transitions de A. Cette transformation n'augmente
pas le nombre d'états de A et peut être réalisée en temps exp[1](|QA|).
Nous onstruisons un automate B = (QB,IB,∆B) alternant réduit sur Γk
équivalent à A. L'automate B est onstruit de manière à obtenir une bijetion
entre les exéutions de B et les exéutions positionnelles de A.
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L'ensemble des états de B est:
QB = (Γ
o
k ∪ {•})× StratA × 2
QA×QA × 2QA×QA
où StratA est l'ensemble des fontions partielles f de QA dans ∆A telles que pour
tout q ∈ Dom(f), Head(f(q)) = q. Pour toute fontion f ∈ StratA et pour tout
γ ∈ Γok , nous dénissons la relation
γ
−→
f
par:
γ
−→
f
= {(p,q) | p ∈ Dom(f) et (q,γ) ∈ Act(f(p))}.
Les transitions de B ontiennent deux types de transitions. Une transition de
la forme:
(γ0,f,R
↑,R↓),T →
∧
γ∈R
((
γ,fγ ,R
↑
γ,R
↓
γ
)
,γ
)
ave γ0 ∈ Γok , R ⊆ Γ
o
k \{ γ¯0 }, f,fγ ∈ StratA et R
↑,R↑γ ,R
↓,R↓γ ⊆ QA×QA appartient
à ∆B si:
1. pour tout γ ∈ Γok \ {γ¯0} et pour tout p,q ∈ QA: p
γ
−→
f
q ⇒ γ ∈ R et q ∈ Dom(fγ)
p
γ¯
−→
fγ
q ⇒ q ∈ Dom(f)
2. T = max{t ∈ Test(δ) | δ ∈ Im(f)}
3.
R↓ =
(⋃
γ∈R
(
γ
−→
f
·R↓γ·
γ¯
−→
fγ
∪
γ
−→
f
·
γ¯
−→
fγ
)
)+
4. pour tout γ ∈ R,
R↑γ =
γ¯
−→
fγ
·
 ⋃
γ′∈R\{γ}
γ′
−→
f
·R↓γ′ ·
γ¯′
−→
fγ′
∪
γ′
−→
f
·
γ¯′
−→
fγ′
 ∪ R↑
∗ · γ−→
f
5.
(R↑ ∪ R↓)+ ∩ {(q,q) | q ∈ QA} = ∅.
6. pour tout γ ∈ R,
Dom(fγ) =
(
γ
−→
f
·(R↓γ)
∗
)
(Dom(f)).
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Le deuxième type de transitions orrespond aux transitions initiales. Une
transition de la forme:
(•,f,∅,R↓),T →
∧
γ∈R
((
γ,fγ ,R
↑
γ,R
↓
γ
)
,γ
)
où R ⊆ Γok , f,fγ ∈ StratA et R
↑
γ ,R
↓,R↓γ ⊆ QA×QA appartient à ∆B si elle satisfait
les onditions 1,2,3,4 et 5 ainsi que la ondition 7 présentée i-dessous:
7. il existe i0 ∈ I ∩Dom(f) tel que pour tout p ∈ QA,
p ∈ Dom(f)⇔ (i0,p) ∈ R
↓.
L'ensemble des états initiaux IB est égal à {(•,f,∅,R
↓) | f ∈ StratA,R
↓ ⊆
QA ×QA}.
Intuitivement, si dans une exéution EB = (TB,CB), un n÷ud u de TB est
étiqueté par CB(u) = ((γ,f,R
↑,R↓),s) alors il existe une exéution positionnelle
de A qui quand elle visite la pile s adopte la stratégie dérite par f . Les
ensembles R↑ et R↓ servent à garantir que l'exéution positionnelle de A suivant
la stratégie dérite par EB est bien nie (f. exemple 4.3.26).
Nous dénissons maintenant une appliation Ψ entre les exéutions position-
nelles aeptantes de A et les exéutions aeptantes de B.
Dénition de Ψ.
Pour toute exéution positionnelle EA = (TA,CA) de A ommençant par (i0,s0),
l'exéution Ψ(EA) = EB = (TB,CB) est dénie omme suit. L'arbre TB est déni
par:
VTB = π2(CA(VTA))
TB = {(s,γ,s
′) ∈ VTB × Γ
o
k × VTB | ρs0,s′ = ρs0,sγ}.
où ρs0,s (resp. ρs0,s′) désigne la suite réduite transformant s0 en s (resp. s
′
).
Par la proposition 4.1.9, il suit que TB est déterministe. Comme TA est ni,
TB l'est aussi.
Nous dénissons maintenant l'appliation CB. Pour tout s ∈ VTB , nous dé-
nissons CB(s) = ((γ,f,R
↑,R↓),s) par:
 γ = • si s = s0 et sinon γ ∈ Γok est tel qu'il existe s
′ ∈ VTB ave s
′ γ−→
TB
s,
 la fontion partielle f est la fontion de StratA dénie pour tout q ∈ QA
par:
f(q) =
{
ΦEA(v) s'il existe v ∈ VTA, CA(v) = (q,s)
non dénie sinon
Comme EA est positionnelle, f appartient bien à StratA.
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 si γ = •, alors R↑ = ∅ et sinon R↑ ⊆ QA × QA est l'ensemble des ouples
(p,q) ∈ QA × QA tels qu'il existe une suite u
γ¯
−→
TA
u0
γ1
−→
TA
. . .
γn
−→
TA
un
γ
−→
TA
v
ave n > 0 telle que CA(u) = (p,s), CA(v) = (q,s) et s 6∈ π2({CA(ui) | i ∈
[0,n]}).
 R↓ est l'ensemble des ouples d'états (p,q) ∈ QA × QA tels qu'il existe un
alul u0
γ1−→
TA
. . .
γn
−→
TA
un ave n > 0 tel que CA(u0) = (p,s), CA(un) = (q,s)
et R(γ¯)(s) n'appartient pas à π2({CA(ui) | i ∈ [0,n]}) (si γ 6= •).
Il nous faut vérier que EB est bien une exéution de B. Pour tout s ∈ VTB ,
nous supposerons que C(s) = (qs,s) et qs = (γs,fs,R
↑
s ,R
↓
s). Il nous faut montrer
que pour tout s ∈ VTB , la transition δs dénie i-dessous appartient à ∆B.
δs = qs,{t} →
∧
γ∈R
(qsγ ,γ).
où t = max{t ∈ Test(δ) | δ ∈ Im(fs)}, R = {γ ∈ Γok | s
γ
−→
TB
sγ} et sγ = R(γ)(s).
Par dénition de TB, γ¯s n'appartient pas à R.
Nous distinguons deux as selon que s est égale à s0 ou non.
Cas s 6= s0. Il faut établir que δs vérie les onditions 1,2,3,4,5 et 6 de la dénition
de ∆B.
1. Soit γ ∈ Γok \ {γ¯s} et soient p,q ∈ Q tels que p
γ
−→
fs
q. Par dénition de
EB, il existe u ∈ VTA tels que CA(u) = (p,s) et (q,γ) ∈ Act(ΦA(u)). Don
il existe v ∈ VTA tel que CA(v) = (q,R(γ)(s)). Don q ∈ Dom(fsγ ). L'autre
impliation est similaire.
2. Immédiate par dénition de δs.
3. Il nous faut établir que:
R↓s =
 ⋃
s
γ
−→
TB
sγ
(
γ
−→
f
·R↓sγ ·
γ¯
−→
fγ
∪
γ
−→
f
·
γ¯
−→
fγ
)

+
L'inlusion réiproque suit de la dénition de R↓s et des R
↓
sγ . L'inlusion
direte est une onséquene immédiate du lemme 4.1.12.
4. Cette ondition est similaire à la préédente.
5. Supposons par l'absurde qu'il existe p ∈ QA tel que (p,p) ∈ (R
↑
s ∪ R
↓
s)
+
. Il
suit de la dénition de es ensembles qu'il existe u,v ∈ VTA tels que u −→
TA
∗ v
et CA(u) = (p,s) et CB(v) = (p,s). Comme EA est positionnelle, il suit que
TA ontient une branhe innie; e qui ontredit le fait que TA est ni.
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6. Soit γ ∈ R, montrons que Dom(fsγ ) =
γ
−→
fs
·R↓sγ (Dom(fs)). L'inlusion
réiproque suit de la ondition 1 et de la dénition de R↓sγ . Pour l'in-
lusion direte, supposons, par l'absurde, qu'il existe p ∈ Dom(fsγ ) et
p 6∈
γ
−→
fs
·R↓sγ(Dom(fs)). Comme p ∈ Dom(fsγ ), il existe un hemin u0
γ1−→
TA
u1 . . . un−1
γn
−→
TA
un tel que u0 = r(TA) et C(un) = (p,sγ). Comme par dé-
nition de TB ρs0,sγ = ρs0,sγ, il suit qu'il existe ℓ ∈ [1,n− 1] tel que C(uℓ) =
(pℓ,s). Soit ℓ0 le plus grand indie satisfaisant ette propriété. Par dénition
de fs, pℓ0 appartient à Dom(fs). Par maximalité de ℓ0, (pℓ0,p) ∈ R
↓
sγ et don
p ∈
γ
−→
fs
·R↓sγ (Dom(fs)); e qui amène la ontradition.
Ψ est une injetion. Soient EA = (TA,CA) et E ′A = (T
′
A,C
′
A) deux exéutions
positionnelles de A distintes de A. Montrons que Ψ(EA) 6= Ψ(E ′A).
Si CA(r(TA)) = C
′
A(r(T
′
A)) alors omme EA 6= E
′
A, les stratégies assoiées aux
deux exéutions diérent et don Ψ(EA) 6= Ψ(E ′A).
Si π2(CA(r(TA))) = π2(C
′
A(r(T
′
A))) et iA = π1(CA(r(TA))) 6= π1(C
′
A(r(T
′
A))) = iA′,
remarquons qu'à ause de la ondition 5, l'état i satisfaisant la ondition 7 est
unique. Par la ondition 7, les images par Ψ de EA et E
′
A sont diérentes ar dans
un as iA remplit la ondition 7 et dans l'autre 'est i
′
A.
Si π2(CA(r(TA))) 6= π2(C ′A(r(T
′
A))), par dénition de Ψ, Ψ(EA) 6= Ψ(E
′
A).
Dans tous les as, nous avons Ψ(EA) 6= Ψ(EB).
Ψ est une surjetion. Soit EB = (TB,CB) une exéution aeptante de B
aeptant la pile s0. Nous allons onstruire une exéution positionnelle EA =
(TA,CA) de A telle que Ψ(EA) = EB.
Intuitivement, EA est l'exéution positionnelle de A qui suit la stratégie dénie
par l'exéution EB. Comme B est réduit, nous pouvons sans perte de généralité
supposer que VTB ⊆ Stacksk(Γ) et que pour tout s ∈ VTB , CB(s) = (qs,s). De
plus, nous supposerons dans la suite qs = (γs,fs,R
↑
s ,R
↓
s). Par dénition de IB et
de ∆B, il existe un unique i0 ∈ Dom(fs0) ∩ IA satisfaisant la ondition 7.
Nous dénissons EA = (TA,CA) omme suit :
VTA = {q0,s0,γ1,q1,s1, . . . ,γn,qn,sn | q0 = i0,
∀ℓ ∈ [0,n− 1],qi
γi+1
−→
fsi
qi+1 et si+1 = R(γi+1)(si)},
TA = {(u,γ,uγqs) ∈ VTA × Γ
o
k × VTA | q ∈ QA et s ∈ Stacksk(Γ)}.
et pour tout uqs ∈ VTA (où q ∈ QA et s ∈ Stacksk(Γ)),
CA(uqs) = (q,s).
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Par onstrution TA est un arbre déterministe. Pour établir que EA est une
exéution, il sut de montrer que TA est ni. Comme le montre l' exemple 4.3.26,
la nitude de TA est garantie par les ensembles R
↑
et R↓.
Exemple 4.3.26. Considérons l'automate C = (QC ,IC ,∆C) ave QC = {i,p},
IC = {i} et ∆C = {i → (p,a),p → (i,a¯)}. Le langage S(C) est vide ar une
exéution aeptante de C ne peut être nie.
Si nous omettions les ensembles R↑ et R↓ de la onstrution de l'automate
réduit, nous obtiendrions un automate D ave deux transitions:
(•,f0)→ ((a,f1),a) (a,f1)→ ∅
où f0 et f1 sont dénies par f0(i) = δ0 et f1(p) = δ1. Le langage aepté par D
est non vide.
Si maintenant nous ajoutons les ensembles R↑ et R↓, le langage aepté est
vide. En eet, l'automate réduit onstruit dans ette preuve ne ontient pas de
transition initiale. En eet, si une transition δ = (•,f,R↑,R↓) → A appartient
à l'ensemble des transitions, l'état initial i appartient à Dom(f) par la ondition
7. Par la ondition 3, il suit que R↓ ontient (i,i). Don δ ne peut satisfaire la
ondition 5.
Avant d'établir que TA est ni (f. fait 4), il nous faut établir des propriétés
liant les ensembles R↑ et R↓ apparaissant dans Im(CB) et l'exéution EA.
Fait 1. Par onstrution de TA, nous avons π2(CA(VTA)) ⊆ VTB et pour tout
u ∈ VTA, CA(u) = (p,s) implique p ∈ Dom(fs).
Fait 2. Pour tout u,v ∈ VTA tels que CA(u) = (p,s), CA(v) = (q,s) et u
ρ
−→
TA
v
ave pour tout ρ′ < ρ, R(ρ′)(s) 6= R(ρ)(s), (p,q) ∈ R↓s.
La preuve proède par réurrene sur la longueur de ρ en utilisant le lemme 4.1.12
et la ondition 3.
Fait 3. Pour tout s ∈ VTB tel que γs 6= • et pour tous u,v ∈ VTA tels que
CA(u) = (p,s), CA(v) = (q,s) et il existe u
γ¯s
−→
TA
u0
γ1−→
TA
. . .
γn
−→
TA
un
γs
−→
TA
v tel que
s 6∈ π2({CA(ui) | i ∈ [0,n]}), (p,q) ∈ R↑s.
La preuve proède par réurrene sur la hauteur de s dans TB en utilisant le
lemme 4.1.12, le fait 2 et la ondition 4.
Fait 4. Nous pouvons maintenant établir que TA est ni.
Supposons, par l'absurde, que TA est inni. Comme TA est déterministe, par
le lemme de König, TA a une branhe innie. D'après le fait 1, l'ensemble CA(VTA)
est ni et il existe don u et v ∈ VTA tels que CA(u) = CA(v) = (p,s) et u
ρ
−→
TA
v.
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Par le lemme 4.1.12 et par les faits 2 et 3, il suit que (p,p) ∈ (R↓s ∪ R
↑
s)
+
e qui
ontredit la ondition 6.
Nous dérivons la réiproque du fait 2.
Fait 5. Pour tout s ∈ Stacksk(Γ) et pour tout (p,q) ∈ R↓ tel que (p,s) ∈ CA(VTA),
il existe u,v ∈ VTA tel que CA(u) = (p,s) et CA(v) = (q,s), u
ρ
−→
TA
v ave pour tout
ρ′ < ρ, R(ρ′)(s) 6= R(γ¯)(s).
La preuve proède par réurrene sur la struture de l'arbre TA (qui est ni) en
utilisant la ondition 3 et le lemme 4.1.12.
Nous pouvons maintenant établir la réiproque du fait 1.
Fait 6. Pour tout s ∈ VTB et pour tout p ∈ Dom(fs), il existe u ∈ VTA tel que
CA(u) = (p,s).
La preuve proède par réurrene sur la hauteur de s dans TB en utilisant le fait
4 et la ondition 6 et 7.
Enn, nous pouvons établir la réiproque du fait 3.
Fait 7. Pour tout s ∈ VTB tel que γs 6= • et (p,q) ∈ R
↑
s, il existe une suite
u
γ¯
−→
TA
u0
γ1−→
TA
. . .
γn
−→
TA
un
γ
−→
TA
v ave n > 0 telle que CA(u) = (p,s), CA(v) = (q,s)
et s 6∈ π2({CA(ui) | i ∈ [0,n]}). La preuve proède par réurrene sur la hauteur
de s dans TB en utilisant les faits 4 et 5 et la ondition 4.
Par le fait 4 et par onstrution de EA, EA est une exéution aeptante de A.
Et par les faits 1 à 7, EB est l'image par Ψ de EA.
Conlusion. Nous avons don établi que Ψ est une bijetion des exéutions
positionnelles aeptantes de A dans les exéutions aeptantes de B. Nous avons
don:
S(A) = S(B).
Exemple 4.3.27. Considérons l'automate A2 alternant sur Γ2 présenté dans
l'exemple 4.3.12. La preuve de la proposition 4.3.25 onstruit un automate B2
alternant réduit sur Γ2 aeptant le même langage que A2. La gure 4.3 présente
l'exéution de B2 orrespondant à l'exéution de A2 présentée dans la gure 4.2.
4.3.2.2 Équivalene alternants et non-alternants au niveau 1.
Nous onluons e paragraphe en donnant une première appliation de l'équi-
valene entre les automates alternants sur Γk et les automates alternants et ré-
duits sur Γk. Nous allons montrer qu'au niveau 1, les automates alternants sur
Γ1 aeptent exatement les ensembles de Rat1.
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(i, [ [ a$ab$ab ] ]2)
(d1, [ [ a$ab$a ] ]2)
(d2, [ [ a$ab$ ] ]2)
(d3, [ [ a$ab ] ]2)
(d3, [ ]2)
(e1, [ [ . . . ] [ a$ab$ab ] ]2)
(e2, [ [ . . . ] [ a$ab$ ] ]2)
(e3, [ [ . . . ] [ a$ab ] ]2)
(e4, [ [ . . . ] [ a$a ] ]2)
(e5, [ [ . . . ] [ a$ ] ]2)
(e6, [ [ . . . ] [ a ] ]2)
1
b¯
a¯
$¯
$¯
b¯
a¯
$¯
i = (•,fi,∅,{ (q0,sb1),(q0,s
a
2) })
e1 = (1,fe1,∅,{ (q
↓,rb1),(q
↓,ra2) })
e2 = (a¯,fe2 ,∅,{ (q
↓,rb1),(q
↓,ra2) })
e3 = ($,fe3,∅,{ (p1,r
a
2) })
e4 = (b¯,fe4 ,∅,∅)
e5 = (a¯,fe5 ,∅,∅)
e6 = ($¯,fe6 ,∅,∅)
d1 = ($¯,fd1 ,∅,∅)
d2 = (b¯,fd2 ,∅,∅)
d3 = (a¯,fd3 ,∅,∅)
d4 = (a¯,fd4 ,∅,∅)
Fig. 4.3  L'exéution de l'automate B2 aeptant [ [ a$ab$ab ] ]2.
Au niveau 1, ette propriété peut être obtenue en remarquant que l'ensemble
des piles aeptées par un automate alternant sur Γ1 orrespond à un ensemble
de sommets de l'arbre binaire omplet ∆2 dénissable en logique du seond ordre
monadique. Il suit alors du théorème de Rabin [Rab69℄ que et ensemble est
rationnel.
Nous présentons une preuve reposant sur la proposition 4.3.25. La omplexité
de la transformation est moins élevée qu'en passant par la dénissabilité en logique
du seond ordre monadique. De plus, ette preuve se généralise à tout niveau (f.
proposition 4.3.41).
Nous savons par la propriété 4.3.25 que nous pouvons nous onentrer sur
les automates alternants réduits sur Γ1. Nous élaguons es automates. Nous
donnons l'intuition de ette transformation sur un exemple simple d'automate
alternant réduit sur Γ1.
Exemple 4.3.28. Considérons un automate A = (QA,IA,∆A) alternant réduit
sur Γ1 où QA = { i,p,q,r }, IA = { i } et où ∆A est l'ensemble des transitions:
δ1 = i→ (i,¯b) ∧ (p,a) δ2 = i→ (i,a¯) ∧ (q,b) δ3 = i,⊥1 → ∅
δ4 = p→ (p,a) ∧ (p,b) δ5 = p→ ∅ δ6 = q → (q,a)
L'automate A aepte le langage {[ bn ]1 | n ≥ 0}. En eet, il sut de remarquer
que la transition δ2 ne peut pas apparaître dans une exéution nie de A.
Nous onstruisons un automate B alternant élagué sur Γ1 équivalent à A.
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Pour toute transition δ = p,T → R ∈ ∆A, nous dénissons la transition élaguée
orrespondante δ˜ = p,T → R ∩ (QA × Γ¯). Ainsi
δ˜1 = i→ (i,¯b) δ˜2 = i→ (i,a¯) δ˜3 = i,⊥1 → ∅
δ˜4 = p→ ∅ δ˜5 = p→ ∅ δ˜6 = q → ∅
Nous ne pouvons nous ontenter de prendre {δ˜ | δ ∈ ∆A} omme ensemble de
transitions de B. En eet, un tel automate aepterait {[w ]1 | w ∈ {a,b}
∗}.
Pour déider quelles transitions élaguées doivent être onservées, il nous faut
onsidérer le reste de la transition élaguée. Pour toute transition δ = p,T → R,
nous dénissons la transition δ′ = p→ R∩ (QA×Γ). Comme A est réduit, toute
exéution de A ommençant par δ′ est entièrement étiquetée par Γ. Il est aisé de
montrer que Sδ′(A) est soit vide soit l'ensemble de toutes les piles sur Γ.
Pour pouvoir inlure δ˜ dans l'ensemble des transitions de B, il nous sut
don de vérier que Sδ′(A) est non vide. Dans notre as, on vérie failement que
seules δ′2 et δ
′
6 ne vérient pas ette ondition.
L'automate B = (QA,IA,∆B) a pour ensemble de transitions:
δ˜1 = i→ (i,¯b) δ˜3 = i,⊥1 → ∅ δ˜4 = p→ ∅ δ˜5 = p→ ∅.
Par onstrution, S(B) ⊆ S(A). Pour l'inlusion réiproque, il sut de montrer
que toute exéution aeptante de B peut être étendue en une exéution aep-
tante de A. Cei est garanti par le fait que S ′δ(A) est égale à Stacks1(Γ). Cette
onstrution est illustrée par la gure 4.4.
(i, [ bb ]1)
(i, [ b ]1)
(i, [ ]1)
(p, [ bba ]1)
(p, [ ba ]1)
(p, [ a ]1)
b¯
b¯
a
a
a
(i, [ bb ]1)
(i, [ b ]1)
(i, [ ]1)
b¯
b¯
Fig. 4.4  Une exéution de A aeptant la pile [ bb ]1 et l'exéution de B orres-
pondante.
Le lemme suivant permet de déider quelles transitions de l'automate élaguer
dans l'automate alternant réduit sur Γ1.
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Lemme 4.3.29. Pour tout automate A = (QA,IA,∆A) alternant et réduit sur Γ1
et pour toute transition δ ∈ ∆A telle que Test(δ) = ∅ et π2(Act(δ))∩Γ = ∅, Sδ(A)
est soit égal à ∅ soit à Stacksk(Γ). De plus, nous pouvons en déider en O(|A|).
Démonstration. Soit A = (QA,IA,∆A) un automate réduit alternant sur Γ1 et
δ satisfaisant les onditions de l'énoné. Comme nous ne nous intéressons qu'à
Sδ(A), nous pouvons supposer que pour tout δ ∈ ∆A, Test(δ) = ∅ et π2(Act(δ)) ⊆
Γ. Il sut de montrer que si Sδ(A) est non vide alors Sδ(A) est égal à Stacksk(Γ).
Supposons qu'il existe une pile s appartenant à∆A aeptée par une exéution
EA = (TA,CA) ommençant par δ en s. Par dénition d'une exéution, pour tout
u ∈ VTA , la pile π2(CA(u)) étiquetant u est égale à R(ρu)(s) où ρu ∈ Γ
∗
1 est telle
que r(TA)
ρu
−→
TA
u. Comme TA n'est étiqueté que par Γ, il suit que ρu appartient à
Γ∗ et don π2(CA(u)) = sρu.
Soit s′ ∈ Stacks1(Γ). Nous dénissons une exéution E ′A = (TA,C
′
A) aeptant s
′
.
Pour tout u ∈ VTA , C
′
A(u) = (π1(CA(u)),s
′ρu). Il est faile de vérier que E ′A est
bien une exéution de A et par onstrution, E ′A ommene en s
′
par δ. Don s′
appartient à Sδ(A).
Pour la partie eetivité, il sut de tester le vide de Sδ(A). D'après les res-
tritions syntaxiques sur A, ela revient à tester le vide d'un automate d'arbre
top-down non-déterministe. Ce test peut être fait en O(|A|) (voir par exemple
[CDG
+
℄).
Nous pouvons maintenant établir que tout automate alternant réduit sur Γ1
est équivalent à un automate réduit sur Γ1.
Proposition 4.3.30. Pour tout automate A alternant et réduit sur Γ1, il existe
un automate réduit sur Γ1 tel que S(A) = S(B). De plus, |QB| ≤ |Γk| · (|QA|+1).
Démonstration. Soit A = (QA,IA,∆A) un automate alternant réduit sur Γ1. Nous
pouvons, sans perte de généralité, supposer que pour toute transition δ ∈ ∆A,
|π2(Act(δ))∩Γ| ≤ 1. En eet, pour tout x 6= y ∈ Γ, Dom(R(x¯))∩Dom(R(y¯)) = ∅.
Nous élaguons A pour obtenir un automate B = (QB,IB,∆B) élagué réduit
sur Γ1. Pour toute transition δ = p,T → R ∈ ∆A, nous dénissons δ˜ = p,T →
R ∩ (QA × Γ¯) et δ′ = • → R ∩ (QA × Γ) où • est un symbole n'appartenant
pas à QA. La transition δ
′
vérie les onditions du lemme 4.3.29. Cependant δ′
n'appartient pas à ∆A. Soit Aδ′ l'automate obtenu en rajoutant δ
′
à ∆A.
Nous prenons QB = QA, IB = IA et ∆B est déni par:
∆B = {δ˜ | δ ∈ ∆A et Sδ′(Aδ′) 6= ∅}
Par onstrution B est élagué. Comme A est réduit, B l'est aussi. Par le
lemme 4.3.29, B peut être onstruit en temps exp[0](|A|).
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Par onstrution, S(B) ⊆ S(A). Pour l'inlusion réiproque, il sut de mon-
trer que toute exéution aeptante de B peut être étendue en une exéution
aeptante de A. Cei est garanti par le fait que pour tout δ˜ ∈ ∆B, S ′δ(A) est
égale à Stacks1(Γ) (f. lemme 4.3.29).
D'après la proposition 4.3.24, il existe un automate C réduit sur Γ1 équivalent
à B ave |QC | ≤ |Γk|(|QB|+ 1).
En ombinant la proposition 4.3.25 et la proposition 4.3.30, il suit que tout
automate alternant sur Γ1 est équivalent à un automate réduit sur Γ1.
Proposition 4.3.31. Pour tout automate alternant A sur Γ1, il existe un au-
tomate B réduit sur Γ1 tel que S(B) = S(A) et tel que |QB| est bornée par
exp[1](|QA|).
Nous verrons dans e paragraphe 4.4.2 que nous pouvons, ave la même om-
plexité, transformer un automate alternant sur Γ1 en un automate réduit déter-
ministe sur Γ1
7
.
Par la proposition 4.3.14 et la proposition 4.3.31, il suit que Rat1(Γ) = Alt1(Γ).
4.3.3 Automates sur Γk ave tests.
Pour étendre la proposition 4.3.30 à tous les niveaux, il nous faut introduire
la notion d'automate ave tests.
Nous ommençons par dénir formellement les opérations de test. Pour tout ℓ ≥ 1
et k ≥ ℓ, l'opération de test de niveau k assoiée à un langage L ⊆ Stacksℓ(Γ),
notée TestkL, est dénie pour toute pile s ∈ Stacksk(Γ) par:
TestkT (s) =
{
s si topℓ(s) ∈ L,
non déni sinon.
En d'autres termes, l'opération TestkL est l'identité de niveau k restreinte à l'en-
semble des piles de niveau k dont la dernière pile de niveau ℓ appartient à L. Nous
dénissons naturellement l'instrution orrespondante notée T kL et nous étendons
R en prenant R(T kL) = Test
k
L. Quand k se déduit du ontexte, nous érivons
simplement TestL et TL.
Un automate sur Γk ave tests dans un ensemble ni L de parties de Stacksℓ(Γ)
(pour ℓ ≤ k) est déni en ajoutant, aux tests de fonds de piles, des instrutions
de test dans T kL = {T
k
L | L ∈ L}. Pour tout T ⊆ T
k
L , nous dénissons Dom(T ) ⊆
Stacksℓ par:
Dom(T ) =
{ ⋂
ℓ∈[1,n]Lℓ si T = { T
k
L1
, . . . ,T kLn } ave n > 0,
Stacksℓ(Γ) si T = ∅
7. Rappelons qu'un automate réduit sur Γ1 est simplement un automate ni sur Γ. La notion
de déterminisme est don la notion lassique pour les automates nis sur le monoïde libre Γ∗.
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Dénition 4.3.32. Un automate A sur Γk ave tests dans un ensemble ni L de
parties de Stacksℓ(Γ) où ℓ ≤ k est un quadruplet (Q,I,F,∆) où Q est l'ensemble
ni des états, I ⊆ Q et F ⊆ Q sont respetivement les ensembles des états initiaux
et naux, et ∆ ⊆ Q× Γok × Sing(Γ
t
k)× 2
T kL ×Q est l'ensemble des transitions.
Nous noterons p
γ
−→ q,T,T ′ la transition (p,γ,T,T ′,q) ∈ ∆. Intuitivement dans
une onguration (p,s) l'automate A peut appliquer la transition p
γ
−→ q,T,T ′
pour passer dans la onguration (q,s′) si la pile s′ = R(γ)(s) est dénie et si s′
appartient à Dom(T ′)
La notion de langage aepté est dénie de manière analogue au as des auto-
mates dans Γk. Nous pouvons dénir de la même manière la notion d'automate
alternant sur Γk ave tests dans L. De même les notions d'automates réduits et
élagués se transposent immédiatement en présene des tests.
Exemple 4.3.33. Considérons le langage S de piles de niveau 2 sur Γ = { a,b }
déni par:
{[ [w0 ] [w1 ] . . . [wn ] ]2 | w0 ∈ Γ
∗,n > 0 et pour tout i ∈ [1,n],
wi ⊑ wi−1 et |wi|a mod 2 = |wi|b mod 2 = 0}.
Ainsi les piles [ [ abbaaabb ] [ abbaaa ] [ abba ] [ ] ]2 et [ [ abbaaabb ] [ abba ] ]2 appar-
tiennent à S. Il est faile de vérier que S appartient à Rat2. Nous donnons
un automate A = (Q,I,F,∆) réduit sur Γ2 ave tests dans {A,B } où A et B
sont les langages de piles de niveau 1 respetivement dénis par {w ∈ Γ∗ | |w|a
mod 2 = 0} et {w ∈ Γ∗ | |w|b mod 2 = 0} aeptant S. L'automate A est
représenté dans la gure 4.5.
i f
a,b
1
a¯,¯b
(1,{ T 2A,T
2
B })
Fig. 4.5  Un automate réduit sur Γ2 ave tests dans {A,B} aeptant S.
Pour des raisons liées à la omplexité des transformations, nous allons ajouter
au uplet dénissant l'automate A = (Q,I,F,∆) une appliation µ de I dans 2T
k
L
.
La sémantique de ette appliation est qu'un état initial i ∈ I peut être l'état de
départ d'un alul aeptant de A si et seulement si la pile vide [ ]k appartient à
Dom(R(t)) pour tout t ∈ µ(i). Du point de vue de l'expressivité, et ajout n'a
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auune inidene. En eet, nous pouvons supprimer µ sans hanger le langage
aepté, en prenant l'ensemble {i ∈ I | [ ]k ∈ Dom(R(t)) pour tout t ∈ µ(i)}
omme nouvel ensemble d'états initiaux. Cependant, le oût de ette transforma-
tion est lié au oût du test de l'appartenane de la pile vide [ ]ℓ aux langages de
L. L'ajout de l'appliation µ permet d'éviter de faire apparaître e oût dans les
transformations présentées dans la suite du hapitre.
Nous prolongeons la orrespondane entre les automates alternants élagués
sur Γk et les automates sur Γk en présene de tests. La preuve est une adaptation
immédiate de la preuve de la proposition 4.3.24.
Proposition 4.3.34. Les automates alternants élagués sur Γk ave tests dans
un ensemble ni L de parties de Stacksℓ(Γ) ave ℓ ≤ k et les automates réduits
sur Γk ave tests dans L sont équivalents:
1. Pour tout automate A alternant élagué (resp. élagué et réduit) sur Γk ave
tests dans L, il existe un automate B (resp. réduit) sur Γk ave tests dans
L tel que S(B) = S(A) et |QB| = |QA|.
2. Pour tout automate A (resp. réduit) sur Γk, il existe un automate B al-
ternant élagué (resp. élagué et réduit) sur Γk tel que S(B) = S(A) et
.|QB| ≤ |Γk|(|QA|+ 1).
Remarque 4.3.35. Grâe à l'ajout de l'appliation µ, ette équivalene est ef-
fetive sans présumer de la déidabilité de l'appartenane de la pile vide aux
langages de L.
Si nous enrihissons un automate sur Γk+1 ave des tests dans Ratk(Γ), nous
n'augmentons pas l'expressivité du modèle. En eet, soient R ∈ Ratk et I ∈
Rat(Γ∗k) telle que R = R(I)([ ]k), il est faile de vérier que:
Testk+1R = copyk · R(I¯ · ⊥k · (Γ
o
k)
∗) · copyk. (4.7)
Proposition 4.3.36. Pour tout automate A sur Γk+1 ave tests dans un ensemble
ni L ⊆ Ratk, il existe un automate B sur Γk+1 tel que S(B) = S(A). De plus
si haque L ∈ L est aepté par un automate AL ∈ Rat(Γk) alors nous pouvons
supposer que |QB| est bornée par exp[0](|A|+
∑
L∈L |AL|).
Démonstration. Soit A = (Q,I,F,∆,µ) un automate sur Γk+1 ave tests dans un
sous-ensemble ni L de Ratk(Γ). Pour tout L ∈ L, nous notons IL un ensemble
de Rat(Γk) tel que L = R(IL)([ ]k). Pour toute transition δ = p
γ
−→ q,T,T ′ ∈ ∆,
nous dénissons un ensemble rationnel d'instrutions de Γk+1, noté Rδ, par:{
Rδ = {ε} si T ′ = ∅,
Rδ = kIL1⊥kΓ
∗
kk¯ · · · kILn⊥kΓ
∗
kk¯ si T
′ = { TL1 , . . . ,TLn }.
122 Ensembles rationnels de piles de piles
De la même manière, nous dénissons pour tout état initial p ∈ I un ensemble
de Rat(Γ∗k+1) assoié à l'ensemble µ(p) et noté Rp.
Soit Aδ = (Qδ,Iδ,Fδ,∆δ) un automate sur Γk+1 aeptant le langage des suites
d'instrutions Rδ (i.e. I(Aδ) = Rδ). Nous pouvons, sans perte de généralité,
supposer que A possède un unique état initial iδ et un unique état nal fδ (en
utilisant des ε-transitions). De la même manière, nous prenons pour tout état
initial p ∈ I un automate Ap = (Qp,Ip,Fp,∆p) aeptant Ri et ave un unique
état initial ip et un unique état nal fp.
Nous supposons aussi que les ensembles Qδ et lesQp sont deux-à-deux disjoints
et disjoints de Q.
Nous onstruisons maintenant l'automate B = (QB,IB,FB,∆B) sur Γk+1 en
prenant:
QB = QA ∪
⋃
δ∈∆Qδ ∪
⋃
p∈I Qi
IB = {ip | p ∈ I}
FB = F
∆B =
⋃
δ∈∆∆δ ∪
⋃
p∈I ∆p,
∪ {fp
ε
−→ p | p ∈ I},
∪ {p
γ
−→ iδ,T , fδ
ε
−→ q | δ = p
γ
−→ q,T,T ′ ∈ ∆}.
De l'équation (4.7), il suit que S(B) = S(A).
Exemple 4.3.37. Nous illustrons dans et exemple le résultat de la proposition
préédente sur l'automate A présenté dans l'exemple 4.3.33. Cet automate réduit
sur Γ2 ave tests dans {A,B } ⊂ Rat1(Γ) où A et B sont les langages de piles de
niveau 1 respetivement dénis par {w ∈ Γ∗ | |w|a mod 2 = 0} et {w ∈ Γ∗ | |w|b
mod 2 = 0} aepte le langage:
S = {[ [w0 ] [w1 ] . . . [wn ] ]2 | w0 ∈ Γ
∗,n > 0 et pour tout i ∈ [1,n],
wi ⊑ wi−1 et |wi|a mod 2 = |wi|b mod 2 = 0}.
D'après la proposition 4.3.36, le langage S appartient à Rat2(Γ). La gure 4.6
présente un automate B sur Γ2 aeptant S.
Nous pouvons déduire un résultat plus fort pour les automates alternants : les
automates alternants sur Γk ave tests dans Altk sont équivalents aux automates
alternants sur Γk.
Proposition 4.3.38. Pour tout automate A alternant sur Γk ave tests dans un
ensemble ni L ⊆ Altk, il existe un automate B alternant sur Γk tel que S(B) =
S(A). De plus si haque L ∈ L est aepté par un automate AL alternant sur Γk
alors nous pouvons supposer que |QB| est bornée par exp[0](|QA|+
∑
L∈L |AL|).
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r0
s
r1 r3
r2
f
a,b
1 a¯,b¯
a¯,b¯
1
a¯
a¯
b¯
b¯
a¯
a¯
b¯
b¯
⊥1
a,b
1¯
1
Fig. 4.6  Un automate B sur Γ2 aeptant le langage S présenté dans
l'exemple 4.3.33.
Démonstration. Soit A = (QA,IA,∆A) un automate alternant sur Γk ave tests
dans un ensemble ni L ⊂ Altk. De plus, supposons que haque langage L ∈ L
soit aepté par un automate AL = (QL,IL,∆L) alternant sur Γk. Nous pouvons
supposer, sans perte de généralité, que les ensembles d'états de tous es automates
sont deux à deux disjoints.
Nous allons onstruire un automate B = (QB,IB,∆B) alternant sur Γk aep-
tant S(A).
L'ensemble des états QB est QA∪
⋃
L∈LQL, les états initiaux IB sont les états
initiaux de A et l'ensemble des transitions ∆B est donné par:
∆B = {p,T → R ∧
∧
T kL∈T
′(iL,ε) | δ = p,T,T ′ → R ∈ ∆A et iL ∈ IL}
∪
⋃
L∈L∆L
Par onstrution, B est équivalent à A. Remarquons qu'en général, |B| est
exponentiel en |QB|.
4.3.3.1 Équivalene entre automates alternants et automates non al-
ternants.
Dans e sous-paragraphe, nous établissons que tout automate alternant sur
Γk est équivalent à un automate sur Γk.
L'étape lé est d'établir que tout automate réduit sur Γk+1 est équivalent à
un automate réduit sur Γk+1 ave tests dans Altk. L'intuition de la preuve est la
même que pour le niveau 1 (f. sous-paragraphe 4.3.2.2).
Nous élaguons les transitions de l'automate A = (QA,IA,∆A) alternant et réduit
sur Γk+1. Pour toute transition δ = p,T → R ∈ ∆A et pour tout γ ∈ Γok+1,
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nous dénissons la transition élaguée δ˜γ = p,T → R ∩ (QA × { γ }) et le reste de
l'élagage δγ = • → R ∩ (QA × (Γok+1 \ { γ })).
Au niveau 1, l'ensemble Sδγ (A) était soit vide soit égal à Stacks1(Γ). Aux ni-
veaux supérieurs, ette propriété n'est plus vériée. Nous allons montrer qu'il
existe un automate alternant Aδ,γ de niveau k tel que pour toute pile s =
[ s1 . . . sn ]k+1 ave Last(s) = γ¯, s ∈ Sδγ (A) si et seulement si sn ∈ S(Aδ,γ).
Ces automates et leurs propriétés sont donnés par les deux lemmes i-dessous.
Lemme 4.3.39. Pour tout k ≥ 1, tout automate alternant réduit sur Γk+1, pour
tout γ ∈ Γok+1 et toute transition δ ∈ ∆A telle que γ¯ 6∈ π2(Act(δ)) et telle que
Test(δ) = ∅, il existe un automate Aδ,γ alternant sur Γk tel que pour toute pile
s = [ s1, . . . ,sn ]k+1 ave Last(s) = γ,
s ∈ Sδ(A) ⇔ sn ∈ S(Aδ,γ).
De plus |QAδ,γ | et |Aδ,γ| sont respetivement bornés par exp[0](|QA|) et exp[0](|A|).
Démonstration. Soit A un automate alternant réduit sur Γk+1, γ un symbole de
Γok+1 et δ0 une transition de ∆A tels que γ¯ 6∈ π2(Act(δ0)) et Test(δ0) = ∅.
Nous ommençons par montrer que nous pouvons supprimer toutes les transi-
tions de ∆A ontenant l'instrution k¯ et l'instrution ⊥k+1 sans hanger Sδ0(A)∩
{s ∈ Stacksk+1(Γ) | Last(s) = γ}.
Soit s = [ s1, . . . ,sn ] ∈ Stacksk+1(Γ) de suite réduite ρs ave ρs(|ρs|) = γ (i.e.
Last(s) = γ). Supposons que s soit aeptée par une exéution EA(TA,CA) de A
ommençant en s par δ0 (i.e. s ∈ Sδ0(A)). Montrons que k¯ n'apparaît pas omme
étiquette de TA.
Soit u ∈ VTA ave CA(u) = (p,s
′). Il existe ρ′ ∈ (Γok+1)
∗
tel que r(TA)
ρ′
−→
A
u.
Par dénition d'une exéution, s′ = R(ρ′)(s). Don s′ = R(ρsρ′)([ ]k+1). La suite
ρsρ
′
est réduite. En eet ρ′ est réduite ar A est réduit, ρs est réduite par dénition
et, par dénition de δ, ρ′(1) 6= γ¯ = ρs(1). Don ρsρ
′
est la suite réduite de s′ et par
la remarque 4.1.11, elle ne peut pas ontenir d'ourrene du symbole k¯. Il suit
que k¯ ne peut apparaître omme étiquette de TA. Par un raisonnement analogue,
nous établissons que [ ]k+1 n'apparaît pas dans π2(CA(VTA))
Nous supposons maintenant que pour toute transition δ ∈ ∆A, l'instrution
k¯ n'apparaît pas dans π2(Act(δ)) et que l'instrution ⊥k+1 n'apparaît pas dans
∆A.
Nous allons onstruire un automate B = (QA ∪ {i0},{i0},∆B) où i0 est un
symbole n'appartenant pas à QA. L'ensemble ∆B est obtenu en remplaçant dans
∆A toutes les ourrenes de l'instrution k par ǫ.
∆B = {p,T → (p1,γ˜1) ∧ · · · ∧ (pn,γ˜n) | p,T → (p1,γ1) ∧ · · · ∧ (pn,γn) ∈ ∆A}
∪ {i0,T → (p1,γ˜1) ∧ · · · ∧ (pn,γ˜n) | δ0 = p,T → (p1,γ1) ∧ · · · ∧ (pn,γn)}
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où pour tout γ ∈ Γok , γ˜ = γ et k˜ = ε.
Nous obtenons don par onstrution un automate alternant sur Γk ave des ε-
transitions. Par onstrution et par le lemme 4.1.3, il en résulte que pour toute pile
s = [ s1, . . . ,sn ]k+1 ave Last(s) = γ, s ∈ Sδ0(A) si et seulement si sn ∈ S(Aδ0).
Remarquons qu'il ne faut pas éliminer les ε-transitions à ette étape. En eet,
l'élimination des ε-transitions peut produire un automate Aδ0 de taille exponen-
tielle par rapport à |A|.
Le lemme préédent traite le as des piles non vides (i.e. Last(s) est déni).
Le lemme suivant traite le as de la pile vide du niveau k + 1. Sa preuve est une
adaptation immédiate de la preuve du lemme préédent.
Lemme 4.3.40. Pour tout k ≥ 1, tout automate alternant réduit sur Γk+1, et
toute transition δ ∈ ∆A, il existe un automate Aδ,ε alternant sur Γk tel que:
[ ]k+1 ∈ Sδ(A) ⇔ [ ]k ∈ S(Aδ,ε).
De plus |QAδ,ε | et |Aδ,ε| sont respetivement bornés par exp[0](|QA|) et exp[0](|A|).
En utilisant les lemmes préédents, nous pouvons onstruire à partir d'un
automate alternant réduit sur Γk+1, un automate réduit sur Γk+1 ave tests dans
Altk équivalent.
Proposition 4.3.41. Pour tout k ≥ 1, tout automate A sur Γk+1 alternant et
réduit est équivalent à un automate B réduit sur Γk+1 ave tests dans L ⊂ Altk.
De plus, la taille ∆B est polynomiale en la taille ∆A, |L| ≤ (k + 2) · |∆A| et
tout L ∈ L est aepté par un automate AL alternant sur Γk ave |QAL | et |AL|
respetivement bornés par exp[0](|QA|) et exp[0](|A|).
Démonstration. Soit A = (QA,IA,∆A) un automate sur Γk+1 alternant et réduit.
Nous onstruisons un automate B alternant élagué et réduit sur Γk+1 ave tests
dans L ⊂ Altk.
Pour tout δ = p,T → R ∈ ∆A et tout γ ∈ Γok+1, nous dénissons δ˜γ =
p,R→ R ∩ (QA × { γ }) et δγ = • → R ∩ (QA × (Γok \ { γ })) où • est un symbole
n'appartenant pas à QA. Nous noterons Aδγ l'automate alternant sur Γk onstruit
dans le lemme 4.3.39 pour l'automate (QA,IA,∆A ∪ {δγ}).
De même, pour toute transition δ = p,T → R ∈ ∆A, nous dénissons δε = • → R
et notons Aδε l'automate alternant sur Γk onstruit dans le lemme 4.3.40.
Enn, l'ensemble L ⊂ Altk des langages de test est:
L = {S(Aδγ ),S(Aδε) | δ ∈ ∆A et γ ∈ Γ
o
k+1}.
Nous dénissons maintenant un automate B = (QB,IB,∆B) alternant élagué
et réduit sur Γk+1 ave tests dans L. Nous prenons QB = (QA ∪ { • }) × (Γok ∪
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{ ε,k }), IB = IA × (Γok ∪ { k,ε }) et l'ensemble des transitions est déni par:
∆B = {(p,γ),T,TS(Aδγ¯ ) → ((q,γ
′),γ¯) | δ ∈ ∆A et δ˜γ¯ = p,T → (q,γ¯)}
∪ {(p,γ),T,TS(Aδγ¯ ) → ((•,γ
′),γ¯) | δ ∈ ∆A et δ˜γ¯ = p,T → ∅}
∪ {(p,ε),⊥k+1,TS(Aδε ) → ∅ | δ ∈ ∆A et Head(δ) = p}
∪ { (•,γ)→ ((•,γ′),γ¯) }
∪ { (•,ε),⊥k+1 → ∅}
où dans tous les ensembles, γ ∈ Γok ∪ { k } et γ
′ ∈ Γok ∪ {k,ε} ave γ
′ 6= γ¯.
Par onstrution, B est un automate alternant élagué réduit sur Γk+1 et
S(A) ⊆ S(B).
Pour l'inlusion réiproque, nous montrons que toute exéution aeptante EB
de l'automate B peut s'étendre en une exéution aeptante de A.
Avant d'établir ette propriété, remarquons que pour toute exéution (non
néessairement aeptante) EA = (TA,CA) de A si CA(r(TA) = ((q,γ),s) alors
Last(s) = γ. Une réurrene immédiate sur la longueur de l'exéution EA, utilisant
les lemmes 4.3.39 et 4.3.40 établit que:
pour toute exéution EB de B ommençant par l'état (q,γ) ∈ QA × (Γok+1 ∪ { ε })
sur la pile s, il existe une exéution EA de A ommençant par q sur la pile s. Il
s'en suit don que S(B) ⊆ S(A).
Nous avons don établi l'existene d'un automate alternant élagué et réduit ave
test dans L ⊂ Altk(Γ) équivalent à A. D'après la proposition 4.3.24, il existe un
automate C réduit sur Γk+1 ave tests dans L équivalent à B.
Un orollaire immédiat de ette proposition et de la proposition 4.3.25 est que
tout automate alternant sur Γk+1 est équivalent à un automate réduit sur Γk+1
ave tests dans Altk.
Corollaire 4.3.42. Pour tout k ≥ 1, tout automate A alternant sur Γk+1 est
équivalent à un automate B réduit sur Γk+1 ave tests dans L ⊂ Altk(Γ). De plus,
|QB| et |L| sont bornées par exp[1](|QA|) et haque langage L ∈ L est aepté par
un automate AL alternant sur Γk de taille bornée par exp[1](|QA|).
Nous pouvons maintenant établir, par réurrene sur le niveau k, que tout
automate alternant sur Γk est équivalent à un automate sur Γk.
Théorème 4.3.43. Pour tout automate alternant A sur Γk, il existe un automate
B sur Γk équivalent. De plus, nous pouvons supposer que la taille de B est bornée
par exp[k](|QA|).
Démonstration. La preuve proède par réurrene sur le niveau k.
Cas de base : k = 1. Ce as a été démontré dans la proposition 4.3.31.
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Etape de réurrene. Soit A = (QA,IA,∆A) un automate alternant sur Γk+1.
Par la proposition 4.3.25, il existe un automate B = (QB,IB,∆B) alternant ré-
duit sur Γk+1 équivalent à A. Par la proposition 4.3.41, il existe un automate C
réduit sur Γk ave tests dans L ⊂ Altk. Comme par hypothèse de réurrene,
tout automate alternant sur Γk est équivalent à un automate sur Γk, C est un
automate réduit sur Γk+1 ave tests dans Ratk. Par la proposition 4.3.36, il existe
un automate D sur Γk+1 équivalent à C.
Un rapide alul des omplexités mises en jeu dans haque transformation
montre que |QD| est bornée par exp[k + 1](|QA).
Il en résulte immédiatement que pour tout k ≥ 1,
Altk = Ratk.
Un orollaire du théorème préédent et des propositions 4.3.34 et 4.3.38 est
que les langages aeptés par les automates sur Γk ave tests dans Ratk(Γ) ap-
partiennent à Ratk(Γ).
Corollaire 4.3.44. Pour tout k ≥ 1, Ratk(Γ) = R(Rat((Γk ∪ TRatk(Γ))
∗))([ ]k).
4.3.3.2 Première normalisation
Dans e sous-paragraphe, nous établissons la première normalisation des au-
tomates sur Γk+1. Plus préisément, nous montrons que tout automate sur Γk+1
est équivalent à un automate réduit sur Γk+1 ave tests dans Ratk.
Ce résultat peut être déduit des résultats du sous-paragraphe préédent. En
eet, omme tout automate sur Γk+1 est équivalent à un automate alternant
sur Γk+1 (f. proposition 4.3.14), il déoule de la proposition 4.3.41 et du théo-
rème 4.3.43 que tout automate sur Γk+1 est équivalent à un automate réduit
sur Γk+1 ave tests dans Ratk. Cependant du point de vue de la omplexité, les
automates sur Γk aeptant les langages de tests ont une taille (k + 1) fois ex-
ponentielle en la taille de l'automate de départ. Nous allons montrer que, par
une onstrution ad ho, nous pouvons réduire d'un niveau la taille de la tour
d'exponentielles.
Intuitivement, ette onstrution onsiste à éliminer les boules dans les exé-
utions de l'automate A sur Γk+1. Nous dirons que l'automate A boule sur la pile
s ∈ Stacksk+1(Γ) en partant dans l'état p et en revenant dans l'état q s'il existe
un alul (p0,s0) −→
A
· · · −→
A
(pn,sn) tel que s0 = sn = s, p0 = p, pn = q et pour
tout ℓ ∈ [0,n], ρs ⊑ ρsℓ . Pour tout p,q ∈ QA, nous noterons Lp,q ⊆ Stacksk+1(Γ)
l'ensemble des piles s tel que A peut bouler sur s en partant en p et en revenant
en q.
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Exemple 4.3.45. Considérons l'automate A sur Γ2 (ave Γ = { a,b }) présenté
dans la gure 4.1 p. 98. Les langages des boules de et automate sont donnés
i-dessous:
Lp1,q1 = {[ s1, . . . ,sn ]2 | sn(|sn|) = a}
Lp2,q2 = {[ s1, . . . ,sn ]2 | sn(|sn|) = b}
Lp,q = Stacks2(Γ)
Li,r = Stacks2(Γ)
Tous les autres langages de boules sont vides. Nous retrouvons bien que l'en-
semble des piles aeptées par A est {[ [w ] ]2 | w ∈ Γ
∗}.
Nous allons montrer, dans le lemme suivant, que l'appartenane d'une pile s
de niveau k + 1 à Lp,q ne dépend que de Last(s) et de topk(s) la dernière pile de
niveau k de s.
Lemme 4.3.46. Pour tout automate A sur Γk+1, tous p,q ∈ QA et γ ∈ Γok+1 ∪
{ ε }, il existe un automate Aγp,q alternant sur Γk tel que pour toute pile s =
[ s1, . . . ,sn ]k+1 ave Last(s) = γ, on a s ∈ Lp,q si et seulement si sn ∈ S(A
γ
p,q).
Démonstration. Soit A = (QA,IA,FA,µA,∆) un automate sur Γk+1, γ0 ∈ Γok ∪
{ k,ε } et p0,q0 ∈ QA.
Considérons le as γ0 6= ε. Le as γ0 = ε est similaire.
Comme Last(s) 6= ε, la pile s est non vide. Toutes les piles intervenant dans
une boule de A sur s sont diérentes de la pile vide de niveau k+1. Nous pouvons
don supprimer toutes les transitions de A ontenant l'instrution de test ⊥k+1.
Nous ommençons par onstruire un automate B = (QB,IB,∆B) alternant
réduit sur Γk+1 aeptant Lp0,q0 ∩ {s ∈ Stacksk(Γ) | Last(s) = γ0}. L'ensemble
des états QB est égal à QA×QA× (Γok ∪ { k })× Sing(Γ
t
k) et l'ensemble des états
initiaux IB est {(p0,q0,γ0,T ) | T ∈ Sing(Γ
t
k)}.
Intuitivement, si une onguration ((p,q,γ,T ),s) apparaît dans une exéution
aeptante de B ommençant sur une pile s0 telle que Last(s0) = γ0 alors:
 Last(s) = γ,
 s ∈ Dom(R(t)) pour tout t ∈ T ,
 et s appartient à Lp,q.
Pour dénir l'ensemble des transitions ∆B, nous onsidérons des transitions δ
de la forme suivante:
δ = (p,q,γ,T ),T →
∧
γ′∈R
∧
(p′,q′,γ′,T ′)∈Qγ′
((p′,q′,γ′,T ′),γ′)
où R ∈ (Γok ∪ { k }) \ {γ¯ | } et pour tout γ
′ ∈ R, Qγ′ ⊆ QB. Pour tout γ
′ ∈ R,
nous dénissons un ensemble R′γ ⊆ QA ×QA égal à:
{(p,q) | ∃(r,t,γ,T ′) ∈ Qγ ,p
γ′
−→ r,T1 ∈ ∆A et t
γ¯′
−→ q,T2 ∈ ∆A, T1 ≤ T et T2 ≤ T
′}
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La transition δ appartient à ∆B si (p,q) ∈
(⋃
γ′∈RRγ′
)∗
.
Fait 1. Pour tout p,q ∈ QA,toute instrution γ ∈ Γok ∪ { k } et toute pile s ∈
Stacksk+1(Γ) ave Last(s) = γ, s'il existe une exéution EB = (TB,CB) de B
ommençant en s par l'état (p,q,γ,T ) alors s appartient à Lp,q.
La preuve proède par réurrene sur la hauteur de TB.
Fait 2. Pour tout p,q ∈ QA,tout γ ∈ Γok ∪{ k } et toute pile s ∈ Stacksk+1(Γ) ave
Last(s) = γ, si s appartient à Lp,q alors il existe une exéution EB = (TB,CB) de
B ommençant en s par l'état (p,q,γ,T ).
La preuve proède par réurrene sur la longueur de la boule de A sur s en
utilisant la déomposition du lemme 4.1.12.
Par onséquent et pour toute pile s ∈ Stacksk+1(Γ) ave Last(s) = γ0, s ∈ S(B)
si et seulement si s ∈ Lp,q.
Par onstrution, B ne ontient auune ourrene des instrutions k¯ et ⊥k+1.
Nous dénissons l'automate C alternant sur Γk en remplaçant dans B toutes
les ourrenes de k par des ε. Par le lemme 4.1.3, il suit que pour tout s =
[ s1, . . . ,sn ]k+1 ∈ Stacksk+1(Γ) ave Last(s) = γ0, s ∈ S(B) si et seulement si
sn ∈ S(C). Ainsi l'automate C satisfait les onditions de l'énoné.
Remarquons que bien que le nombre d'états de C soit polynomial en |A|, la
taille de C est exponentielle en la taille de A.
Exemple 4.3.47. Reprenons l'exemple 4.3.45. L'automate A = (QA,IA,FA,∆A)
obtenu par ε-lture de l'automate présenté dans la gure 4.1 est donné dans la
gure 4.7.
ip q r
p1
p2
q1
q2
a,b
1
1,⊥1 1¯
1 a¯
1 b¯
a 1¯
b 1¯
a¯,⊥1
b¯,⊥1
Fig. 4.7  L'ε-lture de l'automate présenté dans la gure 4.1.
Pour tout γ ∈ Γo1 ∪ { 1,ε }, nous onstruisons l'automate A
γ
i,r = (Q,I,∆)
alternant sur Γ1 déni dans la preuve du lemme 4.3.46. L'ensemble des états
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Q est QA × QA × (Γ1 ∪ { 1 }) × Sing(Γ1) et l'ensemble des états initiaux I est
{ (p,q,a,∅) , (p,q,a,⊥1) }. Voii, l'ensemble des transitions de ∆ aessibles de-
puis l'un des états initiaux.
(i,r,γ,T ),T → ((q,q,1,⊥1),ε) (i,r,γ,T ),T → ((p,q,1,∅),ε)
(p,q,γ′,T ),T → ((p1,q1,1,∅),ε) (p,q,γ′,T ),T → ((p1,q2,1,∅),ε)
(p,q,γ′,T ),T → ((p2,q1,1,∅),ε) (p,q,γ′,T ),T → ((p2,q2,1,∅),ε)
(p1,q1,1,∅) → (p,q,a¯,∅),a¯) (p1,q1,1,∅) → (q,q,a¯,⊥1),a¯)
(p2,q2,1,∅) → (p,q,a¯,∅),a¯) (p2,q2,1,∅) → (q,q,a¯,⊥1),a¯)
(q,q,γ′,⊥1),⊥1 → ∅
où T ∈ Sing(Γt1) et γ ∈ { a¯,¯b,1 }. Il est faile de vérier que S(A
γ
i,r) est égal à
Stacks1Γ. et don Li,r est égal à Stacks2(Γ).
En utilisant le lemme préédent, nous pouvons transformer tout automate sur
Γk+1 en un automate réduit sur Γk+1 ave tests dans Altk.
Proposition 4.3.48. Tout automate A sur Γk+1 est équivalent à un automate
B réduit sur Γk ave tests dans L ⊆ Altk. De plus, |∆B| et |L| sont bornées par
exp[0](|QA|) et haque L ∈ L est aepté par un automate AL alternant sur Γk
ave |QAL| borné par exp[0](|QA|).
Démonstration. Soit A = (QA,IA,FA,∆A) un automate sur Γk+1. Nous pouvons,
sans perte de généralité, supposer que A ne ontient pas d'ε-transitions. Nous
onstruisons un automate B = (QB,IB,FB,µB,∆B) réduit sur Γk+1 ave tests
dans un ensemble ni L ⊂ Altk.
L'ensemble L ontient les langages aeptés par les automates Aγp,q pour tout
p,q ∈ QA et γ ∈ Γok ∪ { k }. À es langages, il faut ajouter les langages de tests
assoiés aux états initiaux. Pour tout état p ∈ QA, nous noterons Sp le langage⋃
i∈IA
S(Aεi,p). Par la proposition 4.3.16, le langage Sp appartient à Altk. Nous
prenons don L égal à:
L = {S(Aγp,q) | p,q ∈ QA et γ ∈ Γ
o
k ∪ { k }}
∪ {Sq | q ∈ QA}
où pour tout p,q ∈ QA et γ ∈ Γok+1, A
γ
p,q est l'automate alternant sur Γk déni
dans le lemme 4.3.46. Tout langage L ∈ L est aepté par un automate alternant
sur Γk de taille polynomiale en |A|.
Nous pouvons maintenant dénir B. L'ensemble des états QB est égal à QA×
(Γok ∪ { k,ε }). Les ensembles des états initiaux et naux sont respetivement
IB = QA × { ε } et FB = FA × (Γok ∪ { k,ε }). L'appliation µB est dénie pour
tout (q,ε) ∈ QB par µB((q,ε)) = Sq. L'ensemble des transitions ∆B est donné
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par:
∆B = {(p,γ′)
γ
−→ (r,γ),T,TS(Aγq,r) | γ
′ ∈ Γok ∪ { k,ε }γ ∈ Γ
o
k ∪ { k },γ¯ 6= γ
′
et p
γ
−→ q,T ∈ ∆A}.
Par onstrution, l'automate B est réduit (f. remarque 4.3.23). Nous établis-
sons maintenant que S(B) = S(A). Par onstrution de B, nous avons S(B) ⊆
S(A). Il reste à montrer l'inlusion réiproque.
Soit s une pile aeptée par A. Il existe un alul (p0,s0)
γ1
−→
A
· · ·
γn
−→
A
(pn,sn)
où s0 = [ ]k+1, sn = s, p0 ∈ IA et pn ∈ FA.
Notons ρs la suite réduite de s et pour tout ℓ ∈ [0,|ρs|], notons sℓ la pile de
niveau k + 1 ayant pour suite réduite ρ(1) . . . ρ(ℓ).
Il existe i1 < . . . < i|ρs| ∈ [0,n] tels que pour tout ℓ ∈ [1,|ρs| − 1],
 γiℓ+1 = ρs(ℓ)
 A boule sur sℓ partant de qiℓ+1 et arrivant en qiℓ+1 ,
 A boule sur s0 = [ ]k+1 partant de q0 et arrivant en qi0 ,
 A boule sur s|ρs| = s partant de qi|ρs|+1 et arrivant en qn
Il en résulte don par onstrution de B et par dénition des langages de L
(f. lemme 4.3.46) que B admet le alul aeptant suivant:
((qi1 ,ε), [ ]k+1)
ρs(1)
−→
B
((qi2 ,ρ(1)),s1)
ρs(2)
−→
B
· · ·
ρs(|ρs|)
−→
B
((qn,ρs(|ρs|)),s).
Nous avons établi que S(A) ⊆ S(B) et don A et B aeptent le même langage.
Remarquons que omme la onstrution du lemme 4.3.46 prend un temps
exponentiel en |A|, ette onstrution est elle aussi exponentielle.
Il s'en suit maintenant par la proposition préédente et par le théorème 4.3.43,
que tout automate A sur Γk+1 est équivalent à un automate réduit sur Γk+1 ave
test dans Ratk et que ette transformation peut être réalisée en temps exp[k](|A|).
Pour un automate A alternant sur Γk+1, ette même normalisation est en temps
exp[k + 1](|QA|).
Proposition 4.3.49. Tout automate A sur Γk+1 est équivalent à un automate B
réduit sur Γk+1 ave tests dans L ⊂ Ratk. De plus, |B| est bornée par exp[0](|A|)
et haque L ∈ L est aepté par un automate AL sur Γk de taille bornée par
exp[k](|A|).
Par le théorème 4.3.43, nous obtenons notre première étape de normalisation.
Théorème 4.3.50. Les automates réduits sur Γk+1 ave tests dans Ratk a-
eptent préisément les langages de Ratk+1.
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Démonstration. Les langages aeptés par les automates réduits sur Γk+1 ave
tests dans Ratk appartiennent à Ratk+1 par la proposition 4.3.36.
Pour l'inlusion réiproque, soit R ∈ Ratk+1. Par la proposition 4.3.5, R est
aepté par un automate A sur Γk+1. Par la proposition 4.3.49 et par le théo-
rème 4.3.43, il s'en suit qu'il existe un automate réduit sur Γk+1 ave tests dans
Ratk.
Nous obtenons omme orollaire immédiat que pour tout ensemble rationnel
de niveau k+ 1, l'ensemble des piles de niveau k apparaissant omme plus haute
pile d'une pile de R est lui aussi rationnel.
Corollaire 4.3.51. Pour tout k ≥ 1 et pour tout langage R appartenant à
Ratk+1(Γ), topk(R) appartient à Ratk(Γ).
Démonstration. Soit R un langage de Ratk+1(Γ). Par le théorème 4.3.50, R est
aepté par un automate A réduit sur Γk+1 ave tests dans Ratk(Γ). Par la re-
marque 4.3.7, A ne ontient auune ourrene des instrutions ⊥k+1 ou k. Consi-
dérons l'automate B sur Γk ave tests dans Ratk obtenu en remplaçant dans A
toutes les ourrenes de l'instrution k par ε. Par le lemme 4.1.3, l'automate B
aepte topk(S(A)) et par le orollaire 4.3.44, S(B) appartient à Ratk(Γ).
Dans le paragraphe suivant, nous nous onentrons sur les automates réduits
sur Γk+1 ave tests dans Ratk.
D'après la remarque 4.3.7, nous pouvons supposer que es automates n'utilisent
pas l'instrution ⊥k+1. De plus pour tout ℓ ∈ [1,k], l'opération de test de pile
vide de niveau ℓ peut s'exprimer par un test rationnel de niveau k. En eet,
Rk+1(⊥ℓ) = Test
k+1
Sℓ
où Sℓ est l'ensemble des piles s de niveau k telles que
topℓ(s) = [ ]ℓ. L'ensemble Sℓ est égal à Rk((Γ
o
k)
∗ · ⊥ℓ)([ ]k) et don appartient
à Ratk.
Dans la suite, nous supposerons que les automates réduits que nous onsidé-
rons n'utilisent pas les instrutions de Γtk+1 et nous les omettrons dans la dénition
de es automates.
4.3.4 Test du vide
Ce sous-paragraphe est dédié à l'étude de la omplexité du test du vide des
diérents modèles d'automates introduits jusqu'à présent.
Pour les automates sur Γk, le test du vide peut se réduire en temps polynomial
au test du vide du langage aepté par un automate à pile sur COpsk(Γ). En eet,
par la proposition 4.2.2, le problème du test du vide des automates sur Γk est
rédutible en temps polynmial au problème du test du vide des automates à
pile sur Opsk(Γ). Par le théorème 4.1.23, e problème est rédutible en temps
polynomial au problème du test du vide des automates à pile sur COpsk(Γ).
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Dans [Eng91℄, l'auteur montre que le test du vide des automates sur COpsk(Γ)
peut être réalisé en exp[k − 1] (f. théorème 4.1.23).
Voii un algorithme de test du vide des automates sur Γk et des automates al-
ternants sur Γk qui nous permet en partiulier de réobtenir le résultat de [Eng91℄.
D'après les propositions 4.3.48 et 4.3.41, les automates sur Γk+1 et les automates
alternants sur Γk peuvent tous être transformés en un automate équivalent réduit
sur Γk+1 ave tests dans Altk. Il nous sut don de nous onentrer sur les
automates réduits sur Γk ave tests dans Altk.
Proposition 4.3.52. Pour tout automate A réduit sur Γk+1 ave tests dans L ⊂
Altk , il existe un automate B alternant sur Γk tel que topk(S(A)) = S(B). De
plus, si pour tout L ∈ L, L est aepté par un automate AL alternant sur Γk alors
nous pouvons supposer que |QB| est borné par exp[0](|A| +
∑
L∈L |QAL|) et |B|
est bornée par exp[0](|A|+
∑
L∈L |AL|).
Démonstration. Soit A = (QA,IA,FA,µA,∆A) un automate réduit sur Γk+1 ave
tests dans L ⊂ Altk. Comme A est réduit, nous pouvons, sans perte de généralité,
supposer que k¯ n'étiquette auune transition de A et que ⊥k+1 n'apparaît pas
dans ∆A (f. remarque 4.3.7). Considérons l'automate B obtenu en remplaçant
dans A toutes les ourrenes de l'instrution k par ε. Par le lemme 4.1.3, il
suit que S(B) = topk(S(A)). Par la proposition 4.3.34, il existe un automate C
alternant élagué sur Γk ave test dans L équivalent à B. Finalement et par la
proposition 4.3.36, il existe un automate D alternant sur Γk équivalent à C.
En ombinant les omplexités des diérentes transformations mises en jeu, nous
obtenons la borne annonée.
Nous pouvons don, à l'aide de ette transformation, donner une borne supé-
rieure sur la omplexité du test du vide pour les diérents modèles d'automates.
Proposition 4.3.53. Les propositions suivantes sont vériées:
1. Le test du vide d'un automate A sur Γk est réalisable en temps exp[k −
1](|A|).
2. Le test du vide d'un automate alternant sur Γk est réalisable en temps
exp[k](|QA|).
Démonstration. La preuve proède par réurrene sur le niveau k des automates.
Cas de base : k = 1. Le test du vide d'un automate sur Γ1 se réduit en temps
polynmial au test du vide d'un automate
8
réduit sur Γ1. Ce test peut don être
eetué en temps polynomial.
Par la proposition 4.3.31, tout automate alternant sur Γ1 peut être transformé
en temps exp[1](|QA|) en un automate sur Γ1 de taille au plus exp[1](|QA|). Le test
8. En d'autres termes, un automate ni étiqueté par Γ.
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du vide d'un automate A alternant sur Γ1 peut s'eetuer en temps exp[1](|QA|).
Remarquons qu'il est important d'exprimer la omplexité en fontion de |QA| et
non de |A| ar |A| peut être exponentiellement plus grand que |QA|.
Etape de réurrene. Soit A un automate sur Γk+1. En ombinant les proposi-
tions 4.3.48 et 4.3.52, nous pouvons onstruire un automate B alternant sur Γk tel
que S(A) est vide si et seulement si S(B) est vide. De plus, |QB| est bornée par
exp[0](|A|) et |B| peut être onstruit en exp[1](|A|). Par hypothèse de réurrene,
le test du vide de B peut être réalisé en temps exp[k](|QB|). Le test du vide peut
don être réalisé en temps exp[k + 1](|A|).
Remarquons que omme k ≥ 1, la transformation de A en B qui est exponentielle
est, en terme de omplexité, masquée par le test du vide de B qui est au moins
exponentiel.
Soit A un automate alternant sur Γk+1. En ombinant le orollaire 4.3.42 et
la proposition 4.3.52, nous pouvons onstruire un automate B alternant sur Γk
tel que S(A) est vide si et seulement si S(B) est vide. De plus, |QB| est bornée
par exp[1](|QA|) et B peut être onstruit en temps exp[2](|QA|). Par hypothèse
de réurrene, le test du vide de B peut être réalisé en temps exp[k](|QB|). Le
test du vide de A peut don s'eetuer en temps exp[k + 1](|QA|).
Remarquons que omme k ≥ 1, la transformation de A en B qui est doublement
exponentielle par rapport au nombre d'états de A est, en terme de omplexité,
masquée par le test du vide B qui est lui aussi au moins doublement exponentiel
en le nombre d'états de A.
En utilisant la borne inférieure du test du vide des automates sur COpsk
établie dans [Eng91℄ et rappelée dans le théorème 4.1.17, nous montrons que les
omplexités obtenues dans le théorème préédent sont minimales.
Théorème 4.3.54 ([Eng91℄).
1. Pour k ≥ 2, il n'existe pas de proédure prenant en entrée un automate A
sur Γk et déidant si S(A) est vide et s'exéutant en temps exp[k− 2](|A|).
2. Pour k ≥ 1, il n'existe pas de proédure prenant en entrée un automate A
sur Γk et déidant si S(A) est vide et s'exéutant en temps exp[k−1](|QA|).
Démonstration. Nous établissons les deux propriétés.
1. Raisonnons par l'absurde et supposons que pour un ertain k0 ≥ 2, il existe
un algorithme testant le vide des automates sur Γk0 travaillant en temps
exp[k0−2]. Par le théorème 4.1.23 et la proposition 4.2.2, nous en déduisons
un algorithme testant le vide du langage aepté par les automates sur
COpsk0 travaillant en exp[k0 − 2]. Or par le théorème 4.1.17, le problème
du test du vide des langages aeptés par les automates à piles sur COpsk0
est omplet pour la lasse de omplexité
⋃
d>1DTIME(2
↑k0−1(dn2)). D'après
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le théorème 2.19 de [HU79℄, exp[k0 − 2](n) (
⋃
d>1DTIME(2
↑k0−1(dn2)): e
qui amène la ontradition.
2. Pour k = 1, la propriété déoule du fait que |A| peut-être exponentielle en
|QA|. Supposons par l'absurde que la propriété ne soit pas vériée. Pour un
ertain k0 ≥ 2, il existe don une proédure testant le vide des automates
alternants sur Γk0 et terminant en temps exp[k0−1](|QA|). En reprenant la
preuve de la proposition 4.3.53, nous pouvons onstruire pour tout automate
A sur Γk0+1, un automate B alternant sur Γk0 de taille polynomiale en |A| en
temps exp[1](|A|). Nous en déduisons don une proédure déidant du vide
des automates sur k0+1 terminant en temps exp[k0− 1](|A|). Remarquons
que omme k0 ≥ 2, k0 − 1 est supérieur ou égal à 1 et la omplexité de la
proédure est bien en exp[k0−1](|A|). Nous obtenons don la ontradition
ave la première partie de ette proposition.
Nous onluons e paragraphe en montrant que le test de l'appartenane d'une
pile au langage aepté par un automate sur Γk est aussi dur que le problème du
test du vide des automates sur Γk. Formellement, le problème de l'appartenane
pour les automates (resp. automates alternants) sur Γk est, étant donné en entrée
une pile s ∈ Stacksk(Γ) et un automate A (resp. automate alternant) sur Γk, de
déider si s appartient à S(A).
Proposition 4.3.55. Le problème de l'appartenane pour les automates (resp.
automates alternants) sur Γk se réduit en temps polynomial au problème du test
des automates (resp. automates alternants) sur Γk et vie-versa.
Démonstration.
1. Considérons le as des automates sur Γk. Pour la rédution direte, il sut
de remarquer que pour tout automate A sur Γk et pour toute pile s ∈
Stacksk(Γ), R(I(A) · ρs · ⊥k)([ ]k) est vide si et seulement si s n'appartient
pas à S(A). Pour la réiproque, il sut de remarquer que S(A) n'est pas
vide si et seulement si [ ]k ∈ R(I(A) · (Γ
o
k)
∗⊥k).
2. Considérons le as des automates alternants sur Γk. Il sut de remarquer
que pour toute pile s ∈ Stacksk(Γ) et pour tout automate A alternant sur
Γk, s ∈ S(A) si et seulement si S(A) ∩ S(As) 6= ∅ où As est un automate
alternant sur Γk aeptant le singleton { s }. Remarquons que par la propo-
sition 4.3.16, nous pouvons onstruire en temps polynomial un automate B
alternant sur Γk et aeptant S(A) ∩ S(As). Pour la rédution réiproque,
soit A = (QA,IA,∆A) un automate alternant sur Γk. Nous allons onstruire
un automate B tel que S(A) n'est pas vide si et seulement si [ ]k ∈ S(B).
L'automate B est égal à (QA ∪{ • },{ • },∆B) où • est un symbole n'appar-
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tenant pas à QA et où l'ensemble des transitions ∆B est déni par:
∆B = ∆A ∪ {• → (•,γ) | γ ∈ Γk} ∪ { •,⊥k → (•,ε) } ∪ {• → (i,ε) | i ∈ IA}.
4.4 Aepteurs nis déterministes
Au niveau 1, la fermeture par omplémentaire de Rat1(Γ) est obtenue en
montrant que tout langage de Rat1 est aepté par un automate déterministe et
omplet sur Γ [Kle56℄. Dans e paragraphe, nous montrons que la fermeture par
omplémentaire de Ratk+1(Γ) pour tout k ≥ 1 peut-être obtenue par un résultat
similaire pour les automates réduits sur Γk+1 ave tests dans Ratk(Γ).
Dans e but, nous dénissons une notion naturelle de déterminisme et de
omplétude pour les automates réduits sur Γk+1 ave tests dans Ratk(Γ). Un
tel automate A = (QA,IA,FA,µ(A),∆A) est dit déterministe si quelque soit la
onguration (p,s) de A et l'instrution γ ∈ Γok ∪ { k }, il existe au plus un état q
tel que (p,s)
γ
−→
A
(q,R(γ)(s)) et qu'il existe au plus un état initial i ∈ I telle que
[ ]k+1 ∈ Dom(µA(i)). L'automate A est dit omplet si pour toute onguration
(p,s) de A et pour toute γ ∈ Γok ∪ { k } telle que R(γ)(s) est dénie et telle que
γ¯ 6= Last(s), il existe au moins une transition δ ∈ ∆A étiquetée par γ appliable
en (p,s). Remarquons que pour donner formellement la dénition d'un automate
réduit et omplet, il est naturel de onsidérer des automates réduits de la forme
dérite dans la remarque 4.3.7.
Dénition 4.4.1. Un automate A = (QA × Γok × { k,ε },IA × { ε },FA,µA,∆A)
réduit sur Γk+1 ave tests dans un ensemble ni L ⊂ Ratk(Γ) est déterministe si
pour tout p,q,q′ ∈ QA ave q 6= q′ et tout γ ∈ Γok ∪ { k } et γ
′ ∈ Γok ∪ { k,ε }, on a{
δ1 = (p,γ
′)
γ
−→ (q,γ),T1 ∈ ∆A
δ2 = (p,γ
′)
γ
−→ (q′,γ),T2 ∈ ∆A
⇒ Dom(T1) ∩Dom(T2) = ∅.
et de plus il existe au plus un i ∈ IA tel que [ ]k+1 ∈ Dom(µA((i,ε))).
L'automate A est dit omplet si pour tout p ∈ QA, γ′ ∈ Γok∪{ k,ε } et γ ∈ Γ
o
k∪{ k }
tel que γ¯ 6= γ′, l'union
⋃
δ=(p,γ′)
γ
−→(q,γ),T∈∆A
Dom(T ) est égal à Stacksk(Γ) et il
existe au moins un état initial i ∈ IA tel que [ ]k+1 ∈ Dom(µ((i,ε))).
Remarque 4.4.2. La notion d'automate déterministe et omplet s'étend immé-
diatement aux automates sur Γk ave tests dans Ratk(Γ).
Dans la suite, nous dirons simplement automate déterministe et omplet sur
Γk ave tests dans L ⊂ Ratk au lieu d'automate réduit déterministe et omplet
sur Γk ave tests dans un ensemble ni L ⊆ Ratk(Γ).
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La propriété lé de es automates est que pour toute pile s de niveau k, il
existe un et un seul alul de l'automate partant de la pile vide de niveau k dans
un état initial et arrivant à la pile s.
Lemme 4.4.3. Pour tout automate A déterministe et omplet sur Γk+1 ave
tests dans Ratk et pour toute pile s ∈ Stacksk+1(Γ), il existe un unique alul de
A partant de la pile vide [ ]k+1 dans un état initial et arrivant en s. Nous noterons
A(s) l'état de A apparaissant dans la dernière onguration de e alul.
Démonstration. Cette propriété est une réurrene immédiate sur la longueur de
la suite réduite de la pile s.
Une onséquene immédiate est que les langages aeptés par les automates
déterministes et omplets sur Γk+1 ave tests dans Ratk sont fermés par omplé-
mentaire. Pour tout automate A = (QA,IA,FA,µA,∆A) déterministe et omplet
sur Γk+1 ave tests dans L ⊂ Ratk, le omplémentaire de S(A) est aepté par
l'automate B = (QA,IA,QA \ FA,µA,∆A).
Proposition 4.4.4. Les langages aeptés par les automates déterministes et
omplets sur Γk+1 ave tests dans L ⊂ Ratk sont los par omplémentaire.
Nous présentons, dans le sous-paragraphe 4.4.1, une extension de la méthode
des sous-ensembles qui permet de déterminiser et de ompléter les automates
réduits sur Γk+1 ave tests dans Ratk. Nous en déduisons la fermeture par om-
plémentaire des ensembles de Ratk(Γ). Dans le sous-paragraphe 4.4.2, nous pré-
senterons une transformation permettant de passer d'un automate sur Γk+1 à un
automate déterministe et omplet sur Γk+1 ave test dans Ratk dont la omplexité
est minimale.
4.4.1 Fermeture par omplémentaire de Ratk(Γ).
Nous montrons, par une adaptation de la méthode des sous-ensembles, que
tout automate réduit sur Γk+1 ave tests dans L ⊂ Ratk est équivalent à un
automate déterministe et omplet sur Γk+1 ave tests dans L∪L où L désigne
l'ensemble des omplémentaires des langages de L (i.e. L = {Stacksk(Γ)\L | L ∈
L}).
Proposition 4.4.5. Tout automate A réduit sur Γk+1 ave tests dans L ⊂ Ratk
est équivalent à un automate B déterministe et omplet sur Γk+1 ave tests dans
L∪LC. De plus, |QB| est bornée par exp[1](|QA|) et |B| est bornée par exp[1](|A|+
|L|).
Démonstration. Soit A = (QA× (Γok ∪ { k,ε }),IA×{ ε },FA,µA,∆A) un automate
réduit sur Γk+1 ave tests dans L ⊂ Ratk. Nous onstruisons un automate B =
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(2QA× (Γok ∪{ k,ε }),{ (I0,ε) },FB,∆B) déterministe et omplet sur Γk+1 ave tests
dans L∪L. L'ensemble I0 ⊆ IA est déni omme I0 = {i | [ ]k+1 ∈ Dom(µA(i))},
l'ensemble des états naux FB est égal à {(P,γ) ∈ 2
Q
A×(Γ
o
k∪{ k,ε }) | P∩FA 6= ∅}.
L'ensemble des transitions ∆B est donné par:
∆B = {(P,γ′)
γ
−→ (Q,γ) ,T | P ⊆ QA,γ′ ∈ Γok ∪ { k,ε },γ ∈ Γ
o
k ∪ { k },γ¯ 6= γ
′,
∃L′ ⊆ L,T = {T k+1L | L ∈ L
′} ∪ {T k+1L | L 6∈ L
′},
Q = {q ∈ QA | ∃p ∈ P,p
γ
−→ q,T ′ ∈ ∆A,T ′ ⊆ T}}.
Comme A est réduit, l'automate B l'est aussi. Montrons que B est déterministe
et omplet. Soient P,Q,Q′ des états de QB ave Q 6= Q′ et soit γ ∈ Γok ∪ { k }.
Supposons que ∆B ontient deux transitions P
γ
−→ Q,T1 et P
γ
−→ Q′,T2. Comme
Q 6= Q′, il suit par dénition de∆B que T1 6= T2 et don que Dom(T1)∩Dom(T2) =
∅. Soient P ∈ QB et γ ∈ Γok ∪ { k }. L'union
⋃
(P,γ′)
γ
−→(Q,γ),T∈∆B
Dom(T ) est égale
à: ⋃
L′⊆L
⋂
L∈L′
L ∩
⋂
L∈L\L′
L
 = Stacksk(Γ).
La preuve de l'égalité entre S(A) et S(B) est une adaptation immédiate de
la preuve de la méthode des sous-ensembles.
Remarquons que ette onstrution fait intervenir le test d'appartenane aux
langages de L (f. proposition 4.3.55).
Remarque 4.4.6. La onstrution présentée dans la preuve préédente reste
valable pour les automates sur Γk ave tests dans Ratk(Γ) (f. remarque 4.4.2).
Exemple 4.4.7. La onstrution de la proposition 4.4.5 est illustrée dans la
gure 4.8. En haut à droite, nous présentons un automate A réduit sur Γ2 (où
l'alphabet Γ est réduit au singleton { a }) ave tests dans L = {E,F } ⊂ Rat1.
En haut à gauhe, nous donnons un automate B réduit sur Γ2 ave tests dans
L équivalent à A qui est dans la forme introduite par la remarque 4.3.7. Enn
en bas, nous donnons l'automate C déterministe et omplet sur Γ2 ave tests
dans {E,F,E,F  } ⊂ Rat1 équivalent à B onstruit dans la proposition 4.4.5.
Pour être onis, nous noterons, pour tout γ ∈ { ε,a,a¯,1 }, (γ,XE) au lieu d'érire
l'ensemble { (γ,{ TE,TF }),(γ,{ TE,TF  }) } et nous noterons simplement γ au lieu
de l'ensemble {(γ,{ TL1,TL2 }) | L1 ∈ {E,E
 } et L2 ∈ {F,F  }}.
Cette proposition permet de déduire la fermeture par omplémentaire des
ensembles de Ratk.
Théorème 4.4.8. Pour tout k ≥ 1 et pour tout alphabet ni Γ, l'ensemble
Ratk(Γ) est une algèbre de Boole.
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(1,TF )
a a¯
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(1,TF )
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({ f },a¯)
(∅,1)
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a a
a
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a¯
a¯
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(1,XF )
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(1,XE)
(1,XE)
(1,XF )
(1,XF )
(1,XE)
a
a a¯
a
1
a¯
1
a
a¯
1
Fig. 4.8  Illustration de la proposition 4.4.5.
Démonstration. Par dénition, Ratk(Γ) est los par union et ontient l'ensemble
vide. Il sut don d'établir que Ratk(Γ) est fermé par omplémentaire. La preuve
proède par réurrene sur le niveau k.
Cas de base : k = 1. Par le théorème 4.2.1, Rat1(Γ) = Rat(Γ
∗) qui est une
algèbre de Boole.
Etape de réurrene. Soit R dans Ratk+1(Γ). D'après le théorème 4.3.50, il
existe un automate A réduit sur Γk+1 ave tests dans L ⊂ Ratk aeptant R. Par
la proposition 4.4.5, il existe un automate B déterministe et omplet sur Γk+1
ave tests dans L ∪ L. Par hypothèse de réurrene, L est inlus dans Ratk.
Par la proposition 4.4.4, le omplémentaire de R, est aepté par un automate
déterministe et omplet sur Γk+1 ave tests dans Ratk. D'après le théorème 4.3.50,
R appartient à Ratk+1(Γ).
Un orollaire immédiat du théorème préédent et de la proposition 4.3.49 est
que tous les langages de Ratk+1(Γ) sont aeptés par des automates déterministes
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et omplets sur Γk+1 ave tests dans Ratk(Γ).
Corollaire 4.4.9. Pour tout k ≥ 1, les automates déterministes et omplets sur
Γk+1 ave tests dans Ratk(Γ) aeptent les langages de Ratk+1(Γ).
Démonstration. Par la proposition 4.3.36, les langages des automates détermi-
nistes et omplets sur Γk+1 ave tests dans Ratk(Γ) appartiennent à Ratk+1(Γ).
Pour l'inlusion inverse, onsidérons un langage R dans Ratk+1. Par le théo-
rème 4.3.50, R est aepté par un automate réduit sur Γk+1 ave tests dans
L ⊆ Ratk. Par la proposition 4.4.5, R est aepté par un automate déterministe et
omplet sur Γk+1 ave tests dans L∪L. Par le théorème 4.4.8, L∪L ⊂ Ratk(Γ)
et nous avons don établi que R est aepté par un automate déterministe et
omplet sur Γk+1 ave tests dans Ratk(Γ).
4.4.2 Complexité de la déterminisation
Nous ommençons par analyser la omplexité de la transformation d'un auto-
mate sur Γk+1 en un automate déterministe et omplet sur Γk+1 ave tests dans
Ratk qui a été présentée dans le orollaire 4.4.9.
Nous introduisons pour ela la notion d'automate entièrement déterministe et
omplet sur Γk. Au niveau 1, un automate entièrement déterministe et omplet
sur Γ1 est simplement un automate déterministe et omplet sur Γ. Au niveau
k + 1 ≥ 2, un automate entièrement déterministe et omplet sur Γk+1 est donné
par un ouple (A,(Ai)i∈[1,n]) où (Ai)i∈[1,n] est une suite d'automates entièrement
déterministes et omplets sur Γk et où A est un automate réduit déterministe et
omplet sur Γk+1 ave tests dans {S(Bi) | i ∈ [1,n]} dont la dénition ne fait
pas intervenir la fontion µ. Le langage aepté par l'automate est simplement le
langage aepté par A et la taille de l'automate est la somme de la taille de A et
de la taille des Bi.
Au niveau 1, la transformation d'un automate sur Γ1 en un automate détermi-
niste et omplet sur Γ1 est réalisable en temps exp[1](|A|) (f. théorème 4.2.1 et la
méthode des sous-ensembles). Pour un automate alternant sur Γ1, la transforma-
tion en un automate déterministe et omplet sur Γ1 est doublement exponentielle
en le nombre d'états de l'automate alternant sur Γ1. Une première exponentielle
vient de la transformation de l'automate en un automate réduit sur Γ (f. propo-
sition 4.3.31) et la deuxième vient de la déterminisation de l'automate sur Γ.
Au niveau k+1 ≥ 2, la transformation d'un automate sur Γk+1 en un automate
entièrement déterministe et omplet est réalisable en temps exp[k+1](|A|). Pour
les automates alternants sur Γk+1, ette transformation peut s'eetuer en temps
exp[k + 2](|QA|).
Nous allons montrer que l'on peut diminuer toutes es omplexités d'un niveau
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d'exponentiation
9
(f. théorème 4.4.15) et que ette omplexité est une borne
inférieure pour la hauteur de la tour d'exponentielle (f. proposition 4.4.19). Pour
ela, nous transformons diretement un automate alternant sur Γk en un automate
entièrement déterministe et omplet sur Γk.
4.4.2.1 Au niveau 1
Nous donnons une onstrution permettant de transformer un automate A =
(QA,IA,∆A) alternant sur Γ1 en un automate déterministe et omplet sur Γ en
temps exp[1](|QA|).
Si pour toute pile s ∈ Stacks1(Γ), nous notons Xs l'ensemble des états q ∈ QA
tel qu'il existe un alul de A partant de la pile s dans l'état q (i.e. Xs = {q ∈
QA | s ∈ Sq(A)}). Il est aisé de vérier que pour tout γ ∈ Γ et pour toute pile
s ∈ Stacks1(Γ), Xsγ est entièrement déterminé par γ et Xs.
Nous pouvons alors dénir un automate B = (QB,IB,FB,∆A) déterministe et
omplet en prenant QB = 2
QA
, IB = {X[ ]1 } et FB = {Q ⊆ QA | Q ∩ IA 6= ∅}.
L'ensemble des transitions ∆B est déni par:
∆B = {Xs
γ
−→ Xsγ | s ∈ Stacks1(Γ) et γ ∈ Γ}.
Il vient immédiatement que B aepte le même langage de piles que A. Cette
onstrution n'est ependant pas eetive. La proposition 4.4.11 établit que l'au-
tomate B peut être onstruit à partir de A en temps exp[1](|A|). Le point lé de
ette onstrution est donné par le lemme tehnique suivant.
Lemme 4.4.10. Pour tout automate A = (QA,IA,∆A) alternant sur Γ1, tout
γ ∈ Γ, tout Q ⊆ QA et pour tout q ∈ QA, on a :
 soit pour tout s ∈ Stacks1(Γ), Xs = Q implique q ∈ Xsγ,
 soit pour tout s ∈ Stacks1(Γ), Xs = Q implique q 6∈ Xsγ.
De plus, nous pouvons en déider en temps exp[1](|A|).
Démonstration. Soient A = (QA,IA,∆A) alternant sur Γ1, Q0 ⊆ QA, q0 ∈ QA et
γ0 ∈ Γ. Nous allons adapter la onstrution de la preuve de la proposition 4.3.25
pour onstruire un automate B alternant réduit sur Γ1 tel que pour toute pile
s ∈ Stacks1(Γ) ave Xs = Q0,
sγ0 ∈ S(B)⇔ q0 ∈ Xsγ0 .
Nous reprenons don la onstrution de l'automate alternant réduit B =
(QB,IB,∆B) sur Γ1 orrespondant à l'automate A, présentée dans la proposi-
tion 4.3.25. La seule variation onerne l'ensemble des états initiaux IB. Nous
9. Exepté bien entendu la omplexité de la transformation d'un automate sur Γ1 en un
automate déterministe et omplet sur Γ. Il est bien onnu que la déterminisation des automates
sur Γ est exponentielle dans le pire as .
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prenons:
IB = {(γ0,f,∅,R
↓) | R↓ ⊂ QA ×QA,q0 ∈ Dom(f) et
γ0−→
f
(Dom(f)) ⊆ Q0}.
Une adaptation immédiate de la preuve de la proposition 4.3.25 établit que B
satisfait la propriété annonée. Comme nous ne nous intéressons qu'au ompor-
tement de B sur des piles s ∈ Stacks1(Γ) telles que Last(s) = γ0, nous pouvons
supprimer toutes les transitions de B ontenant une instrution dans Γ ou l'ins-
trution ⊥1. Il s'en suit don que S(B) est soit vide, ou soit égal à Stacks1(Γ). De
plus, nous pouvons tester le vide du langage aepté par B en O(|B|) [CDG+℄.
En utilisant e lemme, nous pouvons onstruire l'automate B en temps expo-
nentiel par rapport au nombre d'états de A.
Proposition 4.4.11. Pour tout automate A alternant sur Γ1, il existe un auto-
mate B déterministe et omplet sur Γ tel que S(A) = S(B). De plus, l'automate
B peut être onstruit en temps exp[1](|QA|).
Démonstration. Par la proposition 4.3.55 et par la proposition 4.3.53, nous pou-
vons alulerX[ ]1 en temps exp[1](|QA|). Par le lemme 4.4.10, nous pouvons ,pour
tout Q ⊆ QA et pour tout γ ∈ Γ, aluler en temps exp[1](|QA|) l'ensemble Qγ
des états q tels que pour toute pile s ∈ Stacks1(Γ), Xs = Q implique q ∈ Xsγ .
L'ensemble des transitions ∆B est don égal à
∆B = {(Q,γ,Qγ) | Q ⊆ QA et γ ∈ Γ}.
L'automate B est onstrutible en exp[1](|QA|) et est par onstrution déter-
ministe et omplet. Par réurrene sur la longueur de la pile en utilisant le
lemme 4.4.10, nous établissons que, pour toute pile s ∈ Stacks1(Γ), il existe
un alul de B partant de la pile vide [ ]1 dans l'état initial et arrivant s dans un
état Q si et seulement si Xs = Q. Il en déoule don que S(A) = S(B).
4.4.2.2 Aux niveaux supérieurs
Nous allons adapter le prinipe de la preuve de la proposition 4.4.11 aux
niveaux supérieurs.
Rappelons qu'au niveau 1, Xsγ ne dépend que de Xs et de γ pour s ∈
Stacks1(Γ) et γ ∈ Γ. Au niveau k + 1 ≥ 2, nous montrons, dans le lemme 4.4.12,
que pour toute instrution γ ∈ Γok ∪{ k } et pour toute pile s ∈ Stacksk+1(Γ) telle
que γ¯ 6= Last(s), si la pile s′ = R(γ)(s) est dénie alors Xs′ ne dépend que de de
Xs, de γ et de topk(s),. Cette dépendane est expliitée par le lemme tehnique
suivant.
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Lemme 4.4.12. Pour tout automate A alternant sur Γk+1, tout Q ⊆ QA, pour
tout q ∈ QA et toute instrution γ ∈ Γok ∪ { k }, il existe un automate A
γ
Q,q
alternant sur Γk tel que pour toute pile s ∈ Stacksk+1(Γ) ave Last(s) 6= γ¯,
Xs = Q et s
′ = R(γ)(s) dénie, nous avons:
q ∈ Xs′ ⇔ topk(s
′) ∈ S(AγQ,q).
De plus, A
γ
Q,q peut être onstruit en temps exp[1](|QA|).
Démonstration. Soient A = (QA,IA,∆A) un automate alternant sur Γk+1, Q0 ⊆
QA, q0 ∈ QA et γ0 ∈ Γk ∪ { k }.
Dans un premier temps, nous adaptons la onstrution de la preuve de la
proposition 4.3.25 pour onstruire un automate B alternant réduit sur Γk+1 tel
que pour toute pile s ∈ Stacksk+1(Γ) ayant Last(s) 6= γ0, Xs = Q0 et ave
s′ = R(γ)(s) dénie, nous avons :
q0 ∈ Xs′ ⇔ s
′ ∈ S(B).
Nous reprenons don la onstrution de l'automate alternant réduit B =
(QB,IB,∆B) sur Γk+1 orrespondant à l'automate A présentée dans la propo-
sition 4.3.25. La seule variation onerne l'ensemble des états initiaux IB; nous
prenons:
IB = {(γ0,f,∅,R
↓) | R↓ ⊂ QA ×QA,q0 ∈ Dom(f) et
γ0−→
f
(Dom(f)) ⊆ Q0}.
Une adaptation immédiate de la preuve de la proposition 4.3.25 établit que B
satisfait la propriété annonée. Comme nous ne nous intéressons qu'au ompor-
tement de B sur des piles s ∈ Stacksk+1(Γ) telles que Last(s) = γ0, nous pouvons
supprimer toutes les transitions de B ontenant les instrutions k ou ⊥k+1.
L'automate A
γ0
Q0,q0
alternant sur Γk est obtenu en remplaçant les ourrenes
de l'instrution k par ε dans B. Par la proposition 4.1.3, S(Aγ0Q0,q0) = topk(S(B)).
L'automate A
γ0
Q0,q0
satisfait don la propriété annonée.
Le lemme préédent traite le as des piles non-vides (i.e. Last(s) 6= ε). Le
lemme suivant ouvre le as de la pile vide [ ]k+1 et est obtenu en ombinant la
proposition 4.3.25 et le lemme 4.3.40.
Lemme 4.4.13. Pour tout automate A alternant sur Γk+1 et pour tout q ∈ QA,
il existe un automate Aεq alternant sur Γk tel que:
[ ]k+1 ∈ Sq(A) ⇔ [ ]k ∈ S(A
ε
q).
De plus, l'automate Aεq peut être onstruit en temps exp[1](|QA|).
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En utilisant les deux lemmes préédents, nous pouvons onstruire, pour tout
automate alternant sur Γk+1, un automate déterministe et omplet ave tests
dans Altk ∪ Alt

k aeptant le même langage.
Proposition 4.4.14. Pour tout k ≥ 1 et tout automate A alternant sur Γk+1,
il existe un automate B équivalent, déterministe et omplet sur Γk+1 ave tests
dans L ∪ L où L est un ensemble ni d'éléments de Altk(Γ).
De plus, les tailles de B et de L sont bornées par exp[1](|QA|) et haque L ∈ L est
aepté par un automate AL alternant sur Γk de taille bornée par exp[1](|QA|).
Tous es éléments sont onstrutibles en temps exp[1](|QA|).
Démonstration. Soit A = (QA,IA,∆A) un automate alternant sur Γk+1. Pour tout
Q ⊆ QA, q ∈ QA et γ ∈ Γok ∪ { k }, nous noterons A
γ
Q,q l'automate satisfaisant la
propriété énonée par le lemme 4.4.12 et nous noterons Aεq l'automate satisfaisant
la propriété énonée par le lemme 4.4.13.
Nous prenons L = {S(AγQ,q) | Q ⊆ QA,q ∈ QA et γ ∈ Γ
o
k∪{ k }}∪{S(A
ε
q) | q ∈
QA}. Nous dénissons l'automate B = (2QA×(Γok∪{ k,ε }),2
QA×{ ε },FB,µB,∆B)
déterministe et omplet ave tests dans L ∪ L aeptant S(A). L'ensemble des
états naux FB est égal à {(P,γ) ⊆ 2
QA × (Γk ∪ { k,ε }) | P ∩ IA 6= ∅}. L'ap-
pliation µB est dénie pour tout (Q,ε) ∈ IB par µ((Q,ε)) = {T
k+1
S(Aεq)
| q ∈
Q} ∪ {T k+1S(Aεq) | q 6∈ Q}. Enn, l'ensemble des transitions est déni par:
{(P,γ′)
γ
−→ (Q,γ),T | P,Q ⊆ QA,γ′ ∈ Γok ∪ { k,ε },γ ∈ Γ
o
k ∪ { k },γ
′ 6= γ¯,
T = {T k+1
S(AγP,q)
| q ∈ Q} ∪ {T k+1
S(AγP,q)

| q 6∈ Q}}
Par onstrution, l'automate B est réduit, déterministe et omplet sur Γk+1. En
partiulier, il existe un unique état (I0,ε) ∈ IB tel que [ ]k ∈ Dom(µB((I0,ε)))
(i.e. I0 = {q ∈ QA | [ ]k ∈ S(A
ε
q)} par le lemme 4.4.13). Pour toute pile s ∈
Stacksk+1(Γ), il existe un alul de B partant de la pile vide [ ]k dans l'état (I0,ε)
et arrivant en s dans l'état (Q,γ) si et seulement si Xs = Q et Last(s) = γ. Cette
propriété est établie par une réurrene immédiate sur la longueur de la suite
réduite de s. Nous avons don S(A) = S(B).
Le théorème i-dessous donne une omplexité améliorée pour la transforma-
tion des automates alternants et non-alternants sur Γk en des automates entière-
ment déterministes et omplets sur Γk équivalents. Nous verrons dans la propo-
sition 4.4.19 que ette omplexité est minimale pour e qui est de la hauteur de
la tour d'exponentielles.
Théorème 4.4.15.
1. Au niveau 1, pour tout automate A (resp. automate alternant) sur Γ1, on
peut onstruire un automate entièrement déterministe et omplet équivalent
à A en temps exp[1]([A|) (resp. en temps exp[1](|QA|)).
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2. Pour tout k ≥ 1 et pour tout automate A (resp. automate alternant) sur
Γk+1, on peut onstruire un automate B entièrement déterministe et om-
plet sur Γk+1 équivalent à A en temps exp[k](|A|) (resp. en temps exp[k +
1](|QA|)).
Démonstration. Au niveau 1, la proposition 4.4.11 établit la propriété pour les
automates alternants sur Γ1. Comme par la proposition 4.3.14, il existe une trans-
formation polynomiale des automates sur Γ1 en des automates alternants sur Γ1
équivalents, la propriété est aussi établie pour les automates sur Γ1.
Nous allons établir, par réurrene sur le niveau k, l'existene d'une onstru-
tion prenant un automate alternant sur Γk et donnant un automate équivalent
entièrement déterministe et omplet sur Γk et qui termine en temps exp[k](|QA|).
Le as de base a été établi dans la proposition 4.4.11. Passons à l'étape de ré-
urrene. Soit A = (QA,IA,∆A) un automate alternant sur Γk+1. Par la propo-
sition 4.4.14, nous pouvons onstruire un automate équivalent B déterministe
et omplet ave tests dans L ∪ L ave L ⊂ Altk(Γ) et où |L| est borné par
exp[1](|QA|) et où haque L est aepté par un automate AL alternant sur Γk.
Les automates B et AL sont onstrutibles en temps exp[1](|QA|). Par hypothèse
de réurrene, nous pouvons onstruire, pour haque L ∈ L, un automate BL en-
tièrement déterministe et omplet sur Γk équivalent à AL en temps exp[k](|AL|).
Par la proposition 4.4.4, nous pouvons onstruire en temps linéaire par rapport
à la taille de BL un automate, noté BL entièrement déterministe et omplet sur
Γk aeptant le omplémentaire du langage aepté par BL.
L'automate A est don équivalent à l'automate entièrement déterministe et
omplet (B,(BL)L∈L ∪ (BL)L∈L) onstrutible en temps exp[k + 1](|QA|).
Nous allons maintenant établir que, pour tout k ≥ 2, il existe une onstrution
prenant un automate sur Γk+1 et donnant un automate équivalent entièrement
déterministe et omplet sur Γk et terminant en exp[k](|A|).
Soit A un automate sur Γk+1 pour k ≥ 1. En ombinant le proposition 4.3.48
et la proposition 4.4.5, nous pouvons onstruire un automate B déterministe et
omplet ave tests dans L ∪ L ave L ⊂ Altk où la taille de L est bornée par
exp[0](|A|) et où haque L ∈ L est aepté par un automate AL alternant sur Γk
dont le nombre d'états est polynomial en la taille de A. De plus, les automates
B et AL peuvent être onstruits en temps exp[1](|A|).
Par e qui préède, nous pouvons onstruire, pour haque L ∈ L, un automate
BL entièrement déterministe et omplet sur Γk qui aepte le même langage que
S(AL) en temps exp[k](|A|). Par la proposition 4.4.4, nous pouvons également
onstruire un automate BL entièrement déterministe et omplet sur Γk qui a-
epte le omplémentaire de S(BL) en temps linéaire par rapport à la taille BL.
Nous pouvons don onstruire l'automate (B,(BL)L∈L ∪ (BL)L∈L) entièrement
déterministe et omplet sur Γk+1 qui aepte S(A) en temps exp[k](|A|).
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Remarque 4.4.16. Les automates entièrement déterministes et omplets sur Γk
orrespondant aux automates A (resp. automates alternants B ) sur Γk onstruits
dans le théorème préédent sont tels que la taille de tous les ensembles de langages
de tests apparaissant dans es automates est bornée par exp[k − 2](|A|) (resp.
exp[k − 1](|QB|)).
Nous onluons e sous-paragraphe en donnant la omplexité des opérations
booléennes sur les ensembles de Ratk(Γ) quand ils sont représentés par des auto-
mates entièrement déterministes et omplets sur Γk.
Proposition 4.4.17. Pour tout automate A et B entièrement déterministes et
omplets sur Γk, les propositions suivantes sont satisfaites:
1. l'union des langages aeptés par A et B est aeptée par un automate C
entièrement déterministe et omplet de taille |A| · |B|,
2. l'intersetion des langages aeptés par A et B est aeptée par un automate
C entièrement déterministe et omplet de taille |A| · |B|,
3. le omplémentaire du langage aepté par A est aepté par un automate C
entièrement déterministe et omplet de taille |A|.
Démonstration. La preuve proède par réurrene sur le niveau k des automates.
Cas k = 1. Ces propriétés sont bien onnues (voir par exemple [HU79℄).
Etape de réurrene.Soit (A,(Ai)i∈[1,n]) et (B,(Bi)i∈[1,m]) deux automates entiè-
rement déterministes et omplets sur Γk+1. Nous noterons A = (QA,IA,FA,µA,∆A)
et B = (QB,IB,FB,µB,∆B). Nous allons dénir un automate C = (C,(Ai)i∈[1,n] ∪
(Bi)i∈[1,m]) entièrement déterministe et omplet ave Γk+1 aeptant S(A)∩S(B).
Pour ela, nous dénissons l'automate C = (QC ,IC ,FC ,µC ,∆C) en prenant QC =
QA ×QB, IC = IA × IB et FC = FA × FB. L'appliation µC est dénie pour tout
(iA,iB) ∈ IC par µC((iA,iB)) = µA(iA)∪µB(iB). Enn, l'ensemble des transitions
∆C est déni par:
{(pA,pB)
γ
−→ (qA,qB),TA ∪ TB | pA
γ
−→ qA,TA ∈ ∆A et pB
γ
−→ qB,TB ∈ ∆B}.
Il est aisé de montrer que omme A et B sont déterministes et omplets, C l'est
aussi. De plus par onstrution, C aepte S(A) ∩ S(B).
Pour l'union, il sut de remplaer, dans la onstrution préédente, la déni-
tion de FC par FC = (FA ×QB) ∪ (QA × FB).
Pour le omplémentaire, il sut omme nous l'avons déjà vu de omplémenter
l'ensemble des états naux (f. proposition 4.4.4).
La proposition suivante étudie le problème de l'appartenane des automates
entièrement déterministes et omplets.
Proposition 4.4.18. Le problème de l'appartenane pour les automates entière-
ment déterministes et omplets sur Γk+1 peut être résolu en temps polynomial.
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Démonstration. Avant d'établir la propriété, ommençons par montrer que nous
pouvons déider si une séquene d'instrutions ρ ∈ (Γk)∗ est telle que R(ρ)([ ]k)
soit dénie. Pour ela nous dénissons la fontion partielle Suitesk de Γ
∗
k dans
Πℓ∈[1,k]Γ
∗
ℓ . Cette fontion partielle est dénie par réurrene sur la longueur de la
suite ρ en prenant Suitesk(ε) = (ε, . . . ,ε) et pour tout ρ ∈ Γ∗k et γ ∈ Γk tels que
Suitesk(ρ) est dénie et est égale à (ρ
′
1, . . . ,ρ
′
k), nous dénissons Suitesk(ργ) par
disjontion de as sur γ:
Cas γ = ⊥ℓ ∈ Γtk . La fontion Suitesk(ργ) est dénie si ρ
′
ℓ = ε et dans e as est
égale à Suitesk(ρ).
Cas γ = γ¯. La fontion Suitesk(ργ) est dénie si ρ
′
1(|ρ
′
1|) = γ¯ et dans e as est
égale à (ρ′′1,ρ
′
2γ, . . . ,ρ
′
kγ) où ρ
′′
1 = ρ
′
1(1) · · ·ρ
′
1(|ρ
′
1| − 1).
Cas γ = Γ. La fontion Suitesk(ργ) est dénie et est égale à (ρ
′
1γ, . . . ,ρ
′
kγ).
Cas γ = ℓ ∈ [1,k − 1]. La fontion Suitesk(ργ) est dénie. Elle est égale au uplet
(ρ1, . . . ,ρk) où pour tout i ≤ ℓ, ρi = ρ
′
i et pour tout i > ℓ, ρi = ρ
′
iℓ.
Cas γ = ℓ¯ pour ℓ ∈ [1,k − 1]. Suitesk(ργ) est dénie si ρ′ℓ+1(|ρ
′
ℓ+1|) = ℓ. Dans
e as, elle est égale à (ρ1, . . . ,ρk) où pour tout i ≤ ℓ, ρi = ρ′i, ρℓ+1 =
ρ′ℓ+1(1), . . . ,ρ
′
ℓ+1(|ρ
′
ℓ+1| − 1) et où pour tout i > ℓ, ρi = ρ
′
iγ.
Une réurrene immédiate sur la longueur de ρ établit que pour toute suite
d'instrutions ρ ∈ Γ∗k, Suitesk(ρ) est dénie si et seulement si R(ρ)([ ]k) l'est.
De plus, si s = R(ρ)([ ]k) alors Suitesk(ρ) est égal à (ρ1, . . . ,ρk) où pour tout
ℓ ∈ [1,k], ρℓ est la suite réduite de topℓ(s). Il suit que nous pouvons déider en
temps polynomial si une suite ρ ∈ Γ∗k est telle que R(ρ)([ ]k) soit dénie.
Nous allons maintenant démontrer la propriété annonée. Pour ela, nous
proédons enore une fois par réurrene sur le niveau k.
Cas k = 1. La propriété est triviale.
Etape de réurrene.Il nous faut onstruire un algorithme qui prenant en entrée
une pile s ∈ Stacksk+1(Γ) (dérite par sa suite réduite d'instrutions ρs) et un
automate (A,(Ai)i∈[1,n]) entièrement déterministe et omplet sur Γk+1 ave A =
(QA,IA,FA,µA,∆A) déide si s ∈ S(A). L'algorithme alule par réurrene sur la
longueur de la suite réduite ρ l'unique état qρ tel que A admette un alul partant
dans un état initial de la pile vide de niveau k et arrivant en R(ρ)([ ]k) dans l'état
qρ. Pour la suite vide ε, il sut de déider pour tout i ∈ [1,k] si [ ]k appartient
à S(Ai). Par hypothèse de réurrene, nous pouvons ainsi déterminer l'unique
état qε tel que [ ]k ∈ S(Ai) pour tout T
k+1
S(Ai)
∈ µ(qε). Supposons que nous avons
alulé qρ, montrons omment aluler qργ pour γ ∈ Γok . Nous ommençons par
aluler Suitesk(ργ) = (ρ1, . . . ,ρk+1) qui est néessairement dénie arR(ργ)([ ]k)
est dénie. L'état qργ est l'unique état tel que qρ
γ
−→ qργ ,T ∈ ∆A et tel que pour
tout T k+1S(Ai) ∈ T , la pile topk(R(ργ)([ ]k)) de suite réduite ρk appartienne à S(Ai).
Par hypothèse de réurrene, qργ peut être alulé en temps polynomial. Nous
pouvons don déider en temps polynomial si s ∈ S(A).
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Une onséquene immédiate de la proposition préédente est que les omplexi-
tés présentées dans le théorème 4.4.15 sont minimales en terme de la hauteur de
la tour d'exponentielles. Au niveau 1, nous savons déjà que le plus petit automate
déterministe et omplet sur Γ équivalent à un automate sur Γ est dans le pire as
exponentiellement plus grand que l'automate de départ. Comme les automates
sur Γ sont des as partiuliers d'automates sur Γ1 et d'automates alternants sur
Γ1 (f. proposition 4.3.14), il n'existe pas de transformation polynomiale des auto-
mates sur Γ1 (resp. des automates alternants sur Γ1) en des automates équivalents
déterministes et omplets sur Γ .
Proposition 4.4.19. Pour tout k ≥ 2, il n'existe pas de proédure transformant
les automates (resp. automates alternants) sur Γk en des automates entièrement
déterministes et omplets sur Γk équivalents et terminant en temps exp[k−2](|A|)
(resp. exp[k − 1](|QA|)).
Démonstration. Commençons par établir ette borne inférieure pour les auto-
mates sur Γk. Supposons par l'absurde qu'il existe un niveau k0 ≥ 2 et une
proédure transformant les automates (resp. automates alternants) sur Γk en des
automates entièrement déterministes et omplets sur Γk équivalents et terminant
en temps exp[k − 2](|A|). Par la proposition 4.4.18, il existerait une proédure
résolvant le problème de l'appartenane pour les automates sur Γk terminant en
temps exp[k − 2]. Par la proposition 4.3.55, ei ontredit le théorème 4.3.54.
La preuve pour les automates alternants sur Γk est une simple adaptation du
as préédent.
Nous venons de voir que le test d'appartenane peut être réalisé en temps
polynomial pour les automates entièrement déterministes et omplets quelque soit
leur niveau alors qu'il est (k−1) fois exponentiel pour les automates sur Γk. Le test
du vide, qui dans le as des automates sur Γk est aussi dur (f. proposition 4.3.55)
que le problème de l'appartenane, reste oûteux pour les automates entièrement
déterministes et omplets sur Γk. En eet, omme le montre la propriété suivante,
le test du vide des automates entièrement déterministes et omplets sur Γk ne
peut être réalisé en exp[k − 4](|A|).
Proposition 4.4.20. Pour k ≥ 4, il n'existe pas de proédure résolvant le pro-
blème du test du vide des automates entièrement déterministes et omplets sur
Γk et terminant en temps exp[k − 4](|A|).
Démonstration. Pour établir ette borne inférieure, nous allons utiliser la borne
inférieure sur la omplexité du test du vide des automates sur Γk rappelée dans
le théorème 4.3.54.
Nous allons onstruire pour tout automate A sur Γk, un automate B entière-
ment déterministe et omplet sur Γk+1 ave |B| ≤ 2|A| tel que S(A) est vide si et
seulement si S(B) l'est.
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L'automate B est obtenu en déterminisant et en omplétant l'automate A
vu omme un automate sur le monoïde libre Γk et en insérant une instrution
k avant haque instrution de A. Ces insertions garantissent que l'automate sur
Γk+1 obtenu est bien réduit. Comme B ne possède pas de langages de tests, la
déterminisation et la omplétion dans le monoïde libre susent à garantir que
l'automate B est entièrement déterministe et omplet. Par la proposition 4.1.3,
S(A) = topk(S(B)).
Supposons par l'absurde que pour un ertain k0 ≥ 4, il existe une proédure
déidant du vide des automates entièrement déterministes et omplets sur Γk et
terminant en temps exp[k0−4](|A|) Nous pouvons don en utilisant e qui préède
déider du vide des automate sur Γk0−1 en temps exp[k0 − 4](exp[1](|A|)): e qui
amène la ontradition ave le théorème 4.3.54.
La borne supérieure sur la omplexité du vide de es automates au niveau k est
en exp[k−1](|A|). Elle est donnée par la proposition 4.3.52 et la proposition 4.3.53.
Avant de onlure e sous-paragraphe, nous introduisons une forme normalisée
des automates entièrement déterministes et omplets sur Γk. Cette forme va nous
permettre de simplier les transformations présentées dans la suite et de nous
permettre d'établir des résultats de omplexité plus préis.
Dénition 4.4.21. Un automate entièrement déterministe et omplet sur Γk est
dit normalisé si tout automate (B,(Bi)i∈[1,n]) entièrement déterministe et omplet
sur Γℓ, ave 1 < ℓ ≤ k et B = (QB,IB,FB,∆B), intervenant dans A est tel que
pour tout p,q ∈ QB et tout γ ∈ Γℓ−1 ∪ {ℓ | }, il existe au plus une transition
p
γ
−→ q,Tp,q appartenant à ∆B.
Tout automate entièrement déterministe et omplet sur Γk est équivalent à
un automate normalisé. Cei déoule immédiatement de la fermeture par union
des Ratℓ pour ℓ ≤ k. Notons ependant que ette transformation est au moins
exponentielle dans le pire as.
Remarque 4.4.22. Pour k ≥ 1, les automates entièrement déterministes et
omplets sur Γk orrespondants aux automates alternants sur Γk onstruits dans
le théorème 4.4.15 sont normalisés. Remarquons que les automates entièrement
déterministes et omplets sur Γk pour k ≥ 2 onstruits dans le théorème 4.4.15
ne sont pas normalisés.
4.4.3 Automates sur Γk ave tests dans Ratk
Nous onluons e paragraphe en anant la omplexité de la transforma-
tion d'un automate A sur Γk ave tests dans L ⊂ Ratk(Γ) en un automate B
entièrement déterministe et omplet sur Γk. Nous onsidérons le as où haque
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langage L ∈ L est aepté par un automate AL entièrement déterministe et om-
plet normalisé (f. dénition 4.4.21). Les résultats obtenus sont résumés dans le
théorème 4.4.25. Cette setion ne présente pas d'intérêt partiulier en dehors de
l'établissement de e théorème.
Par la proposition 4.3.38 et par le théorème 4.4.15, nous obtenons un automate
B de taille bornée par exp[k](|A|+
∑
L∈L |AL|) pour k ≥ 1. Pour k ≥ 2, nous a-
nons ette omplexité et nous obtenons une borne en exp[k−1](|A|+
∏
L∈L |AL|).
Avant de présenter les diérentes étapes de ette onstrution, nous introdui-
sons les notions ommunes à toutes es étapes.
Soit A = (QA,IA,FA,∆A) un automate sur Γk ave tests dans L = {L1, . . . ,Ln } ⊂
Ratk(Γ). Supposons de plus que pour tout ℓ ∈ [1,n], Lℓ est aepté par un au-
tomate Aℓ = (Bℓ,(C
ℓ
i )i∈[1,nℓ]) entièrement déterministe et omplet normalisé ave
Bℓ = (Qℓ,{ iℓ },Fℓ,∆ℓ). Pour k ≥ 2, nous noterons L
′ ⊂ Ratk−1(Γ) l'ensemble
{S(Cℓi ) | ℓ ∈ [1,n] et i ∈ [1,nℓ]}.
Pour toute pile s ∈ Stacksk(Γ), nous notons Xs le uplet (A1(s), . . . ,An(s)) ∈∏
ℓ∈[1,n]Qℓ (f. lemme 4.4.3).
Il est aisé de vérier que X[ ]k est égal à (i1, . . . ,in) et que pour toute pile s ∈
Stacksk(Γ) ave Xs = (q1, . . . ,qn), la pile s appartient à Lℓ si et seulement si qℓ
appartient à Fℓ.
Pour k ≥ 2, la propriété lé est que pour tout uplet e = (e1, . . . ,en) et f =
(f1, . . . ,fn) dans
∏
ℓ∈[1,n]Qℓ et pour tout γ ∈ Γk−1 ∪ { k }, il existe un sous-
ensemble R
γ
e,f de L
′
tel que pour toute pile s ∈ Stacksk(Γ) ave Last(s) 6= γ¯,
Xs = e et telle que s
′ = R(γ)(s) soit dénie,
Xs′ = f ⇔ topk−1(s
′) ∈
⋂
R∈Rγe,f
R.
L'ensemble R
γ
e,f est déni omme suit:
 R
γ
e,f = { ∅ } s'il existe ℓ ∈ [1,n] tel qu'il n'existe pas de transition de la
forme pℓ
γ
−→ qℓ,T dans ∆ℓ.
 R
γ
e,f =
⋃
ℓ∈[1,n] Tℓ si pour tout ℓ ∈ [1,n], il existe une transition pℓ
γ
−→ qℓ,Tℓ
dans ∆ℓ. Notons que omme l' automate Aℓ est normalisé, ette transition
est unique.
La première étape reprend l'approhe du sous-paragraphe 4.3.3.2 et trans-
forme un automate sur Γk ave tests dans Ratk(Γ) en un automate équivalent
réduit sur Γk ave tests dans Ratk(Γ).
Proposition 4.4.23. Pour tout automate A sur Γk ave tests dans L ⊂ Ratk(Γ),
il existe un automate réduit B sur Γk ave tests dans L′ ⊂ Ratk(Γ) aeptant S(A).
De plus, si haque L ∈ L est aepté par un automate AL entièrement déter-
ministe et omplet normalisé, |QB| est bornée par exp[0](|A|), |B| et |L′| sont
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bornées par exp[0](|A| +
∏
L∈L |AL|) et haque L ∈ L
′
est aepté par un au-
tomate BL entièrement déterministe et omplet normalisé de taille bornée par
exp[k − 1](|A|+
∏
L∈L |AL|) si k ≥ 2 et exp[1](|A|+
∏
L∈L |AL|) si k = 1.
Démonstration. Nous onsidérons le as k ≥ 2. Le as k = 1 est une adaptation
immédiate. Soit A = (QA,IA,FA,∆A) un automate sur Γk ave tests dans L =
{L1, . . . ,Ln } ⊂ Ratk(Γ). Nous reprenons les notations présentées au début de
e sous-paragraphe. Pour tout p,q ∈ QA, nous reprenons aussi la dénition des
langages de boules Lp,q introduits dans le sous-paragraphe 4.3.3.2.
Comme l'établit le lemme 4.3.46, dans le as où L = ∅, l'appartenane d'une
pile s ∈ Stacksk(Γ) ne dépend que de Last(s) et topk−1(s). Par une adaptation
immédiate de la preuve du lemme 4.3.46, nous établissons que lorsque L n'est
pas vide, l'appartenane d'une pile s ∈ Stacksk(Γ) ne dépend que de Last(s),
topk−1(s) et de Xs.
Plus préisément, pour tout p,q ∈ QA et γ ∈ Γok−1 ∪ { k,ε } et tout d ∈∏
ℓ∈[1,n]Qℓ, il existe un automate A
γ,d
p,q alternant sur Γk−1 ave tests dans L
′
tel
que pour toute pile s ∈ Stacksk(Γ) ave Last(s) = γ et Xs = d, s ∈ Lp,q si et
seulement si topk−1(s) ∈ S(A
γ,d
p,q ).
L'ensemble des états de Aγ,dp,q est égal à (Γ
o
k−1 ∪ { k,ε })×QA × (
∏
ℓ∈[1,n] |Qℓ|).
La onstrution de l'automate est une adaptation immédiate de la onstrution
du lemme 4.3.46.
Le nombre d'états de et automate est borné par exp[0](|A| +
∏
ℓ∈[1,n] |Qℓ|).
Par la proposition 4.3.41, Aγ,dp,q est équivalent à un automate alternant sur Γk−1
sans tests dont le nombre d'états est borné par exp[0](|A|+
∏
ℓ∈[1,n] |Qℓ|).
Par le théorème 4.4.15, il existe un automate Bγ,dp,q entièrement déterministe
et omplet sur Γk−1 de taille bornée par exp[k−1](|A|+
∏
ℓ∈[1,n]Qℓ) et équivalent
à Aγ,dp,q . Nous onsidérons B
γ,d
p,q omme un automate entièrement déterministe et
omplet sur Γk.
En adaptant la preuve de la proposition 4.3.41, nous onstruisons un automate
D = (QD,ID,FD,∆D) réduit sur Γk ave tests dans:
L′ = {S(Aqℓ) | ℓ ∈ [1,n] et q ∈ Qℓ}
∪ {S(Aγ,dp,q ) | p,q ∈ QA,γ ∈ Γ
o
k−1 ∪ { k,ε } et d ∈
∏
ℓ∈[1,n] |Qℓ|}.
où pour tout ℓ ∈ [1,n] et pour tout q ∈ Qℓ, A
q
ℓ désigne l'automate entièrement
déterministe et omplet sur Γk égal à ((Qℓ,{ iℓ },{ q },∆ℓ),(Cℓi )i∈[1,nℓ]). Tous les
langages de L′ sont bien aeptés par des automates déterministes et omplets
sur Γk de taille bornée par exp[k − 1](|A|+
∏
ℓ∈[1,n] |Qℓ|).
L'ensemble des états QD est égal à QA × (Γok−1 ∪ { k,ε }). L'ensemble ID des
états initiaux est égal à {(p,ε) ∈ QA × { ε } | i ∈ IA, [ ]k−1 ∈ S(A
ε,X[ ]k
i,p )}. Par
la proposition 4.4.18, l'ensemble ID peut être alulé en temps exp[k − 1](|A| +
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∏
ℓ∈[1,n] |Qℓ|). L'ensemble FD des états naux est FD = FA × (Γ
o
k−1 ∪ { k,ε }).
L'ensemble des transitions ∆B est donné par:
{(p,γ′)
γ
−→ (r,γ),T ′ | γ′ ∈ Γok−1 ∪ { k,ε },γ ∈ Γ
o
k−1 ∪ { k },γ¯ 6= γ
′
p
γ
−→ q,T ∈ ∆A,d = (q1, . . . ,qn) ∈
∏
ℓ∈[1,n] |Qℓ|
pour tout i ∈ [1,n], TLi ∈ T ⇒ qi ∈ Qi,
et T ′ = {TS(Aqℓℓ ) | ℓ ∈ [1,n]} ∪ {TS(Aγ,dq,r ) } }.
Par onstrution, l'automateD est réduit (f. remarque 4.3.23) et en adaptant
la preuve de la proposition 4.3.49, nous montrons que D aepte S(A).
La deuxième partie de la preuve est plus intéressante et onsiste à remplaer
les tests de niveau k dans un automate réduit sur Γk ave tests L ⊂ Ratk(Γ) par
des tests de niveau k − 1.
Proposition 4.4.24. Pour tout automate A réduit sur Γk ave tests dans L ⊂
Ratk(Γ), il existe un automate B réduit Γk ave tests dans L′ ⊂ Ratk−1(Γ) aep-
tant le même langage.
De plus, si haque L ∈ L est aepté par un automate AL entièrement déter-
ministe et omplet normalisé, |B| est bornée par exp[0](|A| +
∏
L∈L |AL|) et |L
′|
est bornée par exp[0](|A| +
∑
L∈L |AL|) et haque L ∈ L
′
est aepté par un au-
tomate BL entièrement déterministe et omplet normalisé de taille bornée par
exp[0](|A|+
∑
L∈L |AL|).
Enn, si A est déterministe et omplet alors B l'est aussi.
Démonstration. Considérons le as k ≥ 2. Le as k = 1 est une adaptation
immédiate. Soit A = (QA,IA,FA,∆A) un automate sur Γk ave tests dans L =
{L1, . . . ,Ln } ⊂ Ratk(Γ). Nous reprenons les notations introduites au début de
e sous-paragraphe.
Nous pouvons maintenant dénir un automate D = (QD,ID,FD,∆D) réduit
sur Γk ave tests dans L′ équivalent à A. L'ensemble des états QD est égal à
QA × (
∏
ℓ∈[1,n]Qℓ). L'ensemble des états initiaux et naux sont respetivement
IA ×X[ ]k et QA × (
∏
ℓ∈[1,n]Qℓ). L'ensemble ∆D des transitions est déni par :
{(p,e)
γ
−→ (q,f),TRγe,f | p
γ
−→ q,{ TLi1 , . . . ,TLim } ∈ ∆A,e,f ∈
∏
ℓ∈[1,n]Qℓ
et pour tout j ∈ [1,m],fij ∈ Fj}.
Par onstrution, l'automate D est réduit et aepte S(A).
Supposons maintenant que A soit déterministe et omplet (f. remarque 4.4.2).
Montrons que D est déterministe et omplet. Comme A est déterministe, pour
tout état p ∈ QA et pour tout e et f ∈
∏
ℓ∈[1,n]Qℓ, il existe au plus un état
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q ∈ QA tel que (p,e)
γ
−→ (q,f),TRγe,f appartienne à ∆D. Il sut alors de remarquer
que pour tout γ et pour tout e,f et f ′ dans
∏
ℓ∈[1,n]Qℓ ave f 6= f
′
, nous avons⋂
R∈Rγe,f
R∩
⋂
R∈Rγ
e,f ′
= ∅ ar les automates AL sont déterministes. La omplétude
de D se dérive de la omplétude de A et des automates AL.
En ombinant les deux propositions préédentes et la proposition 4.4.5, nous
transformons les automates sur Γk ave tests dans Ratk(Γ) en des automates
équivalents entièrement déterministes et omplets sur Γk.
Théorème 4.4.25.
1. Pour tout automate A sur Γ1 ave tests dans L ⊂ Rat1(Γ), il existe une
automate B entièrement déterministe et omplet sur Γ1 aeptant S(A). De
plus si haque L ∈ L est aepté par un automate entièrement déterministe
et omplet, la taille de B est bornée par exp[1](|A|+
∑
L∈L |AL|).
2. Pour k ≥ 2 et pour tout automate A sur Γk ave tests dans L ⊂ Ratk(Γ), il
existe une automate B entièrement déterministe et omplet sur Γk aeptant
S(A). De plus si haque L ∈ L est aepté par un automate entièrement
déterministe et omplet normalisé, la taille de B est bornée par exp[k −
1](|A|+
∏
L∈L |AL|).
Démonstration. Comme nous l'avons vu, le premier point déoule de la proposi-
tion 4.3.38 et du théorème 4.4.15.
Établissons le seond point. Soit k ≥ 2 et A un automate sur Γk ave tests dans
L ⊂ Ratk(Γ). Pour tout L ∈ L, soit AL un automate entièrement déterministe et
omplet normalisé aeptant L. Par la proposition 4.4.23, il existe un automate B
réduit sur Γk ave tests L′ ⊂ Ratk(Γ) aeptant S(A). La taille de QB est bornée
par exp[0](|A|), |B| et |L′| sont bornées par exp[0](|A| +
∏
L∈L |AL|) et haque
L ∈ L′ est aepté par un automate BL entièrement déterministe et omplet
normalisé de taille bornée par exp[k−1](|A|+
∏
L∈L |AL|). Par la proposition 4.4.5
et la remarque 4.4.6, nous onstruisons un automate C déterministe et omplet
sur Γk ave tests dans L′ ∪ (L′) ⊂ Ratk aeptant S(B) dont la taille est bornée
par exp[1](|A| +
∏
L∈L |AL|). Par la proposition 4.4.24, il existe un automate D
réduit déterministe et omplet sur Γk ave tests L′′ ⊂ Ratk−1(Γ) aeptant S(C).
De plus, nous pouvons supposer que |D| est bornée par exp[0](|B|+
∏
L∈L′ |BL|)
et |L′| est bornée par exp[0](|B|+
∑
L∈L′ |BL|) et haque L ∈ L
′′
est aepté par
un automate CL entièrement déterministe et omplet normalisé de taille bornée
par exp[0](|B| +
∑
L∈L |BL|). L'automate entièrement déterministe et omplet
reherhé est don (D,(CL)L∈L′′) dont la taille est bornée par exp[k − 1](|A| +∏
L∈L |AL|) ar k − 1 ≥ 1.
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4.5 Relations préxe-reonnaissables d'ordre su-
périeur
Ce paragraphe étudie les relations sur les piles de niveau k induites par les
ensembles rationnels de suites d'instrutions dans (Γk ∪ T
Ratk(Γ))
∗
. Ces relations
apparaissent naturellement dans l'étude des langages de Ratk+1(Γ). En eet, en
reformulant le théorème 4.3.50, il suit que tout ensemble de Ratk+1(Γ) est égal à
une union nie d'ensembles dans:
R
(
Rat
((
1 ·Rat
((
Γk ∪ TRatk(Γ)
)∗))))
(Ratk(Γ)). (4.8)
Formellement, à haque ensemble R ∈ Rat((Γk ∪ TRatk(Γ))
∗), nous assoions
une relation sur Stacksk(Γ) notée D(R) et dénie par:
{(s,s′) ∈ Stacksk(Γ)× Stacksk(Γ) | ∃θ ∈ R(R), s ∈ Dom(θ) et s
′ = θ(s)}.
En d'autres termes, l'appliation D est un morphisme de monoïdes entre le mo-
noïde libre (Γk ∪ TRatk(Γ))
∗
et le monoïde (pour la omposition) des relations sur
Stacksk(Γ).
Au niveau 1, es relations sur les mots ont été étudiées par Caual dans [Cau96,
Cau03a, Cau03b℄ et sont onnues sous le nom de relations préxe-reonnaissables.
Il montre en partiulier que es relations forment une algèbre de Boole et en donne
une représentation normalisée.
Dénition 4.5.1. Nous appellerons relation préxe-reonnaissable de niveau
k toute relation de D(Rat((Γk ∪ T
Ratk(Γ))
∗)) et nous noterons PRk l'ensemble
D(Rat((Γk ∪ T
Ratk(Γ))
∗))
Le sous-paragraphe 4.5.1 rappelle les propriétés des relations préxe-reon-
naissables de niveau 1 et fait le lien entre la présentation de Caual et notre
formalisme. Dans le sous-paragraphe 4.5.2, les propriétés des relations préxe-
reonnaissables de niveau 1 sont étendues à tout niveau. En partiulier et quelque
soit le niveau k, l'ensemble PRk est une algèbre de Boole. Enn dans le sous-
paragraphe 4.5.3, nous présentons une dernière notion d'aepteurs nis pour les
ensembles de Ratk+1(Γ) basée sur les relations préxe-reonnaissables de niveau
k et sur l'équation 4.8.
4.5.1 Relations de PR1.
Dans [Cau96℄, Caual étudie la famille des relations sur les mots de Γ∗ qui
s'érivent omme une union nie de relations de la forme (U × V ) ·W où U,V
et W sont des sous-ensembles rationnels de Γ∗ et où le produit d'une relation
R ⊆ Γ∗ × Γ∗ par un ensemble P ⊆ Γ∗ est une relation, notée R · P , et égale
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à {(u · w,v · w) | (u,v) ∈ R et w ∈ P}. Ces relations orrespondent à une
généralisation des systèmes de rériture préxe de mots. Comme nous avons pris
la onvention que le symbole de haut de pile orrespond à la dernière lettre du
mot
10
, il nous faut onsidérer la version suxe des relations préxe-reonnaissa-
bles qui sont des unions nies de relations de la forme W · (U × V ) où U,V et
W appartiennent à Rat(Γ∗). Cette variation n'a auun impat sur les résultats
obtenus dans [Cau96℄. Nous allons établir l'équivalene entre les relations préxe-
reonnaissables sur Γ∗ et les relations de PR1(Γ).
Les relations préxe-reonnaissables appartiennent à PR1. En eet pour tout
U,V etW appartenant à Rat(Γ∗), la relationW ·(U×V ) est égale à D(U ·TW ·V )
et appartient don à PR1. Comme par dénition PR1 est fermé par union, les
relations préxe-reonnaissables appartient bien à PR1.
Pour l'inlusion réiproque, Caual établit que les relations préxe-reonnais-
sables sont fermées par union, onaténation et lture transitive. Il sut pour
onlure de remarquer que pour tout γ ∈ Γ, D({ γ }) = Γ∗ · ({ ε },{ γ }) ∈ PR1
et D({ γ¯ }) = Γ∗ · ({ γ },{ ε }) ∈ PR1 et pour tout W ∈ Rat(Γ∗), D({ TW }) =
W · ({ ε },{ ε }).
Proposition 4.5.2 ([Cau96℄). Les relations préxe-reonnaissables sur Γ∗ sont
les relations de PR1(Γ).
Exemple 4.5.3. Pour tout p ≥ 2 et pour tout q ∈ [0,p− 1], nous noterons Ap,q
(resp. Bp,q) l'ensemble rationnel ontenant tous les mots w ∈ a∗ (resp. w ∈ b∗)
tel que |w| = p mod q. Considérons la relation R de PR1 dénie par:
D
b¯∗ ·
 ⋃
i∈[0,2]
TAi,3b
∗Ta∗·Bi,3
+ .
On vérie failement que R est égale à:⋃
i∈[0,2]
Ai,3 · (B
∗,Bi,3).
Dans notre formalisme, l'égalité de la proposition 4.5.2 se traduit par la pro-
position suivante.
Proposition 4.5.4. Toute relation de PR1(Γ) est égale à une union nie de
relations dans l'ensemble D(Rat(Γ
∗
) · T
Rat1(Γ) · Rat(Γ
∗)).
Pour montrer la fermeture par omplémentaire, Caual montre que toute rela-
tion préxe-reonnaissable peut s'érire omme une union nie de relations de la
10. Et non la première omme dans [Cau96℄
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forme W · (U × V ) où U,V et W ∈ Rat(Γ∗) ave First(U)∩First(V ) ⊆ { ε }. Une
telle relation est appelée lture gauhe d'une relation reonnaissable irrédutible
dans [Cau96℄.
Exemple 4.5.5. Reprenons la relation R de l'exemple 4.5.3. Il est aisé de vérier
que R s'érit omme l'union nie suivante:
⋃
i∈[0,2]
( ⋃
j+k=i
(Ai,3 ·Bj,3) · ({ ε },Bk,3)
)
∪ (Ai,3 · Bi,3) · (b
∗,{ ε }).
La propriété lé de es relations est qu'elles orrespondent à des ensembles de
suites réduites d'instrutions dans Rat((Γ1∪TRat1(Γ))
∗). En partiulier, pour tout
ouple (u,v) ∈ W · (U,V ), il existe une unique déomposition u = wu′ et v = wv′
où w ∈ W , u′ ∈ U et v′ ∈ V . L'uniité de ette déomposition permet d'obtenir
la fermeture par omplémentaire.
Proposition 4.5.6 ([Cau96℄). Les relations préxe-reonnaissables forment une
algèbre de Boole.
4.5.2 Relations de PRk.
Dans e sous-paragraphe, nous étendons les propositions 4.5.4 et 4.5.6 aux
relations de PRk. Dans e but, nous dénissons, pour tout k ≥ 1, une famille
Rewk d'ensembles de Rat((Γk ∪ TRatk)
∗). Notre but sera, dans un premier temps,
d'établir que toute relation de PRk est égale à une union nie de relations dans
D(Rewk) (f. théorème 4.5.12).
Avant de dénir la famille Rewk, il nous faut introduire deux notations. Nous
assoierons, à haque suite ρ ∈ (Γk ∪ TRatk)
∗
, un symbole dans Γok ∪ { ε } noté
First(ρ) (resp. Last(ρ)), et valant ε si O = {i ∈ [1,|ρ|] | ρ(i) ∈ Γok} est égal à ∅ et
valant ρ(min(O)) (resp. ρ(max(O))) sinon.
Norm1(Γ) = Rat(Γ
∗)
Rew1(Γ) = {U · TW · V | U,V ∈ Norm1(Γ),W ∈ Rat1(Γ),
First(U) ∩ First(V ) ⊆ { ε } }
Normk+1(Γ) = Rew1(Γ) · Rat((1 · Rewk(Γ))∗)
Rewk+1(Γ) = {U · TW · V | U,V ∈ Normk+1(Γ),W ∈ Ratk+1(Γ),
First(U) ∩ First(V ) ⊆ { ε },
et Last(W ) ∩ (First(U) ∪ First(V )) ⊆ { ε } }.
(4.9)
Pour pouvoir travailler ave les relations de PRk, il nous faut xer une re-
présentation nie (et symbolique) de es relations. Nous représentons de telles
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relations par un automate sur Γk ave tests dans Ratk(Γ). Formellement, un au-
tomate sur Γk ave tests dans Ratk(Γ) aepte la relation sur Stacksk(Γ), notée
D(A), dénie par D(I(A)) . Une adaptation immédiate de la proposition 4.3.5
établit que pour toute relation R de PRk, il existe un automate A sur Γk ave
tests dans Ratk(Γ) tel que D(A) = R.
4.5.2.1 Représentation normalisée des relations de PRk.
Dans e sous paragraphe, nous établissons le théorème 4.5.12 qui établit que
toute relation de PRk est une union nie de relations dans D(Rewk).
La première étape est d'établir que les relations de PRk sont aeptées par
des automates réduits sur Γk ave tests dans Ratk(Γ). Pour ela, nous adaptons
la preuve de la proposition 4.3.48.
Considérons un automate A sur Γk ave tests dans Ratk. Comme dans le sous-
paragraphe 4.3.3.2, nous allons éliminer les boules des aluls de A. L'unique
diérene réside dans la dénition des langages de boules. Pour tout p,q ∈ QA,
nous noterons Bp,q l'ensemble des piles s ∈ Stacksk(Γ) telles qu'il existe un alul
de A partant de la onguration (p,s) et arrivant à la onguration (q,s).
Remarque 4.5.7. Dans le sous-paragraphe 4.3.3.2, la notion de boule utilisée
est plus restritive. Rappelons que nous disons l'automate A boule sur la pile
s ∈ Stacksk(Γ) en partant dans l'état p et en revenant dans l'état q s'il existe un
alul (p0,s0) −→
A
· · · −→
A
(pn,sn) tel que s0 = sn = s, p0 = p, pn = q et pour tout
ℓ ∈ [0,n], ρs ⊑ ρsℓ . Pour tout p,q ∈ QA, nous notons Lp,q l'ensemble des piles s
de niveau k telles que A boule sur s en partant de p et en revenant en q. Cette
notion n'est pas susante lorsque l'on onsidère les relations aeptées par les
automates sur Γk.
Considérons l'automate A sur Γ1 présenté i-ontre.
La relation aeptée est D(a¯a) = {(w,w) | w ∈ Γ∗a}.
Le langage Li,f est vide alors que le langage Bi,f est
égal à Γ∗a et nous obtenons don une représentation
réduite de D(A) qui est égale à TΓ∗·a.
i t f
a a¯
Par une adaptation immédiate de la onstrution du lemme 4.3.46, nous mon-
trons que pour tout p,q ∈ QA, le langage Bp,q est aepté par un automate
alternant sur Γk. Remarquons que l'automate alternant a le même niveau que
l'automate A alors que dans le lemme 4.3.46 (où la notion de boule est plus
restreinte) l'automate alternant a un niveau de moins que elui de A.
Lemme 4.5.8. Pour tout automate A sur Γk ave tests dans Ratk(Γ) et pour
tout p,q ∈ QA, il existe un automate Ap,q alternant sur Γk aeptant Bp,q.
Démonstration. Soient A = (QA,IA,FA,µA,∆) un automate sur Γk ave tests dans
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L = {L1, . . . ,Ln } ⊂ Ratk(Γ) et p0,q0 des états de QA.
Nous allons ommener par onstruire un automate B = (QB,IB,∆B) alter-
nant sur Γk aeptant Bp0,q0. L'ensemble des états QB est égal QA ×QA × (Γ
o
k ∪
{ k,• })×Sing(Γtk)×2
L
et l'ensemble des états initiaux IB est {(p0,q0,•,T,T
′) | T ∈
Sing(Γtk) et T
′ ⊆ L}. Pour dénir l'ensemble des transitions∆B, nous onsidérons
des transitions δ de la forme suivante:
δ = (p,q,γ,T,L),T,L→
∧
γ′∈R
∧
(p′,q′,γ′,T ′,L′)∈Qγ′
((p′,q′,γ′,T ′,L′),γ′)
où R ⊆ (Γok ∪{ k })\{ γ¯ } si γ 6= • et R ⊆ (Γ
o
k∪{ k }) si γ = • et pour tout γ
′ ∈ R,
Qγ′ ⊆ QB. Pour tout γ′ ∈ R, nous dénissons un ensemble Rγ′ ⊆ QA × QA égal
à:
Rγ′ = {(p,q) | ∃(r,t,γ,T ′,L′) ∈ Qγ ,p
γ′
−→ r,T1,L1 ∈ ∆A,t
γ¯′
−→ q,T2,L2 ∈ ∆A,
T1 ≤ T,T2 ≤ T ′,L1 ⊆ L et L2 ⊆ L′}.
La transition δ appartient à ∆B si (p,q) ∈
(⋃
γ′∈RRγ′
)∗
. Par la proposi-
tion 4.3.38, il existe un automate C alternant sur Γk équivalent à B.
Grâe au lemme préédent, nous pouvons maintenant réduire les automates
sur Γk ave tests dans Ratk(Γ) sans hanger la relation aeptée. La onstrution
est une adaptation de la onstrution de la proposition 4.3.48.
Proposition 4.5.9. Pour tout k ≥ 1, pour tout automate A sur Γk ave tests
dans L ⊆ Ratk(Γ), il existe un automate B réduit sur Γk ave tests dans L′ ⊆
Ratk(Γ).
Démonstration. Soit A = (QA,IA,FA,µA,∆A) un automate sur Γk ave tests dans
L ⊆ Ratk. Nous onstruisons un automate B = (QB,IB,FB,µB,∆B) réduit sur
Γk+1 ave tests dans un ensemble ni L ⊂ Ratk+1 équivalent à A.
L'ensemble L ontient les langages aeptés par les automates Aγp,q pour tout
p,q ∈ QA et γ ∈ Γok ∪ { k }. A es langages, il faut ajouter les langages de tests
assoiés aux états initiaux. Pour tout état p ∈ QA, nous noterons Sp le langage⋃
i∈IA
S(Ai,p) ∩ (
⋂
L∈µA(i)
L). Par la proposition 4.3.16 et le théorème 4.3.43, le
langage Sp appartient à Ratk+1. Nous prenons don L égal à:
L = {S(Aγp,q) | p,q ∈ QA et γ ∈ Γ
o
k ∪ { k }}
∪ {Sq | q ∈ QA}
où pour tout p,q ∈ QA et γ ∈ Γok+1, A
γ
p,q est l'automate alternant sur Γk déni
dans le lemme 4.3.46. Tout langage L ∈ L est aepté par un automate alternant
sur Γk de taille polynomiale en |A|.
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Nous pouvons maintenant dénir l'automate B. L'ensemble des états QB est
égal à QA × (Γok+1 ∪ { ε }). Les ensembles d'états initiaux et naux sont respeti-
vement IB = QA × { ε } et FB = FA × (Γok+1 ∪ { ε }). L'appliation µB est dénie
pour tout (q,ε) ∈ QB par µB((q,ε)) = Sq. L'ensemble des transitions ∆B est
donné par:
∆B = {(p,γ
′)
γ
−→ ((r,γ),γ),T,L ∪ TS(Aγq,r) | γ ∈ Γ
o
k ∪ { k },γ 6= γ¯
′
et p
γ
−→ q,T,L}.
Par onstrution l'automate B est réduit. Une adaptation immédiate de la preuve
de la proposition 4.3.48 établit que D(B) = D(A).
L'étape suivante onsiste à exprimer la relation aeptée par un automate
réduit sur Γk ave tests dans Ratk omme une union nie de relations représentées
par des ensembles d'instrutions dont la forme orrespond aux ensembles de
Rewk.
Proposition 4.5.10. Pour tout automate A réduit sur Γk+1 ave des langages
de tests dans Ratk+1, la relation D(R) s'érit omme une union nie de relations
de la forme D(U · TW · V ) où U et V sont des ensembles réduits dans Rat((Γk ∪
{ k } ∪ T
Ratk+1(Γ))
∗) et où W appartient à Ratk+1(Γ) ave:
First(U) ∩ First(V ) ⊆ { ε } et Last(W ) ∩ (First(U) ∪ First(V )) ⊆ { ε }.
Démonstration. Soit A = (QA,IA,FA,µA,∆A) un automate réduit sur Γk+1 ave
tests dans Ratk+1(Γ). Pour tout p ∈ QA et pour tout γ ∈ Γok ∪ { k¯,ε }, nous dé-
nissons Uγp omme le langage des suites d'instrutions aeptées par l'automate
(QA,IA,{ p },µA,∆A) restreint aux suites d'instrutions ρ ne ontenant pas l'ins-
trution k et telle que Last(ρ) = γ. De manière analogue, nous dénissons, pour
tout p ∈ QA et pour tout γ ∈ Γok ∪ { k,ε }, V
γ
p omme le langage des suites d'ins-
trutions aeptées par l'automate (QA,{ p },FA,∆A) restreint aux suites d'ins-
trutions ρ ne ontenant pas l'instrution k¯ et telle que First(ρ) = γ.
Comme A est un automate réduit, il est aisé de voir que pour tout q ∈ QA
et pour tout γ ∈ Γk, U
γ
p et V
γ
p sont des ensembles réduits dans Rat((Γk ∪ { k } ∪
T
Ratk+1(Γ))
∗). Nous armons que:
D(A) =
⋃
p∈QA
⋃
(γ1,γ2,γ3)∈I
D
(
Uγ1p · TW γ2 · V
γ3
p
)
où I est le sous-ensemble de Γok ∪ { k¯,ε } × Γ
o
k ∪ { k,ε } × Γ
o
k ∪ { k¯,ε } déni par:
(γ1,γ2,γ3) ∈ I ⇔ { γ1 } ∩ { γ¯3 } ⊆ { ε } et { γ2 } ∩ { γ1,γ¯3 } ⊆ { ε }.
L'inlusion réiproque est immédiate. Pour l'inlusion direte, onsidérons
deux piles s et s′ dans Stacksk+1(Γ) telles que (s,s
′) ∈ D(A). Notons ρs et ρs′
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les suites réduites des piles s et s′. Notons r la pile de Stacksk+1(Γ) dont la suite
réduite est le plus petit préxe ommun de ρs et ρs′.
Comme (s,s′) appartient à D(A), il existe ρ ∈ I(A) tel que s′ = R(ρ)(s).
Il existe deux suites d'instrutions ρ1 et ρ2 ∈ Γ
∗
k+1 telles que ρ = ρ1 · ρ2 et
R(ρ1)(s) = t et R(ρ2)(t) = s′. Comme ρ ∈ I(A), il existe un état q ∈ QA tel que
i
ρ1−→
A
q et q
ρ2−→
A
f où i ∈ IA et f ∈ FA. Notons γ1 = Last(ρ1), γ2 = Last(ρr) et
γ3 = First(ρ2). La suite d'instrutions ρ1 appartient à U
γ1
q et la suite ρ2 appartient
à V γ3q et r ∈W
γ2
. Comme ρ = ρ1 · ρ2 est une suite réduite, { γ1 } ∩ { γ3 } ⊆ { ε }.
Comme ρrρ1 est la suite réduite de s, { γ2 } ∩ { γ1 } ⊆ { ε }. Comme ρrρ2 est
la suite réduite de s′, { γ2 } ∩ { γ¯3 } ⊆ { ε }. Il suit don (γ1,γ2,γ3) ∈ I. Comme
(s,s′) ∈ D
(
Uγ1p · TW γ2 · V
γ3
p
)
, nous avons établi l'inlusion direte.
La proposition suivante est l'étape lé de la preuve.
Proposition 4.5.11. Pour tout automate A réduit sur Γk+1 ave tests dans L ⊂
Ratk+1(Γ) ne ontenant pas l'instrution k¯, la relation D(A) est égale à une union
nie de relations de la forme D(T
Ratk+1
· I(B)) où B est un automate réduit sur
Γk+1 ave tests dans Ratk(Γ) et n'utilisant pas l'instrution k¯.
Démonstration. Soit A = (QA,IA,FA,µA,∆A) un automate réduit sur Γk+1 ave
tests dans L = {L1, . . . ,Ln } ⊂ Ratk+1(Γ). Pour tout ℓ ∈ [1,n], il existe un
automate Aℓ = (Qℓ,{ iℓ },Fℓ,∆ℓ) déterministe et omplet ave tests dans Li ⊂
Ratk(Γ) aeptant Lℓ (f. théorème 4.4.15). Pour tout ℓ ∈ [1,n] et pour toute
pile s ∈ Stacksk+1(Γ), nous noterons Aℓ(s) l'unique état q tel que qu'il existe un
alul de Aℓ partant de la onguration (iℓ, [ ]k+1) et arrivant dans la onguration
(q,s). Pour toute pile s ∈ Stacksk+1(Γ), nous noterons Xs le uplet (q1, . . . ,qn) ∈∏
ℓ∈[1,n]Qℓ déni pour tout ℓ ∈ [1,n], qℓ = Aℓ(s).
Pour tout uplet d ∈
∏
ℓ∈[1,n]Qℓ, l'ensemble Sd des piles s de niveau k + 1
telle que Xs = d appartient à Ratk+1(Γ). En eet, Sd est l'intersetion pour tout
ℓ ∈ [1,n] des {s | Aℓ(s) = qℓ} ∈ Ratk+1(Γ).
Pour tout uplet d,d′ ∈
∏
ℓ∈[1,n]Qℓ et pour tout γ ∈ Γ
o
k ∪ { k }, il existe un
ensemble R
γ
d,d′ dans Ratk(Γ) tel que pour toute pile s ∈ Stacksk+1(Γ) telle que
Xs = d et telle que s
′ = R(γ)(s) est déni, Xs′ = d′ si et seulement si topk(s
′) ∈
R
γ
d,d′ .
Si d = (q1, . . . ,qn) et d
′ = (q′1, . . . ,q
′
n), il sut de prendre:
R
γ
d,d′ =
⋂
ℓ∈[1,n]
⋃
qℓ
γ
−→q′ℓ,TR∈∆ℓ
R.
Pour tout d ∈
∏
ℓ∈[1,n]Qℓ, nous allons dénir un automate Bd réduit sur Γk+1
ave tests dans Ratk(Γ) qui satisfasse pour tout s ∈ Stacksk+1(Γ) telle queXs = d,
D(A)(s) = D(Bd)(s).
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Soit d0 = (q1, . . . ,qn) ∈
∏
ℓ∈[1,n]Qℓ. Nous onstruisons l'automate Bd0 =
(QB,IB,FB,∆B). Nous prenons QB = QA× (
∏
ℓ∈[1,n]Qℓ), IB est égal à l'ensemble:
{(i,d0) | i ∈ IA et ∀ℓ ∈ [1,n],Lℓ ∈ µA(i)⇒ qℓ ∈ Fℓ}
et FB = FA × (
∏
ℓ∈[1,n]Qℓ). L'ensemble des transitions ∆ℓ est déni par:
{(p,d)
γ
−→ (q,γ,d′),Rγd,d′ | d,d
′ = (q′1, . . . ,q
′
n) ∈ (
∏
ℓ∈[1,n]Qℓ) et p
γ
−→ q,T ∈ ∆A
et ∀ℓ ∈ [1,n],Lℓ ∈ T → q′ℓ ∈ Fℓ}.
Comme A est réduit, B l'est aussi. De plus par onstrution, nous avons que
pour toutes piles s,s′ ∈ Stacksk+1(Γ) telles que Xs = d0 alors ((i,d0),s)
ρ
−→
Bd0
((q,d),s′) si et seulement si (i,s)
ρ
−→
A
(q,s′) et Xs′ = d. Il s'en suit don que Bd0
satisfait la propriété annonée. Nous avons don:
D(A) =
⋃
d∈
Q
ℓ∈[1,n]Qℓ
D(Sd · I(Bd)).
Nous pouvons maintenant établir le résultat de normalisation pour les rela-
tions de PRk.
Théorème 4.5.12. Pour tout niveau k ≥ 1 et pour tout alphabet ni Γ, toute
relation R ∈ PRk(Γ) est une union nie de relations D(Rewk(Γ)).
Démonstration. La preuve proède par réurrene sur le niveau k ≥ 1.
Cas de base : k = 1. Au niveau 1, ette propriété a été établie par Caual dans
[Cau96℄ (f. proposition 4.5.4). Pour être omplet, nous en redonnons une preuve.
Soit A un automate sur Γ1 ave tests dans Rat1. Par les propositions 4.5.9, 4.5.10
et 4.5.11, la relation R est égale à une union nie de relations de la forme U ·TW ·V
où U,V appartiennent à Rat((Γk∪{ k }∪T
Ratk+1(Γ))
∗)) ave First(U)∩First(V ) ⊆
{ ε }. Remarquons que la relation Last(W ) ∩ (First(U) ∪ First(V )) ⊆ { ε } est
trivialement vériée ar Last(W ), First(U) et First(V ) sont des sous-ensembles
de Γ ∪ { ε }.
Etape de réurrene.Soient R une relation de PRk+1 et A un automate sur Γk+1
ave tests dans Ratk+1(Γ) aeptant R. Par les propositions 4.5.9, 4.5.10 et 4.5.11,
la relation R est égale à une union nie de relations de la forme U · TW ·V où U,V
appartiennent à Rat((Γk ∪ { k } ∪ TRatk+1(Γ))
∗)) ave First(U) ∩ First(V ) ⊆ { ε }
et Last(W ) ∩ (First(U) ∪ First(V )) ⊆ { ε }. Par hypothèse de réurrene, toute
relation Rat((Γk ∪ { k } ∪ T
Ratk+1(Γ))
∗)) est égale à une union nie de relations
dans Rewk(Γ) ·Rat((k · Rewk(Γ))∗).
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Une première onséquene de e résultat est que le domaine et l'image des
relations PRk(Γ) sont des ensembles de Ratk(Γ).
Proposition 4.5.13. Pour toute relation R ∈ PRk(Γ), le domaine et l'image de
R sont des ensembles de Ratk.
Démonstration. Soit R une relation dans PRk(Γ). Par dénition de PRk(Γ), il
existe un ensemble M ∈ Rat((Γk ∪ TRatk)
∗) tel que R = D(M). Il est aisé de voir
que l'image de R est égale à R(Γ∗k ·M)([ ]k)). D'après le orollaire 4.3.44, l'image
de R appartient bien à Ratk. Pour le domaine de R, il sut de remarquer que
Dom(D(R)) = Im(D(R)).
4.5.2.2 Propriétés des relations de PRk
Dans e sous-paragraphe, nous établissons que pour tout k ≥ 1, et pour tout
alphabet ni, l'ensemble PRk est une algèbre de Boole. Par dénition, PRk(Γ)
est fermé par union et ontient la relation vide. Il faut don montrer que PRk(Γ)
est fermé par omplémentaire (i.e. pour tout R ∈ PRk, R = (Stacksk(Γ) ×
Stacksk(Γ))\R appartient à PRk). La preuve de la fermeture par omplémentaire
est un adaptation de la preuve de Caual [Cau96℄ pour le niveau 1. Elle repose
sur le théorème 4.5.12 et sur la propriété suivante qui généralise l'uniité de la
déomposition mentionnée dans le sous-paragraphe 4.5.1.
Lemme 4.5.14. Pour toute relation R = U ·TW ·V de Rewk ave U,V ∈ Normk et
W ∈ Ratk(Γ) et pour toutes piles r et s ∈ Stacksk(Γ) telles que (s,s′) appartienne
à D(R), il existe une unique pile w ∈ Stacksk(Γ) telle que w ∈W , (w,s) ∈ D(U)
et (w,t) ∈ D(V ).
De plus, la pile w est la pile de niveau k dont la suite réduite d'instrutions est
le plus petit préxe ommun des suites réduites de r et s.
Démonstration. Soit une relation R = U · TW · V de Rewk ave U,V ∈ Normk et
W ∈ Ratk(Γ). Par dénition de Rewk, nous avons First(U) ∩ First(V ) ⊆ { ε } et
Last(W ) ∩ (First(U) ∪ First(V )) ⊆ { ε } }. Soient r et s deux piles de Stacksk(Γ)
telles que (r,s) appartienne à D(R).
L'existene de la pile w est immédiate. Montrons que ette pile est unique.
Supposons qu'il existe deux piles w1 et w2 ∈ W telles que (w1,r) et (w2,r) ap-
partiennent à D(U) et telles que (w1,s) et (w2,s) appartiennent à D(V ). Nous
noterons ρr, ρs, ρw1 et ρw2 les suites réduites respetives des piles r, s, w1 et w2.
Comme U est un ensemble de suites d'instrutions réduites et que Last(W )∩
First(U) ⊆ { ε }, nous avons ρs = ρw1 ·ρ
1
s = ρw2 ·ρ
2
s pour deux suites d'instrutions
ρ1s et ρ
2
s. Par un argument similaire, nous avons ρr = ρw1 · ρ
1
r = ρw2 · ρ
2
r pour deux
suites d'instrutions ρ1r et ρ
2
r .
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De plus, nous savons que les suites ρ1s et ρ
2
s appartiennent à U˜ (où U˜ est
obtenu en eaçant dans toutes les suites U les ourrenes des instrutions de
tests). De même, nous avons que les suites ρ1s et ρ
2
s appartiennent à V˜ . Comme
First(U) = First(U˜) et First(V ) = First(V˜ ) et que First(U) ∩ First(V ) ⊆ { ε }, il
s'en suit que ρw1 et ρw2 sont égales au plus petit préxe ommun de ρs et ρr. Il
en résulte que w1 et w2 sont égales.
Avant d'établir la fermeture par omplémentaire de PRk, nous montrons que
les relations de D(Rewk) sont loses par intersetion.
Lemme 4.5.15. Pour tout niveau k ≥ 1 et pour toutes R1 et R2 dans D(Rewk),
la relation R1 ∩ R2 appartient à D(Rewk).
Démonstration. La preuve proède par réurrene sur le niveau k.
Cas de base : k = 1. Soient R1 = U 1 ·TW1 ·V1 et R2 = U 2 ·TW2 ·V2 appartenant
à Rew1. Nous armons que la relation R = (U1∩U2) ·TW1∩W2 · (V1∩V2) de Rew1
est telle que D(R) = D(R1) ∩ D(R2). L'inlusion direte est immédiate. Pour
l'inlusion réiproque, soit (r,s) un ouple de piles de Stacksk(Γ) appartenant à
D(R1) et D(R2). Soit w la pile de Stacksk(Γ) dont la suite réduite est le plus
petit préxe ommun des suites réduites des piles s et r. Par le lemme 4.5.14,
nous avons que w ∈ W1 ∩W2, (w,r) ∈ D(U1) ∩ D(U2) et (w,s) ∈ D(V1) ∩ D(V1).
Il suit don que (r,s) appartient à D(R).
Etape de réurrene.Par hypothèse de réurrene, nous savons que pour tous
R1 et R2 appartenant à Rewk, il existe R ∈ Rewk tel que D(R) . Pour être onis,
nous désignerons R1 ⋓ R2 un élément de Rewk satisfaisant ette propriété.
Nous allons tout d'abord montrer que pour tous R1 et R2 dans Normk+1, la
relation D(R1) ∩ D(R2) appartient aussi à D(Normk+1). Pour i ∈ { 1,2 }, omme
Ri appartient à Normk+1, Ri est égal à Pi ·Mi ave Pi ∈ Rewk et Mi ∈ Rat((1 ·
Rewk)
∗). Enn, soit Ai = (Qi,Ii,Fi,∆i) un automate étiqueté par 1 · Rewk(Γ)
aeptant Mi.
Considérons l'automate C = (Q1 × Q2,I1 × I2,F1 × F2,∆C) dont l'ensemble
des transitions est donné par:
{(p1,p2)
1·(N1⋓N2)
−→ (q1,q2) | p1
1·N1−→ q1 ∈ ∆1 et p2
1·N2−→ q2 ∈ ∆2}.
Montrons maintenant que D(Rewk) est fermé par intersetion. Soient R1 =
U 1 · TW1 · V1 et R2 = U 2 · TW2 · V2 appartenant à Rewk+1 où U1,U2,V1 et V2
appartiennent à Normk+1 et où W1 et W2 appartiennent à Ratk+1(Γ). Nous af-
rmons que la relation R = (U1 ⋓ U2) · TW1∩W2 · (V1 ∩ V2) de Rew1 est telle que
D(R) = D(R1) ∩ D(R2). La preuve est similaire à elle du niveau 1.
Nous pouvons maintenant établir la fermeture par omplémentaire de PRk.
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Théorème 4.5.16. Pour tout k ≥ 1 et pour tout alphabet ni Γ, l'ensemble PRk
est fermé par union, omplémentaire, lture transitive, inverse et restrition en
image ou en domaine par un ensemble de Ratk(Γ).
Démonstration. Exepté la fermeture par omplémentaire, toutes es propriétés
déoulent de la dénition de PRk. Pour la fermeture par omplémentaire de PRk,
il sut de monter que le omplémentaire d'une relation dans D(Rewk) est égal à
une union nie de relations dans D(Rewk).
En eet, onsidérons une relation R ∈ PRk. Par le théorème 4.5.12, R est égal
à une union nie
⋃
i∈I Ri de relations de D(Rewk). Le omplémentaire de R est
égal à
⋂
i∈I R

i . Si nous avons établi pour tout i ∈ I que R

i est égal à une union
nie
⋃
j∈Ij
R
j
i de relations dans Rewc, il suit alors par les lois de Morgan que
R est égal à une union nie d'intersetions nies de relations de D(Rewk). Le
lemme 4.5.15 permet alors de onlure que R appartient à PRk.
Nous établissons maintenant par réurrene sur le niveau k que le omplémen-
taire d'une relation dans D(Rewk) s'exprime omme une union nie de relation
dans D(Rewk).
Cas de base : k = 1. La propriété a été établie par Caual [Cau96℄ (f. 4.5.6).
Etape de réurrene.Avant de passer à l'étape de réurrene, il nous faut xer
quelques notations. Nous noterons N l'ensemble de Normk+1 ontenant toutes les
suites réduites sur (Γok∪{ k })
∗
. Pour tout γ ∈ Γok∪{ k } et pour toutW ∈ Ratk+1,
nous noterons Wγ l'ensemble W restreint aux piles s de Stacksk+1(Γ) et que
Last(s) = γ. Pour tout γ ∈ Γok ∪ { k } et pour tout U ∈ Normk+1, nous noterons
Uγ l'ensembleW restreint à l'ensemble des suites d'instrutions telles que First(γ)
de Stacksk+1(Γ) telles que Last(s) = γ. Enn pour toute relation R ∈ Rewk,
nous noterons R⋐ un sous-ensemble de Rewk tel que D(R) =
⋃
R′∈R⋐ D(R
′).
L'existene de R⋐ est garantie par l'hypothèse de réurrene.
Notre but est d'établir que le omplémentaire d'une relation dans D(Rewk+1)
appartient à PR(Γk+1). Pour ela, nous allons tout d'abord montrer que pour
toute relation dans R ∈ D(Normk+1), la relation N \R est égale à une union nie
de relations dans D(Normk+1). Nous noterons R⋐ et ensemble ni de relations.
Soit R = P ·M un élément de Normk+1 ave P ∈ Rewk et M ∈ Rat((1 ·
Rewk)
∗). Soit A = (QA,IA,FA,∆A) un automate étiqueté par 1 · Rewk aeptant
M . Comme par hypothèse de réurrene PRk forme un algèbre de Boole, nous
pouvons supposer que A est tel que:
 pour tout p,q,q′ ∈ QA, p
1·R1−→ q ∈ ∆A, p
1·R2−→ q′ ∈ ∆A et q 6= q
′
implique
D(R1) ∩ D(R2) = ∅
 pour tout p ∈ QA,
⋃
p
1·R
−→q∈∆A
D(R) = Stacksk(Γ)× Stacksk(Γ).
Pour une onstrution détaillée de l'automate A, nous référons le leteur à la
proposition 4.4.24. Considérons l'automate B obtenu à partir de A en remplaçant
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l'ensemble des états naux FA par son omplémentaire QA \ FA. Nous vérions
aisément que:
D(N) \ D(R) =
⋃
V ∈P 
V · (1 · Rewk)
∗ ∪ V · L(B).
Soit R = U · TW · V une relation de Rewk+1 ave U,V ∈ Normk+1 et W ∈
Ratk+1(Γ). Nous allons montrer que le omplémentaire de R est égal à une union
nie de relations dans D(Rewk+1).
Considérons l'ensemble C qui est une union nie de relations dans Rewk+1
déni par:
C =
⋃
(γ1,γ2,γ3)∈I
Nγ1 · TW γ2 ·Nγ3
∪
⋃
(γ1,γ2,γ3)∈I
⋃
U ′∈U⋐ U
′
γ1
· TWγ2 ·Nγ3
∪
⋃
(γ1,γ2,γ3)∈I
⋃
V ′∈U⋐ Nγ1 · TWγ2 · Vγ3
où I est l'ensemble des triplets (γ1,γ2,γ3) ∈ (Γok ∪ { k,ε })
3
tels que { γ1 }∩{ γ3 } ⊆
{ ε } et tels que { γ2 } ∩ { γ1,γ3 } ⊆ { ε }.
On vérie aisément que les éléments P ∈ Rewk+1 intervenant dans C sont tels
que D(P ) est inlus dans D(R). Il suit don que D(P ) ⊆ D(R). Pour l'inlusion
réiproque, onsidérons deux piles r et s ∈ Stacksk+1(Γ) telles que (r,s) 6∈ D(R).
Notons w la pile de niveau k + 1 dont la suite réduite est le plus petit préxe
ommun des suites réduites de r et de s. Il existe don deux suites d'instrutions
ρ′s et ρ
′
r telles que ρr = ρwρ
′
r et ρs = ρwρ
′
s.
Par le lemme 4.5.14, nous avons soit w 6∈ W , soit w ∈ W et (w,r) 6∈ D(U) ou
bien w ∈W et (w,s) 6∈ D(V ).
Cas w 6∈W . Le ouple (r,s) appartient don à NF irst(ρ′r) · TW 
Last(w)
·N
First(ρ′s).
Cas w ∈W et (w,r) 6∈ D(U) . Comme (w,r) 6∈ D(U), il existe U ′ ∈ U⋐ tel que
(w,r) ∈ D(U ′
First(ρ′s)
). Le ouple (r,s) appartient don à U
′
First(ρ′s)
·TW
Last(w)
·N
First(ρ′s).
Cas w ∈W et (w,r) 6∈ D(V ) . Ce as est similaire au préédent.
Dans tous les as, (r,s) appartient à D(C) et il suit don que D(R) est inlus
dans D(C).
4.5.3 Automates normalisés
Dans e sous-paragraphe, nous présentons une notion d'aepteurs nis pour
les langages de Ratk+1(Γ) basée sur les relations de PRk(Γ). Ces automates seront
appelés automates normalisés de niveau k + 1. Nous verrons que es automates
admettent une notion naturelle de déterminisme et de omplétude et qu'ils per-
mettent don de réobtenir les propriétés de lture de Ratk+1(Γ). L'avantage de
ette notion est que, ontrairement à la notion d'automates réduits sur Γk+1, elle
ne fait pas apparaître expliitement les suites réduites des piles de niveau k + 1.
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Intuitivement, au lieu de onstruire les piles de niveau k+1 en suivant leur suite
réduite, es automates les onstruisent la suite de leurs piles de niveau k de la
première à la dernière.
Dans le théorème 4.3.50, nous avons établi que les langages de Ratk+1(Γ)
peuvent être dérits par des ensembles rationnels de suites d'instrutions ne onte-
nant pas l'instrution k¯ si nous ajoutons les instrutions de tests dans les langages
de Ratk(Γ). Nous avons pour tout niveau k ≥ 1 que:
Ratk+1(Γ) =
⋃
nie
Ratk(Γ) · Rat(k · Rat(Γk ∪ T
Ratk(Γ))
∗)∗.
Par le orollaire S(Rat(Γk ∪ TRatk(Γ))
∗) = Ratk(Γ),nous obtenons don
Ratk+1(Γ) =
⋃
nie
Rat((copyk · PRk)
∗)(Ratk(Γ)).
Nous en déduisons une notion d'automate ni étiqueté par Ratk(Γ) et par
copyk · PRk aeptant les langages de Ratk+1(Γ). Au niveau 1, un automate nor-
malisé est simplement un automate étiqueté par pushΓ.
Dénition 4.5.17. Pour tout niveau k ≥ 1, un automate A normalisé de niveau
k+1 est un automate ni (Q,I,F,∆) étiqueté par Ratk(Γ)∪ (k ·Rewk(Γ)) tel que:
 les états initiaux I n'apparaissent pas omme but d'une transition de ∆,
 pour toute transition p
R
−→ q ∈ ∆, R ∈ Ratk(Γ)⇔ p ∈ I.
Une pile s ∈ Stacksk+1(Γ) est aeptée par A s'il existe un alul de l'automate
A de la forme:
i
R
−→ p1
copyk ·P1−→ p2 . . . pn−1
copyk·Pn−1−→ pn
où n ≥ 1, i ∈ I, pn ∈ F , i
R
−→ p1 ∈ ∆ et pour tout i ∈ [1,n−1], pi
copyk·Pi−→ pi+1 ∈ ∆
et que la pile s appartient à (copyk · P1 · . . . copykPn−1)(R). Le langage de piles
de niveau k + 1 aepté par A sera noté S(A).
Exemple 4.5.18. Considérons l'automate normalisé de niveau 2 sur Γ = { a }
représenté dans la gure 4.9. Le langage de piles de niveau 2 aepté par A est
l'ensemble:
S(A) = {[ [ ap1 ] . . . [ apn ] ]2 | n ≥ 2, p1 > · · · > pn,
∀i ∈ [1,n− 1],pi 6= pi+1 mod 2 et pn = 0 mod 2}.
Remarque 4.5.19. Pour manipuler symboliquement un automate normalisé de
niveau k, il nous faut xer une représentation pour les ensembles et les relations
apparaissant dans sa dénition. Au niveau 1, nous représenterons naturellement
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i
p
q
a(aa)∗
(aa)∗
1 · R11 · R2
Fig. 4.9  Un automate normalisé de niveau 2 où R1 et R2 appartiennent à Rew1
et sont respetivement égaux à a¯+ · T(aa)∗ et a¯
+ · Ta(aa)∗ .
un automate normalisé de niveau 1 par un automate ni étiqueté par Γ. Pour un
automate normalisé de niveau k ≥ 2, les ensembles de Ratk−1(Γ) sont donnés par
des automates réduits sur Γk−1 ave tests dans TRatk−1(Γ) et les relations PRk−1
sont données par des unions nies d'éléments de Rewk−1 (f. théorème 4.5.12).
Un élément de Rewk−1 est représenté par un triplet (A,B,C) d'automates réduits
sur Γk−1 ave tests dans Ratk−1(Γ) qui dénit l'élément L(A) · TS(B) · L(C).
Il est bien entendu possible de donner une représentation symbolique des au-
tomates normalisés de niveau k+1 ≥ 2 sans faire intervenir les automates réduits
sur Γk ave tests dans Ratk(Γ) en le remplaçant par des automates normalisés
de niveau k. Il faut ependant adapter légèrement la dénition des automates
normalisés pour pouvoir dérire les ensembles de Normk apparaissant dans la dé-
nition des éléments de Rewk. Pour ela, il sut de onsidérer dans e as des
automates normalisés non plus étiquetés par Ratk(Γ) et copyk ·PRk(Γ) mais par
PRk(Γ) et copyk · PRk(Γ). Nous n'adoptons toutefois pas ette représentation
pour simplier les preuves qui vont suivre.
Théorème 4.5.20. Pour tout automate A sur Γk, il existe un automate nor-
malisé B de niveau k aeptant S(A). De plus, la taille de B est bornée par
exp[k − 1](|A|).
Démonstration. Au niveau 1, la propriété est immédiate. Considérons maintenant
un automate sur Γk pour un niveau k ≥ 2. Nous avons établi dans la proposi-
tion 4.3.48 et dans le théorème 4.4.15, qu'il existe un automate réduit B sur Γk
ave des tests dans un ensemble ni L ⊂ Ratk−1(Γ) équivalent à A. De plus |B|
et |L| sont bornés par exp[0](|A|) et haque langage L ∈ L est aepté par un
automate AL entièrement déterministe et omplet sur Γk−1 de taille bornée par
exp[k − 1](|A|).
En ombinant les propositions 4.5.10 et 4.5.11, nous obtenons un automate
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normalisé C de niveau k aeptant S(A) et de taille exp[k − 1](|A|).
Pour les automates normalisés de niveau 1, les notions de déterminisme et de
omplétude ont déjà été présentées. Nous dirons qu'un automate A = (Q,I,F,∆)
normalisé de niveau k+1 ≥ 2 est dit déterministe si l'ensemble des états initiaux
est réduit à un singleton et si pour tous états p,q1,q2 ∈ Q ave q1 6= q2, tout
N1,N2 ∈ Ratk(Γ) et pour tout P1,P2 ∈ PRk(Γ),{
p
N1−→ q1 ∈ ∆ et p
N2−→ q2 ∈ ∆ ⇒ R1 ∩ R2 = ∅
p
copyk ·P1−→ q1 ∈ ∆ et p
copyk·P2−→ q2 ∈ ∆ ⇒ P1 ∩ P2 = ∅.
De même, nous dirons que A est omplet si pour tout q ∈ Q \ I et i ∈ I,{ ⋃
i
N
−→p∈∆
N = Stacksk(Γ),⋃
q
copyk·P−→ p∈∆
P = Stacksk(Γ)× Stacksk(Γ).
En utilisant les propriétés de lture des relations PRk(Γ) et de Ratk(Γ),
nous obtenons par la méthode lassique des sous-ensembles la déterminisation
des automates normalisés.
Proposition 4.5.21. Pour tout automate A normalisé de niveau k, il existe un
automate B normalisé déterministe et omplet de même niveau aeptant S(B).
Démonstration. Au niveau 1, la propriété est déjà bien onnue. Considérons un
automate A = (QA,IA,FA,∆A) normalisé de niveau k+1 ≥ 2. Comme les relations
de PRk sont loses par union, nous pouvons sans perte de généralité supposer que
pour tous états p et q ∈ QA, il existe au plus une transition p
Np,q
−→ q ou p
copyk·Pp,q−→ q
dans ∆A. S'il n'existe pas de telle transition, nous prendrons Np,q = ∅ et Pp,q = ∅.
Nous onstruisons un automate B = (QB,IB,FB,∆B) normalisé et détermi-
niste de niveau k aeptant S(A). L'ensemble des états QB est égal à 2QA. L'en-
semble des états initiaux IB est réduit au singleton { IA }. L'ensemble des états
naux FB est égal à {Q ⊆ QA | Q ∩ FA = ∅}. Enn, l'ensemble des transitions
∆B est déni i-dessous.
Pour tout Q ⊆ QA, une transition de la forme:
IA
NQ
−→ Q ∈ ∆
où NQ =
⋂
p∈Q (
⋃
i∈IA
Ni,p) ∩
⋃
p∈(QA\Q)
(
⋂
i∈IA
(Ni,p)
).
Pour tout Q,Q′ ⊆ QA, une transition de la forme:
Q
copyk·NQ,Q′
−→ Q′ ∈ ∆
où NQ,Q′ =
⋂
q∈Q (
⋃
q′∈Q′ Pq,q′) ∩
⋃
q∈(QA\Q)
(
⋂
q′∈Q′ (Pq,q′)
).
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Comme PRk(Γ) et Ratk(Γ) sont des algèbre de Boole, B est bien un automate
normalisé. De plus par onstrution, B est déterministe et omplet. On vérie
aisément que S(B) = S(A).
Les automates normalisés de niveau k permettent de réobtenir au moyen de
onstrutions naturelles les propriétés de lture des langages de Ratk(Γ). En
partiulier, le omplémentaire du langage aepté par un automate normalisé
déterministe et omplet est obtenu en prenant le omplémentaire de l'ensemble
des états naux.
Nous onluons e paragraphe en donnant la omplexité de la transformation
d'un automate sur Γk en un automate normalisé déterministe et omplet de niveau
k.
Théorème 4.5.22. Pour tout automate A sur Γk, il existe un automate norma-
lisé B déterministe et omplet de niveau k aeptant S(A). De plus, la taille de
l'automate B est bornée par exp[k](|A|).
4.6 Rationalité induite par COpsk.
Dans e paragraphe, nous omparons la notion de rationalité induite par le
jeu d'opérations Opsk à elle induite par le jeu d'opérations lassiques COpsk.
Nous dénissons ainsi:
CRatk(Γ) = Rat(COps
⋆
k)([ ]k) = R
(Rat(Γ∗k))([ ]k).
Nous ne nous intéressons pas aux aspets algorithmiques mais seulement à la
omparaison de l'expressivité des deux notions. Le but de e paragraphe est de
onvainre le leteur du manque de pertinene de la rationalité induite par COpsk
et de justier a posteriori l'emploi du jeu d'opérations symétriques Opsk.
Remarquons que quelque soit le niveau k ≥ 1, l'ensemble CRatk(Γ) est inlus
dans l'ensemble Ratk(Γ). En eet, omme nous l'avons déjà remarqué pour tout
ℓ ≥ 1, nous avons:
destrℓ = Ops
⋆
ℓ · copyℓ.
Aux niveaux 1 et 2, l'inlusion réiproque tient et les deux notions de ratio-
nalité oïnident.
Proposition 4.6.1. Pour tout alphabet ni Γ,
Rat1(Γ) = CRat1(Γ) Rat2(Γ) = CRat2(Γ).
Démonstration. Au niveau 1, l'égalité est immédiate ar Ops1(Γ) = COps1(Γ).
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Au niveau 2, il nous sut de montrer que Rat2(Γ) est inlus dans CRat2(Γ).
Nous avons établi dans la proposition 4.3.49 que:
Rat2(Γ) = R
(
Rat
((
Γ1 ∪ { 1,⊥2 } ∪ TRat1(Γ)
)∗))
([ ]2).
Or, pour tout R ∈ Rat1(Γ), l'opération de test Test
2
R est égale à R
(1 ·R ·⊥1 · 1¯).
Il en déoule que Rat2(Γ) ⊆ CRat2(Γ).
Au niveau 3, nous verrons que CRat3(Γ) est stritement inlus dans Rat3(Γ)
et que de plus CRat3(Γ) n'est pas une algèbre de Boole. Considérons le langage
S de piles de niveau 3 sur Γ = { a } déni par:
S = {[ [ [ ap1 ] . . . [ apm ] ]2 [ [ a
p1 ] . . . [ apn ] ]2 ]3 | n ≤ m et pn = pn−1}.
Le langage S appartient à Rat3(Γ) ar S = R
(
(Γ∗1 · 1)
∗ · 2 · (Γ∗1 · 1¯)
∗ · 1¯
)
([ ]3). La
suite de e paragraphe est onsarée à établir que S n'appartient pas à CRat3(Γ).
Admettons momentanément e résultat. Le langage S peut s'exprimer omme
l'intersetion des deux langages S1 et S2 donnés i-dessous:
S1 = {[ [ [ ap1 ] . . . [ apm ] ]2 [ [ a
p1 ] . . . [ apn ] ]2 ]3 | n ≤ m}
S2 = {
[
[ [ ap1 ] . . . [ apm ] ]2
[ [
ap
′
1
]
. . .
[
ap
′
n
] ]
2
]
3
| n ≥ 2 et p′n−1 = p
′
n}
Ces deux ensembles appartiennent à CRat3(Γ). En eet,
S1 = RC((Γ∗1 · 1)
∗ · 2 · 1¯∗)([ ]3)
S2 = RC
(
(Γ∗1 · 1)
∗ · 21¯∗Γ
∗
· ⊥2 · (Γ∗1 · 1)
∗ · 1
)
([ ]3).
L'ensemble CRat3(Γ) n'est don pas los par intersetion. L'utilisation du jeu
d'opérations lassiques fait don perdre la fermeture par omplémentaire.
Pour pouvoir établir que le langage S n'appartient pas à CRat3(Γ), il nous
faut tout d'abord donner une représentation normalisée de es ensembles. La
première étape est d'établir que les ensembles de CRat3(Γ) peuvent être dérits
sans utiliser l'opération destr2 si l'on ajoute des langages de tests. Comme dans le
as du jeu d'opérations symétriques, es langages de tests sont dénis au moyen
d'automates alternants de niveau 2 sur les opérations lassiques. La diérene
vient du fait que sur le jeu d'opérations lassiques, les automates alternants sont
moins expressifs que les automates non-alternants.
4.6.1 Automates alternants sur Γ1 et Γ

2 .
Ce sous-paragraphe étudie l'expressivité des automates alternants de niveau
1 et 2 sur le jeu d'opérations lassiques. Un automate alternant de niveau k
sur le jeu d'opérations lassiques a la même dénition formelle qu'un automate
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alternant sur Γk (f. dénition 4.3.10). Cependant, la notion d'exéution dière.
Elle est obtenue en remplaçant R par R dans la dénition de l'exéution d'un
automate alternant sur Γk. Dans la suite, nous parlerons d'automate alternant
sur Γk pour désigner les automates alternants de niveau k sur le jeu d'opérations
lassiques COpsk(Γ) et nous noterons CAltk(Γ) l'ensemble des langages aeptés
par les automates alternants sur Γk.
Un premier résultat immédiat est que es nouveaux automates peuvent être
simulés par les automates alternants sur Γk.
Proposition 4.6.2. Pour tout k ≥ 1 et tout alphabet ni Γ,
CAltk(Γ) ⊆ Altk(Γ).
Démonstration. Comme nous l'avons déjà remarqué, nous avons pour tout ℓ ≥ 1
l'égalité suivante:
destrℓ = Ops
⋆
ℓ · copyℓ.
Il est don immédiat de onstruire pour tout automate alternant sur Γk, un
automate équivalent sur Γk.
Au niveau 1, les deux modèles d'automates ont la même expressivité.
Proposition 4.6.3. Les langages aeptés par les automates alternants sur Γ1
sont les langages de Rat1.
Démonstration. Comme les ensembles Ops1(Γ) et COps1(Γ) sont égaux, les en-
sembles aeptés par les automates alternants sur Γ1 et Γ

1 oïnident. La pro-
priété annonée suit don par la proposition 4.3.31.
Dès le niveau 2, les automates alternants sur Γ2 ne sont pas assez puissants
pour apturer tous les langages de Rat2(Γ). En eet, du fait de l'absene de symé-
trie entre copy1 et destr1, une onstrution similaire à elle de la proposition 4.3.14
ne peut être utilisée.
Les langages aeptés par les automates alternants sur Γ2 sont aisément
aratérisés en introduisant l'opération new1 qui empile une pile vide de ni-
veau 1 sur la dernière pile de niveau 2 (i.e. pour toute pile s = [ s1, . . . ,sn ]2,
new1(s) = [ s1, . . . ,sn, [ ] ]2). Nous noterons n1 l'instrution orrespondante. Nous
dénissons les ensembles rationnels faibles omme les ensembles obtenus en rem-
plaçant l'opération copy1 par l'opération new1 dans la dénition de CRat2(Γ).
L'ensemble de tous les ensembles rationnels faibles de niveau 2 est noté WRat2(Γ)
et est déni par:
WRat2(Γ) = Rat ((Ops1 ∪ { new1 })
∗) ([ ]2)
= Rat ((Ops1 ∪ { new1,destr1 })
∗) ([ ]2).
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Remarque 4.6.4. Ces langages ont été dénis à tout niveau dans [BM04℄. Les
auteurs passent pas la représentation des piles de piles sur Γ par des mots sur
l'alphabet Γ ∪ { [ , ] }. Ainsi, à haque pile s = [ s1, . . . ,sn ]2 de Stacks2(Γ), est
assoié le mot Φ(s) = [[s1] . . . [sn]] sur l'alphabet Γ ∪ { [ , ] }. Il est aisé de vérier
qu'un ensemble R ⊆ Stacks2(Γ) est faiblement rationnel si et seulement si Φ(R)
est un ensemble rationnel de mots. Il s'en suit don que l'ensemble WRat2(Γ) est
une algèbre de Boole.
Comme new1 = copy1 · pop
∗
Γ · T[ ]1 , WRat2(Γ) est inlus dans Rat2(Γ), ette
inlusion est strite omme le montre l'exemple suivant.
Exemple 4.6.5. L'ensemble L1 de piles de niveau 2 sur l'alphabet Γ = { a,b }
déni omme l'ensemble {[ [ a2n1 ] [ b2m1+1 ] , . . . , [ a2np ] [ b2mp+1 ] ]2 | p ≥ 1} appar-
tient à WRat2(Γ) ar Φ(L1) est égal à [([(aa)
∗][b(bb)∗])+]. Le langage S appartient
bien à Rat2(Γ) ar il est égal à:
R
(
(aa)∗1a¯∗⊥1b(bb)
∗
(
1b¯∗⊥1(aa)
∗1a¯∗⊥1b(bb)
∗
)∗)
([ ]2).
L'ensemble L2 de piles de niveau 2 sur l'alphabet Γ = { a } déni omme l'en-
semble {[ [ an ] [ an ] ]2 | n ≥ 1} appartient à Rat2(Γ) ar L2 = R(a
∗1)([ ]2). Le
langage L2 n'est pas faiblement rationnel ar l'ensemble des mots Φ(L2) n'est pas
un langage rationnel.
La proposition suivante établit que les langages aeptés par les automates
alternants sur Γ2 sont les langages rationnels faibles de niveau 2.
Proposition 4.6.6. Les langages aeptés par les automates alternants sur Γ2
sont les langages de WRat2(Γ).
Démonstration. L'inlusion réiproque est immédiate. Il sut don de montrer
l'inlusion direte. Soit A = (QA,IA,∆A) un automate alternant sur Γ

2 . Nous
allons montrer que S(A) est un ensemble rationnel faible.
Pour toute pile s ∈ Stacks2(Γ), nous noterons Xs l'ensemble des états initiant
un alul de A partant de s (i.e. Xs = {q ∈ QA | s ∈ Sq(A)}).
Fait 1. Pour toutes piles s et s′ dans Stacks2(Γ) telles que Xs = X
′
s et pour toute
pile r dans Stacks1(Γ), les piles s · r et s′ · r satisfont Xs·r = Xs′·r.
Pour haque exéution E = (T,C) de A partant de s · r dans l'état p, nous
onstruisons une exéution E ′ = (T ′,C ′) de A partant de s′ · r dans l'état p.
L'exéution E ′ est obtenue en substituant aux sous-exéutions de E ommençant
par p0 en s une exéution de A ommençant par p0 en s
′
(ette exéution existe ar
Xs ⊆ X ′s) puis en remplaçant s·t par s
′·t (quel que soit la pile t ∈ Stacks1(Γ)) dans
l'image par C ′ des noeuds de T ′ qui n'ont pas été introduits par la substitution.
Nous déduisons don que Xs·r ⊆ Xs·r′ et par symétrie, nous obtenons l'égalité.
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Nous assoions à haque pile r de niveau 1, une fontion partielle de 2QA dans
2QA notée fr et dénie par:
fr(P ) =
{
Xs·r s'il existe s ∈ Stacks2(Γ) telle que Xs = P ,
non dénie sinon.
Pour toute fontion partielle f de 2QA dans 2QA, nous noterons Xf = {r ∈
Stacks1(Γ) | f = fr}.
Fait 2. Pour toute fontion partielle f de 2QA dans 2QA, l'ensemble Xf est un
ensemble rationnel.
Soit f une fontion partielle de 2QA dans 2QA. Nous pouvons supposer, sans
perte de généralité, que Dom(f) = {P | ∃s ∈ Stacks2(Γ),Xs = O}. En eet, si e
n'est pas le as alors Xf est égal à l'ensemble vide. Pour tout P ∈ Dom(f), sP
désignera une pile de niveau 2 telle que XsP = P .
Il nous sut d'établir, pour tout P ∈ Dom(f) et pour tout p ∈ QA, que
l'ensemble SP,p = {r ∈ Stacks1(Γ) | sP · r ∈ Sp(A)} est rationnel. Pour ela, il
sut de remarquer que:
SP,p = top1 (Sp(A) ∩ {sP · r | r ∈ Stacks1(Γ)}) .
En eet omme CAlt2 ⊆ Alt2 = Rat2, le langage Sp(A) appartient à Rat2. Comme
le langage {sp · r | r ∈ Stacks1(Γ)} est égal à R(ρsP 1Γ
∗
1)([ ]2), il appartient à
Rat2(Γ). Il suit don par le théorème 4.4.8 que Sp(A) ∩ {sp · r | r ∈ Stacks1(Γ)}
appartient à Rat2. Par le orollaire 4.3.51, le langage SP,p appartient à Rat1(Γ).
Par un raisonnement similaire, nous établissons le fait suivant.
Fait 3. Pour tout ensemble P ⊆ QA, l'ensemble des piles de niveau 1, EP = {r ∈
Stacks1(Γ) | X[ r ]2 = P} appartient à Rat1.
Considérons l'ensemble R de suites d'instrutions de Γ ∪ {n1 } égal à:⋃
P0⊆QA
{EPOn1Xf1 , . . . ,Xfℓ−1n1Xfℓ | ℓ ≥ 0 et (f1 · · · fℓ)(P0) ∩ IA 6= ∅}.
D'après le fait 1, le langage aepté par A est égal à R(R)([ ]2). D'après les faits 2
et 3, R appartient à Rat((Γ ∪ {n1 })∗). Don S(A) appartient à WRat2(Γ).
Remarque 4.6.7. Cette propriété s'étend à tout niveau k et les langages aep-
tés par les automates alternants sur Γk sont les langages de WRatk(Γ).
Pour des raisons tehniques, nous adaptons la notion d'automate normalisé,
présentée dans le sous-paragraphe 4.5.3 pour les ensembles de WRat2. La notion
d'automate normalisé faible de niveau 2 est obtenue en remplaçant 1 · Rew1 par
n1 ·Rat1 dans la dénition 4.5.17. Les notions de déterminisme et de omplétude
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sont dénies de manière analogue. Par une adaptation immédiate de la preuve
de la proposition 4.5.21, nous établissons que les automates normalisés faibles de
niveau 2 peuvent être déterminisés.
Proposition 4.6.8. Tout langage de WRat2(Γ) est aepté par un automate nor-
malisé faible de niveau 2 déterministe et omplet.
4.6.2 Représentation normalisée de CRat3(Γ).
La première étape de normalisation onsiste à donner une desription des
ensembles de CRat3(Γ) qui ne fasse pas intervenir l'opération destr2. Comme
dans le as du jeu d'opérations symétriques, il est néessaire d'introduire des tests
aeptés par des automates alternants sur Γ2 (qui, d'après la proposition 4.6.6,
sont les ensembles faiblement rationnels de niveau 2).
Proposition 4.6.9. Pour tout alphabet ni Γ,
CRat3 = R
(Rat((Γ2 ∪ { 2 } ∪ TWRat2)
∗))([ ]2).
Démonstration. Pour l'inlusion réiproque, il sut de remarquer que pour tout
R ∈WRat2(Γ), il existe Test
3
R appartenant à R
(2 · Rat(Γ∗2) · 2¯).
Pour l'inlusion direte, nous adaptons l'approhe développée dans le sous-
paragraphe 4.3.3.2. Soit A = (QA,IA,FA,∆A) un automate sur Γ

3 n'ayant pas
ε-transitions. Nous adaptons la notion de boule au as des opérations lassiques.
Pour tout p,q ∈ QA, nous dénissons l'ensemble Rp,q des piles s non-vides de
niveau 3 telles que A boule sur s en partant de p et en revenant en q. Une pile
non-vide s ∈ Stacks3(Γ) appartient à Rp,q s'il existe un alul de l'automate A:
(p,s)
2
−→
A
(p0,s0)
γ1−→
A
· · ·
γn
−→
A
(pn,sn)
2¯
−→
A
(q,s)
tel que n ≥ 0 et tel que pour tout i ∈ [0,n], la pile si est soit égale à s soit de la
forme s · s′i pour une ertaine pile s
′
i ∈ Stacks3(Γ).
En adaptant la preuve du lemme 4.3.46, nous onstruisons, pour tout p0,q0 ∈
QA, un automate Ap0,q0 alternant sur Γ

2 tel que pour toute pile non-vide s de
niveau 3, s ∈ Rp0,q0 si et seulement si top2(s) ∈ S(Ap0,q0). Comme Rp0,q0 ne
ontient pas la pile vide [ ]3, auune pile n'intervenant dans les aluls dénissant
les boules n'est vide, et don nous pouvons sans perte de généralité supposer
que A ne ontient pas d'ourrene de l'instrution ⊥3.
Soient p0,q0 deux états de QA. Nous onstruisons l'automate B = (QB,IB,∆B)
alternant sur Γ2 en prenant QB = QA × QA × Γ
t
2 ∪ { • } et IB = { • }. Nous
dénissons maintenant l'ensemble des transitions.
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Pour tout T ∈ Γt2 et pour tout R ⊆ QA ×QA tel que (p0,q0) ∈ R
∗
,
•,T →
∧
(p,q)∈R
((p,q,Tp,q),ε) ∈ ∆B
si pour tout (p,q) ∈ R, il existe deux transitions δ1 = p0
2
−→ p,T1 et δ2 = q
2¯
−→
q0,T2 dans ∆A ave T1 ≤ T(p,q) et T2 ≤ T .
Pour tout (p1,q1,T ) ∈ QA, pour tout R ⊆ QA×QA et pour tout γ ∈ Γ∗2∪{ ε },
(p1,q1,T ),T →
∧
(p,q)∈R
((p,q,Tp,q),ε) ∧ ((p3,q1,T
′),γ) ∈ ∆B
s'il existe p2 et p3 ∈ QA tels que (p1,p2) ∈ R∗ et tels que:
 pour tout (p,q) ∈ R, il existe deux transitions δ1 = p1
2
−→ p,T1 et δ2 =
q
2¯
−→ q1,T2 dans ∆A ave T1 ≤ T(p,q) et T2 ≤ T ,
 γ ∈ Γ∗2 et si γ = ε alors p2 = p3 et sinon il existe une transition p2
γ
−→ p3,T ′′
dans ∆A ave T
′′ ≤ T ′.
Pour tout p ∈ QA et T ∈ Γt2 ,
(p,p,T ),T → ∅ ∈ ∆B.
Par onstrution et pour toute pile non-vide s ∈ Stacks3(Γ), s ∈ Rp0,q0 si et
seulement si top2(s) ∈ S(B).
En adaptant la onstrution de la proposition 4.3.48 et d'après la proposi-
tion 4.6.6, l'égalité annonée en déoule.
L'étape suivante est de normaliser les relations induites par les ensembles
d'opérations dans R((Γ2∪TWRat2)
∗). Il est possible de dénir une forme normale
Rew2 analogue à elle de Rew2. Nous dénissons à et eet:
Rew

2 = Rat((TRat1 · 1¯)
∗) · T
WRat2 · Rew1 · Rat((1 · Rew1)
∗).
Proposition 4.6.10. Toute relation de D(Rat((Γ2 ∪ TWRat2)
∗)) peut s'érire
omme une union nie de relations dans D(Rew2).
Démonstration. La preuve de ette égalité se déompose en plusieurs étapes.
Fait 1. Toute relation de D(Rat((Γ2∪TWRat2)
∗)) est une union nie de relations
dans
D
(
Rat
(
(WR1 · 1¯)
∗) ·WR1 · Rat ((1 ·WR1)∗))
où WR1 désigne l'ensemble Rat((Γ1 ∪ TWRat2)
∗).
Cette première étape est une adaptation de la preuve de la proposition 4.5.11.
Soit A un automate sur Γc2 ave tests dans L = {L1, . . . ,Ln } ⊆ TWRat2 . Pour
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tout ℓ ∈ [1,n], nous notons Ai = (Qi,{ iℓ },Fℓ,∆ℓ) un automate normalisé faible
de niveau 2, déterministe et omplet aeptant Lℓ. Comme Aℓ est déterministe
et omplet, il existe pour toute pile s ∈ Stacks2 un unique état qs ∈ Qℓ tel qu'il
existe un alul de Aℓ partant de [ ]2 dans l'état initial iℓ et arrivant en s dans
l'état qs. Nous noterons T l'ensemble de tous les langages de Rat1(Γ) étiquetant
les automates Aℓ. Nous désignerons et unique état par Aℓ(s). A haque pile
s ∈ Stacks2(Γ), nous assoions le uplet Ws = (A1(s), . . . ,An(s)).
Pour tout d ∈
∏
ℓ∈[1,n]Qℓ et pour tout ℓ ∈ [1,n], il existe un ensemble T
ℓ
d de
parties de T tel que pour toute piles s ∈ Stacks2(Γ) ave Ws = c et pour toute
pile r ∈ Stacks1(Γ),
s · r ∈ Lℓ ⇔ r ∈
⋃
R∈T ℓd
⋂
L∈R
L. (4.10)
Comme dans la proposition 4.6.9, nous dénissons les langages de boules de
l'automate A. Pour tout p,q ∈ QA, nous dénissons l'ensemble Rp,q des piles s de
niveau 2 telles que A boule sur s en partant en p et en revenant en q. Une pile
s ∈ Stacks3(Γ) appartient à Rp,q s'il existe un alul de l'automate A:
(p,s)
1
−→
A
(p0,s0)
γ1
−→
A
· · ·
γn
−→
A
(pn,sn)
1¯
−→
A
(q,s)
tel que n ≥ 0 et tel que pour tout pour i ∈ [0,n], la pile si est soit égale à s soit
de la forme s · s′i pour une ertaine pile s
′
i ∈ Stacks3(Γ).
Comme A ontient des tests dans WRat2, l'appartenane d'une pile s ∈
Stacks2(Γ) dépend de top1(s) et Ws. Plus préisément, pour tout p0,q0 ∈ QA
et pour tout t ∈
∏
ℓ∈[1,n]Qℓ, il existe un automate alternant A
t
p0,q0 sur Γ

1 ave
tests dans T ⊆ Rat1(Γ) tel que pour toute pile s ∈ Stacks2(Γ) vériant Ws = c,
s ∈ Rp0,q0 si et seulement si top1(s) ∈ S(A
c
p0,q0).
La onstrution de Ap0,q0 est une adaptation immédiate de la onstrution
de Ap0,q0 dans la proposition 4.6.9 en utilisant l'équation 4.10. Par la proposi-
tion 4.3.38, S(Acp0,q0) appartient à Rat1(Γ) et don à WRat2(Γ).
En adaptant la onstrution de la proposition 4.5.9, nous obtenons le résultat
annoné.
Fait 2. Toute relation de D(WR1Rat((1WR1)∗)) est une union nie de rela-
tions de la forme D(T
WRat2 ·R1Rat((1R1)
∗)) où R1 désigne l'ensemble Rat((Γ1 ∪
T
Rat1)
∗).
Toute relation de D(Rat
(
(WR1 · 1¯)
∗)
) est une union nie de relations dans
D(Rat
(
(R1 · 1¯)
∗)
) · T
WRat2 où R1 désigne l'ensemble Rat((Γ1 ∪ TRat1)
∗).
Nous établissons la première propriété. La preuve de la deuxième propriété
est similaire. Soit A un automate ni étiqueté par Γ1 ∪ { 1 } ∪ TWRat2 et soit L =
{L1, . . . ,Ln } ⊂WRat2 l'ensemble des langages apparaissant dans une instrution
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de test étiquetant A. Pour tout ℓ ∈ [1,n], soit Aℓ = (Qℓ,{ iℓ },Fℓ,∆ℓ) un automate
normalisé faible de niveau 2 déterministe et omplet.
À haque pile s = [ s1, . . . ,sn ]2 de niveau 2, nous assoions un uplet ds =
(d1, . . . ,dn) dans D =
∏
ℓ∈[1,n]Qℓ ∪
∏
ℓ∈[1,n]{ • } déni par:{
d1 = . . . = dn = • si n = 1,
dℓ = Aℓ([ s1, . . . ,sn−1 ]2),pour tout ℓ ∈ [1,n] si n > 1.
Avant de ontinuer, nous établissons quelques propriétés liées à ette notion.
Pour tout d ∈ D, l'ensemble Sd = {s ∈ Stacks2(Γ) | ds = d} des piles de
niveau 2 est un ensemble rationnel faible.
Pour tout d ∈ D et pour tout ℓ ∈ [1,n], il existe un ensemble T ℓd de Rat1
tel que pour toute pile s ∈ Stacks2(Γ) ave ds = d, s ∈ Lℓ si et seulement si
top1(s) ∈ T
ℓ
d . Il sut de prendre T
ℓ
d égal à l'union des R tel que iℓ
R
−→
Aℓ
f ave
f ∈ Fℓ si d = (•, . . . ,•) ou égal à l'union des R tels que dℓ
1·R
−→
Aℓ
f ave f ∈ Fℓ
sinon.
Pour tout d,d′ ∈ D et pour tout ℓ ∈ [1,n], il existe un ensemble Td,d′ de Rat1
tel que pour toute pile s ∈ Stacks2(Γ) ave ds = d et pour toute pile r ∈ Stacks1,
ds·r = d
′
si et seulement si top1(s) ∈ Td,d′. Il sut de prendre Td,d′ égal à l'union
des intersetions ∩ℓ∈[1,n]Rℓ tel que pour tout ℓ ∈ [1,n], •
n1·Rℓ−→
Aℓ
d′ℓ si d = (•, . . . ,•) ou
égal à l'union des intersetions ∩ℓ∈[1,n]Rℓ telles que pour tout ℓ ∈ [1,n], dℓ
n1·Rℓ−→
Aℓ
d′ℓ
sinon.
Nous onstruisons maintenant pour tout d0 ∈ D, un automate ni Bd0 =
(Qd0 ,Id0 ,Fd0 ,∆d0) étiqueté par Γ1 ∪ { 1 } ∪ TRat1(Γ). Nous prenons Qd = QA ×QD,
IB = IA × { d } et Fd = FA ×D. L'ensemble ∆d des transitions est donné par:
∆d = {(p,d)
γ
−→ (q,d) | d ∈ D, p
γ
−→ q ∈ A et γ ∈ Γ1}
∪ {(p,d)
T 2L−→ (q,d) | d ∈ D, p
T 2Lℓ−→ q ∈ A,ℓ ∈ [1,n] et L ∈ T ℓd}
∪ {(p,d)
T 2L·1−→ (q,d′) | d,d′ ∈ D, p
1
−→ q ∈ A et L ∈ Td,d′}.
Nous noterons Rd0 l'ensemble de Rat((Γ1 ∪ { 1 } ∪ TRat1(Γ))
∗) aepté par Bd0 .
On vérie aisément que pour toute pile s ∈ Stacks2(Γ) ave ds = d0, R(R)(s) =
R(Rd0)(s). Il suit alors que le langage R aepté par A est égal à:
⋃
d∈D T
2
Sd
·Rd.
Pour onlure, il sut de remarquer par la proposition 4.5.4 que pour tout R ∈
R1,D(R) = D(R) est une union nie de relations dansD(Rew1) = D(Rew1). De
plus, pour tout R ∈ R1,R(R·1) = R(T 2
Dom(R(R)) ·1) et par la proposition 4.5.13,
Dom(R(R)) ∈ Rat1(Γ).
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En ombinant les deux propositions préédentes, nous obtenons une représen-
tation normalisée des ensembles de CRat3(Γ).
Proposition 4.6.11. Tout ensemble de R de CRat3(Γ) est égal à une union nie
d'ensembles dans
R (Rat ((2 · Rew2)
∗)) (Rat2(Γ)).
4.6.3 Inlusion strite de CRat3(Γ) dans Rat3(Γ).
Dans e sous-paragraphe, nous établissons que le langage S présenté au début
du paragraphe n'appartient pas à CRat3. Ce résultat, omme nous l'avons déjà
remarqué, implique que CRat3 est stritement inlus dans Rat3 et que CRat3
n'est pas une algèbre de Boole.
Proposition 4.6.12. Le langage sur l'alphabet Γ = { a },
S = {[ [ [ ap1 ] . . . [ apm ] ]2 [ [ a
p1 ] . . . [ apn ] ]2 ]3 | n ≤ m et pn = pn−1},
n'appartient pas à l'ensemble CRat3(Γ).
Démonstration. Supposons par l'absurde que S appartienne à CRat3(Γ). Par la
proposition 4.6.11, il existe R1, . . . ,Rn ∈ Rat2(Γ), U1, . . . ,Un ∈ Rat((TRat1(Γ) · 1¯)
∗),
V1, . . . ,Vn ∈ Rew1 · Rat((1 · Rew1)∗) et W1, . . . ,Wn ∈WRat2(Γ) tels que:
S =
⋃
ℓ∈[1,n]
R
(
2 · Uℓ · T
2
Wℓ
· Vℓ
)
(Rℓ).
Pour tout ℓ ∈ [1,n], nous noterons Aℓ un automate normalisé faible aeptant Wℓ
(f. proposition 4.6.11).
Avant de pouvoir aboutir à une ontradition, il nous faut établir un ertain
nombre de résultats préliminaires.
Fait 1. Pour tout R ∈ Rew1, il existe une onstante kR telle que pour toute pile
s ∈ Stacks2(Γ), s'il existe une pile s′ ∈ Stacks2(Γ) telle que |s′| − |s| ≥ kR alors
(s,s′) ∈ D(R) alors R(s) est inni.
Par dénition de Rew1, il existe R1,R2 et R3 ∈ Rat1(Γ) telle que R soit égale
à R1 · TR2 · R3. Il sut de prendre kR stritement supérieur au nombre minimal
d'états d'un automate aeptant R3. Supposons alors qu'il existe s
′ ∈ Stacks2(Γ)
telle que |s′| − |s| ≥ kR et (s,s′) ∈ D(R). Il existe dans s1,s2 et s3 appartenant
respetivement à R1,R2 et R3 tels que s = s2s1 et s
′ = s2s3. Nous avons |s3| ≥
|s3| − |s1| = |s′| − |s| ≥ kR et par dénition kR, il suit que R3 est inni et don
que R(s) est inni.
Fait 2. Pour toute relation V ∈ Rew1 · Rat((1 · Rew1)∗), il existe une onstante
kV ∈ N telle que pour toute pile s =
[
s1, . . . ,s|s|
]
2
∈ Stacks2(Γ), s'il existe une
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pile t ∈
[
t1, . . . ,t|t|
]
2
ave |t1| − |s|t|| > k0 et s · t ∈ R
(V )(s) alors R(V )(s) est
inni.
Soit V ∈ R0 · P où R0 ∈ Rew1 et P ∈ Rat((1 · Rew1)∗). L'ensemble P est
aepté par un automate B = (QB,IB,FB,∆B) étiqueté par 1 ·Rew1.
Nous dénissons pour tout q ∈ QB, l'automate Bq = (QB,{ q },FB,∆B). La
relation Rc(L(Bq)) induite par B a pour domaine un ensemble rationnel noté Dq.
Pour tout R ∈ Rew1 et pour tout état q ∈ QB, la relation D(R) restreinte en
image à Dq est égale à l'union nie
⋃
i∈I D(Ri) où pour tout i ∈ I, Ri ∈ Rew1 (f.
proposition 4.5.4). Nous noterons kR,q le maximum de l'ensemble {kRi | i ∈ I}.
Nous prenons kV supérieure au maximum sur tout R ∈ Rew1 apparaissant
dans une étiquette de B et tout q ∈ QB des onstantes kR,q.
Soit s une pile de Stacks2(Γ). Supposons qu'il existe une pile t ∈
[
t1, . . . ,t|t|
]
2
ave |t1| − |s|t|| > kV et telle que s · t ∈ R
(V )(s). Il existe don i0 ∈ IB, q ∈ QB
et i0
1·R
−→ Bq ∈ ∆B telles que s · t1 ∈ (D(1 · R))(s) et s · t ∈ (D(L(Bq)))(s · t1).
En partiulier (s|s|,t1) appartient à la relation R restreinte en image à Dq (notée
R|Dq). Par dénition, la onstante kv est supérieure à kR,q. Il suit don par le fait
1 que R|Dq(s|s|) est don inni. Il suit don que R
(V ) est inni.
Nous dérivons maintenant la ontradition.
Considérons l'ensemble T de tous les ensembles rationnels de Rat1(Γ) ap-
paraissant dans les instrutions de tests des langages U1, . . . ,Un, ou dans les
étiquettes des automates A1, . . . ,An ou égaux à l'un des ensembles de la suite
top1(Dom(R(V1))), . . . ,top1(Dom(R(Vn))). Par dénition, l'ensemble T est ni
et il existe don deux piles u0 et u1 telles que:
 |u1| − |u0| ≥ k0 où k0 est le maximum de kVi pour i ∈ [1,n],
 {R ∈ T | u0 ∈ R} = {R ∈ T | u1 ∈ T}.
Intuitivement, les deux piles u0 et u1 sont indistinguables pour les Ui et les
Wi. Nous onsidérons uniquement des piles de niveau 2 omposées de piles de
niveau 1 égales à u0 ou bien u1. Nous noterons X l'ensemble de es piles (i.e.
X = {s = [ s1, . . . ,sn ]2 | pour tout ℓ ∈ [1,n],sℓ ∈ { u0,u1 }}).
Par dénition de T et des piles u0 et u1, il suit que, pour toutes piles s et s
′
dans X ave |s| = |s′| et pour tout ℓ ∈ [1,n], s ∈ Wℓ si et seulement si s
′ ∈ Wℓ.
De même, pour toutes piles s = [ s1, . . . ,sm ]2 et s
′ = [ s′1, . . . ,s
′
m ]2 dans X, pour
tout p ≤ m et pour tout ℓ ∈ [1,n], [ s1, . . . ,sp ]2 = R
(Uℓ)(s) si et seulement si[
s′1, . . . ,s
′
p
]
2
= R(Uℓ)(s′).
Fait 3. Il existe trois piles s =
[
s1, . . . ,s|s|
]
2
,r =
[
r1, . . . ,r|r|
]
2
, t =
[
t1, . . . ,t|t|
]
2
appartenant à X ave |r| = |t| ≥ 2, s|s| = r1 = r2 = t2 = u1 et t1 = u0 pour tout
ℓ ∈ [1,n], s · t ∈ Rℓ et s · r ∈ Rℓ.
À haque pile s ∈ X, nous assoions l'ensemble Ψ(s) = {ℓ ∈ [1,n] | s ∈ Rℓ}.
Soit m = 2(2n + 1). Pour tout ℓ ∈ [1,2n + 1], nous dénissons la pile sℓ =[
sℓ1, . . . ,s
ℓ
m
]
∈ X en prenant pour tout i 6= 2ℓ ∈ [1,m], si = u1 et s2ℓ = u0. Il
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existe don i < j ∈ [1,2n] tel que Ψ(si) = Ψ(sj). Il existe don trois piles s,t et
r ∈ X telles que si = s · t et sj = s · r et satisfaisant les onditions de l'énoné.
Par dénition, la pile [ s · r,s · r1 ]3 appartient à S. Il existe don ℓ0 ∈ [1,n] et
une pile s′ ∈ X tels que s · r ∈ Rℓ0, et que (s · r,s · r1) ∈ R
(Uℓ0 · TWℓ0 · Vℓ0)(s · r).
Il existe don une pile s′ ∈ X appartenant à R(Uℓ0)(s · r)∩ TWℓ0 et telle que
(s′,s · r1) appartient à R(Vℓ0). Nous distinguons deux as selon la valeur de s
′
.
Cas s′ = s · r1.
La pile s·t appartient aussi à Rℓ0 et t
′ = s·t1 appartient à R(Uℓ0)(s·t)∩TWℓ0 .
Comme r1 = u1 appartient à top1(Dom(R
(Vℓ0))), il suit que u0 appartient aussi à
top1(Dom(R
(Vℓ0))). Il existe don une pile t
′ ∈ X telle que (s ·t1,s ·t′) ∈ R(Vℓ0).
Don (s · t,s · t′) appartient à S et par dénition de S, t1 = t′1 = u0 et t
′
2 = u1. Par
le fait 2 et par dénition de k0, il suit que R
(Vℓ0)(s0) est inni. Ce qui ontredit
la dénition de S.
Cas s′ = [ s1, . . . ,sp ]2 pour un ertain p ≤ |s|.
La pile s · t appartient aussi à Rℓ0 et s
′
appartient à R(Uℓ0)(s · t) ∩ TWℓ0 . Il
suit don que [ s · t,s · r1 ]3 que appartient S; e qui amène la ontradition.
4.7 Caratérisation par dénissabilité logique
Dans e paragraphe, nous onsidérons un graphe anonique assoié aux piles
de niveau k ave le jeux d'opérations Opsk. Ce graphe, noté GStacksk, a pour
sommets les piles de niveau k sur Γ et est étiqueté par l'ensemble d'instrutions
Σk = Γ ∪ [1,k − 1]. Pour larier notre présentation, nous xons un alphabet de
pile Γ égal à { a,b }.
GStacksk = {(s,i,R(i)(s) | s ∈ Stacksk(Γ) et i ∈ Σk}.
Au niveau 1, GStacks1 est isomorphe à l'arbre binaire omplet étiqueté par Γ. La
gure 4.10 présente le graphe GStacks2. Il est aisé de vérier que pour tout k ≥ 1,
GStacksk+1 = Treegraph(GStacksk,k). De plus, pour toute opération ρ ∈ Opsk, il
existe une formule monadique ϕρ(x,y) telle que pour toutes piles s et s
′ ∈ Stacksk,
GStacksk |= ϕρ[s,s′] si et seulement si ρ(s) est dénie et égale à s′. Il est alors
immédiat que les ensembles rationnels de piles de niveau k sont dénissables en
logique monadique sur GStacksk (i.e. pour tout R ∈ Ratk, il existe une formule
monadique ϕR telle que R soit égal à l'ensemble {s ∈ Stacksk | GStacksk |=
ϕR(s)}.
Dans e paragraphe, nous établissons la réiproque : les ensembles dénissable
en logique monadique sur GStacksk sont des ensembles rationnels de piles de ni-
veau k. Au niveau 1, ette propriété déoule de la aratérisation de la logique mo-
nadique par des automates d'arbres à parité (f. paragraphe 1.4.4). Pour étendre
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[ [ ] ]2
[ [ a ] ]2 [ [ b ] ]2
[ [ aa ] ]2 [ [ ab ] ]2 [ [ ba ] ]2 [ [ bb ] ]2
[ [ ] [ ] ]2
[ [ ] [ a ] ]2 [ [ ] [ b ] ]2
[ [ ] [ aa ] ]2 [ [ ] [ ab ] ]2 [ [ ] [ ba ] ]2 [ [ ] [ bb ] ]2
[ [ a ] [ ] ]2
[ [ a ] [ a ] ]2 [ [ a ] [ b ] ]2
[ [ a ] [ aa ] ]2 [ [ a ] [ ab ] ]2[ [ a ] [ ba ] ]2 [ [ a ] [ bb ] ]2
a b
bba a
1
a b
bba a
1
a b
bba a
Fig. 4.10  Le graphe GStacks2.
ette propriété à tout niveau k ≥ 2, il est néessaire de onsidérer un arbre a-
nonique assoié aux piles de niveau k. Cet arbre noté TStacksk et ses propriétés
sont présentées dans le sous-paragraphe 4.7.1. Le sous-paragraphe 4.7.2 établit
que les ensembles MSO-dénassables sur le graphe GStacksk sont les ensembles
de Ratk. À l'aide de e résultat, nous établissons que les relations (binaires) MSO-
dénissables sur GStacksk sont les relations préxes-reonnaissables de niveau k
(f. paragraphe 4.5). Enn dans le sous-paragraphe 4.7.3, nous étendons le lemme
des bases de Rabin (f. théorème 1.4.10) à tous les graphes GStacksk.
4.7.1 L' arbre TStacksk
L'arbre le plus naturel assoié aux piles de niveau k, noté TStacksk, est l'arbre
déterministe étiqueté par Γok ayant pour raine la pile vide de niveau k et tel que
pour toute pile s ∈ Stacksk l'étiquette du hemin partant de la pile vide à s soit
la suite réduite de s. Formellement, l'arbre TStacksk est déni par:
TStacksk = {(s,γ,s
′ | s,s′ ∈ Stacksk,γ ∈ Γ
o
k et ρs′ = ρsγ}.
Par uniité de la suite réduite (f. proposition 4.1.9), TStacksk est un arbre dé-
terministe de raine [ ]k.
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Pour tout niveau k ≥ 1, l'arbre TStacksk peut s'interpréter dans le graphe
GStacksk et vie et versa.
Proposition 4.7.1. Pour tout niveau k ≥ 1, il existe deux interprétations mona-
diques Ik et Jk telle que GStacksk = Ik(TStacksk) et TStacksk = Jk(GStacksk).
Démonstration. Soit k ≥ 1. Considérons l'interprétation Ik = (ϕγ(x,y))γ∈Σk où
pour tout γ ∈ Σk, ϕγ(x,y) = x
γ
−→ y ∧ y
γ
−→ x. Il est aisé de vérier que
GStacksk = Ik(TStacksk).
Considérons l'interprétation Jk = (ϕγ(x,y))γ∈Γok où pour tout γ ∈ Γ
o
k ,
ϕγ(x,y) = ∃r, ψ(r) ∧
∨
γ′ 6=γ∈Γok
r
Redγ
′
k=⇒ x ∧ x
γ
−→ y
ϕγ(x,y) = ∃r, ψ(r) ∧
∨
γ′ 6=γ∈Γok
r
Redγ
′
k=⇒ x ∧ y
γ
−→ x
ave γ ∈ Σk, ψ(x) une formule monadique dénissant la pile vide de niveau k
dans GStacksk et où Red
γ′
k désigne l'ensemble rationnel Redk réduit aux suites se
terminant par l'instrution γ′ ou vides. On vérie que TStacksk = Jk(GStacksk).
Une onséquene immédiate de ette proposition et de la proposition 3.1.3
est que les ensembles dénissables en logique monadique dans GStacksk et dans
TStacksk oïnidents. Il en va de même pour les relations dénissables dans es
deux graphes.
Nous présentons maintenant une série de transformations de graphes permet-
tant d'obtenir TStacksk+1 à partir de TStacksk. Cette onstrution est une simple
adaptation du lemme 3.3.2.
Lemme 4.7.2. Il existe une substitution nie inverse h−1 et une restrition mo-
nadique R telles que
TStacksk+1 ≈ R(Unf(h
−1(TStacksk), [ ]k)).
Démonstration. Considérons la substitution h−1 dénie pour tout c ∈ Γok ∪ { k },
par: {
h1(γ) = { γ } γ ∈ Γok
h1(k) = { ε }
Pour tout ar (s,γ,s′) étiqueté par γ ∈ Γok , l'appliation de h
−1
onserve et ar
et rajoute l'ar inverse (s′,γ,s) étiqueté par γ.
La restrition monadique R ne onserve que les sommets aessibles depuis la
raine par un hemin dont l'étiquette ne ontient pas de fateurs de la forme γγ
pour γ ∈ Γok .
Il est aisé de vérier que TStacksk+1 est isomorphe à R(Unf(h−1(TStacksk))).
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4.7.2 MSO-dénissabilité sur GStacksk.
La proposition 4.7.2 permet d'utiliser les résultats du hapitre 3 pour dénir
les ensembles dénissables en logique monadique sur TStacksk+1 en fontion des
ensembles dénissables en logique monadique sur TStacksk.
Proposition 4.7.3. Les ensembles dénissables en logique monadique sur TStacksk
sont des ensembles rationnels de Ratk.
Démonstration. La preuve proède par indution sur le niveau k ≥ 1. Au niveau
1, e résultat se déoule du théorème 1.4.10. Supposons le résultat vrai au niveau
k ≥ 1. Montrons qu'il est vrai au niveau k + 1.
Par le lemme 4.7.2, il existe une substitution nie inverse h−1 et une restrition
monadique D = (δ(x)) telles que:
TStacksk+1 ≈ D(Unf(h
−1(TStacksk), [ ]k)).
Soit ϕ(x) une formule monadique. Considérons le marquage monadiqueM asso-
iant la ouleur $ aux sommets satisfaisant la formule ϕ(x) ∧ δ(x). Par la propo-
sition 3.4.4, il existe un oloriage monadique M′ = (ϕc(x))c∈C pour un ertain
sous-ensemble C ⊆ Θ et un oloriage rationnel µ déni par µ($) = R pour
R ∈ Rat(Γok ∪ { k } ∪ C)
∗
tels que:
M(Unf(h−1(TStacksk))) = µ[ ]k(Unf(M
′(h−1(TStacksk)))).
Il existe un oloriage monadique M′′ = (ψc(x))c∈C tel que M′(h−1(TStacksk)) =
h−1(M′′(TStacksk)). Par hypothèse de réurrene, pour tout c ∈ C, l'ensemble
Rc = {s ∈ Stacksk | TStacksk |= ψc[s]} est un ensemble rationnel de piles de
niveau k. Considérons le langage R′ dans Rat(Γok ∪ { k } ∪ {TRc | c ∈ C}) obtenu
en remplaant dans R les ourenes de c par TRc pour tout c ∈ C. Il est aisé
de vérier que l'ensemble S = {s ∈ Stacksk+1 | TStacksk+1 |= ϕ[s]} est égal à
R(R′)([ ]k+1).
Par la proposition 4.7.1, il suit que les ensembles dénissables dans GStacksk
sont des ensembles rationnels de piles de niveau k. Comme nous l'avons déjà
mentionné, les ensembles rationnels de Ratk sont dénissables dans GStacksk.
Théorème 4.7.4. Les ensembles dénissables en logique monadique sur GStacksk
sont les ensembles de Ratk.
Nous pouvons grâe à e résultat et à la proposition 3.2.1 donner une a-
ratérisation des relations dénissables dans GStacksk. Pour le niveau 1, ette
aratérisation a été établie dans [Bar97℄.
Théorème 4.7.5. Les relations dénissables en logique monadique sur GStacksk
sont les relations préxe-reonnaissables de niveau k.
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Démonstration. Par dénition de PRk, pour toute relation R ∈ PRk, il il existe
une formule monadique ϕR(x,y) telle que pour toute piles s,s
′ ∈ Stacksk, (s,s′) ∈
R si et seulement si GStacks |= ϕR[s,s′].
Pour la réiproque, il sut d'établir que les relations dénissables dans TStacksk
appartiennent à PRk. Soit ϕ(x,y) une formule monadique. Par la proposition 3.2.1,
il existe un oloriage monadique M′ = (ϕc(x))c∈C pour un ensemble ni C ⊂ Θ
et un ensemble R dans Rat(Γok ∪ C)
∗
tels que pour toutes piles s,s′ ∈ Stacksk,
TStacksk |= ϕ[s,s
′]⇔ s
R
=⇒ s′.
Par le théorème 4.7.4, pour tout c ∈ C l'ensembleRc = {s ∈ Stacksk | TStacksk |=
ϕc[s]} appartient à Ratk. Considérons le langage R′ dans Rat(Γok ∪{TRc | c ∈ C})
obtenu en remplaçant dans R les ourenes de c par TRc pour tout c ∈ C. Nous
avons pour toutes piles s,s′ ∈ Stacksk,
s
R
=⇒ s′ ⇔ s′ ∈ R(R′)(s).
La relation dénie par la formule ϕ(x,y) sur TStacks appartient à PRk.
4.7.3 Séletion sur GStacksk.
Dans e sous-paragraphe, nous établissons que les graphes GStacksk possèdent
la propriété de séletion. Ce résultat a été obtenu par Fratani dans [Fra05℄.
Théorème 4.7.6 ([Fra05℄). Pour tout k ≥ 1, le graphe GStacksk possède la
propriété de séletion.
Démonstration. La preuve proède par réurrene sur le niveau k ≥ 1. Comme
nous l'avons mentionné dans le paragraphe 1.4.6, l'arbre binaire omplet possède
la propriété de séletion; e qui établit le as de base. Supposons que la propriété
est vrai au niveau k et montrons quelle est vraie au niveau k + 1.
Par la proposition 3.5.2 et la proposition 4.7.1, nous avons que GStacksk
possède la propriété de séletion si et seulement si TStacksk la possède. Par hy-
pothèse de réurrene, TStacksk satisfait la propriété de séletion. Par la pro-
position 3.5.3, Treegraph(TStacksk,k) possède la propriété de séletion. Par la
proposition 3.4.1 et la proposition 4.7.1, il existe deux interprétations mona-
diques I et J telles que Treegraph(TStacksk,k) ≈ I(Treegraph(GStacksk,k)) et
J (Treegraph(TStacksk,k)) ≈ Treegraph(GStacksk,k)). Rappelons que que nous
avons l'égalité Treegraph(GStacksk,k) = GStacksk+1. Par la proposition 3.5.2,
GStacksk+1 possède la propriété de séletion.
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En ombinant les théorèmes 4.7.4 et 4.7.6, nous obtenons l'extension suivante
du théorème 1.4.10 aux graphes GStacksk.
Théorème 4.7.7. Pour tout k ≥ 1 et pour toute formule monadique ϕ(X) telle
que GStacksk |= ∃X,ϕ(X), il existe un ensemble Rϕ ∈ Ratk tel que GStacksk |=
ϕ[Rϕ].
4.8 Lien ave les automates sur les mots
Nous onluons en montrant omment les résultats de normalisation obtenus
dans e hapitre peuvent être utilisés pour étudier des extensions des automates
de mots. Nous onsidérons des enrihissements des automates nis sur les mots qui
ont la même expressivité mais ont une plus grande onision en terme du nombre
d'états. Nous présentons des enrihissements lassiques tels que la bidiretionalité
[HU79℄, l'alternane [CKS81℄ et l'ajout de galets [BH67, GGK91, GH96, EH99℄.
Pour une présentation détaillée des résultats sur es modèles d'automates et des
omplexités des transformations passant des uns aux autres, nous renvoyons le
leteur à [GH96℄. Nous onsidérons diérentes ombinaisons de es enrihisse-
ments et nous montrons omment elles peuvent être simulées par des automates
sur Γk.
Avant de passer à la présentation des diérents modèles d'automates, il nous
faut préiser e que nous entendons par simulation. En eet, un automate sur
Γk aeptant des langages de piles de niveaux k qui sont des mots de mots ...
Il existe ependant un odage naturel, noté Ψk, d'un mot sur Γ en une pile de
Stacksk(Γ). Cet enodage est l'identité au niveau 1 et au niveau k + 1 ≥ 2,
Ψk(w) = [Ψk−1(w) ]k pour tout w ∈ Γ
∗
.
Pour simuler au niveau k des automates sur les mots, nous ne onsidérerons
dans les langages aeptés par les automates sur Γk que les piles orrespondant
au odage par Ψk d'un mot sur Γ
∗
. Ainsi, pour tout automate A sur Γk, nous
noterons M(A) le langage de mots sur Γ∗ égal à Ψ−1k (S(A)). Dans la suite, nous
ne onsidérerons que des automates sur Γk tels que S(A) = Ψk(M(A)). Nous
étendons ette notation aux automates alternants sur Γk et aux automates ave
tests. Des exemples de tels automates au niveau 2 sont donnés dans l'exemple 4.3.8
Proposition 4.8.1. Pour tout automate A sur Γk, tout automate B alternant
sur Γk et tout automate C sur Γk ave tests dans Ratk(Γ), les langages de mots
M(A), M(B) et M(C) sont rationnels.
Démonstration. Nous avons vu dans la proposition 4.3.5, le théorème 4.3.43 et
dans le orollaire 4.3.44, que les langages aeptés par es diérents modèles
d'automates appartiennent tous à Ratk(Γ). Pour tout automate A de niveau k,
M(A) = top1(S(A)∩Ψk(Γ
∗)). Comme Ψk(Γ
∗) est égal à Rk(Γ∗)([ ]k), il suit que
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Ψk(Γ
∗) appartient à Ratk(Γ). Don omme Ratk(Γ) est fermé par intersetion, il
suit par le orollaire 4.3.51 queM(A) est un langage rationnel de mots sur Γ∗.
En utilisant les résultats des paragraphes préédents, nous pouvons préiser
la omplexité de la transformation d'un automate A de niveau k en un automate
ni sur Γ aeptant M(A).
Théorème 4.8.2. Pour tout niveau k ≥ 2 et pour tout alphabet ni Γ, nous
avons:
1. Pour tout automate A de mots sur Γk, il existe un automate B ni sur Γ
aeptant le même langage. De plus |B| est borné par exp[k − 1](|A|).
2. Pour tout automate A de mots sur Γk ave tests dans un ensemble ni
L ⊂ Ratk(Γ), il existe un automate B ni sur Γ aeptant le même langage.
De plus, si pour tout L ∈ L, L est aepté par un automate entièrement
déterministe et omplet |B| est borné par exp[k − 1](|A|+
∏
L∈L |AL|).
3. Pour tout automate A de mots alternant sur Γk, il existe un automate ni
déterministe sur Γ aeptant le même langage. De plus, |B| est borné par
exp[k](|A|).
Démonstration. D'après les théorèmes 4.4.15 et 4.4.25, nous pouvons nous onen-
trer sur des automates entièrement déterministes et omplets sur Γk pour k ≥ 2.
Soit A = (B,(BL)L∈L) une automate déterministe et omplet sur Γk ave
k ≥ 1. Considérons l'automate C sur Γ ave tests dans {M(BL) | L ∈ L} obtenu
en restreignant l'automate B aux transitions étiquetées par Γ et en remplaçant les
instrutions de tests TS(BL) par TM(BL). Il est aisé de vérier que M(A) est égal
à S(C). Supposons que pour tout L ∈ L, M(BL) est aepté par un automate
CL déterministe et omplet sur Γ. Par la proposition 4.4.24, M(B) est aepté
par un automate déterministe et omplet sur Γ de taille bornée par exp[0](|B|+∏
L∈L |CL|).
Nous allons traiter le as des automates sur Γk. Les autres as sont similaires.
Soient k ≥ 2 et A un automate sur Γk. Par le théorème 4.4.15, il existe un
automate entièrement déterministe et omplet (B,(BL)L∈L) aeptant A et de
taille bornée par exp[k − 1](|A|). Par la remarque 4.4.16, la taille de tous les
ensembles de tests intervenant dans et automate est bornée par exp[k− 2](|A|).
Une réurrene immédiate utilisant le prinipe présenté au début de ette preuve
établie l'existene d'un automate déterministe et omplet sur Γ aeptant M(A)
et de taille bornée par exp[k − 1](|A|).
4.8.1 Automates bidiretionnels
Nous introduisons, dans e sous-paragraphe, les automates (non-déterministes)
bidiretionnels [HU79℄ et nous montrons omment les simuler par des automates
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sur Γ2. Plus préisément, pour tout automate bidiretionnel A, nous onstruirons
un automate B sur Γ2 ave tests dans L ⊂ Rat2(Γ) de taille polynomiale en la
taille A tel queM(B) est le langage de mots aeptés par A. L'ensemble de tests
L ne dépend que de l'alphabet Γ et ne dépend pas de l'automate A. Par le théo-
rème 4.8.2, nous déduirons que pour tout automate bidiretionnel A, il existe un
automate déterministe et omplet sur Γ aeptant L(A) de taille exponentielle
en la taille de A. Ce résultat a été obtenu pour la première fois dans [She59℄.
Intuitivement, un automate bidiretionnel est une mahine de Turing qui ne
peut pas érire sur sa bande. Nous allons présenter une dénition des es auto-
mates qui failite la simulation par des automates sur Γ2.
Dénition 4.8.3. Un automate bidiretionnel sur Γ∗ est un uplet (Q,I,F,∆) où
Q est un ensemble ni d'états, I et F ⊆ Q sont respetivement l'ensemble des
états initiaux et naux et où ∆ est un sous-ensemble de Q× Γ×Q×I où I est
l'ensemble des instrutions {Last,First,¬Last,¬First,Right,Left }.
Pour des raisons tehniques, nous ne onsidérerons que des automates bidi-
retionnels ne travaillant pas sur une entrée vide. Une onguration est don
un uplet (w,i,q) où w ∈ Γ+, i ∈ [1,|w|] et où q ∈ Q. Intuitivement la ongu-
ration (w,i,q) représente une bande w ave la tête de leture dans l'état q sur
la ième ase. Les instrutions de I sont des fontions partielles sur l'ensemble
{(w,i) | w ∈ Γ+ et i ∈ [1,|w|]}. L'instrution Right (resp. Left) déplae la tête
de leture d'une ase vers la droite (resp. gauhe) si la position i n'est pas égale
à |w| (resp. n'est pas égale à 1). Les instrutions First,¬First,Last et 6= Last ne
modient pas la onguration ourante mais ne sont dénies respetivement que
si la position ourante est égale à 1, diérente de 1, égale à |w| ou diérente de
|w|.
Une transition (p,γ,q,ρ) peut s'appliquer à une onguration (w,i,p) pour don-
ner une onguration (w,j,q) si w(i) est égal à γ et si l'instrution ρ appliquée à
(w,i) est dénie et égale à (w,j).
Nous dirons qu'un automate bidiretionnel A aepte un mot w ∈ Γ+ s'il
existe un alul de A partant d'une onguration initiale (w,1,qi) ave qi ∈ I
et terminant dans une onguration nale (w,j,qf ) pour qf ∈ F . Nous noterons
L(A) le langage aepté par A.
Nous présentons maintenant la simulation de es automates par des automates
sur Γ2 ave tests dans Rat2(Γ). Fixons un automate bidiretionnelA = (Q,I,F,∆).
Une onguration (w,i,q) de l'automate A sera simulée par la onguration
(q, [ [w ] [w(1), . . . ,w(i) ] ]2) de l'automate B. Pour tout (w,i) ave w ∈ Γ
+
et i ∈
[1,|w|], nous notons [[ (w,i) ]] la pile [ [w ] [w(1), . . . ,w(i) ] ]2 de Stacks2(Γ).
Avant de simuler les instrutions de I, nous introduisons des langages de
tests dans Rat2(Γ) qui sont Conf = {[ [w ] [w′ ] ]2 | w,w
′ ∈ Γ+ et w′ ⊑ w},
First = {[ [w ] [w(1) ] ]2 | w ∈ Γ
+}, Last = {[ [w ] [w ] ]2 | w ∈ Γ
+} ainsi que
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les omplémentaires de es deux derniers langages notés respetivement First

et Last

. Nous vérions aisément que es langages sont aeptées par des auto-
mates entièrement déterministes et omplets de taille polynomiale en la taille de
l'alphabet Γ. Notons L2 l'ensemble de es langages.
Nous assoions à haque instrution ρ ∈ I, un ensemble ni non-ambigu
Rρ ⊂ (Γ2 ∪ TL2)
∗
simulant ρ. Nous adoptons les mêmes raouris de notations
que dans le sous-paragraphe 4.1.5.2.
R
Right
= {γ · T
Conf
| γ ∈ Γ} R
Left
= {γ¯ · T
Conf
| γ ∈ Γ}
R
First
= { T
First
} R¬First = { T
First
 }
R
Last
= { T
Last
} R¬First = { TLast }.
Il est aisé de vérier que pour tout ρ ∈ I et pour tout (w,i) ave w ∈ Γ+ et i ∈
[1,|w|], ρ((w,i)) est déni et égal à (w,j) si et seulement si R(Rρ)([[ (w,i) ]]) est
déni et égal à [[ (w,j) ]].
Nous pouvons don simuler les automates bidiretionnels sur Γ∗ par des au-
tomates sur Γ2 ave tests dans L2.
Proposition 4.8.4. Pour tout automate bidiretionnel A, il existe un automate
B sur Γ2 ave tests dans L2 de taille polynomiale en la taille A tel que M(B) =
L(A).
Par le théorème 4.8.2 et omme les langages de L2 sont aeptés par des
automates entièrement déterministes et omplets de taille polynomiale en la taille
de Γ, nous réobtenons le résultat de [She59℄.
Proposition 4.8.5 ([She59℄). Pour tout automate A bidiretionnel sur Γ∗, il
existe un automate B ni déterministe et omplet de taille bornée par exp[1](|A|)
et aeptant L(A).
Nous onsidérons naturellement la version alternante des automates bidire-
tionnels en nous basant sur la dénition de [CKS81℄. Il est important de remarquer
que ette notion d'alternane est plus faible que elle onsidérée par exemple dans
[LLS84, GGK91, GH96, EH99℄. En eet, nous n'autorisons que des exéutions -
nies alors que es auteurs autorisent des exéutions aeptantes innies. Pour
pouvoir simuler ette notion plus générale d'alternane, il faudrait dénir une no-
tion d'alternane plus générale pour les automates sur Γk (f. remarque 4.3.17).
Dénition 4.8.6 ([CKS81℄). Un automate bidiretionnel alternant sur Γ∗ est un
uplet (Q,I,F,∆) oùQ est un ensemble ni d'états, I et F ⊆ Q sont respetivement
l'ensemble des états initiaux et naux et où l'ensemble des transitions ∆ est un
sous-ensemble de Q× 2Γ×Q×I .
Les notions d'exéution et d'aeptation sont dénies de manière analogue à
elles des automates alternants sur Γk. En utilisant l'enodage présenté préédem-
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ment, nous pouvons onstruire pour tout automate A bidiretionnel alternant sur
Γ∗ un automate B alternant sur Γ2 de taille polynomiale en la taille de A et tel que
M(B) = L(A). Remarquons que omme le montre la proposition 4.3.38, il n'est
pas néessaire de faire apparaître expliitement les tests de L2 dans l'automate
B. Par le théorème 4.8.2, nous obtenons le résultat suivant.
Proposition 4.8.7 ([CKS81℄). Pour tout automate A bidiretionnel et alternant
sur Γ∗, il existe un automate B ni déterministe et omplet de taille bornée par
exp[2](|QA|) et aeptant L(A).
4.8.2 Automates à galets
Nous onsidérons maintenant l'ajout de galets aux automates bidiretionnels.
Intuitivement, un automate bidiretionnel ave un galet dispose d'un marqueur
qu'il peut déposer sur sa bande et qu'il peut reprendre si la tête de leture est
positionnée sur le marqueur et dont il peut tester la présene sous la tête de
leture.
Une onguration est un uplet (w,i,j,q) où w ∈ Γ+, i ∈ [1,|w|] désigne la
position de la tête de leture et j ∈ [0,|w|] désigne la position du galet si j 6= 0
et son absene sinon. Nous ajoutons don aux instrutions de I des instrutions
Pose1, Leve1, Galet1 et ¬Galet1 pour obtenir l'ensemble des instrutions I1. Les
instrutions de I sont étendues de manière naturelle en des fontions partielles
de {(w,i,j) | w ∈ Γ+, i ∈ [1,|w|] et j ∈ [0,|w|]}. L'instrution Pose1 appliquée
à (w,i,0) donne (w,i,i) et est non dénie sinon. L'instrution Leve1 appliquée à
(w,i,j) donne (w,i,0) si j = i et est non dénie sinon. Les instrutions Galet1 et
¬Galet1 ne modie pas la onguration est sont respetivement dénies si i = j
ou si i 6= j.
Les automates bidiretionnels (resp. et alternant) ave un galet sont dénis
en remplaçant I par I1 dans la dénition 4.8.3 (resp. dans la dénition 4.8.6).
Pour simuler la position du galet, nous ajoutons un niveau de pile et nous
simulons un automate ave un galet par un automate sur Γ3. Nous reprenons
l'enodage présenté dans le sous-paragraphe préédent. Pour tout (w,i,j) ave
w ∈ Γ+, i ∈ [1,|w|] et j ∈ [0,|w|], nous dénissons la pile de Stacks3(Γ) notée
[[ (w,i,j) ]] par:
 [ [ [w ] [w(1), . . . ,w(j) ] ] [ [w ] [w(1), . . . ,w(i) ] ] ]3 si j 6= 0,
 [ [ [w ] [w(1), . . . ,w(j) ] ] ]3 sinon.
Une onguration (w,i,j,q) de l'automate bidiretionnel ave un galet est simulée
par une onguration (q,[[ (w,i,j) ]]) de l'automate sur Γ3.
Avant de présenter l'enodage des instrutions de I1, nous introduisons des
langages de tests dans Rat3(Γ). Nous reprenons les langages de L2 vus omme des
langages de piles de niveau 3 (i.e. {s ∈ Stacks3(Γ) | top2(s) ∈ L} pour L ∈ L2) et
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nous ajoutons les langages de Rat3(Γ) suivants: NPose = {[ s ]3 | s ∈ Stacks2(Γ)}
, Galet = {[ ss ]2 | s ∈ Stacks2(Γ)} et leurs omplémentaires notés respetivement
NPose

et Galet

.
Les instrutions de I onservent les même simulations que dans le sous-
paragraphe préédent. Pour les nouvelles instrutions ρ ∈ I1 \I, nous dénissons
un ensemble non-ambigu Rρ par:
R
Pose
= { T
NPose
· 2 } R
Leve
= { 2¯ }
R
Galet
= { 2¯ · 2 } R¬Galet = { TGalet }
Nous vérions aisément que es ensembles non-ambigus simulent bien les ins-
trutions orrespondantes. Ainsi nous pouvons onstruire pour tout automate
A bidiretionnel ave 1 galet un automate sur Γ3 ave tests dans L2 de taille
polynomiale en la taille de A et tel que M(B) = L(A).
Proposition 4.8.8. Pour tout automate bidiretionnel (resp. et alternant) ave
1 galet, il existe un automate déterministe et omplet sur Γ aeptant le même
langage et de taille bornée par exp[2](|A|) (resp. exp[3](|QA|)).
Pour les automates bidiretionnels ave 1 galet, e résultat a été obtenu dans
[BH67℄. Pour une version plus générale d'alternane, un résultat similaire a été
obtenu dans [GGK91℄.
Remarque 4.8.9. Par un enodage plus élaboré, nous pouvons autoriser l'auto-
mate à supprimer le galet sans que la tête de leture soit positionnée sur le galet.
Pour ela, il faut mémoriser dans l'état la présene du galet sur la bande. Enlever
le galet onsiste à simplement modier l'état. Le nombre de piles de niveau 2
ontenues dans la pile de niveau 3 n'est alors plus borné et la pile de niveau 3
ontient l'historique de toutes les positions sur lesquelles ont été posées le galet.
Dans [GH96℄, les auteurs proposent un modèle d'automate bidiretionnel ma-
nipulant k galets ave k ≥ 2 et aeptant uniquement les langages rationnels. En
eet, sans restritions sur la manipulation de 2 galets, il est aisé de onstruire un
automate aeptant le langage algébrique {anbn | n ≥ 1}. Les auteurs de [GH96℄
introduisent une disipline de pile dans la manipulation des k galets. Cette
ondition se traduit par le fait que l'automate peut poser le ième galet que si les
i− 1 premiers galets sont déjà sur la bande et ne peut enlever le ième galet que si
le i+ 1ème galet n'est plus sur la bande et que si la tête de leture se trouve sur
le ième galet. Dans [GH96℄ des restritions supplémentaires sont introduites qui
sont levées dans [EH99℄.
En adaptant l'enodage présenté pour les automates, nous pouvons onstruire
pour tout automate bidiretionnel ave k galets, un automate sur Γk+2 équivalent
de taille polynomiale. Grâe au théorème 4.8.2, nous dérivons les résultats de
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omplexité suivants qui étendent les résultats obtenus dans [GH96℄.
Proposition 4.8.10. Pour tout automate bidiretionnel (resp. et alternant) ave
k galets, il existe un automate déterministe et omplet sur Γ aeptant le même
langage et de taille bornée par exp[k + 1](|A|) (resp. exp[k + 2](|QA|)).
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Chapitre 5
Graphes des automates à piles de
piles
Dans e hapitre, nous dénissons et étudions les trois familles de graphes in-
nis assoiées aux automates à pile sur Opsk: les graphes enrainés, les graphes des
ongurations et les graphes des transitions. Nous donnons plusieurs aratérisa-
tions internes et externes de es graphes. En partiulier, les résultats obtenus pour
la lasse des graphes des transitions d'automates à piles sur Opsk sont résumées
par le théorème 5.3.6 que nous rappelons ii.
Les propositions suivantes sont équivalentes à isomorphisme près:
1. G est un graphe des transitions d'un automates à piles sur Opsk,
2. G est un graphe des transitions d'un automates à piles sur COpsk,
3. G est un graphe préxe-reonnaissable de niveau k,
4. G est un obtenu en itérant k fois l'appliation d'une substitution rationnelle
inverse suivi d'un dépliage en partant d'un graphe ni,
5. G est un obtenu en itérant k fois l'appliation d'une transdution monadique
suivie d'une opération de Treegraph en partant d'un graphe ni,
6. G est interprétable dans GStacksk (resp. TStacksk).
Une partie de es résultats a été obtenue en ollaboration ave Stefan Wöhrle
et a été présentée [CW03℄ ainsi que dans sa thèse [Wöh05℄. Les preuves, que nous
donnons ii, s'appuient beauoup sur la notion de rationalité développée dans
le hapitre préédent et sont (si l'on admet les résultats sur la rationalité) plus
simples.
5.1 Dénitions et propriétés
Dans e paragraphe, nous dénissons les diérents graphes assoiés aux au-
tomates à pile sur Opsk. Dans le sous-paragraphe 4.1.5, nous avons déni les
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systèmes de transitions étiquetés assoiés aux automates à pile sur Opsk. Comme
dans le sous-paragraphe 2.1.1.2, nous introduisons pour haque niveau k ≥ 1, trois
lasses de graphes: la lasse des graphes enrainés (notée RHPDSk), la lasse des
graphes des ongurations (notée CHPDSk) et la lasse des graphes des transi-
tions (notée GHPDSk).
5.1.1 Les graphes enrainés
Soit A = (Γ,Σ,τ,Q,I,F,∆) un automate à pile sur Opsk et c0 une onguration
de et automate, le graphe deA enrainé en c0 est obtenu en restreignant le graphe
de son LTS aux ongurations aessibles depuis la onguration c0.
Dénition 5.1.1. La lasse RHPDSk est la lasse des graphes isomorphes à un
graphe enrainé d'automate à pile sur Opsk.
Exemple 5.1.2. Reprenons l'automate à pile sur Ops2 aeptant le langage
{w$w | w ∈ { a,b }∗} présenté dans l'exemple 4.1.14. Son graphe enrainé en
la onguration (i, [ ]2) est présenté dans la gure 5.1.
(i, [ ]2)
(i, [ [ a ] ]2) (i, [ [ b ] ]2)
(i, [ [ ba ] ]2) (i, [ [ bb ] ]2)
(p, [ [ ab ] [ ab ] ]2)
(p, [ [ ab ] [ ab ] [ b ] ]2)
(p, [ [ ab ] [ ab ] [ b ] [ ] ]2)(q, [ [ ab ] [ ab ] [ b ] [ ] ]2)
(q, [ [ ab ] [ ab ] [ b ] ]2)
(q, [ [ ab ] [ ab ] ]2)
(f, [ [ ab ] ]2)
a b
a b
$
τ
τ
τ
b
a
τ
Fig. 5.1  Graphe enrainé en (i, [ ]2) de l'automate à pile de l'exemple 4.1.14.
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Remarque 5.1.3.
1. Si nous ne onsidérons que les graphes engendrés par les automates à pile
sur Opsk, nous pouvons omettre les états initiaux et les états naux.
2. Tout graphe G dans RHPDSk est isomorphe au graphe d'un automate sur
Opsk ne possèdant qu'un unique état et dont l'alphabet de pile ne ontient
que deux symboles. . Pour un tel automate, une onguration est entière-
ment dérite par une pile de niveau k. Ainsi lorsque nous onsidérerons des
automates ne possédant qu'un seul état, nous supposerons qu'une ongu-
ration est simplement une pile de niveau k. Intuitivement pour se ramener à
un automate ne possédant qu'un seul état, il sut d'empiler l'état en haut
de la pile. Une onguration (q,s) est don représentée par la pile pushq(s)
et une transition (p,θ,a,q) est alors remplaée par (q0,poppθpushq,q0) où p0
est l'unique état de notre automate. Pour passer d'un alphabet de pile Ξ de
taille arbitraire à un alphabet Γ ontenant deux symboles, il sut d'enoder
haque symbole de Ξ par une suite de symboles de Γ de taille ⌈log2(|Γ|)⌉.
Une propriété fondamentale de es graphes est que si l'on ajoute les tests ra-
tionnels de niveau k aux opérations de Opsk, la lasse des graphes enrainés n'est
pas enrihie. Cette propriété repose sur une version enrihie de l'enodage des
piles de niveau k présenté dans le paragraphe 4.1.5.2 et sur la aratérisation des
langages de Ratk par des automates sur Γk ave tests dans Ratk−1 déterministes
et omplets (f. théorème 4.4.15).
Proposition 5.1.4. Les graphes enrainés des automates à pile sur Opsk ∪
{TestR | R ∈ Ratk} appartiennent à RHPDSk.
Démonstration. SoitA = (Γ,Σ,τ,QA,∆A) un automate à pile sur Opsk0∪{TestR | R ∈
Ratk0} pour k0 ≥ 1.
Notons Lk0 = {L
k0
1 , . . . ,L
k0
nk0
} ⊆ Ratk0 , l'ensemble des éléments de Ratk0 ap-
paraissant dans A. Il existe un automate Ak0 = (Qk0 ,{ ik0 }, Fk0 ,∆k0) déterministe
et omplet sur Γk ave tests dans Ratk0−1 et une relation ηk0 ⊆ QA × [1,nk0 ] tels
que pour toute pile s ∈ Stacksk0(Γ) et pour tout i ∈ [1,nk0 ],
s ∈ Lk0i ⇔ (Ak0(s),i) ∈ ηk0 .
Rappelons que nous notons Ak0(s) l'unique état de Qk0 tel qu'il existe un al-
ul de Ak0 partant de la onguration (ik0 , [ ]k0) et arrivant dans la ongura-
tion (Ak0(s),s) (f. lemme 4.4.3). L'automate Ak0 peut être onstruit en faisant
par exemple le produit omme dans la proposition 4.4.17 des automates déter-
ministes et omplets ave tests dans Ratk0−1 aeptant les langages de Lk0 (f.
orollaire 4.4.9).
Pour tout ℓ ∈ [1,k0− 1], nous notons Lℓ = {Lℓ1, . . . ,L
ℓ
nℓ
} l'ensemble des éléments
de Ratℓ apparaissant dansAℓ+1 et nous notons Aℓ = (Qℓ,{ iℓ },Fℓ,∆ℓ) un automate
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déterministe et omplet ave tests dans Ratℓ−1 et une relation ηℓ ⊆ QA × [1,nℓ]
tels que pour toute pile s ∈ Stacksℓ(Γ) et pour tout i ∈ [1,nℓ],
s ∈ Lℓi ⇔ (Aℓ(s),i) ∈ ηℓ.
Nous supposerons sans perte de généralité que les ensembles d'états des automates
Aℓ sont disjoints. Nous noterons Q l'union de tous les ensembles d'états des
automates Aℓ (i.e. Q =
⋃
ℓ∈[1,k0]
Qℓ).
Nous allons étendre l'enodage des piles de Stacksk(Γ) présenté dans le pa-
ragraphe 4.1.5.2. Rappelons que dans et enodage, une pile s ∈ Stacksk(Γ) se
voit assoier une pile de Stacksk(Γ
o
k) notée [[ s ]]. Intuitivement et enodage per-
met d'aéder à la suite réduite de s et aux suites réduites des piles topℓ(s) pour
ℓ ∈ [1,k0 − 1]. Nous enrihissons et enodage pour rendre aessibles les états
Ak0(s) et Aℓ(topℓ(s)) pour tout ℓ ∈ [1,k0 − 1].
Formellement, l'enodage assoie, à toute pile s de niveau n ≤ k0 sur Γ,
une pile de niveau n sur Γon ∪ ∪j∈[1,n]Qj notée [[ s ]]. Cet enodage est déni par
réurrene sur le niveau n ∈ [1,k].
Au niveau 1, l'enodage est déni par l'équation de réurrene suivante:{
[[ [ ]1 ]] = [ i1 ]1
[[ [ sa ]1 ]] = pushA1(sa)(pusha([[ s ]]1)).
Au niveau n + 1 ∈ [2,k], onsidérons une pile s 6= [ ]n+1 ave sa suite réduite
ρ ∈ (Γon ∪ {n })
∗
(f. remarque 4.1.11). Pour tout ℓ ∈ [1,|ρ|], nous dénissons
ρℓ = ρ(1) . . . ρ(ℓ) et ρ˜ℓ la suite obtenue en eaçant les ourrenes de l'instrution
k dans ρℓ. La suite ρ˜ℓ appartient à (Γ
o
n)
∗
. Enn, nous dénissons, pour tout
ℓ ∈ [1,|ρ|], la pile sℓ = R(ρ˜ℓ)([ ]n), rℓ = R(ρℓ)([ ]n) et qℓ = An+1(rℓ) ∈ Qn+1.
Nous pouvons maintenant dénir [[ · ]] pour les piles de niveau n+ 1.
[[ [ ]n+1 ]] = [pushin+1 [[ [ ]k ]]]n+1
[[ s ]] = [ pushin+1([[ [ ]n ]]), . . . ,pushq|ρ|(pushρ(|ρ|)([[ s|ρ| ]])) ]n+1
(5.1)
Comme dans le paragraphe 4.1.5.2, pour tout niveau k ≤ k0 et pour toute
opération θ ∈ Opsk ∪ {TestL | L ∈ Lℓ et ℓ ∈ [1,k]}, il existe un ensemble ni
non-ambigu d'éléments de Ops⋆k, noté [[ θ ]]k, tel que [[ θ ]]k([[ s ]]) est déni si et
seulement si θ(s) l'est et dans e as, [[ θ ]]k([[ s ]]) = [[ θ(s) ]].
La dénition des ensembles [[ θ ]]k est une adaptation immédiate des enodages
présentés dans le paragraphe 4.1.5.2. Une diérene notable est que nous n'utili-
sons plus les opérations de destrution inonditionnelle destrℓ mais les opérations
de destrution symétrique copyℓ. Dans l'enodage préédent, l'opération destrk
était utilisée pour passer de l'enodage d'une pile s 6= [ ]k+1 de suite réduite ρ
à elui de la pile s′ ayant pour suite réduite ρ(1) . . . ρ(|ρ| − 1). Ainsi l'on simule
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l'appliation de l'opération θ = R(ρ(ρ)) à la pile s. En eet, [[ s′ ]] = destrk([[ s ]])
et s′ = θ(s).
Pour passer de [[ s ]] à [[ s′ ]] sans utiliser destrk, il sut de onsidérer l'ensemble
ni R((Γok−1)
≤4k)k). En eet, on vérie aisément que la suite réduite ρs,s′ est au
plus de taille 4k + 1.
Nous dénissons un automate B = (Γ,Σ,τ,QA,I,F,∆B) où l'ensemble des tran-
sitions ∆B est déni par:
∆B = {(p,x,θ
′,q) | (p,x,θ,q) ∈ ∆A et θ
′ ∈ [[ θ ]]k}.
Pour toutes piles s et s′ ∈ Stacksk0(Γ) et x ∈ Σ ∪ { x }, il suit de e qui préède
que:
(p,s)
x
−→
A
(q,s′) ⇔ (p,[[ s ]])
x
−→
B
(q,[[ s′ ]]).
Pour toute onguration (p,s) de A, le graphe de A enrainé en (p,s) est iso-
morphe au graphe de B enrainé en (p,[[ s ]]).
5.1.2 Les graphes des ongurations
Le graphe des ongurations d'un automate à pile A = (Γ,Σ,τ,Q,∆) sur
Opsk est déni en restreignant le graphe de son LTS à un ensemble ration-
nel de ongurations. Plus préisément, un ensemble rationnel de ongura-
tions est donné par une famille (Rq)q∈Q d'ensembles de Ratk(Γ) et est égal à
{(q,s) ∈ Q × Stacksk(Γ) | s ∈ Rq}. Pour les automates à pile sur Opsk de la
forme présentée dans la remarque 5.1.3, un ensemble rationnel de ongurations
est simplement un ensemble rationnel de piles.
Dénition 5.1.5. La lasse CHPDSk est la lasse des graphes isomorphes à un
graphe des ongurations d'un automate à pile sur Opsk.
Exemple 5.1.6. Considérons l'alphabet de pile Γ = {A }, l'alphabet d'entrée
Σ = { a,b } et l'automate A = (Γ,Σ,τ,Q,∆) à pile sur Ops2 ave Q = { q0,q1 } et
∆ = { (q0,pushA,a,q0),(q1,pushA,b,q1),(q1,pushA · copy1,b,q0) }.
Son graphe des ongurations pour la restrition:
 Rq0 = {[ [A
n ] ]2 | n ≥ 0} = R(A
∗)([ ]),
 Rq1 = {[ [A
n ] [Am ] ] | n ≥ 1 et m < n} = R(A+1A¯+)([ ]2)
est donné dans la gure 5.2. Comme e graphe n'admet pas de raine (i.e. un
sommet permettant d'aéder à tous les autres sommets), il n'appartient pas à
RHPDS2.
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(q1, [ ]2) (q1, [ [ a ] ]2) (q1, [ [ aa ] ]2) (q1, [ [ aaa ] ]2)
(q1, [ [ a ] [ ] ]2) (q1, [ [ aa ] [ a ] ]2)
(q1, [ [ aa ] [ ] ]2)
(q1, [ [ aaa ] [ aa ] ]2)
(q1, [ [ aaa ] [ a ] ]2)
(q1, [ [ aaa ] [ ] ]2)
a a a
b
b
b
b
b
b
Fig. 5.2  Graphes des ongurations de l'automate à pile A sur Ops2.
Remarque 5.1.7. Comme pour les graphes enrainés (f. remarque 5.1.3), tout
graphe G dans CHPDSk est isomorphe à un graphe des ongurations d'un auto-
mate à pile sur Opsk ave un unique état et un alphabet réduit à deux symboles.
Les graphes enrainés des automates à pile sur Opsk sont des exemples de
graphes des ongurations d'automates à pile sur Opsk. Considérons un auto-
mate à pile A sur Opsk et une onguration c0 de et automate. Pour tout q ∈ Q,
l'ensemble des piles s de niveau k, noté Rq, telles que la onguration (q,s) soit
aessible depuis c0 est un ensemble rationnel (i.e. Rq = {s ∈ Stacksk | c0 =⇒
(q,s)} ∈ Ratk). Le graphe enrainé de A en c0 est don le graphe des ongura-
tions de A pour la restrition (Rq)q∈Q.
Proposition 5.1.8. Pour tout k ≥ 1, RHPDSk ( CHPDSk.
Exemple 5.1.9. Reprenons le graphe enrainé de l'automate à pile A présenté
dans l'exemple 4.1.14. Son graphe enrainé en (q0, [ ]2) est présenté dans la -
gure 5.1. Ce graphe est égal aux graphes des ongurations de A pour la restri-
tion (Rq)q∈Q où:
 Ri = Rf = R({ a,b }∗)([ ]2),
 Rp = Rq = R({ a,b }∗1({ a¯,¯b }1)∗⊥1)([ ]2).
Comme nous l'avons vu dans l'exemple 5.2, l'inlusion de la lasse des graphes
enrainés dans la lasse des graphes des ongurations est strite. Cependant la
lasse RHPDSk se aratérise de manière naturelle dans la lasse CHPDSk.
Proposition 5.1.10. Un graphe G de CHPDSk appartient à RHPDSk si et seule-
ment si G admet au moins une raine.
Démonstration. Seule l'impliation réiproque présente une diulté. Soit G ∈
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CHPDSk et admettant une raine r ∈ VG. Par dénition de CHPDSk et par la
remarque 5.1.7, il existe un automate à pile A = (Γ,Σ,τ,{ q0 },∆A) et un ensemble
rationnel R de piles de niveau k tels que G soit isomorphisme au graphe H des
ongurations de A pour la restrition R. Le graphe H admet une raine s0 ∈ R.
Considérons l'automate à pile B = (Γ,Σ,τ,{ q0 },∆B) sur Opsk∪{TestR } dont
l'ensemble des transitions ∆B est donné par:
{(q0,θ · TestR,q0) | (q0,θ,q0) ∈ ∆A}.
Il est faile de vérier que le graphe de B enrainé en s0 est égal à H . Par la
proposition 5.1.4, il déoule que H (et don G) appartient à RHPDSk.
Comme pour la lasse RHPDSk, l'ajout des opérations de tests rationnels de
niveau k ne modie la lasse CHPDSk.
Proposition 5.1.11. Les graphes des ongurations des automates à pile sur
Opsk ∪ {TestR | R ∈ Ratk} appartiennent à CHPDSk.
Démonstration. SoitA = (Σ,Γ,τ,QA,∆A) un automate à pile surOpsk∪{TestR | R ∈
Ratk} etR un ensemble rationnel de ongurations donné par une famille (Rp)p∈QA
d'ensembles de Ratk(Γ). Soit L = {L1, . . . ,Ln } ⊂ Ratk(Γ) l'ensemble des lan-
gages de tests utilisés dans A.
Nous allons montrer que le graphe des ongurations de A pour la restrition
à R, noté G, appartient à CHPDSk. Pour ela, nous onstruisons un automate
à pile B sur Opsk et un ensemble rationnel de ongurations S donné par une
famille (Sq)q∈Q tels que le graphe des ongurations de B pour la restrition à S,
noté H , soit isomorphe au graphe G.
Pour ela, nous reprenons l'enodage [[ · ]] des piles de niveau k présenté dans la
proposition 5.1.4 ainsi que l'automate B qui y est onstruit. Il sut de remarquer
que pour tout ensemble rationnel R ∈ Ratk(Γ), l'ensemble [[R ]] des enodages
des piles de R est lui aussi rationnel. Il suit alors que le graphe des ongurations
B pour la restrition ([[Rq ]])q∈QA est isomorphe au graphe G. Don le graphe G
appartient à CHPDS.
5.1.3 Les graphes de transitions
Pour dénir la lasse des graphes des transitions des automates à pile sur
Opsk, il nous faut nous restreindre à des automates à pile sur Opsk normalisés
(f. paragraphe 2.1.1.2). La restrition aux automates à pile normalisés sur Opsk
ne hange pas la famille des langages aeptés.
Proposition 5.1.12. Pour tout langage L indexé de niveau k, il existe un auto-
mate à pile sur Opsk normalisé aeptant L.
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Démonstration. Soit L ⊆ Σ∗ un langage indexé de niveau k. Par le théorème 4.1.23,
il existe un automate à pileA = (Σ,Γ,τ,QA,IA,FA,∆A) sur Opsk aeptant L. Nous
onstruisons un automate à pile B = (Σ,Γ,τ,QB ,IB,FB,∆B) normalisé aeptant
L. Prenons QB = Q
τ
A ∪Q
Σ
A où Q
τ
A et Q
Σ
A sont deux ensembles disjoints de QA et
en bijetion ave QA. Pour tout q ∈ QA, nous noterons qτ (resp. qΣ) l'état orres-
pondant de QτA (resp. Q
Σ
A).De plus, nous supposons que Q
τ
A et Q
Σ
A sont disjoints.
Les ensembles d'états initiaux et naux IB et FB sont respetivement égaux à I
τ
A
et F τA. L'ensemble des transitions ∆B est donné par:
∆B = {(pτ ,τ,θ,qτ ) | (p,τ,θ,q) ∈ ∆A}
∪ {(pτ ,τ,Idk,pΣ) | p ∈ QA}
∪ {(pΣ,a,θ,qτ ) | (p,a,θ,q) ∈ ∆A et a ∈ Σ}.
On vérie aisément que A et B aeptent le même langage. De plus par onstru-
tion, B est tel qu'une onguration ne peut pas être à la fois la soure d'une
transition étiquetée par τ et d'une transition étiquetée par Σ. Il suit don que B
est normalisé.
Remarque 5.1.13. Nous pouvons obtenir un résultat plus préis : tout langage
indexé de niveau k est aepté par un automate à pile sur Opsk normalisé à partir
d'une unique onguration initiale observable jusqu'à une unique onguration
nale observable.
Proposition 5.1.14. Pour tout automate à pile normalisé A sur Opsk et pour
tout ensemble rationnel de ongurations R, les ongurations observables (resp.
internes) du graphe des ongurations de A pour la restrition à R forment un
ensemble rationnel de ongurations.
Démonstration. Soit A = (Γ,Σ,τ,Q,∆A) un automate à pile normalisé sur Opsk
et R un ensemble rationnel de ongurations donné par une famille (Rq)q∈Q. Nous
noterons G le graphe des ongurations de A pour la restrition R. Soit p ∈ Q,
nous allons montrer que l'ensemble, noté Op, des piles s ∈ Stacksk telles que (q,s)
soit une onguration observable est un ensemble rationnel. Le as des ongura-
tions internes est similiaire. Il existe deux relations préxe-reonnaissables de ni-
veau k respetivement notées P τ et P σ telles que toutes piles s et s′ ∈ Stacksk(Γ), (s,s
′) ∈ P σ ⇔ ∃p ∈ Q,(q,s)
a
−→
G
(p,s′) pour a ∈ Σ,
(s,s′) ∈ P τ ⇔ ∃p ∈ Q,(q,s)
a
−→
G
(p,s′).
La relation est P σ est dénie par l'ensemble {TestRq · θp · TestRp | (q,θ,a,p) ∈
∆A et x ∈ Σ} et P τ est dénie par {TestRq · θp · TestRp | (q,θ,τ,p) ∈ ∆A}.
Il est aisé de vérier que:
Os = Dom(P
σ) ∪ (Stacksk(Γ) \Dom(P
τ)) ∩ (Stacksk(Γ) \Dom(P
σ)).
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Par la proposition 4.5.13, Dom(P σ) et Dom(P τ ) sont des ensembles de Ratk.
Comme Ratk est une algèbre de Boole, Os appartient à Ratk.
Le graphe des transitions d'un automate à pile normalisé sur Opsk est obtenu
en eetuant la τ -fermeture d'un de ses graphes des ongurations.
Exemple 5.1.15. L'automate sur Ops2 présenté dans l'exemple 4.1.14 est nor-
malisé. Son graphe des transitions obtenu omme la τ -fermeture de son graphe
des ongurations présenté dans la gure 5.1 est donné dans la gure 5.3.
(i, [ ]
2
)
(i, [ [ a ] ]
2
) (i, [ [ b ] ]
2
)
(i, [ [ ba ] ]
2
) (i, [ [ bb ] ]
2
)
(f, [ ]
2
)
(q, [ [ab ] [ ab ] [ b ] [ ] ]
2
)
(q, [ [ ab ] [ ab ] [ b ] ]
2
)
(f, [ [ ab ] ]
2
)
a b
a b
$
$
b
a
Fig. 5.3  Un graphe des transitions de l'automate à pile sur Ops2 de
l'exemple 4.3.3.
Dénition 5.1.16. La lasse GHPDSk est la lasse des graphes isomorphes à un
graphe des transitions d'un automate à pile sur Opsk.
La lasse des graphes des transitions GHPDSk ontient la lasse des graphes
des ongurations. Cette inlusion est strite ar les graphes des transitions
peuvent avoir un degré entrant et/ou sortant inni. Comme nous l'avons déjà
mentionné au niveau 1, les graphes des ongurations se aratérisent de manière
très naturelle à l'intérieur des graphes des transitions. En eet au niveau 1, les
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graphes de CHPDS1 sont les graphes de GHPDS1 de degré borné. Nous onje-
turons qu'à partir du niveau 2, ette aratérisation n'est plus valable et que par
exemple, le graphe des transitions présenté dans la gure 5.3 n'appartient pas à
CHPDS2.
Comme le montre la proposition i-dessous, nous pouvons dénir la lasse des
graphes de transitions en ne onsidérant que la τ -fermeture des graphes enrainés
des automates à pile sur Opsk.
Proposition 5.1.17. Tout graphe G dans GHPDSk est isomorphe à la τ -fermeture
d'un graphe normalisé de RHPDSk.
Démonstration. Soit G un graphe dans GHPDSk. Par dénition de G et par la
remarque 5.1.3, il existe un automate à pile A = (Γ,Σ,τ,{ q0 },∆A) sur Opsk et un
ensemble rationnel de ongurations
1 R ∈ Ratk(Γ) tels que G soit isomorphe à la
τ -fermeture du graphe des ongurations, noté H , de l'automate A pour la res-
trition à R. Par la proposition 5.1.14, l'ensemble des ongurations observables
O est un ensemble rationnel de piles de niveau k.
Par dénition de Ratk, il existe un automate A = (Q,{i},F,∆) ni étiqueté
Γk tel que S(A) = O. Nous pouvons sans perte de généralité supposer que q0
n'appartient pas à Q. Considérons l'automate à pile B = (Γ,Σ,τ,Q ∪ { q0 },∆B)
sur Opsk ∪ {TestR | R ∈ Ratk} dont l'ensemble des transitions est donné par:
∆B = {(p,R(ρ),τ,q) | (p,ρ,q) ∈ ∆}
∪ {(f,Idk,τ,q0) | (f ∈ F}
∪ {(q0,TestR · θ · TestR,x,q0) | (q0,θ,x,q0) ∈ ∆A}.
Notons K le graphe B enrainé en (i0, [ ]k). Il est aisé de vérier que pour
toutes ongurations observables c1 = (p,s) et c2 = (q,s
′) de K et pour tout
a ∈ Σ, nous avons:
c1
aτ∗
−→
K
c2 ⇔ c1
aτ∗
−→
H
c2
Il déoule don que la τ -fermeture de H est égale à la τ -fermeture du graphe K.
Le graphe G est bien don la τ fermeture d'un graphe dans RHPDSk.
En utilisant les résultats du hapitre 4, nous pouvons étendre à tout niveau
l'équivalene (à isomorphisme près) entre les graphes des transitions des auto-
mates à piles et les graphes préxe-reonnaissables obtenue par Stirling dans
[Sti00℄ et rappelée dans le théorème 2.2.6. Nous dénissons naturellement la lasse
des graphes préxe-reonnaissables de niveau k omme la lasse des graphes de
1. Rappelons que omme l'automate A ne possède qu'un seul état, une onguration est
simplement une pile.
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[ ]2 [ [A ] ]2 [ [AA ] ]2 [ [AAA ] ]2
[ [A ] [ ] ]2 [ [AA ] [A ] ]2
[ [AA ] [A ] [ ] ]2
[ [AAA ] [AA ] ]2
[ [AAA ] [AA ] [A ] ]2
[ [AAA ] [AA ] [A ] [ ] ]2)
a a a
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b
b
b
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b
b
b
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Fig. 5.4  Graphe préxe-reonnaissable de niveau 2.
alul des relations préxe-reonnaissables de niveau k dénies dans le para-
graphe 4.5.
Dénition 5.1.18. Un graphe préxe-reonnaissable G de niveau k étiqueté par
Σ ⊂ Λ est donné par une famille (Pa)a∈Σ de relations dans PRk(Γ). Ce graphe a
pour sommets des piles de Stacksk(Γ) et est déni par:
G = {(s,a,s′) | (s,s′) ∈ Pa}.
Exemple 5.1.19. Considérons les deux relations préxes Pa et Pb sur Stacks2(Γ),
ave Γ réduit au singleton {A }, dénies par:{
Pa = D(TR1 ·A)
Pb = D(TR2 · 1A¯) ∪ D(TR2 · (A1¯)
+).
où R1 et R2 sont respetivement les ensembles rationnels de piles de niveau 2
égaux à {[ [An ] ]2 | n ≥ 0} = R(A
∗)([ ]2) et {
[
[An ] [An−1 ] . . .
[
An−k
] ]
2
| n ≥
0 et k ≤ n} = R(A+(1A¯)∗)([ ]2). Le graphe préxe-reonnaissable déni par
(Px)x∈{ a,b } est donné dans la gure 5.4.
Théorème 5.1.20. Un graphe G appartient à GHPDS si et seulement si il est
isomorphe à un graphe préxe-reonnaissable de niveau k.
Démonstration. Nous prouvons les deux impliations séparément.
Pour l'impliation direte, onsidérons un graphe G appartenant à GHPDSk.
Par dénition de GHPDSk et par la remarque 5.1.7, il existe un automate à
pile A = (Σ,Γ,τ,{ q0 },∆) et un ensemble rationnel R ∈ Ratk(Γ) tel que G soit
isomorphe à la τ -fermeture du graphe des ongurations de A, noté H , pour
la restrition R. Il est aisé de vérier que pour tout x ∈ Σ ∪ { τ }, la relation
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Px = {(s,s′) ∈ R × R | (q0,s)
x
−→
A
(q0,s
′)} est préxe-reonnaissable de niveau k.
Par la proposition 5.1.14, l'ensemble O des ongurations observables du graphe
H est un ensemble rationnel de piles de niveau k.
Par dénition de la τ -fermeture, le graphe G est égal à:
{(s,a,s′) | (s,s′) ∈ TestO · Pa · P
∗
τ · TestO et a ∈ Σ}.
D'après les propriétés de fermeture des relations de PRk présentées dans le théo-
rème 4.5.16, les relations TestO ·Pa ·P ∗τ ·TestO appartiennent à PRk. Il suit don
que G est un graphe préxe-reonnaissable de niveau k.
Pour l'impliation réiproque, onsidérons un graphe préxe-reonnaissable
G de niveau k donné par une famille (Pa)a∈Σ de relations préxe-reonnaissables
dans PRk. Par dénition de PRk, il existe pour tout a ∈ Σ un automate ni
Aa = (Qa,{ ia },{ fa },∆a) étiqueté par Γk ∪ TRatk tel que D(Aa) = PRa. Nous
supposerons sans perte de généralité (quitte à utiliser des transitions étiquetées
par Idk) que ia n'est destination d'auune transition de Aa et que fa n'est soure
d'auune transition de Aa. De plus, nous supposerons que les ensembles d'états
de es automates sont deux à deux disjoints. Enn, notons R le langage rationnel⋃
a∈ΣDom(Pa) ∪ Im(Pa).
Nous dénissons un automate à pile B = (Γ,Σ,τ,QB,∆B) surOpsk∪{TestR | R ∈
Ratk}. L'ensemble des états QB est égal à
⋃
a∈ΣQa∪{ q0 } et l'ensemble des tran-
sitions ∆B est déni par:
∆B = {(p,R(γ),τ,q) | (p,γ,q) ∈ ∆a et a ∈ Σ}
∪ {(p,Idk,τ,p) | p ∈ Qa et a ∈ Σ}
∪ {(q0,TestDom(a),a,ia) | a ∈ Σ}
∪ {(fa,TestIm(a),a,q0) | a ∈ Σ}.
Considérons le graphe des ongurations de B, noté H , restreint à l'ensemble
rationnel de ongurations déni par (Rq)q∈QB où Rq0 = R et pour tout q ∈
QB\{ q0 }, Rq = Stacksk(Γ). Par onstrution, l'automate B est normalisé. Dans le
grapheH , les ongurations observables sont {(q0,s) | s ∈ R} et ses ongurations
internes sont {(q,s) | q ∈ QB \ { q0 } et s ∈ Stacksk(Γ)}. On vérie aisément que
pour tout s et s′ ∈ Stacksk(Γ),
(q0,s)
aτ∗
−→
H
(q0,s
′)⇔ (s,s′) ∈ Pa.
Il déoule don que la τ -fermeture de H est isomorphe au graphe G.
5.1.4 Liens ave les graphes des automates à piles sur COpsk.
Dans e sous-paragraphe, nous présentons quelques liens entre les graphes
assoiés aux automates à pile sur le jeu d'opérations symétriques Opsk et sur le
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(q0, [ ]2) (q0, [ [A ] ]2) (q0, [ [AA ] ]2) (q0, [ [AAA ] ]2)
(q1, [ [A ] [ ] ]2) (q1, [ [AA ] [A ] ]2)
(q1, [ [AA ] [ ] ]2)
(q1,
ˆ ˆ
A3
˜ ˆ
A2
˜ ˜
2
)
(q1,
ˆ ˆ
A3
˜
[A ]
˜
2
)
(q1,
ˆ ˆ
A3
˜
[ ]
˜
2
)
a a a
b
b
b
b
b
bb b
b
b
b
b
Fig. 5.5  Graphe enrainé d'un automate à pile sur COps2.
jeu d'opérations lassiques COpsk. Nous noterons RHPDS

k la lasse des graphes
enrainés des automates sur COpsk. Faute d'une notion pertinente de rationalité
induite par les opérations de COpsk (f. paragraphe 4.6), nous ne proposons pas de
notion de graphes des ongurations. Nous dénissons les graphes des transitions
omme la τ -fermeture des graphes enrainés. Nous noterons GHPDSk la lasse
des graphes des transitions des automates sur COpsk.
Une onséquene immédiate des onstrutions présentées dans le paragraphe 4.1.5.2
est que les graphes enrainés des automates sur Opsk sont isomorphes à des
graphes enrainés d'automates sur COpsk.
Théorème 5.1.21. Pour tout k ≥ 1, RHPDSk ( RHPDS

k.
Démonstration. Soit G un graphe appartenant à RHPDSk. Il existe un auto-
mate à pile A sur Opsk et une onguration (q0,s0) de et automate tels que G
soit isomorphe au graphe enrainé de A en (q0,s0). Reprenons l'automate B sur
COpsk onstruit dans la proposition 4.1.22. Le graphe de l'automate B enrainé
en (q0,[[ s0 ]]) est isomorphe au graphe G et don G appartient à RHPDS

k.
L'inlusion réiproque est fausse dès le niveau 2. En eet à ause des opéra-
tions de destrution inonditionnelle destrk, les graphes enrainés des automates
sur COpsk peuvent avoir un degré entrant non borné. Considérons par exemple,
l'automate à pile A = ({A },{ a,b },{ q0,q1 },∆A) sur COps2 où l'ensemble des
transitions ∆A est donné par:
{ (q0,pushA,a,q0) , (q0,copy1 · popA,b,q1) , (q1,popA,b,q1) , (q1,destr1,b,q0) }.
Le graphe de A enrainé en (q0, [ ]2) est présenté dans la gure 5.5. Comme le
degré entrant de e graphe est non borné, il n'appartient pas RHPDS2.
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Bien que la lasse RHPDSk ne soit pas inluse dans la lasse RHPDSk, les
graphes de RHPDSk sont isomorphes à des graphes de transitions d'automates
sur Opsk.
Proposition 5.1.22. Pour tout k ≥ 1, RHPDSk ( GHPDSk.
Démonstration. Soit G un graphe appartenant à RHPDSk. Par dénition de
RHPDSk et par un raisonnement similaire à elui de la remarque 5.1.3, il existe
un automate à pile A = (Γ,Σ,τ,{ q0 },∆A) sur COpsk et une onguration s0 ∈
Stacksk(Γ) de et automate tels que le graphe de l'automate A enrainé en s0,
noté H , soit isomorphe au graphe G. Il est aisé de vérier que H est un graphe
préxe reonnaissable de niveau k. En eet pour toute opération θ ∈ COpsk,
la relation sur les piles de Stacksk(Γ), notée Pθ, induite par θ est une relation
préxe-reonnaissable de niveau k. De plus omme nous l'avons remarqué dans le
paragraphe 4.6, l'ensemble des sommets de H est un ensemble de CRatk et don
de Ratk.
Don pour tout a ∈ Σ ∪ { τ }, onsidérons relation Pa dénie par:
Pa =
⋃
(q0,θ1...θn,a,q0)∈∆a
TestR · Pθ1 · · ·Pθn · TestR
ave θ1, . . . ,θn ∈ COpsk. Pour tout a ∈ Σ ∪ { τ }, la relation Pa appartient don
à PRk et satisfait pour tout (s,s
′) ∈ Stacksk(Γ) × Stacksk(Γ), (s,s
′) ∈ Pa si et
seulement si s
a
−→
H
s′. Le graphe H est don égal au graphe préxe de niveau
k déni par (Pa)a∈Σ. D'après le théorème 5.1.20, H (et don G) appartient à
GHPDSk.
Le aratère strit de l'inlusion déoule du fait que les graphes de RHPDSk
ont néessairement un degré sortant borné alors que les graphes de GHPDSk
peuvent avoir un degré sortant non borné. Un exemple de graphe de GHPDS2 de
degré non borné est donné dans l'exemple 5.1.19.
Les deux lasses des graphes des transitions GHPDSk et GHPDS

k sont égales.
Théorème 5.1.23. Pour tout k ≥ 1, GHPDSk = GHPDS

k.
Démonstration. Soit k ≥ 1. L'inlusion GHPDSk ⊆ GHPDS

k déoule de l'in-
lusion RHPDSk ⊆ RHPDS

k établie dans le théorème 5.1.21. Pour l'inlusion
réiproque, onsidérons un graphe G appartenant à GHPDSk. Par dénition de
GHPDSk, le graphe G est isomorphe à la τ -fermeture d'un graphe H apparte-
nant à RHPDSk. Par la proposition 5.1.22, H appartient à GHPDSk. D'après le
théorème 5.1.20 et les propriétés de fermeture des relations de PRk données dans
le théorème 4.5.12, la τ -fermeture de H appartient elle aussi à GHPDSk.
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5.2 Caratérisation par transformations de graphes
Dans e paragraphe, nous établissons une aratérisation externe par trans-
formations de graphes des lasses CHPDSk et GHPDSk. Cette approhe a été
initiée par Caual dans [Cau98, Cau02℄ où il introduit une hiérarhie de lasses
de graphes et d'arbres ayant une théorie monadique déidable. Ces lasses de
graphes et d'arbres sont dénies en itérant le dépliage et les appliations ration-
nelles inverses. Le point de départ est la lasse Tree0 des arbres nis. Pour tout
n ≥ 0, on a ensuite:
Graphk :=
{
G | G ≈ h−1(T ),T ∈ Treek et h
−1
appliation rat. inv.
}
,
Treek+1 :=
{
T | T ≈ Unf(G,r),G ∈ Graphk et r ∈ VG
}
.
La lasse Graph0 est la lasse des graphes nis. La lasse Tree1 est la lasse
des arbres réguliers 'est-à-dire la lasse des arbres ayant uniquement un nombre
ni de sous-arbres non isomorphes. La lasse Graph1 est la lasse des graphes
isomorphes à un graphe préxe-reonnaissable (f. théorème 2.2.6). Dans [CW03℄,
nous avons montré en ollaboration ave Stefan Wöhrle que pour tout k ≥ 1, la
lasse Graphk est en fait la lasse des graphes des transitions des automates à
piles sur Opsk ou bien de manière équivalente la lasse des graphes isomorphes à
un graphe préxe-reonnaissable de niveau k.
Dans [Cau02℄, Caual a ouvert la voie à e résultat. Dans et artile, il dénit
une sous-hiérarhie de la hiérarhie des arbres. Cette sous-hiérarhie (Termn)n∈N
ne ontient que des arbres déterministes orrespondant à des termes innis
2
. Au
niveau 0, Term0 orrespond à la lasse des termes nis. Pour k ≥ 1, Termk+1 est
la lasse des termes isomorphes à un terme obtenu par l'appliation d'une appli-
ation rationnelle inverse déterministe
3
suivie d'un dépliage à un terme de Termk.
L'auteur établit, pour tout k ≥ 1, que les termes de Termk+1 sont les solutions
des shémas réursifs de niveau k dits sûrs tels qu'ils sont dénis dans [KNU02℄.
Dans [KNU02℄, il est montré que les solutions des shémas sûrs de niveau k sont
les termes aeptés par les automates à pile déterministes sur COpsk. Pour une
dénition préise de la notion d'aeptation par un automate à pile sur COpsk,
nous renvoyons le leteur à [KNU02℄. Dans notre formalisme, e résultat admet
la formulation suivante:
les solutions des shémas réursifs de niveau k sont les termes isomorphes à la
τ -fermeture du dépliage du graphe enrainé d'un automate à pile déterministe et
normalisé sur COpsk.
2. Nous renvoyons le leteur à [Cau02℄ pour la dénition préise du odage des termes innis
omme des arbres déterministes. Dans la suite, nous parlerons de termes innis ou nis pour
désigner des arbres déterministes orrespondant au odage d'un terme ni ou inni.
3. Une appliation rationnelle inverse déterministe est dénie par une restrition syntaxique
qui garantit que ette opération préserve le déterminisme des graphes auxquels elle est appliquée.
Pour une dénition préise, nous renvoyons le leteur à [Cau02℄
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Avant d'établir, dans le sous-paragraphe 5.2.2, l'équivalene annonée entre
les graphes des transitions des automates sur Opsk et les graphes de Graphk,
nous présentons une aratérisation naturelle des graphes des ongurations des
automates à pile sur Opsk dans le sous-paragraphe suivant.
5.2.1 Graphes des ongurations
Pour aratériser, par transformations de graphes, les graphes des ongura-
tions des automates à pile sur Opsk, nous introduisons une sous-hiérarhie na-
turelle où la substitution rationnelle inverse est remplaée par l'appliation nie
inverse. Le point de départ est la lasse Treef0 = Tree0 des arbres nis. Pour tout
k ≥ 0, on a ensuite:
Graphfk :=
{
G | G ≈ h−1(T ),T ∈ Treefk et happliation nie inv.
}
,
Treefk+1 :=
{
T | T ≈ Unf(G,r),G ∈ Graphfk et r ∈ VG
}
.
Pour établir l'inlusion de la lasse Graphfk dans la lasse CHPDSk, il sut
d'établir les propriétés de fermeture énonées par la proposition i-dessous.
Proposition 5.2.1.
1. Pour tout k ≥ 1, pour tout graphe G, pour toute appliation nie inverse
h, si G ∈ CHPDSk alors h−1(G) ∈ CHPDSk,
2. Pour tout k ≥ 1, pour tout graphe G et pour tout sommet s ∈ VG, si
G ∈ CHPDSk alors Unf(G,s) ∈ CHPDSk+1.
Démonstration. Soit G un graphe appartenant à CHPDSk. Pour simplier, nous
supposons que τ n'étiquette pas G. Si τ est une étiquette de G alors elle est traitée
omme les autres symboles de ΛG.
Par dénition de CHPDSk et par la remarque 5.1.7, il existe un automate à
pile A = (Γ,Σ,τ,{ q0 },∆A) sur Opsk et un ensemble rationnel S ∈ Ratk tels que le
graphe des ongurations, noté H , pour la restrition S soit isomorphe au graphe
G.
Soit h une appliation nie inverse. Notons Ξ le support néessaire ni de h.
Considérons maintenant le morphisme ϕ du monoïde libre (Σ ∪ Σ)∗ dans le
monoïde des parties du monoïde engendré par Opsk ∪ {TestS } déni, pour tout
a ∈ Σ, par: {
ϕ(a) = {TestS · θ · TestS | (q0,θ,a,q0) ∈ ∆A},
ϕ(a) = {TestS · θ · TestS | (q0,θ,a,q0) ∈ ∆A}.
Nous étendons de manière anonique ϕ de (Σ ∪ Σ)∗ aux parties de (Σ ∪ Σ)∗.
Caratérisation par transformations de graphes 209
Enn, onsidérons l'automate à pile B = (Γ,Σ,τ,{ q0 },∆B) sur Opsk∪{TestS }
dont l'ensemble des transitions est donné par:
∆B = {(q0,θ
′,a,q0) | θ
′ ∈ ϕ(h(a)) et a ∈ Ξ}.
Notons K le graphe des ongurations B pour la restrition à S. Il est aisé de
vérier que pour toutes piles s et s′ ∈ Stacksk(Γ) et pour tout a ∈ Ξ,
s
h(a)
−→
H
s′ ⇔ s
a
−→
K
s′.
Il déoule don que K est égal à h−1(H). Par la proposition 5.1.11, le graphe K
appartient à CHPDSk: e qui établit la fermeture de CHPDSk par appliation
nie inverse.
Soit s ∈ S. Nous montrons que Unf(H,s) appartient à CHPDSk+1. Considé-
rons l'automate à pile B = (Γ,Σ,τ,{ q0 },∆B) sur Opsk+1∪{TestS } dont l'ensemble
des transitions est donné par:
∆B = {(q0,copyk · θ · TestS,a,q0) | (q0,θ,a,q0) ∈ ∆A}.
Il est aisé de vérier que le graphe B enrainé en [ s ]k+1 est isomorphe au dépliage
de Unf(H,s). Par les propositions 5.1.4 et 5.1.8, il déoule don que Unf(H,s)
appartient à CHPDSk+1.
Par une réurrene immédiate sur le niveau k utilisant la propriété préédente,
nous obtenons l'inlusion direte.
Proposition 5.2.2. Pour tout k ≥ 1, Graphfk ⊆ CHPDSk.
Considérons maintenant l'inlusion réiproque: il nous faut montrer que les
graphes des ongurations des automates à piles sur Opsk appartiennent à la
lasse Graphfk . Par la remarque 5.1.7, nous pouvons supposer que l'alphabet de
pile Γ est réduit à deux symboles. Pour le reste de e paragraphe, nous xons
Γ = { a,b }.
L'étape lé dans l'obtention de e résultat est de montrer que pour tout en-
semble ni L = {L1, . . . ,Ln } ⊆ Ratk, l'arbre TStacksk assoié aux piles de niveau
k sur Γ (f. paragraphe 4.7) marqué par les langages de L appartient à Treefk .
Formellement, le marquage de TStacksk par L est un arbre noté [[ TStacksk ]]L et
étiqueté par Γok ∪ { $1, . . . ,$n } qui est égal à:
TStacksk ∪ {(s,$i,(i,s)) | s ∈ Stacksk,i ∈ [1,n] et s ∈ Li}.
Cette dénition est illustrée dans la gure 5.6.
Proposition 5.2.3. Pour tout k ≥ 1 et pour tout ensemble ni L ⊆ Ratk(Γ),
l'arbre [[ TStacksk ]]L appartient à Tree
f
k .
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[ ]1
[ a ]1 [ b ]1
[ aa ]1 [ ab ]1 [ ba ]1 [ bb ]1(1, [ aa ]1)
(2, [ b ]1)
a b
a ba b
$1
$2
Fig. 5.6  L'arbre [[ TStacks1 ]]L pour L = {L1 = aa+,L2 = b(bb)∗ }.
Démonstration. Avant de passer à la preuve de ette propriété, remarquons que
pour tout k ≥ 1 les lasses Treefk et Graph
f
k sont fermées par l'opération de opie
par un ensemble ni (f. paragraphe 3.2).
La preuve proède par réurrene sur le niveau k. Au niveau 1, il est évident
que [[ TStacks1 ]]L est un arbre régulier et don appartient à Tree
f
1 = Tree1. Sup-
posons la propriété établie au niveau k et montrons qu'elle est vraie au niveau
k + 1.
Soit L = {L1, . . . ,Ln } ⊆ Ratk+1. Il existe un automate A = (Q,{ i },F,∆)
déterministe et omplet sur Γk+1 ave tests dans Ratk et une relation η ⊆ Q×[1,n]
tels que pour toute pile s ∈ Stacksk+1(Γ) et pour tout i ∈ [1,n],
s ∈ Li ⇔ (A(s),i) ∈ η.
Nous renvoyons le leteur à la preuve de la proposition 5.1.4 pour l'existene de
et automate. Notons L′ = {L′1, . . . ,L
′
m } ⊆ Ratk l'ensemble des langages de tests
apparaissant dans A.
Par hypothèse de réurrene, le graphe T = [[ TStacksk ]]L′ appartient à Tree
f
k .
Le graphe G obtenu rajoutant à T pour tout ar (s,x,s′) ave x ∈ Γok , un ar
(s′,x,s) et rajoutant une boule étiqueté par k sur tous les sommets s ∈ Stacksk
appartient à Graphfk . La onstrution que nous présentons est intuitivement un
produit synhronisé entre le graphe G et l'automate ni A. La réalisation de e
produit synhronisé à l'aide de la opie par un ensemble ni et de la substitution
nie inverse est adapté de [Urv03℄.
Notons H le graphe obtenu en appliquant la opie par l'ensemble ni Q puis
par l'ensemble { ♯1, . . . ,♯n } au graphe G. Comme nous l'avons remarqué au début
de ette preuve, G appartient à Graphfk .
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Enn onsidérons la substitution nie
4
inverse h dénie par:{
h(x) = {p x $i1 $i1 . . . $iℓ $iℓ q | p
x
−→ q,{ TLi1 , . . . ,TLiℓ } ∈ ∆}
h($ℓ) = {♯ℓ p p ♯ℓ | p ∈ Q et (q,ℓ) ∈ η}
pour x ∈ Γok ∪ { k } et pour tout ℓ ∈ [1,n].
On vérie que le dépliage de h−1(G) à partir du sommets (i, [ ]k) est isomorphe
au graphe [[ TStacksk+1 ]]L.
Nous pouvons maintenant établir l'inlusion réiproque.
Proposition 5.2.4. Pour tout k ≥ 1, Graphfk ⊇ CHPDSk.
Démonstration. Soit G un graphe de CHPDSk. Par dénition de CHPDSk et
par la remarque 5.1.7, il existe un automate à pile A = (Γ,Σ,τ,{ q0 },∆A) et un
ensemble rationnel R de piles de niveau k tels que G soit isomorphe au graphe
H des ongurations de A pour la restrition R. Par la proposition 5.2.3, l'arbre
[[ TStacksk ]]L ave L = {R } appartient à Tree
f
k . Le graphe K obtenu rajoutant à
[[ TStacksk ]]L pour tout ar (s,x,s
′) ave x ∈ Γok , un ar (s
′,x,s) appartient don
à Graphk.
Considérons la substitution nie inverse h dénie pour tout x ∈ Σ∪{ τ } par:
h(x) = {$1$1R
−1(θ)$1$1 | (p0,θ,x,p0}.
Il est aisé vérier que h−1(K) est isomorphe au graphe H . Il déoule don que G
appartient à Graphfk .
En ombinant les propositions 5.2.2 et 5.2.4, nous dérivons la aratérisation
externe suivante des graphes des ongurations des automates sur Opsk.
Théorème 5.2.5. Pour tout k ≥ 1, Graphfk = CHPDSk.
5.2.2 Graphes des transitions
Dans e sous-paragraphe, nous établissons l'égalité entre les lasses Graphk et
GHPDSk. Pour établir l'inlusion de la lasse Graphk dans la lasse GHPDSk, il
sut d'établir les propriétés de fermeture énonées par la proposition i-dessous.
Proposition 5.2.6.
1. Pour tout k ≥ 1, pour tout graphe G, pour toute substitution rationnelle
inverse h−1, si G ∈ GHPDSk alors h−1(G) ∈ GHPDSk,
4. Pour supprimer la onfusion entre la notation barrée pour les instrutions de Γo
k
et la
notation barrée utilisée dans la dénition des substitutions nies inverse, nous utiliserons la
notation a au lieu de la notation a dans la dénition des substitutions nies inverses.
212 Graphes des automates à piles de piles
2. Pour tout k ≥ 1, pour tout graphe G et pour tout sommet s ∈ VG, si
G ∈ CHPDSk alors Unf(G,s) ∈ GHPDSk+1.
Démonstration. SoitG un graphe appartenant àGHPDSk. Par le théorème 5.1.20,
G est isomorphe à un graphe préxe-reonnaissable H déni par (Pa)a∈Σ. Comme
les relations prexe-reonnaissables sont fermées par inverse, onaténation, union
et fermeture transitive (f. théroème 4.5.16), les graphes préxe-reonnaissables
sont fermés par substitution rationnelle inverse.
Soit s ∈ VH . Montrons que Unf(H,s) est un graphe de GHPDSk+1. Par la
proposition 4.5.13, VH est un ensemble rationnel de piles. Considérons l'ensemble
rationnel R de piles de niveau k+1 égal à {[ s1, . . . ,sn ]k+1 | ∀i ∈ [1,n],(si,si+1) ∈
∪a∈ΣPa et s1 = s} et le graphe préxe-reonnaissable K déni par la famille
(Qa)a∈Σ où Qa = TestR · copyk · Pa · TestR. Il est aisé de vérier que K est
isomorphe à Unf(H,s) et don Unf(H,s) appartient à GHPDSk+1.
L'inlusion réiproque est une onséquene assez immédiate de la proposi-
tion 5.2.4.
Proposition 5.2.7. Pour tout k ≥ 1, Graphfk ⊇ GHPDSk.
Démonstration. Soit G un graphe de GHPDSk. Par dénition de GHPDSk et par
la remarque 5.1.7, il existe un automate à pile A = (Γ,Σ,τ,{ q0 },∆A) et un en-
semble rationnel R de piles de niveau k tels que G soit isomorphe à la τ -fermeture
du graphe H des ongurations de A pour la restrition R. D'après la proposi-
tion 5.1.14, l'ensemble O des ongurations observables de H est un ensemble
rationnel. Considérons l'automate à pile B obtenu en rajoutant une transition
(q0,TestO,$,q0) aux transitions de l'automate A pour $ un symbole n'apparte-
nant pas à Σ. Le graphe des ongurations, noté K, de B pour la restrition R
est égal au graphe H auxquel une boule étiquetée par $ est ajoutée sur haque
onguration observable. Par la proposition 5.1.11, le graphe K appartient à
CHPDSk. Il est aisé de vérier que la substitution rationnelle inverse h dénie
par h(a) = $aτ ∗$ pour tout a ∈ Σ est telle que h−1(K) est égal à la τ -fermeture
de H . Il déoule don que G appartient à GHPDSk.
Théorème 5.2.8. Pour tout k ≥ 1, Graphk = GHPDSk.
Nous allons maintenant établir quelques propriétés de fermeture des lasses
GHPDSk.
Théorème 5.2.9. La lasse GHPDS est fermée par interprétation monadique.
Démonstration. Par la proposition 5.2.3, l'arbre TStacksk appartient à Treek.
Par les théorèmes 4.7.5 et 5.1.20, tout graphe G de GHPDSk est isomorphe à un
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graphe interprétable dans TStacksk. Il existe don une interprétation monadique
JG telle que G ≈ JG(TStacksk).
Soit I une interprétation monadique et G un graphe GHPDSk. Le graphe
I(G) est interprétable dans TStacksk (i.e. I(G) ≈ JG ◦ I(TStacksk)). D'après
le théorème 4.7.5, I(G) est isomorphe à un graphe préxe-reonnaissable de ni-
veau k.
Nous dérivons des résultats présentés dans le hapitre 3 les orollaires suivants.
Corollaire 5.2.10. La lasse GHPDSk est fermée par transdution monadique
et interprétation monadique ave quotient.
Démonstration. Il est aisé de vérier que la lasse GHPDSk est fermée par l'opé-
ration de opie par un ensemble ni. De plus omme elle est fermée par interpré-
tation, elle est lose par transdution monadique. Soit G un graphe appartenant
à GHPDSk et Iε une interprétation monadique ave quotient. Par un raison-
nement similaire à elui de la preuve du théorème 5.2.9, on établit l'existene
d'une interprétation monadique ave quotient Jε telle que Iε(G) soit isomorphe
à Jε(TStacksk). Par la propostion 3.1.4, il existe une transdution monadique
T telle que Jε(TStacksk) ≈ T (TStacksk). Don omme GHPDSk est fermée
par transdution, le graphe Iε(G) ≈ Jε(TStacksk) ≈ T (TStacksk) appartient
à GHPDSk.
Corollaire 5.2.11. Pour tout G ∈ GHPDSk et pour tout ♯ 6∈ ΛG, le graphe
Treegraph(G,♯) appartient à GHPDSk+1.
Démonstration. Soit G un graphe de GHPDSk et soit ♯ 6∈ ΛG.
D'après la proposition 4.7.1, TStacksk et GStacksk sont mutuellement inter-
prétables. Par le théorème 5.2.9 et omme TStacksk appartient Treek, nous avons
que GStacksk appartient à GHPDSk.
Nous avons vu dans la preuve du théorème 5.2.9 qu'il existe une interprétation
monadique IG telle que G ≈ IG(TStacksk) et don il existe une interprétation
monadique JG telle que G ≈ JG(GStacksk).
Par la proposition 3.4.1, il existe une interprétation monadique J0 telle que
Treegraph(G,♯) ≈ Treegraph(JG(GStacksk),♯)
≈ J0(Treegraph(GStacksk,k))
= J0(GStacksk+1).
Une onséquene de es deux orollaires est que si nous remplaçons le dé-
pliage par l'opération de Treegraph et la substitution rationnelle inverse par la
transdution monadique nous n'augmentons pas la hiérarhie.
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5.3 Générateur et propriétés logiques
Pour tout k ≥ 1, tout graphe G ∈ Graphk possède une théorie monadique
déidable. Cette propriété ne déoule pas immédiatement de la dénition de ette
hiérarhie ar le dépliage peut s'eetuer à partir de n'importe quel sommet et
non à partir d'un sommet MSO-dénissable (f. remarque 3.3.5). Cependant on
ne modie pas la hiérarhie obtenue en imposant que le dépliage ne se fasse qu'à
partir d'un sommet MSO-denissable. Comme le dépliage à partir d'un sommet
MSO-denissable et la substitution rationnelle inverse sont des transformations
de graphes MSO-ompatibles, il suit alors que tous les graphes de Graphk ont
une théorie monadique déidable. La omplexité de ette proédure de déision
est non-élémentaire. Dans [Ca03b℄, Cahat établit que la déision du µ-alul
pour un graphe du niveau k peut être eetuée en temps exp[k]. Au niveau 1, e
résultat a été obtenu par Walukiewiz dans [Wal96b℄.
Comme nous l'avons vu dans le paragraphe préédent, les deux graphes TStacksk
et GStacksk assoiées aux piles de niveau k jouent un rle privilégié. En eet, es
deux graphes sont des générateurs pour l'interprétation monadique.
Théorème 5.3.1. Pour tout k ≥ 1,
GHPDSk = {G | G ≈ I(GStacksk) et I int. monadique}
= {G | G ≈ I(TStacksk) et I int. monadique}
Remarque 5.3.2. Nous pouvons remplaer les interprétations monadiques par
des transdutions dans l'énoné préédent.
Nous pouvons maintenant transférer les résultats obtenus sur les graphes
GStacksk et TStacksk dans le paragraphe 4.7. Comme nous allons le voir, 'est
propriété ne sont plus à isomorphisme près mais dépendent du nommage des
sommets.
Théorème 5.3.3. Pour tout automate à pile A sur Opsk, les ensembles dénis-
sables en logique monadique sur un graphe des ongurations (resp. un graphe des
transitions) de A sont des ensembles rationnels de ongurations. Si un graphe G
des ongurations de A satisfait une formule ∃X,ϕ(X) alors il existe un ensemble
rationnel de ongurations R tel que G |= ϕ[R].
Remarque 5.3.4. Les graphes des ongurations et des transitions ne satisfont
pas néessairement la propriété de séletion. En eet l'ensemble R de ongura-
tions n'est pas néessaire dénissable en logique monadique.
Un orollaire très interessant de e résultat permet d'établir entre le détermi-
nisme des graphes des transitions et le déterminisme du graphe des ongurations
sous-jaent. En eet omme nous l'avons vu dans le paragraphe 2.1.2 le graphe
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des transitions peut-être déterministe sans que le graphes des ongurations dont
il est la τ -fermeture le soit.
Corollaire 5.3.5. Un graphe déterministe de GHPDSk est isormorphe à la τ -
fermeture d'un graphe déterministe de CHPDSk.
Nous onluons e paragraphe en réapitulant les diérentes aratérisations
des graphes de GHPDSk que nous avons obtenue. À part la aratérisation par
graphes préxe-reonnaissables de niveau k, es résultats ont été obtenue en ol-
laboration ave Stefan Wöhrle et une version préliminaire. Dans ette version, e-
pendant nous n'utilisons pas la rationalité pour les piles de piles et nous n'avons
don pas de notion de graphes des ongurations et les preuves s'en trouvent
omplexiées.
Théorème 5.3.6. Les propositions suivantes sont équivalentes à isomorphisme
près:
1. G est un graphe des transitions d'un automates à piles sur Opsk,
2. G est un graphe des transitions d'un automates à piles sur COpsk,
3. G est un graphe préxe-reonnaissable de niveau k,
4. G est un obtenu en itérant k fois l'appliation d'une substitution rationnelle
inverse suivi d'un dépliage en partant d'un graphe ni,
5. G est un obtenu en itérant k fois l'appliation d'une transdution monadique
suivie d'une opération de Treegraph en partant d'un graphe ni,
6. G est interprétable dans GStacksk (resp. TStacksk).
5.4 Traes
Une onséquene immédiate du théorème 5.1.23 est que les traes des graphes
des transitions des automates entre un unique sommet initial et un unique sommet
nal sont les langages indexés de niveau k.
Proposition 5.4.1. Pour tout niveau k ≥ 1, les traes des graphes de GHPDSk
entre deux sommets sont les langages indexés de niveau k.
Remarquons que les traes des graphes des transitions des automates à pile
sur Opsk entre deux ensembles rationnels de ongurations sont elles aussi des
langages indexés de niveau k.
Comme la hiérarhie des langages indexés est strite (f. théorème 4.1.16),
nous pouvons déduire de la proposition préédente que la hiérarhie (GHPDSk)k≥1
des graphes des transitions est elle aussi strite.
Théorème 5.4.2. Pour tout k ≥ 1, GHPDSk ( GHPDSk+1.
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Le générateur GStacksk+1 est un exemple de graphe appartenant à GHPDSk+1
mais pas à GStacksk. Au vu des nombreuses propriété de lotûre de ette hiérar-
hie, il est naturel de herher à donner un graphe de théorie monadique déidable
n'appartenant pas à ette hiérarhie.
Prenons expω(0) := 0 et expω(n) := 2
expω(n−1))
. L'arbre Texpω assoié à la
fontion expω est présenté à la gure 5.7. Il est onstitué d'un demie-droite inni
de sommets reliés entre eux par des ars étiquetés par a. Du sommet nième sommet
de ette demi-droite par un segment étiqueté par b de longueur expω(n).
a a
b
a
b
b
a
b
b
b
b
a
b
b
b
b
b
b
n
expω(n)
Fig. 5.7  L'arbre Texpω .
Proposition 5.4.3. L'arbre Texpω a une théorie monadique déidable mais n'ap-
partient pas à
⋃
k∈N GHPDS(k).
Démonstration. La déidabilité de la théorie monadique Texpω est établie par
exemple dans [MP04℄. Pour montrer Texpω n'est pas un graphe de transition d'au-
tomate à pile, il sut de montrer que le langage Lexpω = {a
nbexpω(n) | n ≥ 1}
n'est pas un langage indexé d'ordre supérieur. En eet si Texpω appartient à⋃
k∈N GHPDS(k) alors sont langage des branhes Lexpω est une langage indexé
d'ordre supérieur.
Pour ela nous utilisons une propriété des indexes rationnels des les langages
indexés de niveau k établit dans [Dam82℄.
L'index rationnel d'un langage L est une fontion fL de N dans N assoiant
à tout n ≥ 1 le max{d(L,R) | R ∈ Ratn et R ∩ L 6= ∅} où Ratn est l'ensemble
des langages aeptés par un automate ni ayany au plus n états et où d(L,R)
désigne la longueur du plus petit élément de L ∩ R.
Dans [Dam82℄, il est établit que si un langage L est indexé de niveau k alors fL
est bornée par une fontion de exp[2k].
Cependant pour tout n ∈ N, fLexpω (n + 1) ≥ expω(n). En eet, d(a
nb∗,Lexpω) =
expω(n) et a
nb∗ ∈ Ratn+1. Don Lexpω n'est un langage indexé d'ordre supérieur
et don Texpω n'appartient pas à
⋃
k∈N GHPDS(k).
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Pour onlure, nous présentons quelques problèmes ouverts et des perspetives
liés aux travaux présentés dans e doument.
Autour des traes
Une question importante dans le adre de notre étude est la plae des langages
indexés d'ordre supérieur dans la hiérarhie de Chomsky. Dans [Aho69℄, Aho
établit que les langages indexés (i.e. aeptés par des automates à pile de niveau
2) sont des langages ontextuels. Nous onjeturons que les langages indexés
d'ordre supérieur sont des langages ontextuels déterministes. Nous pensons que
la notion de graphe préxe-reonnaissable de niveau k permettra d'établir e
résultat de manière uniforme.
Si ette onjeture est vériée, nous pourrons établir que les graphes des tran-
sitions des automates à pile sur Opsk de degré sortant borné sont des graphes
linéairement bornés (f. paragraphe 2.3.2). La preuve de e résultat suivrait un rai-
sonnement similaire à elui développé, dans [CM05℄, pour établir que les graphes
rationnels de degré sortant borné sont des graphes linéairement bornés.
Cei nous amène à onsidérer un autre problème: les graphes de transitions
des automates à pile sur Opsk de degré sortant borné traent-ils tous les langages
indexés de niveau k?
Rappelons que nous onjeturons que ontrairement au niveau 1 les graphes
de transitions de niveau k de degré (entrant et sortant) borné ontiennent stri-
tement les graphes de ongurations de niveau k. Du point de vue de la théorie
des langages formels, ette onjeture peut se reformuler de la manière suivante:
les automates sur Opsk temps réel sont stritement moins expressifs que les au-
tomates sur Opsk.
Autour de la rationnalité sur les piles de piles
Nous avons vu que les ensembles rationnels de piles de niveau k sont les
ensembles dénissables en logique monadique sur GStacksk. Cependant la om-
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plexité de la transformation d'une formule ϕ(x) en un automate ni sur Γk a-
eptant le langage de piles de niveau k déni par ϕ est non-élémentaire. Nous
pensons qu'une adaptation des tehniques présentées dans e doument permet-
tra d'obtenir une omplexité élémentaire pour la onstrution d'automates nis
sur Γk aeptant les ensembles dénis par des formules du µ-alul sur GStacksk
étendu ave toutes les instrutions de Γk. Plus généralement, il serait intéres-
sant d'étudier les appliations des résultats présentés dans e doument au re-
gular model-heking des automates à pile d'ordre supérieur (voir par exemple
[BEM97, BM04℄).
Dans [KNUW05℄, les auteurs introduisent la notion d'automate ave panique
qui est un enrihissement de la notion d'automate à pile de niveau 2. Ces auto-
mates aeptent les solutions des shémas réursifs non-sûrs. Il serait intéressant
d'étudier la notion d'ensemble rationnel de piles assoié à es automates.
En ollaboration ave Didier Caual [CC06℄, nous avons proposé un adre per-
mettant d'expliquer des résultats de fermeture par omplémentaire des ensembles
rationnels d'un monoïde par une notion d'aeptation déterministe par automate
ni. Il serait intéressant d'étendre e adre pour pouvoir apturer les ensembles
rationnels de piles de niveau k.
Autour des graphes des automates à pile de piles
L'étude de la hiérarhie des graphes des transitions des automates à pile
d'ordre supérieur laisse de nombreuses questions ouvertes. En partiulier, nous
disposons de très peu d'outils pour prouver qu'un graphe n'appartient pas à un
niveau donné de ette hiérarhie. Ce problème apparaît déjà pour les langages
indexés où ontrairement aux langages algébriques on ne dispose pas d'outils pour
montrer qu'un langage n'est pas indexé de niveau k. Dès le niveau 2, les lemmes
de pompage deviennent impratiables (voir par exemple [Hay73℄).
Au niveau 1, les graphes des ongurations admettent une aratérisation
géométrique très élégante dûe à Muller et Shupp. Il est naturel de se demander
si ette approhe peut être étendue aux niveaux supérieurs.
Enn la question qui nous semble la plus intéressante est omment obtenir une
famille d'automates innis ayant une théorie au seond ordre monadique déidable
qui étendent la hiérarhie des automates à pile d'ordre supérieur. Réemment, il a
été montré que les solutions des shémas réursifs non sûrs de tous niveaux ont une
théorie MSO déidable [KNUW05, AdMO05, Ong06℄. Les auteurs onjeturent
que les solutions de es shémas n'appartiennent pas à la hiérarhie des automates
à pile d'ordre supérieur.
L'étude struturelle des automates innis se révèle d'une grande rihesse. Bien
que ette thématique en soit à ses débuts, on peut espérer qu'elle atteigne un jour
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le niveau de ompréhension et de nesse de la théorie des automates nis.
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Résumé
Cette thèse s'insrit dans l'étude des graphes innis de présentation nie.
Nous nous intéressons à la fois à leurs propriétés logiques et aux langages qui leur
sont assoiés. Nous nous onentrons sur l' étude des graphes innis assoiés aux
automates à pile d'ordre supérieur.
Notre première ontribution est la dénition d'une notion de rationalité pour
les piles d'ordre supérieur. Nous montrons que ette notion partage de nombreuses
propriétés de la rationalité sur les mots : lture par omplémentaire, aepteurs
déterministes et omplets, et aratérisation en logique du seond ordre mona-
dique. Nous établissons un lien étroit entre les automates à pile d'ordre supérieur
et les ensembles rationnels de piles d'ordre supérieur.
Notre seonde ontribution est l'étude struturelle des graphes assoiés es au-
tomates. Nous en donnons diérentes aratérisations qui montrent la robustesse
de es familles de graphes innis.
Abstrat
This thesis ontributes to the study of families of nitely presented innite
graphs. We investigate their logial properties as well as the languages whih are
assoiated to them. We fous our attention on the innite graphs assoiated to
higher-order pushdown automata.
Our rst ontribution is the denition of a notion of regularity for higher-
order pushdown staks. We show that this notion shares similar properties with
the notion of regularity on words: losure under omplementation, deterministi
and omplete nite state aeptors and haraterization by monadi seond-order
logi. We show a tight link between higher-order pushdown automata and the
regular sets of higher-order pushdown staks.
Our seond ontribution is the study of the innite graphs assoiated to
higher-order pushdown automata. We give various equivalent haraterizations
of these graphs and therefore establish the robustness of these families of innite
graphs.
