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Introduction
Understanding whether a smiling individual is experiencing authentic amusement is a common challenge in everyday social interactions. A smile is, without any doubt, the most easily recognizable facial expression, and yet the most nuanced one. Indeed, a smile can be flexibly used to communicate a wide range of feelings (Ekman 2001; Shiota et al. 2003; Niedenthal et al. 2010) . Critically, in many social contexts, it can be used deceptively by showing that amusement is felt when it is not. People are typically accurate in classifying smiling faces as emotionally positive expressions, but commit many more errors when they are asked to evaluate the emotional feeling behind a smile (Niedenthal et al. 2010) . Accurate recognition of the emotion felt by another person (a social target) is often referred to as empathic accuracy (EA), and is commonly operationalized as the correspondence between the feelings reported by the social target and the feelings that perceivers infer from the social target's behavior (Ickes and Stinson 1990; Levenson and Ruef 1992; Ickes 1997; Zaki et al. 2008 Zaki et al. , 2009 . EA requires accurate perception of the social target's behavior and explicit inferences of the underlying feelings based on available information (e.g., facial expressions, prior knowledge or contextual information). It is believed that perceptual and cognitive processes underlying EA could provide a key mechanism for empathy, that is, the ability to share the feelings of others, which is grounded in affective brain regions engaged during first-hand emotion experiences (de Vignemont and Singer 2006; Singer and Lamm 2009; Batson 2011; Decety et al. 2012; Lamm and Majdandžić 2015; Rütgen et al. 2015a Rütgen et al. , 2015b Zaki et al. 2016) .
Inferring amusement from another person's smile requires the perceiver to visually process and integrate multiple morphological and dynamic features of the observed facial expression (Ekman 2001; Ambadar et al. 2009; Krumhuber and Manstead 2009; McLellan et al. 2010 ). However, for accurate recognition of the underlying emotional feeling, further nonvisual brain mechanisms are likely involved (Zaki et al. 2009 (Zaki et al. , 2012 . Previous studies suggest that at least 2 related but distinct sets of brain regions may be involved in EA: 1) sensorimotor "mirroring" regions that support perception and understanding of others' behavior, possibly through embodied simulation of the observed actions; and 2) "mentalizing" regions that support the ability to explicitly consider others' mental states and their sources, and to draw explicit inferences about them (Preston and de Waal 2002; Gallese et al. 2004; Amodio and Frith 2006; Frith and Frith 2006; Saxe 2006; Mitchell 2009; Gallese and Sinigaglia 2011; Decety et al. 2012; Zaki et al. 2012; Zaki 2014) .
However, it is still debated whether and when these sensorimotor and cognitive networks provide routes to understanding others, or merely reflect such understanding Uithol et al. 2011; Avenanti et al. 2013b; Lamm and Majdandžić 2015) . This is because knowledge of these networks is mostly based on indirect correlational imaging evidence, and the need for novel methods and causal approaches is increasingly recognized by social neuroscientists (Decety 2011; Hétu et al. 2012; Avenanti et al. 2013b; Rütgen et al. 2015a Rütgen et al. , 2015b Lamm et al. 2016; Zaki et al. 2016) . In particular, to date, no studies have specifically tested the critical roles of sensorimotor and mentalizing networks in the empathic ability to infer authentic amusement from the smiles of others. Establishing these roles is the goal of this study.
Indirect correlational evidence has suggested that sensorimotor networks may support EA. For example, watching emotional motor behavior such as emotional facial expressions vicariously activates those sectors of the inferior frontal gyrus (IFG) that are involved in controlling facial movements and those sectors of the somatosensory cortex (SI) that are involved in processing sensations from the face (Carr et al. 2003; Leslie et al. 2004; Dapretto et al. 2006; Keysers et al. 2010; Tamietto et al. 2015) . These observations of shared activations have motivated sensorimotor simulationist models, which suggest that perception of others' facial expressions is (at least partially) grounded in the same network that is involved in performing and sensing facial movements (Goldman and Sripada 2005; Gallese 2007; Keysers et al. 2010; Niedenthal et al. 2010; Wood et al. 2016 ). Yet, it should be noted that studies exploring vicarious activations during perception of emotional facial expressions have traditionally used passive viewing tasks without asking participants to make explicit inferences about the targets' emotional feelings (for a review, see Zaki et al. 2012) .
However, studies focusing on the mentalizing network have commonly asked participants to make explicit judgments about another's internal state using verbal material (i.e., scripts) or highly stylized nonverbal social cues, including vignettes, static displays of facial expressions or even more isolated cues such as target eye gaze (Amodio and Frith 2006; Frith and Frith 2006; Saxe 2006; Mitchell 2009 ). These studies highlighted a midline and lateral temporo-parietal network supporting mental state attribution, which includes the medial prefrontal cortex (mPFC) and the temporo-parietal junction (TPJ) (Amodio and Frith 2006; Frith and Frith 2006; Saxe 2006; Mitchell 2009 ). However, none of these studies presented participants with dynamic expressions of natural behaviors.
Recently, more naturalistic neuroscientific paradigms combining dynamic social cues and explicit inferential tasks (Redcay et al. 2010; Wolf et al. 2010; Spunt and Lieberman 2013) have revealed coactivation and functional coupling of sensorimotor and mentalizing networks during complex social tasks (Wheatley et al. 2007; Zaki et al. 2009; Lombardo et al. 2010; Schippers et al. 2010; Raz et al. 2014) , including EA tasks. Notably, studies have shown that neural activity in both networks predicts EA performance in tasks requiring observation of others' expressive behavior and inferences of the underlying emotional feelings (Zaki et al. 2009; Harvey et al. 2013) . Activity in both sensorimotor and mentalizing networks also predicts EA performance in simpler tasks, for example, when evaluating emotion authenticity from sounds of laughter (McGettigan et al. 2015) . In this case, there was no contextual information about the possible source of the emotion, so the explicit inference about the emotion had to be based only on social cues.
While these studies have underscored the integrated nature of empathic processing during naturalistic social inference and the potential contributions of the sensorimotor and mentalizing networks to accurate empathic inferences, no study has thus far addressed the key question of whether these networks play causal roles in EA. Indeed, it should be noted that the above-mentioned conclusions about the involvement of sensorimotor and mentalizing networks in EA were mostly based on imaging methods. These methods can only provide indirect correlational data, and cannot establish direct causal links between brain structures and cognitive functions.
Here, we administered repetitive transcranial magnetic stimulation (rTMS) to perturb key regions within the sensorimotor network (i.e., the face representation in IFG and SI) and the mentalizing network (i.e., mPFC and TPJ), and provide direct evidence for their functional relevance to EA. To this aim, we designed a novel EA task combining dynamic displays of smiles with explicit empathic inferences of whether the social target is feeling authentic amusement or not. We used signal detection theory to test whether interference with key nodes of the 2 networks would disrupt participants' sensitivity to the authenticity of amused expressions. Our results indicate that motor and somatosensory regions are causally essential for the empathic inference of amusement from another's smile. This suggests that EA abilities may be grounded in sensorimotor networks for moving and sensing one's own body.
Materials and Methods

Participants
A total of 180 healthy subjects took part in the study. Sixty-four subjects participated in 1 of the 4 TMS experiments. In each TMS experiment, we targeted a different brain area: right IFG (16 participants, 8 females, mean age ± SD: 23.6 ± 1.9 years), right SI (16 participants, 8 females, 22.3 ± 2.3 years), mPFC (16 participants, 9 females, 22.5 ± 0.5 years) or right TPJ (16 participants, 10 females, 23.6 ± 1.5 years). Additionally, 16 subjects (8 females; 25.4 ± 2.2 years) participated in a peripheral stimulation experiment and 100 subjects (50 females) were tested in 1 of 5 pilot studies, whose aim was to validate the 2 behavioral tasks (Supplementary Materials). All subjects were righthanded, had normal or corrected-to-normal visual acuity in both eyes, and were naive to the purposes of the experiment. None of the participants had neurological, psychiatric, or other medical problems or any contraindication to TMS (Rossi et al. 2009; Rossini et al. 2015) . Participants provided written informed consent. The procedures were approved by the ethics committee at the Psychology Department of Bologna University and were in accordance with the ethical standards of the 1964 Declaration of Helsinki. No discomfort or adverse effects of TMS were reported by participants or noticed by the experimenter.
Stimulus Creation and Selection
Stimuli consisted of 32 dynamic movies (lasting 2 s, 60 frames) presented centrally on a 19-inch monitor (resolution: 1024 × 768; refresh rate: 60 Hz) subtending 27 × 21°of visual angle. Movies depicted 8 individuals ("social targets"; including 4 females and 4 males, aged 24.5 ± 2.1 years) who were filmed individually while smiling. Movies were edited using Adobe Premiere Pro C6 software in order to correct lighting, contrast and color, and remove the audio tracks.
During stimulus creation, social targets sat against a white background, and lighting equipment was used to avoid the formation of shadows. The social targets were instructed to gaze directly toward the camera and try not to move their bodies. Ten social targets (five females) were initially filmed while making smiling expressions associated with authentic positive feelings of amusement (authentically amused smiles; Supplementary Movie 1) or posed expressions associated with an emotionally neutral state (falsely amused smiles; Supplementary Movie 2). Authentic and fake expressions of amusement were recorded in 2 separate sessions that were performed under emotionally congruent contexts to provide realistic stimuli.
In the "authentic" session, the social targets used a laptop with loud speakers to select audio clips that elicited strong feelings of amusement and spontaneous smiles (Instruction: "Please watch the camera and smile only if you feel like doing so"). Auditory stimuli were chosen based on social targets' preferences and were retrieved from the internet (e.g., http://www. youtube.com). In the "fake" session, social targets were not presented with auditory stimuli, and were instead instructed to produce a voluntary smile (Instruction: "Please watch the camera, think about something neutral and produce a smile that you think could be interpreted as an authentic expression of amusement by an observer"). They were allowed to watch the prerecorded authentic smiles in order to achieve more convincing posed facial expressions.
Notably, after each smiling expression, social targets were instructed to provide subjective evaluations of the amusement they felt while smiling using a 9-step Likert scale (0 = neutral state; 9 = maximal amusement). Moreover, they were asked to evaluate their subjective confidence in their amusement judgments using a categorical response (I am 100% sure of my judgment/I am not 100% sure of my judgment) (cf. Ickes and Stinson 1990; Levenson and Ruef 1992) . These subjective reports allowed us to select only smiling expressions that were associated with the highest subjective ratings of amusement (authentically amused smiles) or without any emotional feeling (falsely amused smiles) and with strong subjective confidence in the ratings (see Supplementary Material). This initial selection brought about a sample of 30 authentic and 30 fake expressions of amusement for each social target (600 movies).
Videos were further selected based on the results of 5 pilot studies carried out with a total of 100 subjects who did not participate in any of the subsequent rTMS or electrical stimulation experiments (Supplementary Material). These pilot studies allowed us to select a subset of 32 movies from 8 social targets, and ensured that performance on the 2 experimental tasks (see below) was similar for each stimulus used in the main experiments (~75% accuracy).
Smile Dynamics
Each movie showed a transition from a neutral/moderately positive facial expression to an apparent expression of amusement: in the initial phase (lasting 500 ms, 15 frames) the social target's face was still, and the subsequent phase (lasting 1500 ms, 45 frames) showed the smiling expression. The last frames of each video clip contained the apex of the smile. Although smile offset can also be informative of amusement authenticity, the smile offset was excluded from the video clips in order to cover their entire duration (2 s) with a short rTMS train.
We analyzed facial markers of authentically and falsely amused smiles (Ekman 2001; Shiota et al. 2003; Ambadar et al. 2009; Krumhuber and Manstead 2009; McLellan et al. 2010; Niedenthal et al. 2010) . To analyze the key muscles involved in smiling, 2 independent raters blind to the experimental conditions evaluated the activation of the orbicularis oculi (i.e., the muscle that makes crow's feet at the outer corner of the eye; AU6 according to Ekman's Facial Action Coding System; Ekman et al. 2002) , and the zygomaticus major (i.e., the muscle that extends the mouth and pulls the lip corners upward; AU12), in the 16 authentically and 16 falsely amused smiles using a 3-point scale (scored 0, 0.5, 1). Raters' judgments were highly correlated (r > 0.7) and were thus averaged. Using movement analysis software (Kinovea 0.8.15), we also tracked changes in mouth extension (distance in pixels between the 2 lip corners) over time, and checked the size of the maximal enlargement (increase in lip corner distance relative to the initial frame), when it occurred in time, and the peak velocity of the movement. Table 1 shows activation ratings, motion parameters and statistical comparisons between the 16 authentically and 16 falsely amused smile movies.
Mean AU6 and AU12 activation ratings, maximal mouth enlargement and peak velocity tended to be greater for authentically amused smiles relative to falsely amused smiles, although none of the analyses reached statistical significance. Also, maximal mouth enlargement occurred nonsignificantly earlier for authentically amused smiles than for falsely amused smiles (Table 1) . In a further analysis, we z-transformed these dependent variables and submitted them to a Measure (AU6 activation, AU12 activation, maximal mouth enlargement, time of maximal mouth enlargement, mouth enlargement peak velocity) × Expression type (authentic vs. falsely amused) ANOVA that showed a main effect of Expression type (F 1,30 = 5.63, P = 0.02), with greater values for authentically than for falsely amused smiles. Taken together, these analyses suggest that, while none of the facial markers alone could have been used to robustly discriminate between the 2 types of facial expressions, observers could have used a combination of the different markers to infer amusement authenticity (for similar conclusions, see Abe et al. 2002; Niedenthal et al. 2010) .
Experimental Tasks
In the EA task (Fig. 1A ), participants were presented with authentic and falsely amused smile movies and asked to monitor the social target's expression to explicitly infer what she/he truly felt (i.e., authentic amusement, no amusement). To rule out that any change in EA task performance could have been due to nonspecific effects of rTMS, we also assessed participants' performance on a difficulty-matched nonsocial (NS) control task (Fig. 1B) using the same set of stimuli used in the EA task. Similarly to the EA task, the NS task required participants to constantly monitor the social target's face, particularly the eye and mouth regions (which are critical for discriminating between real and fake expressions of amusement; Ekman 2001; Shiota et al. 2003; Ambadar et al. 2009; Krumhuber and Manstead 2009; McLellan et al. 2010; Niedenthal et al. 2010) . However, in contrast to the EA task, the NS task required participants to judge spatial features of the observed expressions (i.e., whether a white bar presented for 350 ms at the end of each clip was located below or above the social target's eye or mouth corners), rather than empathically understanding whether these expressions were associated with authentic amusement or not (Fig. 1B,D) .
Procedure
Custom software (written in C#) was used to control the video clip sequence and trigger TMS or electrical stimulation. For the rTMS experiments, participants were initially tested in electrophysiological and neuronavigation sessions in which rTMS intensity and coil position over the scalp were determined, respectively (see below). Then, participants were presented with task instructions and an example of the trial structure. Each subject performed the EA and NS tasks in 2 separate sessions presented in a counterbalanced order. For each task, 2 blocks of 16 active rTMS trials and 2 blocks of 16 sham rTMS trials were performed in an ABBA/BAAB counterbalanced order (i.e., active-sham-sham-active or sham-active-active-sham). After each block, a break of~1 min was allowed. A break of 5 min was allowed between the 2 sessions. In both tasks, each trial started with a gray screen (1000 ms) followed by the video clip (2000 ms). After the clip, a white bar (24 × 1 pixels subtending 0.72 × 0.03°of visual angle) appeared on a black screen (350 ms), followed by a response screen = 1.79, P = 0.08 t 30 = 1.82, P = 0.08 t 30 = 1.58, P = 0.12 t 30 = 0.07, P = 0.94 t 30 = 1.53, P = 0.14 (presented until response). Participants provided their response by pressing one of 2 keys on the keyboard. They were asked to answer as accurately as possible, using the index and middle fingers of the right hand (ipsilateral to the target stimulation site). After the keypress, the response screen was replaced by a black screen (intertrial interval: 7000-9000 ms).
On each trial, a time-locked single train of subthreshold 6 Hz rTMS (12 pulses) was administered using a figure-of-eight coil (diameter: 70 mm) connected to a Magstim Rapid2 stimulator (Magstim). The coil was placed over a target brain region that differed by participant group (IFG, SI, mPFC or TPJ). The rTMS train lasted 2 s. It was administered at the onset of the movie and thus covered its entire duration (Fig. 1C) . The stimulation intensity corresponded to 90% of the resting motor threshold (rMT) (see below). During active rTMS blocks, the intersection of the coil was placed tangentially to the scalp and directly above the scalp location of the target region. Sham rTMS blocks were performed by tilting the coil at 90°o ver the same target region, to provide some scalp sensations and TMS sounds similar to active stimulation but without inducing a current in the brain. Since online rTMS may cause slight activations of facial muscles, and altering facial mimicry can impair visual recognition of positive expressions (Oberman et al. 2007; Wood et al. 2016 ), we performed a peripheral site (PS) control experiment. In the PS experiment, we directly stimulated participants' face using electric pulses. Specifically, we stimulated the right masseter muscle by applying a time-locked single train of 6 Hz electrical square wave pulses (pulse duration: 0.2 ms), thus mimicking the stimulation frequency used in the rTMS experiments. Ag-AgCl surface electrodes connected to a DS7A Digitimer Constant Current Stimulator (Digitimer) were placed between the condyle and the coronoid process of the mandible, immediately below the zygomatic process. Electrode position and stimulation intensity were individually adjusted to evoke facial contractions that were visually similar to those evoked by active rTMS (mean intensity = 0.41 mA, SD = 0.06). For each task, 2 blocks of 16 active stimulation trials and 2 blocks of nonstimulation (control) trials were performed in an ABBA/BAAB counterbalanced order.
At the end of the experimental session, participants in the TMS or PS experiments were asked to provide subjective unpleasantness ratings of the sensations caused by the magnetic or electrical stimulation, using a 5-point Likert scale ranging from 1 ("not unpleasant at all") to 5 ( "extremely unpleasant").
Electrophysiological and Neuronavigation Sessions
To set rTMS intensity, the rMT was estimated for all participants in a preliminary phase of the experiment using standard procedures (Rossi et al. 2009 ). Motor-evoked potentials (MEPs) induced by stimulation of the right motor cortex were recorded from the left first dorsal interosseous (FDI) by means of a Biopac MP-35. Electromyography (EMG) signals were band-pass filtered (30-500 Hz) and digitized (sampling rate: 5 kHz). Pairs of Ag-AgCl surface electrodes were placed in a belly-tendon montage with a ground electrode on the wrist. The intersection of the coil was placed tangentially to the scalp with the handle pointing backward and laterally at a 45°angle away from the midline. The rMT was defined as the minimal intensity of stimulator output that produces MEPs with an amplitude of at least 50 μV in the FDI with 50% probability (Rossini et al. 2015) . Each brain area was individually targeted using imageguided neuronavigation. The coil position was identified on each participant's scalp using the SofTaxic Navigator System (Electro Medical Systems). Skull landmarks (nasion, inion and 2 preauricular points) and~80 points providing a uniform representation of the scalp were digitized by means of a Polaris Vicra digitizer (Northern Digital), as in our previous research (Avenanti et al. 2007 (Avenanti et al. , 2012 (Avenanti et al. , 2013a Tidoni et al. 2013; Jacquet and Avenanti 2015) . An individual estimated magnetic resonance image (MRI) was obtained for each subject through a 3D warping procedure that fits a high-resolution MRI template with the participant's scalp model and craniometric points. This procedure has been proven to ensure a global localization accuracy of roughly 5 mm, a level of precision closer to that obtained using individual MRIs than can be achieved using other localization methods (Carducci and Brusco 2012) .
Stimulation sites were identified on the basis of previous fMRI studies, using the SofTaxic Navigator (IFG, SI and TPJ) or established anatomical methods (mPFC). For IFG, SI and TPJ, Talairach coordinates of target regions and corresponding scalp projections were automatically estimated by the SofTaxic Navigator from the MRI-constructed stereotaxic template. When necessary, coordinates in Talairach space were obtained by converting MNI coordinates reported in previous studies using GingerALE 2.3.1. To target sensorimotor regions, we selected Talairach coordinates corresponding to the cortical face representations in premotor and somatosensory sites. The IFG scalp site was localized based on the following coordinates: x = 47, y = 8, z = 28, which were identified on the basis of previous fMRI meta-analyses exploring activations associated with the execution and/or observation of facial movements and emotional expressions (Molenberghs et al. 2009; Caspers et al. 2010; Grosbras et al. 2012 ). The S1 site was identified based on the following coordinates: x = 56, y = −16, z = 40, corresponding to the face representation in the postcentral gyrus (Huang and Sereno 2007; Dresel et al. 2008; Kopietz et al. 2009; Holle et al. 2013) .
Key nodes of the mentalizing network were identified as follows: the mPFC site was identified at one-third of the distance between the nasion and the inion on the midline between the left and the right preauricular points, as in previous TMS studies (Harmer et al. 2001; Mattavelli et al. 2011 Mattavelli et al. , 2013 . The right TPJ site was localized based on the following coordinates: x = 51, y = −54, z = 21, which were identified on the basis of neuroimaging studies exploring areas related to theory of mind and mentalizing (van Overwalle and Baetens 2009; Mar 2011; Bzdok et al. 2012) .
Locations of scalp regions identified by neuronavigation (IFG, SI, TPJ) or anatomical methods (mPFC) were marked with a pen on each participant's head and used to place the rTMS coil. Then, individual Talairach coordinates corresponding to the projection of the targeted scalp sites on the surface of the MRI-constructed stereotaxic template were automatically estimated through the neuronavigation system. These estimated coordinates indicate the most superficial cortical site where rTMS effects are expected to be maximal. Brain surface coordinates were converted to MNI space (using GingerALE 2.3.1) for visualization with the MRIcron software (MRIcron/NPM/ dcm2nii). Figure 2 illustrates the estimated group mean MNI surface coordinates.
Data Analysis
Behavioral data were processed offline. Accuracy on each task (EA, NS) was converted into measures of sensitivity (d') and response bias (β) in accordance with signal detection theory (Macmillan and Creelman 1991) for each stimulation type (active, control) and stimulation site (SI, IFG, TPJ, mPFC, PS). For the EA task, 2 types of responses were scored as correct: a "fake" response to a false expression of amusement (hit) and a "true" response to an authentic expression of amusement (correct rejection). Two types of responses were scored as incorrect: a "fake" response to an authentic expression (false alarm) and a "true" response to a fake expression (miss). For the NS task, responses were coded as follows: "above" to a white bar above the mouth or the eye (hit), "below" to a white bar below the mouth or the eye (correct rejection), "above" to a white bar below the mouth or eye (false alarm) and "below" to a white bar above the mouth or eye (miss). Mixed-factor ANOVAs were performed on d' and β with stimulation type (active, sham) as a within-subjects factor and stimulation site (IFG, SI, mPFC, TPJ, PS) as a between-subjects factor. Post hoc analysis was performed using the Newman-Keuls test to correct for multiple comparisons. and stimulation type (F 1,75 = 11.79, P = 0.001, Partial eta 2 = 0.14; Fig. 3A) . Importantly, these 2 main effects were qualified by a significant two-way stimulation site × stimulation type interaction (F 4,75 = 4.82, P = 0.001, Partial eta 2 = 0.20). Post hoc analysis showed that the interaction was accounted for by the strong reduction in task sensitivity found in the IFG and SI groups during active rTMS (mean d' value ± SD: IFG = 1.20 ± 0.10; SI = 1.07 ± 0.09) compared with sham rTMS (IFG = 1.81 ± 0.13; SI = 1.58 ± 0.14; all Cohen's d > 0.94, all P < 0.002). No change in sensitivity due to active stimulation was found when stimulating mPFC (sham rTMS: 1.87 ± 0.81; active rTMS: 1.80 ± 0.65; P = 0.96), TPJ (sham rTMS: 1.66 ± 0.18; active rTMS: 1.65 ± 0.11; P = 0.96), or the peripheral site (no stimulation: 1.84 ± 0.18; active stimulation: 1.94 ± 0.14; P = 0.80).
The stimulation type × stimulation site ANOVA performed on the β index (Table 2) showed no significant no main effects or interactions (all F < 2.14, P > 0.1), indicating that neither magnetic stimulation of the cortex nor electrical stimulation of the face muscles affected response bias in the EA task.
The stimulation type × stimulation site ANOVA performed on d' for the NS task (Fig. 3B) showed no significant main effects or interactions (all F < 0.61, P > 0.66). A further ANOVA performed on the β index (Table 2) showed no main effects or interactions (all F < 1.51, P > 0.22).
Thus, performance on the NS task was not affected by interference with sensorimotor regions, the mentalizing network, or peripheral facial muscles. This suggests that rTMS over sensorimotor regions did not simply impair visual processing of facial stimuli but specifically worsened the ability to accurately infer mental states based on such processing.
Changes in Task Sensitivity are Selective
In a further analysis, we directly compared performance on the 2 tasks. A task (EA, NS) × stimulation type × stimulation site mixed-factor ANOVA on d' showed significant main effects of stimulation type ( To directly test the interferential effect of rTMS over different brain regions, a stimulation site × task mixed-factor ANOVA was conducted on the difference in sensitivity (d') between the sham and active rTMS conditions for each group of participants (Fig. 4) . The ANOVA showed no significant main effect of stimulation site (F 4,75 = 2.01, P = 0.10), a significant Figure 2 . Schematic representation of the brain stimulation sites reconstructed on a standard template using MRIcron. Talairach coordinates corresponding to the projection of the IFG, SI, mPFC and TPJ scalp sites on the brain surface were individually estimated through the neuronavigation system and then converted to MNI space. Group mean MNI brain surface coordinates ± SD for the IFG site were x = 62.2 ± 1.3; y = 12.7 ± 1.3; z = 26.3 ± 2.5. Coordinates for the SI were x = 64.1 ± 1.0; y = −12.4 ± 0.9; z = 39.6 ± 1.2. Coordinates for the mPFC were x = 1.5 ± 0.7; y = 28.2 ± 5.2; z = 32.4 ± 15.6. Coordinates for the TPJ were x = 64.3 ± 1.0; y = −54.3 ± 1.9; z = 24.7 ± 1.7. main effect of task (F 1,75 = 4.83, P = 0.03, Partial eta 2 = 0.06) and, most importantly, a significant stimulation site × task interaction (F 4,75 = 2.69, P = 0.04, Partial eta 2 = 0.13). Greater interference with EA task performance was obtained with IFG (0.61 ± 0.45) and SI stimulation (0.51 ± 0.57) than with mPFC (0.07 ± 0.69), TPJ (0.01 ± 0.51), and PS (−0.09 ± 0.63) stimulation (all Cohen's d > 0.69, all P < 0.042) which in turn did not differ from one another (all P > 0.63). Statistically comparable interferential effects were found for EA task performance when stimulating IFG and SI (P = 0.64). These interferential effects were greater for the EA task than for the NS task when stimulating the same regions (all Cohen's d > 0.74, P < 0.013). No significant effects were found for the NS task (all P > 0.49).
To ensure that any interferential effects of rTMS were not due to speed-accuracy trade-offs, we also analyzed response times (RTs) in the 2 tasks (Table 3 ). The task × stimulation type × stimulation site ANOVA performed on RTs revealed no main effects or interactions (all F < 1.42, P > 0.23), ruling out any speed-accuracy trade-offs.
Ruling Out Nonspecific Effects
Finally, we performed a series of control analyses to test the influence of nonspecific effects. We checked whether the unpleasantness of the stimulation could explain our results. A one-way ANOVA on unpleasantness ratings showed no significant effect of stimulation site (F 4,75 = 2.06, P = 0.1; see Table 4 ). Adding these ratings as covariates in the preceding analyses (d', β, RTs) did not change the pattern of statistical results reported above and revealed no main effects of or interactions with the covariate.
In a series of analyses restricted to the four rTMS groups (IFG, SI, mPFC, and TPJ), we checked the influence of rTMS intensity. Values of rMT (mean ± SD) were not statistically different across the four rTMS groups, although there was a nonsignificant trend (IFG group: 55 ± 4%; S1 group: 59 ± 6%; mPFC group: 48 ± 4%; TPJ group: 57 ± 8%; F 3,60 = 2.53, P = 0.07). To rule out that rTMS intensity affected our results, we first repeated all the previously reported mixed factors ANOVAs on d', β, and RTs, focusing only on the 4 rTMS groups, and fully replicated the pattern of statistical results reported above for the rTMS groups. Then, we entered stimulation intensity as a covariate (alone or in combination with unpleasantness ratings) in the same analyses and found no influence of such covariate(s).
Nonparametric Control Analyses of Task Performance
The main analyses indicated that EA task sensitivity (d') was strongly affected by rTMS over IFG and SI, as shown by the large effect sizes of the critical comparisons (active vs. control stimulation). Although d' values were normally distributed (Shapiro Wilk tests: all P > 0.18), to further show the robustness of our findings, we additionally performed nonparametric analyses on the critical comparisons.
Wilcoxon matched-pairs tests performed on d' values in the EA task confirmed the significance of the critical comparisons for the IFG and SI groups (all P < 0.0097), whereas the same comparisons were not significant for the mPFC, TPJ, or PS groups (all P > 0.53). No significant comparisons were found for the NS task across groups (all P > 0.36).
Additionally, confirming the results of the parametric analyses, Wilcoxon matched-pairs tests performed on the β index (Table 2) and RTs (Table 3) showed no significant differences between active and control stimulations across tasks and groups (all P > 0.36).
Discussion
Sensorimotor and mentalizing networks have often been conceptualized as supporting mutually exclusive mechanisms for social perception and empathy. However, recent theoretical (Keysers and Gazzola 2007; Uddin et al. 2007; Zaki et al. 2012; Lamm and Majdandžić 2015) and empirical (Wheatley et al. 2007; Zaki et al. 2009; Lombardo et al. 2010; Redcay et al. 2010; Schippers et al. 2010; Wolf et al. 2010; Lamm et al. 2011; Spunt and Lieberman 2013; Raz et al. 2014) work suggests that both EA task 2.2 ± 3.1 1.5 ± 0.5 1.2 ± 1.2 0.9 ± 0.3 1.3 ± 0.6 1.2 ± 0.7 1.2 ± 0.6 1.1 ± 0.6 1.5 ± 1.0 1.3 ± 0.9 NS task 1.7 ± 1.8 1.6 ± 1.4 1.7 ± 1.4 1.9 ± 1.4 1.9 ± 1.6 1.8 ± 1.8 1.6 ± 1.3 1.4 ± 1.1 2.5 ± 1.8 1.6 ± 1.2 networks are recruited during complex social tasks and could provide routes to understanding others. Therefore, a central aim of neuroscience is to clarify the circumstances in which these networks are critical for social cognition (Mitchell 2009; Zaki et al. 2012; Avenanti et al. 2013b ). This is particularly relevant for the development of mechanistic models of EA (i.e., the ability to accurately recognize and understand what another individual is experiencing; Ickes and Stinson 1990; Levenson and Ruef 1992; Ickes 1997; Zaki et al. 2008 Zaki et al. , 2009 ), but also for empathy in general, as sensorimotor and cognitive processes underlying EA are supposed to provide a key mechanism for evoking affective sharing processes underlying empathic responses (Preston and de Waal 2002; Singer and Lamm 2009; Batson 2011; Decety et al. 2012; Bird and Viding 2014; Zaki 2014) . Previous empathy research has established a close link between vicarious experiences of the emotions felt by others and neural activity in affective brain regions like the anterior insula and the anterior midcingulate cortex (Wicker et al. 2003; Singer et al. 2004; Jabbi and Keysers 2008; Fan et al. 2011; Lamm et al. 2011; see in particular Corradi-Dell'Acqua et al. 2011; Rütgen et al. 2015a Rütgen et al. , 2015b Zaki et al. 2016 for recent advancements supporting a simulative account of affective sharing).
Yet, multiple mechanisms are likely involved in EA, possibly depending on task demands and the information available to make inferences about what other people are feeling.
In the present study, we provide causal evidence that sensorimotor networks, more so than mentalizing networks, play a crucial role in evaluating the authenticity of observed smiles. We designed a new EA task adapted from previous psychological and neuroscientific research (Ickes and Stinson 1990; Levenson and Ruef 1992; Ekman 2001; Shiota et al. 2003; Zaki et al. 2008; Ambadar et al. 2009; Krumhuber and Manstead 2009; McLellan et al. 2010; Tidoni et al. 2013 ) and used rTMS to test whether sensorimotor (IFG and SI) and mentalizing areas (mPFC and TPJ) are necessary for drawing explicit inferences about the amusement supposedly felt by smiling social targets.
We observed that active rTMS administered over the observer's face representation in the IFG and SI, but not over the mPFC or TPJ, disrupted EA. Thus, the reduction in EA performance was not due to nonspecific effects of rTMS, but to interference with fronto-parietal regions involved in controlling and sensing facial movements. A further control experiment also ensured that the reduction in EA was not due to the peripheral interference with facial muscles indirectly caused by rTMS. Indeed, direct electrical stimulation of facial muscles (PS stimulation) did not affect EA. Thus, the reduction in EA performance was due to cortical sensorimotor interference. Our signal detection approach demonstrated that the EA disruption consisted of a pure reduction in participants' sensitivity to the authenticity of amused expressions, rather than a change in participants' response bias. Further analyses ruled out that the decrease in sensitivity was caused by a trade-off in which participants achieved faster RTs by sacrificing accuracy. Moreover, differences in stimulation unpleasantness or rTMS intensity could not explain the results.
Remarkably, no change in performance due to sensorimotor (or mentalizing network) interference was found in a difficultymatched NS task requiring participants to monitor the social target's expression but not to explicitly infer amusement authenticity. Thus, the reduction in EA performance did not simply reflect impaired low-level processing of the social target's facial movements (i.e., the emotion expression), but, rather, a disruption of explicit inferences about the covert mental state underlying those movements (i.e., the social target's emotional feeling). These findings highlight, for the first time, the functional relevance of IFG and SI to accurate recognition of the authenticity of amused expressions, and thus suggest a grounding of EA in sensorimotor networks.
From Neural Correlates to Neural Bases of EA
Mounting evidence suggests that both sensorimotor and mentalizing networks are engaged during EA tasks (Zaki et al. 2009; Harvey et al. 2013) , although none of these studies have used causal methods to establish the neural bases for discrimination between authentic and false emotional expressions. Zaki et al. (2009; see also Harvey et al. 2013) recently found that both sensorimotor and mentalizing networks show increased activity Table 4 Mean subjective ratings ± SD of the unpleasantness felt during active brain stimulation (active rTMS over IFG, S1, mPFC and TPJ) or peripheral stimulation (electrical stimulation of the PS) IFG SI mPFC TPJ PS 3.0 ± 1.3 2.3 ± 0.9 2.1 ± 0.5 2.4 ± 1.2 2.6 ± 0.8 during accurate relative to inaccurate explicit inferences about social targets' emotional states. In their EA task, participants watched individuals discussing emotional autobiographical events and had to infer the underlying emotional feelings (Zaki et al. 2009; Harvey et al. 2013 ). In the auditory domain, McGettigan et al. (2015) investigated brain activity associated with the ability to discriminate between authentic and fake laughter. As already mentioned in the Introduction, in that study, inferences about laughter authenticity had to be based on social cues only, as participants had no prior knowledge or contextual information about the laughter. Under these conditions, McGettigan et al. (2015) found that neural activity in both networks predicted accurate emotion recognition. However, those correlational data could not answer the key question of whether sensorimotor and mentalizing networks are also essential for EA.
Here, by using a novel EA task and active stimulation of cortical sites, compared with control stimulations, we were able to provide the first direct causal evidence that the motor and somatosensory face representations in the IFG and SI are functionally relevant to empathic inference of amusement authenticity from smiles, whereas frontal and parieto-temporal regions involved in mental state reasoning, that is, the rTPJ and mPFC, do not appear to play similarly critical roles. These findings indicate that EA performance is (at least partially) grounded in the self: inferring amusement authenticity from smiling facial expressions requires one's own sensorimotor networks for making and sensing facial movements.
Sensorimotor Grounding of EA
A growing body of evidence suggests that sensorimotor regions play key roles in emotion processing and social cognition (Pobric and Hamilton 2006; Avenanti et al. 2007; D'Agata et al. 2011; de Gelder et al. 2012; Tidoni et al. 2013; Bolognini et al. 2014; Costa et al. 2014; Urgesi et al. 2014; Jacquet and Avenanti 2015; Tamietto et al. 2015; Valchev et al. 2016) . It is well established that the IFG and SI show overlapping activations when participants make emotional expressions and when they see the same expressions or hear associated nonverbal vocalizations (Carr et al. 2003; Winston et al. 2003; Leslie et al. 2004; Dapretto et al. 2006; Warren et al. 2006; Keysers et al. 2010) . The IFG and SI are also active both during the execution and the observation of actions, and are considered to be part of a mirroring network involved in simulating observed actions within one's own sensorimotor system (Caspers et al. 2010; Keysers et al. 2010; Gallese and Sinigaglia 2011; Avenanti et al. 2013b; Valchev et al. 2016) . Also, previous studies have shown that more empathic people show stronger activation in the IFG and SI (and interconnected sensorimotor regions) than less empathic people when they are watching the actions or the emotions of others (Gazzola et al. 2006; Schulte-Rüther et al. 2007; Pfeifer et al. 2008; Avenanti et al. 2009 ). However, a major issue hampering the development of a neuroscientific model of EA has been the lack of established connections between these neuroimaging findings and key behavioral indices of EA (but see Zaki et al. 2009; Harvey et al. 2013; McGettigan et al. 2015) . Our study significantly expands upon previous evidence by demonstrating that those sectors of the IFG and SI showing vicarious activations are not only correlated with stable empathic dispositions for sharing emotions, but also critical for EA performance. These findings establish a strong and direct causal link between sensorimotor brain networks and emotion understanding that was only suggested in the past (e.g., Carr et al. 2003; Avenanti et al. 2005) .
What is the specific role of sensorimotor networks in understanding others' emotions? Theoretical models propose that one mechanism for inferring the unobservable emotional feelings of others is to simulate their observed facial movements within one's own sensorimotor system (Adolphs et al. 2000; Adolphs 2002; Gallese et al. 2004; Goldman and Sripada 2005; Gallese 2007; Keysers et al. 2010; Niedenthal et al. 2010; Gallese and Sinigaglia 2011; Avenanti et al. 2013b; Wood et al. 2016 ). According to these models, sensory representations of observed facial expressions in high-order visual regions (e.g., the superior temporal sulcus, STS) would be coupled with sensorimotor representations of the same expressions in the IFG and SI. This sensorimotor embodiment would help observers to intuitively grasp what the other person is experiencing. Some theorists also maintain that sensorimotor simulation would support access to stored knowledge, grounded in the distributed emotion system (including the anterior insula and cingulate cortex), about the emotional states associated with the facial expressions (Goldman and Sripada 2005; Niedenthal et al. 2010; Wood et al. 2016) . Thus, when observing facial expressions in others, activity in sensorimotor networks may partially or fully reactivate related concepts and affective states and thus contribute not only to accurate cognitive inferences about the underlying emotional feeling (i.e., EA) but also its sharing-as theorized by current neuroscientific models of empathy.
Remarkably, these theoretical models imply that sensorimotor regions are essential not only for perceptual processing of overt movements (i.e., the social target's facial expression), but also for accurate inference of the covert mental state underlying those movements (i.e., the social target's emotional feeling).
However, to date, these hypotheses have received only partial empirical support from studies using causal methods. Those studies have established that both stable brain lesions and transient rTMS interference with inferior frontal and somatosensory regions reduce performance on tasks requiring participants to process mouth actions (Pazzaglia et al. 2008; Michael et al. 2014 ) and emotional facial expressions (Adolphs et al. 2000; Pitcher et al. 2008 ; see also Keysers et al. 2010; Avenanti et al. 2013b ). However, they used static pictures of actions or facial expressions and did not clarify to what extent the IFG and SI: 1) are necessary for perceptual processing of the dynamic facial movements that constitute the observed emotional expressions; or 2) play a role in higher level explicit inferences about the emotional feelings underlying those facial movements (possibly via access to stored knowledge in affective brain regions). Our study provides evidence supporting the latter hypothesis. Indeed, one important feature of our findings is that rTMS over the IFG and SI selectively disrupted performance on the EA task but not on the NS task. Similarly to the EA task, the NS task required participants to monitor and track facial movements. Thus, we suggest that rTMS over sensorimotor regions did not simply interfere with visual processing of facial movements. Rather, rTMS disrupted sensorimotor processing necessary for making sense of those movements and inferring the underlying emotional feelings.
Altering Facial Feedback Does Not Affect EA Our study appears to support an "as-if" loop hypothesis (Damasio 1994; Adolphs et al. 2000; Atkinson 2007; Wood et al. 2016 ) more than the classical facial feedback hypothesis (for excellent reviews, see Goldman and Sripada 2005; Niedenthal et al. 2010 ), as we obtained behavioral impairments while interfering with cortical sensorimotor networks for moving and sensing the face (rTMS over the IFG and SI), but not while interfering with peripheral facial muscles (PS stimulation). However, our findings do not necessarily speak against the facial feedback hypothesis or conflict with the evidence that altering facial feedback impairs recognition of emotional expressions. Effective manipulations of facial feedback typically require participants to constantly bite a pen (Oberman et al. 2007) , to wear mouthguards (Rychlowska et al. 2014 ), or to prevent mimicry over time, either intentionally (Davis et al. 2009 ) or as a consequence of botulinum toxin-induced denervation of target muscles (Neal and Chartrand 2011) . On the other hand, manipulations like chewing gum that only transiently alter facial mimicry (and somatosensory facial feedback) are not effective at altering emotion recognition (Oberman et al. 2007 ). It should be noted that our PS stimulation was not designed to constantly alter facial feedback during observation of smiles, but rather to mimic the potential peripheral consequences of rTMS, that is, the transient contractions of facial muscles. Thus, while our data do not conflict with the facial feedback hypothesis, they can firmly rule out that rTMS-induced facial contractions per se are the key factor driving our EA impairments.
It should further be considered that effective facial feedback manipulations reported in the literature are sensorimotor rather than purely somatosensory in nature, as they also entail altered facial motor commands. However, many of these manipulations also plausibly alter several brain processes (e.g., they may reduce attention or increase cognitive load) in addition to affecting sensorimotor brain regions controlling and sensing facial movements. Therefore, our study extends prior behavioral research by showing that selective targeting of cortical face representations in the IFG and SI disrupts EA performance. Indeed, based on our findings, it could be suggested that sensorimotor regions like the IFG and SI may mediate the behavioral effects that are known to be induced by altering facial feedback.
Mentalizing Network and EA
Our study provides insights into the neural bases of EA under conditions in which explicit inferences about another's emotional feelings can be drawn only on the basis of social cues. Indeed, similarly to McGettigan and colleagues (2015) , our dynamic social cues were not embedded in a context that could provide information about "why" the actors were smiling. Thus, in these experimental conditions the mentalizing network would have little information to work with. The lack of any causal effect with mPFC and TPJ stimulation is nonetheless informative for interpreting apparent discrepancies in the literature. Indeed, previous imaging studies have shown that watching deceptive actions (Grèzes et al. 2004 ) and discriminating between authentic and false emotional vocal expressions (Drolet et al. 2012 ) activate a mentalizing network encompassing the mPFC and TPJ regions, and this network was found to predict accurate emotion recognition, as in the study of McGettigan et al. (2015) . It could thus be suggested that an attempt to infer another's mental state-even if based on social cues only-might be sufficient to trigger neural activity in the mentalizing network, even when the social cues are not contextually embedded. Our study suggests that, under these conditions, activity in mentalizing areas is epiphenomenal to mental state inference from observed social cues (e.g., the amusement behind a smile), which critically relies on sensorimotor networks.
A possible limitation of our study is that we provided only a simple dissociation and, in principle, associative regions like the mPFC and TPJ may require higher stimulation intensities to show sensitivity to rTMS interference. However, targeting these regions at intensities comparable to those used here successfully affected performance in tasks requiring participants to draw inferences and consider another's mental state based on prior knowledge or contextual information (Costa et al. 2008; Young et al. 2010; Ferrari et al. 2016) , making it unlikely that rTMS intensity could explain site-specific effects in our study (for a review of brain stimulation studies addressing the mentalizing network, see Hétu et al. 2012) . Rather, as we have argued above, this specificity stems from the features of our EA task. Thus, future studies could manipulate task features to provide double dissociations within the same set of experiments, and/or use contextually-embedded social cues to test the generalizability of the present findings to "real-life" scenarios involving multiple sources of information.
Final Remarks
Two final issues require attention for drawing appropriate conclusions from our findings. First, although we show sitespecific effects of rTMS, it is unlikely these effects are sitelimited. The effect of IFG or SI stimulation might be at least partially due to the spread of TMS-induced excitation along interconnected regions (Siebner et al. 2009; Avenanti et al. 2013b; Valchev et al. 2015 Valchev et al. , 2016 ) that may have contributed to the observed impairment in EA. The IFG and SI are strongly interconnected with other parietal regions of the sensorimotor mirroring network, but also anterior insular and frontal opercular regions involved in affective sharing mechanisms of empathy (Wicker et al. 2003; Gallese et al. 2004; Jabbi and Keysers 2008; Lamm et al. 2011) . Therefore, in keeping with simulationist models (Goldman and Sripada 2005; Niedenthal et al. 2010; Wood et al. 2016) , it is possible that interconnected affective regions-possibly involved in emotional rather than sensorimotor simulation-may contribute to explicit inferences about the authenticity of amused expressions.
Second, while it is widely assumed that seeing emotional facial expressions triggers sensorimotor simulation in the observer's IFG and SI face representation-and, indeed, we may have interfered with simulation processes necessary for EAcaution is needed when using such reverse inference logic because IFG and SI functioning may include additional processes (Avenanti et al. 2013b; Borgomaneri et al. 2015; Press and Cook 2015; Zaki et al. 2016) . For example, studies have suggested that cortical motor areas (near to or interconnected with the sector of the IFG we have stimulated) may be involved in interval timing or orienting processes (Eimer et al. 2005; Schubotz 2007; Coull et al. 2008; Borgomaneri et al. 2015; Press and Cook 2015) , which in turn could contribute to processing the temporal dynamics of facial expressions, and thus to EA task performance. Although these domain-general motor system processes themselves have been interpreted within the simulation framework (Schubotz, 2007) , the possibility that our rTMS effects were partially due to interference with nonsimulative processes should not be excluded. This does not undervalue our findings that the IFG and SI are crucial for EA, as it is theoretically plausible that domain-general processes could contribute to domain-specific social cognitive functions (Michael and D'Ausilio 2015 ). Yet, our study allows us to conclude that, under our experimental conditions, EA performance is grounded in sensorimotor networks that are primarily involved in controlling face movements and sensing feelings from the face.
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