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Abstract. Operant conditioning, a ubiquitous form of learning in which animals learn from the
consequences of behavior, engages a high-dimensional neuronal population space spanning
multiple brain regions. A complete characterization of an operant memory remains elusive.
Some sites of plasticity participating in the engram underlying an example of operant memory
in Aplysia have been previously uncovered. Three studies are described here that sought to
draw closer to a thorough characterization of this memory. The first study used a computational
model to examine the ways in which sites of plasticity (individually and in combination)
contribute to memory expression. Each site of plasticity altered multiple features of motor
output simultaneously. Plasticity loci exhibited mutual dependence and synergism. The second
study identified a low-dimensional signature of operant memory. Using single-neuron
resolution voltage imaging and dimensionality reduction, an advancement in the recruitment
of one of two motor modules was identified as the primary signature of operant learning in the
population activity. The third study expanded the functional neurocartography framework
developed by Frady et al. (2016), a semi-supervised machine learning algorithm for
identification of the same neuron across subjects. A cyclic matching method was developed,
allowing for unsupervised extraction of groups of neurons and automated selection of highquality matches. Taken together, the results of these studies provide several insights and tools
useful toward the characterization of an operant memory.
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CHAPTER 1: INTRODUCTION
Exhaustive characterization of an operant memory is a key scientific challenge that
remains to be attained. The studies described herein are important steps that hopefully bring
such a characterization closer to the grasp of the scientific community. This dissertation is
dedicated to an analysis of the neural underpinnings of operant memory using the sea slug
Aplysia californica as a model system. Towards that goal, a series of studies were performed
by the author in collaboration with colleagues acknowledged in each chapter. This first chapter
provides a broad overview of the fundamental processes required to understand the
phenomenon of operant memory, and of some approaches that prove useful in its investigation.
Specific introductions to each study are also included in the subsequent chapters. Chapter 2
covers the use of a computational model to investigate the contributions made by individual
sites of plasticity to operant memory. In chapter 3, the reconfiguration of activity induced by
operant learning at the neuronal population level is captured and described. Chapter 4 reports
the expansion and improvement of an algorithm designed to identify the same neurons across
different subjects, with the goal of extending the ability to perform cross-subject comparisons
of learning-induced changes. Finally, chapter 5 discusses the joint contributions made by these
studies, and important future directions.
1.1 Behavior, learning, and memory
At some point in the history of evolution, a set of particularly active multicellular
organisms emerged. These organisms moved around, and this movement perhaps increased
their chances of coming across sources of food and escaping threats. It is therefore reasonable
to assume that these behaving organisms were selected for their increased level of activity.
From that moment, organisms displaying increasingly complex behavior continued to emerge.
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One of the most striking features of behavior that came about was its sensitivity to
environmental variables.
Organisms are capable of responding to minute changes in the environment—for
example, a highly active rodent can freeze completely in the presence of a few volatile
molecules associated with a predator. Nevertheless, properties of the environment that affect
behavior vary over a wide range of magnitudes and temporal scales. Environmental variables
that are stable across many generations, such as seasons of the year, can shape fixed behavioral
patterns that are displayed by all members of a given species, such as seasonal patterns of
migration or hibernation. Similarly, cues reliably associated with food or threats can reliably
elicit approach or escape responses, respectively, in many organisms.
One potential drawback of fixed behavioral patterns is lack of adaptation to changes in
the environment. If a cue normally associated with a threat (e.g., the bright color of a poisonous
frog) were to become associated with a useful resource (e.g., a novel food source), the original
avoidance response could become dysfunctional. Thus, as a result of the selective pressures
exerted by a changing environment, many organisms evolved the ability to accordingly change
or adapt their behavior on shorter timescales. For example, a sudden loud noise may be
indicative of danger, and consequently many animals emit a startle response following a loud
noise. However, if the same noise is repeated several times at relatively short intervals, the
startle response may be reduced with each repetition. This adaptation, often termed habituation,
may be useful when the loud noise does not signal an immediate threat but, instead, reflects a
less significant change in the environment, such as an incoming set of thunderous clouds.
Conversely, repeated exposure to a stimulus may be indicative of increasing, rather than
decreasing, threat. For example, a mildly noxious stimulus may present little risk, and thus
2

elicit only a weak escape response. However, repeated exposure to a mild noxious stimulus
may increase the risk of tissue damage. In such cases, response strength may increase with
repeated exposures—a process known as sensitization.
Learning is the ability to adapt behavior to the environment over the course of the
lifetime of an organism. In particular, habituation and sensitization are two forms of behavioral
adaptation that are often described as types of learning, and especially so when the behavioral
changes resulting from these processes are long-lasting. Generalized operational definitions
for both processes can be formulated as follows. Habituation is the process whereby one or
more presentations of a given stimulus decrease the strength or likelihood of responses elicited
by similar stimuli. Sensitization, conversely, is the process whereby one or more presentations
of a given stimulus increase the strength or likelihood of responses elicited by similar stimuli.
Because habituation and sensitization require no explicit contingency or association between
multiple stimuli, or between stimuli and behavior, they are referred to as forms of nonassociative learning. These processes can also include the effects of dissimilar stimuli on
responding (e.g., dishabituation, pseudo-conditioning; Thompson and Spencer, 1966; Catania,
1998; Rankin et al., 2009; Thompson, 2009; Byrne and Hawkins, 2015).
Behavior, then, evolved to be sensitive to certain important environmental variables,
and it evolved to adapt this sensitivity as a function of past experience. In a changing
environment, new relationships among parts of the environment may emerge and disappear.
Thus, it would likely be advantageous for organisms to be equipped with the ability to leverage
these relationships. For example, if freezing is an effective way of reducing the likelihood of
detection by a predator, then early freezing is more likely to be successful than late freezing.
Thus, if a particular predator produces, by chance, a characteristic sound as it approaches (e.g.,
3

due to dragging a wounded limb), then freezing in response to this arbitrary approach sound
would increase chances of survival, given that the sound tends to predict the appearance of the
predator.
Accordingly, in addition to simple non-associative learning, behaving organisms
frequently exhibit the ability to learn from associations between stimuli, or between stimulus
and behavior—that is, they exhibit associative learning (Byrne, 1987; Hawkins and Byrne,
2015). The example above, wherein an initially neutral sound gains the ability to elicit a
freezing response, could be an instance of a form of associative learning termed pavlovian,
respondent or classical conditioning. In classical conditioning, an initially neutral stimulus is
paired with a behaviorally relevant stimulus—often referred to as the unconditioned stimulus
(US)—that typically elicits a given response. By means of this pairing, the previously neutral
and now conditioned stimulus (CS) gains the ability to itself elicit a response—or, formally,
the strength or likelihood of the response is increased upon presentation of the CS (Pavlov,
1927; Skinner, 1938; Byrne, 1987).
Habituation, sensitization, and classical conditioning allow behaving organisms to
adaptively utilize their existing response repertoire in a range of contexts and conditions.
However, these forms of learning provide little opportunity for modification of the response
itself. In a changing environment, it would also be advantageous for an organism to adapt its
response repertoire to match what appears to be most effective under current conditions. For
example, if prey hide in the presence of sounds associated with a predator’s approach, it would
be adaptive for the predator to modify its gait so as to minimize such sounds. This type of
adaptation requires organisms to be sensitive to relationships between behavior and stimuli. In
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particular, organisms tend to be sensitive to the relationship between their behavior and
immediately subsequent events, often referred to as consequences.
The process whereby behavior is altered by its consequences is termed operant
conditioning (OC) or operant learning (Thorndike, 1911; Skinner, 1938, 1953; Byrne, 1987).
When a particular consequence follows—or is made contingent upon—a given response, the
likelihood or rate at which similar responses occur may be altered. If the likelihood of
responding is increased, then it is said that the response was reinforced. Conversely, if it is
diminished, then it is said that the response was punished. Stimuli whose contingent
presentation increases the rate of responding are termed positive reinforcers, and sometimes
also referred to as appetitive stimuli or rewards (Skinner, 1953; Byrne, 1987), Those stimuli
whose presentation decreases the rate of responding are termed negative reinforcers, also
referred to as noxious, aversive or punishing stimuli (Skinner, 1953; Byrne, 1987).
Operant learning increased the flexibility of behavior and allowed new responses to
emerge on a much faster timescale than those shaped by evolution. Importantly, psychologists
have argued that the majority of the behavior of humans and many other animals is shaped
through operant learning, including highly complex examples of verbal behavior (Skinner,
1953, 1957, 1981).
Learning is a change in behavior, but how does that change endure over time? If the
same organism behaves in different ways before and after exposure to a set of environmental
contingencies, something in the organism itself must have changed. Memory is the set of
lasting changes in the organism, whatever they may be, that are associated with learning. These
lasting changes have been shown to span multiple distinct temporal domains and mechanisms
(Goelet et al., 1986; Milner et al., 1998; Asok et al., 2019). Operant memory is, then, simply
5

the set of lasting changes associated with operant learning in particular, and may involve
various temporal domains and mechanisms.
Where is operant memory to be found? The nervous system of behaving organisms
appears to have evolved concurrently with behavior, and organisms with increasingly complex
nervous systems seem to display increasingly complex behavior. Thus, it is no surprise that the
nervous system plays a critical role in behavior, learning, and memory. While other tissues can
certainly participate in and contribute to behavior, the brain is thought to be the organ whose
primary function is the generation and regulation of behavior.
The relationship between nervous tissue and behavior has been widely studied over the
last century, and immense progress in understanding this relationship has been made.
Nevertheless, due to the sheer complexity of both brain and behavior, there is far more that
remains unknown. It is now well established that variables contributing to behavior are present
at the molecular, biophysical, cellular, and circuit levels, with the latter spanning itself multiple
spatial domains ranging from local micro-circuitry to brain-wide connectivity. Given that an
attempt to thoroughly describe these contributions is far beyond the scope of the present work,
the next few subsections will focus on a few aspects that are of particular interest in the study
of operant memory.
1.2 Neural basis of operant behavior
With the advent of operant learning, behavior can be modified by its consequences.
The particular subset of behavior that can be modified by its consequences is often termed
operant behavior. Given that operant behavior is simply a subset of behavior, it is reasonable
to assume that, apart from its consequence-sensitivity, the biological basis of operant behavior
largely overlaps with that of behavior in general. Nevertheless, one aspect of operant behavior
6

merits particular attention. Operant behavior can be shaped over time by successive
reinforcement, ultimately reaching a form that is entirely distinct from the initial response.
However, the source of the original response form and the source of the differences from
response instance to response instance remain unclear. For the processes of sensitization,
habituation, and classical conditioning, the response could have, at least in principle, a fixed
form. Operant learning, on the other hand, requires behavioral variability.
Behavioral variability is a ubiquitous phenomenon. Even highly trained acts, sometimes
repeated thousands upon thousands of times, inevitably exhibit variability. If a highly skilled
calligrapher were, for example, to write down their own name ten times, one should still expect
to see at least small differences among renditions. While this variability may seem
counterproductive, it is an effective strategy for continuous adaptation in changing
environments. Behavioral variability has been shown to improve learning in both the shaping
of novel responses (Wu et al., 2014a) and in the continued optimization of highly trained
responses (Tumer and Brainard, 2007). Despite its ubiquity and role in operant learning, the
biological sources of behavioral variability remain poorly understood.
Similar to behavior, neuronal activity is known to display significant variability at all
levels. Variability in neuronal activity may contribute to behavioral variability, and the
relationship between the two is often examined (Renart and Machens, 2014). In addition to
general neuronal variability, specific contributions appear to be made by variability at the
neuromuscular junction level (Hamilton et al., 2004), and variability at the level of preparatory
motor activity (Churchland et al., 2006). Importantly, at least one circuit that directly
contributes to behavioral variability has been uncovered in zebra finch songbirds (Ölveczky et
al., 2005). Taken together with behavioral findings (Tumer and Brainard, 2007; Wu et al.,
7

2014a), these studies suggest that behavioral variability is not a mere byproduct of neuronal
variability, but rather a primary feature of behavior with specific neural underpinnings and
modulation.
1.3 Neural basis of operant learning
If a given instance of operant behavior is followed by, for example, a positive
reinforcer, how does the reinforcer modify the behavior? That is, what biological processes
mediate the effects of the reinforcer, thereby allowing operant learning to take place? Various
lines of research spanning many decades have sought to address this question. Neurons
releasing various neurotransmitters have been found to show transient activity that coincides
with the presentation of reinforcing stimuli, including acetylcholine (Teles-Grilo Ruivo et al.,
2017; Crouse et al., 2020), glutamate (Zell et al., 2020), GABA (Jhou et al., 2009; Cohen et
al., 2012), and dopamine (Hollerman and Schultz, 1998; Schultz, 2002; Fiorillo et al., 2003;
Bayer and Glimcher, 2005; Tobler et al., 2005; Keiflin and Janak, 2015; Tian et al., 2016;
Watabe-Uchida et al., 2017; Keiflin et al., 2019). Among these, however, dopaminergic
neurons in the midbrain that send axonal projections to many cortical and subcortical structures
are thought to encode the value of a reinforcing stimulus whether positive (such as a reward)
or negative. More precisely, these neurons are thought to encode a reward prediction error
(Schultz et al., 1997; Hollerman and Schultz, 1998; Schultz, 1998, 2002; Tobler et al., 2005).
That is, the change in the firing rate of midbrain dopaminergic neurons is thought to be
proportional to the difference between the expected reinforcement value of the stimulus and
its actual value. If the actual value is greater than the expected value, these neurons show an
increase in activity. Conversely, they show a decrease when the actual value is smaller than
the expected value. It should be noted that, while these statements certainly hold when
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averaging across multiple trials and neurons in the population, individual neurons show
surprisingly diverse response profiles, especially on a trial-by-trial basis (Engelhard et al.,
2019). Nevertheless, the evidence that midbrain dopaminergic neurons play a critical role in
encoding reinforcement value is compelling. For example, direct stimulation of these neurons
can support operant conditioning, whether the stimulation is electrical (Olds, 1958; Corbett
and Wise, 1980) or optogenetic (Tsai et al., 2009).
1.4 Neural basis of operant memory
Operant memory is, again, the set of lasting changes associated with operant learning.
Given a contingency between a particular response and a particular reinforcer, these changes
could take place at a number of sites across levels of organization ranging from molecular to
brain-wide. Assuming that a subset of the neuronal population contribute to the response, and
that a subset of the neuronal population respond to the reinforcer, which sites are modified
following operant learning? The problem of determining which sites are altered by a given
consequence is referred to as the credit assignment problem in both neuroscience and machine
learning (Neftci and Averbeck, 2019). In short, the problem refers to the identification of sites
that contributed to the attainment of the outcome. Solutions to the credit assignment problem
are purported to be implemented by the nervous system at various levels (Lorenzetti et al.,
2008; Asaad et al., 2017; Richards and Lillicrap, 2019; Hamid et al., 2021). If memory
representation spans multiple levels of organization, the study of a given memory could be
pursued using a bottom-up or a top-down approach.
Bottom-up approaches seek to uncover the particular molecular mechanisms involved
in each specific site of memory. In principle, once mechanistic insight at the molecular level
is sufficient for most or all sites, it should be possible to reconstruct the higher levels of
9

organization of memory, thereby achieving a complete description of the memory. Studies of
this nature abound. This is the case, at least in part, because many of the molecular and
electrophysiological tools required have been well-established for many decades. These
studies have now demonstrated that operant memory may involve plasticity of chemical
synapses (Momohara et al., 2022), electrical synapses (Nargeot et al., 2009; Sieling et al.,
2014), and the intrinsic properties of neurons (Nargeot et al., 1999a, 1999b; Mozzachiodi et
al., 2008; Nargeot et al., 2009; Sieling et al., 2014; Momohara et al., 2022). While they provide
critical mechanistic insight, an important weakness of bottom-up approaches is that they often
require individual sites to be investigated in isolation. Thus, without prior knowledge of which
sites participate in memory, each site must be tested independently. This could entail a near
endless pursuit depending on the complexities of the memory and nervous system under study.
Conversely, top-down approaches aim to first characterize the structures and broader
brain regions that appear to be required for a given memory, subsequently examining the
circuitry in those regions at increasingly smaller scales. Eventually, this approach would reach
the molecular level, also yielding a complete characterization of the memory. Historical
limitations of top-down studies have been the lack of specificity in the techniques and
manipulations available at higher scales, and uncertainty distinguishing between substrates that
directly support memory and those that contribute only indirectly. Recent advances have
substantially increased the specificity of large-scale electrophysiological (Steinmetz et al.,
2018; Huan et al., 2021), imaging (Homma et al., 2009; Peterka et al., 2011; Grienberger and
Konnerth, 2012; Bando et al., 2019), and activity manipulation techniques (Yizhar et al., 2011).
Indeed, advances include the ability to use activity-dependent markers to target individual
neurons that putatively participate in memory (Tonegawa et al., 2015; Josselyn and Tonegawa,
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2020). Furthermore, technical advances have been accompanied by the development of
statistical tools for the analysis and interpretation of the resulting large datasets (see
Cunningham and Yu, 2014). Importantly, recent large-scale studies suggest that memory
representation is sparsely distributed throughout various circuits in the brain (Josselyn and
Frankland, 2018; Roy et al., 2022).
1.5 The feeding behavior of Aplysia californica
The challenges in attaining a complete characterization of an operant memory stem
largely from technical limitations. Operant behavior and its neuronal underpinnings can be
incredibly complex, and this complexity hinders the ability of investigators to reconcile the
gaps across multiple levels of organization into a coherent, thorough description of memory.
Thus, an excellent opportunity for insight into operant memory is provided by model systems
with reduced behavioral and neuronal complexity that are amenable to both large-scale and
single-cell techniques. Because it provides such advantages, the feeding behavior of the sea
slug Aplysia californica was used as a model system in the studies reported here.
The feeding behavior of Aplysia is well characterized, as are the buccal apparatus
required for its emission and the neuronal circuit underlying its production (Drushel et al.,
1998, 2002; Elliott and Susswein, 2002; Baxter and Byrne, 2006; Neustadter et al., 2007;
Wentzell et al., 2009; Nargeot and Simmers, 2012; Cropper et al., 2019). Feeding behavior
consists of a set of appetitive responses (e.g., head waving, head lifting, orientation,
locomotion) and a set of consummatory responses (e.g., biting, swallowing, rejecting).
Consummatory responses are of particular interest because they have been shown to be
amenable to operant conditioning (Brembs et al., 2002; Nargeot et al., 2007). All
consummatory responses consist of an outward movement (protraction) of a tongue-like
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grasping structure termed the radula, followed by an inward movement (retraction). Various
types of response differ with respect to the timing of protraction and retraction relative to radula
closure, as well as with respect to the duration of each phase. For example, during ingestive
responses such as bites and swallows radula closure overlaps primarily with retraction, whereas
during egestive responses (i.e., rejections) closure overlaps primarily with protraction (Morton
and Chiel, 1993a). In addition, swallows tend to have a longer retraction and shorter protraction
than bites (Neustadter et al., 2007).
The motor commands for the sequences of movements resulting in each response are
produced by a central pattern generator (CPG) that is located primarily in the buccal ganglia
of the animal. The two buccal hemiganglia contain sensory neurons, motor neurons,
interneurons, and multifunctional neurons, many of which are part of the CPG that produces
the buccal motor patterns (BMPs) underlying feeding responses. Many of the neurons in the
CPG have been individually identified and characterized in terms of size, location, pattern of
nerve projections, ionic currents, neurotransmitters, and chemical and electrical synaptic
connections (e.g., Susswein and Byrne, 1988; Plummer and Kirk, 1990; Church et al., 1991;
Rosen et al., 1991; Hurwitz and Susswein, 1996; Hurwitz et al., 1997, 2003, 2005, 2008;
Kabotyanski et al., 1998; Jing and Weiss, 2002, 2005, 2001; Susswein et al., 2002; Jing et al.,
2003, 2004; Dembrow et al., 2004; Proekt et al., 2007; Wu et al., 2007, 2010; Sasaki et al.,
2008, 2009, 2013; Saada et al., 2009; Saada-Madar et al., 2012; Dacks and Weiss, 2013;
Cropper et al., 2019).
Aplysia feed on seaweed, and feeding behavior can be modified by operant
conditioning when food presentation is made contingent upon consummatory feeding
responses (Brembs et al., 2002; Nargeot et al., 2007). Furthermore, operant conditioning can
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also be supported by making direct stimulation of the anterior branch of the esophageal nerve
contingent upon responding in lieu of the presentation of seaweed (Brembs et al., 2002). The
esophageal nerve stems from the buccal ganglia and innervates the anterior and posterior
esophagus. Sensory dopaminergic neurons scattered throughout the anterior portion of the
esophagus respond to the presence of food and project through the esophageal nerve to make
synaptic connections with various neurons in the buccal ganglia (Nargeot et al., 1999c;
Martínez-Rubio et al., 2009).
In addition to in vivo operant conditioning, stimulation of the esophageal nerve can
support an in vitro analogue of OC. When the buccal ganglia are isolated from the rest of the
animal, they continue to produce buccal motor patterns that correspond to the various feeding
responses (Morton and Chiel, 1993a). In this isolated preparation, stimulation of the
esophageal nerve can be made contingent upon ingestion-like BMPs (iBMPs) or even
rejection-like BMPs (rBMPs), leading to increases in the rate of the reinforced type of BMPs
in each case (Nargeot et al., 1997). Importantly, this effect can be blocked by dopamine
antagonists (Nargeot et al., 1999c). Moreover, iontophoretic administration of dopamine can
be made contingent upon activity in isolated single cells, such as CPG neurons B4 and B51,
leading to changes that recapitulate OC (Brembs et al., 2002; Lorenzetti et al., 2008;
Momohara et al., 2022). Thus, similar to vertebrates, dopamine appears to play a critical role
in signaling a positive reinforcer for the feeding behavior of Aplysia and supporting operant
learning.
Multiple sites of plasticity that participate in operant memory have been uncovered at
the level of individual neurons and connections in the CPG. In particular, known sites of
plasticity include changes in the intrinsic properties of neurons B4 (Momohara et al., 2022),
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B51 (Nargeot et al., 1999a, 1999b), B30, B63 and B65 (Nargeot et al., 2009), changes in the
electrical B30–B63 and B63–B65 connections (Nargeot et al., 2009), and changes in the
chemical B4→B51 connection (Momohara et al., 2022). Furthermore, part of the molecular
cascade underlying the intrinsic changes induced in B51 has been established (Lorenzetti et
al., 2008).
In addition to the electrophysiological and molecular techniques involved in the
discoveries above, the Aplysia feeding CPG is also amenable to large-scale recording
techniques such as single-neuron resolution voltage-sensitive dye imaging (Morton et al.,
1991; Neveu et al., 2017), which allows for the activity of ~100 neurons to be monitored
simultaneously. Moreover, due to the detailed descriptions available for many CPG elements,
a biologically realistic conductance-based computational model of the feeding CPG has been
developed (Cataldo et al., 2006), which may help bridge the gap across small-scale and largescale components of operant memory. The studies that follow leverage the particular
tractability of Aplysia feeding to obtain insights into the principles governing the distributed
representation of operant memory in the brain, and to expand the toolset available for future
investigations of operant memory.
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CHAPTER 2: COMPUTATIONAL MODEL OF THE DISTRIBUTED
REPRESENTATION OF OPERANT MEMORY1
2.1 Introduction
Memories are believed to be encoded as sets of changes distributed throughout
neuronal networks, often referred to as engrams (Semon, 1920; Josselyn et al., 2015; Josselyn
and Frankland, 2018). Indeed, multiple loci of plasticity appear to be a common feature of
memory in nervous systems (e.g., Cleary et al., 1998; Hammer and Menzel, 1998; Hansel et
al., 2001; Crow and Tian, 2006; Strube-Bloss et al., 2011; Gao et al., 2012; Kalmbach and
Mauk, 2012; Tsien et al., 2013; Kandel et al., 2014; Jörntell, 2016; Richards and Lillicrap,
2019). However, how individual sites of plasticity contribute to memory expression remains
unknown. For example, which biophysical properties of which neurons contribute to a given
behavioral feature? Does each site contribute to one or multiple behavioral features? How do
multiple loci interact to allow expression of a memory? Are the contributions of multiple loci
of plasticity purely additive, or are they synergistic? Despite significant advances in the tools
available to identify as well as activate or suppress engrams (Tonegawa et al., 2015), many of
the manipulations required to address these questions are currently not experimentally feasible.
Thus, we used a biologically-realistic computational model to examine the contributions of
previously identified sites of learning-induced plasticity, individually and in combination, to
specific behavioral features altered by operant reward learning.

1

This chapter is based upon Costa RM, Baxter DA, Byrne JH (2020) Computational model of the distributed
representation of operant reward memory: combinatoric engagement of intrinsic and synaptic plasticity
mechanisms. Learn Mem 27:236–249 Available at: http://learnmem.cshlp.org/content/27/6/236.abstract.
Authors of articles published in Learning & Memory can reuse their articles in their work as long as Learning &
Memory is credited as the place of original publication.
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The present study developed a conductance-based model of a central pattern generator
(CPG) that mediates feeding in Aplysia. The feeding CPG generates buccal motor patterns
(BMPs), which are patterns of neural activity that mediate rhythmic movements of a food
grasper during feeding. These movements consist of a forward motion (protraction) followed
by a backward motion (retraction). The timing of a third motion (closure) relative to this
sequence is one of the main factors determining the type of behavior emitted. BMPs have
phases of activity corresponding to protraction, retraction and closure. At least two types of
BMPs are expressed and, in turn, these BMPs mediate different behaviors, such as ingestion
(iBMP) and rejection (rBMP; Weiss et al., 1986; Morton and Chiel, 1993a, 1993b; Hurwitz
and Susswein, 1996; Hurwitz et al., 1996; Evans and Cropper, 1998; Kabotyanski et al., 2000;
Jing et al., 2004; Nargeot et al., 2007; McManus et al., 2012). The connectome of the CPG is
at least partly characterized as are the biophysical properties of various cells, synapses, and
sites of learning-induced plasticity (Jing and Weiss, 2001; Elliott and Susswein, 2002; Jing and
Weiss, 2002; Cropper et al., 2004; Jing and Weiss, 2005; Baxter and Byrne, 2006; Wentzell et
al., 2009; Mozzachiodi and Byrne, 2010; Nargeot and Simmers, 2011; Cropper et al., 2019).
For example, operant reward learning increases the frequency and regularity of ingestions in
vivo and in vitro, and biases activity in the CPG toward iBMPs (Nargeot et al., 1997, 2007;
Brembs et al., 2002; Mozzachiodi et al., 2008). Correlates of operant reward learning include
an increase in the excitability of neurons B30, B51, B63, and B65, and increases in electrical
coupling among B30, B63, and B65 (Nargeot et al., 1999a, 1999b; Brembs et al., 2002; Nargeot
et al., 2009; Sieling et al., 2014). To examine the relative contributions that these sites of
plasticity make to altering motor output, a computational model of the circuit was developed
that included identified cells CBI-2, B4, B8, B20, B30, B31, B34, B40, B51, B52, B63, B64,

16

and B65. Modeling a well-described system allowed us to bridge the gap between changes in
biophysical properties and their ultimate effects on the features of motor output.
2.2 Results
2.2.1 Simulation of biologically relevant patterns of neural activity
As a first step in examining the ways in which distributed sites of learning-induced
plasticity modify rhythmic activity, a conductance-based, reduced model of the Aplysia feeding
CPG was developed (Fig. 2.1). The model consists of a subset of the neurons in the feeding
CPG that was sufficient to generate activity that resembles physiological BMPs elicited in
isolated ganglia. The current model is an expansion of our previous efforts in modeling this
system (Kabotyanski et al., 1993; Hayes et al., 2005; Cataldo et al., 2006; Baxter and Byrne,
2007; Cataldo et al., 2009; Baxter et al., 2010).
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Figure 2.1: The connectome. The connectome of the model represents the topology of
monosynaptic connections among cells. Cells highlighted in orange are generally active during
the protraction phase of a BMP, whereas cells highlighted in blue are generally active during
the retraction phase of a BMP (e.g., Kabotyanski et al., 1998; Jing and Weiss, 2001; Jing et al.,
2003, 2004; Cropper et al., 2004; Nargeot and Simmers, 2012). Activity in closure motor
neuron B8 (highlighted in green) shifts between the protraction phase for rBMPs and the
retraction phase for iBMPs (see Fig. 2.3). Note, the network included one hypothetical
excitatory connection from B63 to B64 (not shown) because our previous modeling studies
indicate that some additional excitatory drive onto B64 is necessary to elicit the retraction
phase (Cataldo et al., 2006; see 2.4 Materials and Methods for details).
Figure 2.2A illustrates the simulated activity observed in all 13 cells upon stimulation
of CBI-2, a command-like neuron that evokes fictive feeding (Rosen et al., 1991; Hurwitz et
al., 2005). Because both axonal and somatic compartments of B31, B51 and B64 are depicted,
a total of 16 traces are shown. As indicated in Fig. 2.2, the model simulated rhythmic patterns
of activity. The relative phases of cellular activities were similar to empirical observations
(e.g., Church and Lloyd, 1994; Kabotyanski et al., 1998; Jing and Weiss, 2001; Nargeot et al.,
2002; Jing et al., 2003, 2004; Cropper et al., 2004; Nargeot and Simmers, 2011). Thus, the
model reproduced the biphasic properties of BMPs, in which activity in protraction-phase
neurons is always followed by activity in retraction-phase neurons. Moreover, the overall
frequency of rhythmic activity was similar to empirical observations (Church and Lloyd, 1994;
Jing and Weiss, 2001; Hurwitz et al., 2003).
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Figure 2.2: Simulation of BMPs. Activity was elicited by injecting a sustained 1.9 nA
depolarizing current into command-like neuron CBI-2. The color code of the voltage traces
matches that in Fig. 2.1. The variability among the simulated BMPs resulted from the noise
that was included in all simulations. Here, both the somatic and axonal compartments of B31,
B51 and B64 (e.g., B31s and B31a, respectively) are illustrated. (A) Control simulation. (B)
Simulated activity after incorporating neuronal correlates of operant conditioning. See Fig. 2.4
and text for details related to the implementation of these correlates.
The model simulated intrinsic features of cellular activity, such as the plateau-like
potential in B31 and the role of autaptic transmission in its maintenance (Hurwitz et al., 1994;
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Saada et al., 2009; Baxter et al., 2010). The model also reproduced properties of cellular
activity that emerge due to the specific pattern of connectivity in which the neurons are
embedded. For example, the model reproduced observations that activity in CBI-2 becomes
rhythmic despite its tonic stimulation, and that the burst of activity in CBI-2 occurs during the
protraction phase (Hurwitz et al., 2005). In addition, B52 was active at the end of each BMP
and functioned to terminate activity in cells active during the retraction phase (Nargeot et al.,
2002; Shetreat-Klein and Cropper, 2004).
The model generated a variety of BMP types similar to that observed empirically. The
simulated patterns were classified as either ingestion-like (iBMPs) or other types of pattern,
which included rejection-like (rBMPs) and intermediate patterns. As illustrated in Fig. 2.3,
patterns were classified based on the relative overlap of activity in B8 with the protraction
versus the retraction phases (see 2.4 Materials and Methods). The examples in Figs. 2.2 and
2.3 indicate that the model simulated various patterns of activity similar to fictive behaviors
(e.g., Jing and Weiss, 2001; Jing et al., 2003, 2004). Thus, the model appeared to be a
reasonable abstraction of the feeding CPG and was used to examine the ways in which the
distributed representation of an engram alters network activity.
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Figure 2.3: Methods for analyzing BMPs. Four measures of network activity were used.
First, the overall number of BMPs was counted. Three simulated BMPs are illustrated here.
Second, BMPs were classified as being iBMPs or other pattern types, such as the depicted
rBMPs (see 2.4 Materials and Methods). Third, the mean, SD, and CV of the inter-burst
intervals (IBIs) were calculated. The beginning of a burst was defined as the first spike in B31a,
which matches methods used to identify bursts in empirical studies (e.g., Nargeot et al., 1997).
Finally, activity maps were generated by counting the number of spikes in each cell during 20
non-overlapping 1 s time bins that ranged ±10 s from the terminus of activity in B31a.
2.2.2 Simulation of learning-induced changes in neural activity
At least three sets of cellular correlates of memory have been characterized following
operant reward learning: i) a decrease in the input conductance and increase in the excitability
of pattern-initiating neurons B30, B63 and B65 (Nargeot et al., 2009; Sieling et al., 2014); ii)
a decrease in the input conductance and increase in the excitability of B51, a pattern-selecting
neuron (Nargeot et al., 1999b; Brembs et al., 2002; Lorenzetti et al., 2008; Mozzachiodi et al.,
2008); iii) an increase in the electrical coupling between B63 and B30, and between B63 and
B65 (Nargeot et al., 2009; Sieling et al., 2014). Figure 2.4 illustrates the implementation of
these sites of plasticity.
Learning-induced changes in the input conductance and excitability of B30, B63 and
B65 were simulated by modifying leakage conductances in these cells (Fig. 2.4A and 2.4C).
Changes in the B63–B30 and B63–B65 electrical synapses were simulated by increasing their
coupling conductances (Fig. 2.4B). Finally, the learning-induced change in B51 was simulated
by decreasing the leakage conductance of the cell (Fig. 2.4D; see 2.4 Materials and Methods
for details on specific changes made to each cell and connection). We first tested whether there
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is, in principle, at least one set of parameters such that changes to known sites of plasticity are
sufficient to recapitulate the main features of operant reward learning. Indeed, adjusting the
magnitude of the modifications described above by trial and error was sufficient to yield
increases in motor pattern frequency, regularity, and bias toward iBMPs (see below), which
are changes induced by operant reward learning in vivo and in vitro (Nargeot et al., 1997,
1999a; Brembs et al., 2002; Nargeot et al., 2007; Mozzachiodi et al., 2008; Nargeot et al., 2009;
Sieling et al., 2014).

Figure 2.4: Implementing neural correlates of operant conditioning. Empirical studies
indicate that the memory engram of operant reward learning is encoded as decreases in the
input conductance of B30, B63 and B65 (A); increases in the electrical coupling between B63
and B30, and between B63 and B65 (B); increases in the excitability of B30, B63 and B65 (C);
and a decrease in the input conductance and an increase in the excitability of B51 (D). In each
panel, the black trace represents the control simulations, whereas the red trace represents the
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simulated neuronal correlate of the memory engram following operant conditioning. (A) The
input conductances of B63 (A1), B30 (A2), and B65 (A3) were measured by injecting a -0.5
nA, 2-s duration current pulse (indicated by bar below trace) into each individual cell. (B)
Coupling coefficients were measured by injecting a -1 nA, 2-s duration current pulse into B63
(left trace) and measuring the voltage deflections in B30 and B65 (traces to right; note change
in scale among panels). (C) The excitabilities of B63 (C1), B30 (C2), and B65 (C3) were
measured by injecting a 2-s duration depolarizing current pulse into each cell. The magnitudes
of currents were adjusted to be subthreshold in the control simulation (0.4 nA in B63, 0.73 nA
in B30, and 0.74 nA in B65). Identical pulses were injected after incorporating neuronal
correlates of the memory engram. (D) The input conductance (D1) and excitability (D2) of
B51 were measured by injecting 1-s duration current pulses; either a -0.5 nA pulse to measure
input conductance, or a 0.25 nA pulse to measure excitability. In all examples, the cells are
embedded within the connectome (see Fig. 2.1).
2.2.3 Computational model of operant reward memory recapitulates empirical observations
The implementation of simulated learning-induced changes led to substantial
reconfiguration of rhythmic activity generated by the simulated network (Fig. 2.2B). A more
detailed analysis shows that this reconfiguration reproduced features of learning that have been
observed empirically (Fig. 2.5). Empirical studies indicate that operant reward learning
increases the number of BMPs and biases activity in the CPG toward expressing iBMPs (for
reviews, see Baxter and Byrne, 2006; Mozzachiodi and Byrne, 2010; Nargeot and Simmers,
2011). The control and operant memory conditions were simulated 20 times each during a 6min stimulus to CBI-2 and the resultant BMPs were classified as being either iBMPs or other
patterns (Fig. 2.5A). Relative to the control simulations, the operant learning simulations had
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an increase in both the overall rate of BMPs (from 1.71 ± 0.08 to 3.78 ± 0.13 BMPs/min; mean
± standard error) and in the rate of iBMPs (from 0.43 ± 0.04 to 1.93 ± 0.07 BMPs/min).
Whereas in the control simulation approximately 26% of the patterns were ingestion-like, after
implementation of the operant memory that ratio increased to 51%. The model, therefore,
reproduced both the increase in motor pattern rate and the shift in pattern type bias that are
characteristic of operant learning.
Another consequence of operant reward learning is an increase in the regularity with
which BMPs are expressed (Nargeot et al., 2007, 2009). In naïve animals (or in vitro
preparations), biting (or fictive feeding) occurs sporadically. Learning regularizes this behavior
(or network activity). To evaluate the ways in which combined sites of plasticity affect the
regularity of network activity, inter-burst intervals (IBIs) were measured. In each condition,
15 simulations that had at least 10 BMPs were analyzed. The IBIs between 10 BMPs were
measured in each simulation and a histogram of the distribution of IBIs within each group of
simulations was constructed (Fig. 2.5B1). Finally, the coefficient of variation (CV), which is
equal to the standard deviation (SD) divided by the mean IBI, was calculated for each
simulation. A decrease in the CV represents an increase in the regularity of network activity.
The CV in control simulations was 0.167 ± 0.018, whereas implementing the full ensemble of
cellular correlates reduced the CV to 0.059 ± 0.002 (Fig. 2.5B). These results indicate that the
combination of learning-induced changes in B30, B51, B63 and B65 was sufficient to increase
the regularity of rhythmic activity generated by the simulated network. Therefore, there was at
least one set of parameters for which implementation of the combined sites of plasticity was
sufficient to reproduce the main features of operant reward learning in Aplysia (i.e., changes
in frequency, bias, and regularity).
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Figure 2.5: The simulated neuronal correlates of memory altered the functional
properties of the network. (A) Memory-induced changes in the total number of BMPs and
numbers of iBMPs vs. other patterns. The number and types of BMPs were assessed during 20
simulations of 6 min of activity. In the control simulations, overall patterns occurred at a rate
of 1.71 ± 0.08 BMPs/min (mean ± standard error), and iBMPs at a rate of 0.43 ± 0.04
BMPs/min. In contrast, the rates during the operant memory simulations were 3.78 ± 0.13
BMPs/min for overall patterns and 1.93 ± 0.07 BMPs/min for iBMPs. Each error bar denotes
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the standard error of the plot below it. (B) Memory-induced increase in the regularity of
rhythmic activity. The inter-burst intervals (IBIs) were measured in control simulations and
simulations following the incorporation of neuronal correlates of memory, and the CV was
calculated in each case for 15 simulations that had at least 10 BMPs. Changes in CV indicate
changes in the regularity with which BMPs occur. Decreases in CV represent greater
regularity, whereas increases in CV represent less regularity. Histograms and fitted Gaussian
curves show the distribution of all 135 IBIs in each condition (B1), and bar plots show
corresponding CVs (B2). (C) Memory-induced reconfiguration of the activity map. Activity
maps were generated by averaging the activity in 100 BMPs from control simulations (C1) and
from simulations with the total ensemble of operant changes (C2). No distinction was made
regarding the classifications of the individual BMPs. Note that, because patterns can occur in
close proximity, activity maps may capture spiking from adjacent patterns (e.g., activity in
protraction neurons toward the end of retraction). To highlight changes in activity that occurred
after learning, the operant memory activity map was subtracted from the control map (C3).
This subtraction, which is referred to as a 'dynamic memory map', revealed the changes in
average spiking for each cell in the network, regardless of whether they were direct targets of
modulation.
2.2.4 Activity maps reveal indirect effects of the engram
To examine the ways in which activity in all 13 cells of the CPG was altered by
implementation of the operant memory, activity maps were obtained by averaging 100 BMPs
from control simulations (Fig. 2.5C1) and the same number from operant memory simulations
(Fig. 2.5C2). The effects of plasticity were revealed by subtracting the control activity map
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from the operant activity map. This subtraction produced a 'dynamic memory map' (Fig.
2.5C3), which highlighted changes in cellular activity throughout the network.
The dynamic memory map indicates that the activity in all cells was altered, regardless
of whether a given cell was a direct target of modulation. Four main changes can be observed.
First, the firing rate of many neurons increased during late protraction, near the transition from
protraction to retraction. Second, the firing rate of several cells decreased during the early
protraction phase. Direct comparison of the activity maps (Fig. 2.5C1 vs. 2.5C2) reveals that
this change was due to a shortening of the activity in multiple cells. Third, the retraction phase
primarily exhibited increases in activity, which were likely mediated by the recruitment of
B51. Among other effects, this recruitment led to increased activity of B8 during retraction,
thereby biasing patterns toward iBMPs. Fourth, the duration of activities increased during
retraction, potentially due to a delay in termination of retraction (Fig. 2.5C3, reduced activity
in the pattern terminator B52 at the 6–7 s window). These results indicate that implementation
of a memory engram led to population-wide reconfiguration, which comprised both direct and
indirect effects of learning.
2.2.5 Intrinsic and synaptic plasticity make differential yet dependent contributions to the
engram
One of the advantages of modeling studies is the ability to selectively incorporate
individual sites of plasticity or various combinations of plasticity and then assess their relative
contributions to changes in network activity. Here, comparisons were made in two steps. First,
simulations characterized the relative contributions of intrinsic and synaptic plasticity to
rhythmic activity. This analysis focused on pattern-initiating neurons B30, B63, and B65.
Second, the individual contributions of each site of plasticity were evaluated.
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2.2.5.1 Characterization of the relationship between modeled conductances and passive
properties of B30, B63 and B65
Due to the presence of electrical coupling among B30, B63 and B65, changes in
modeled conductances in one cell may affect the passive properties of the other two cells.
Therefore, independent manipulation of each passive property (namely input conductance and
coupling ratio) required balanced changes to modeled conductances (namely leak conductance
and coupling conductance) in all three cells. We characterized the relationship among these
variables by solving the equations for the input conductances and coupling ratios among B30,
B63 and B65 over a range of parameters of leak conductances and coupling conductances in a
three-neuron circuit (Fig. 2.6A; see 2.4 Materials and Methods for details).

Figure 2.6: Relationships among passive properties and modeled conductances. Due to
the presence of electrical coupling among B30, B63 and B65, changes in one modeled
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conductance may affect the input conductance and coupling ratio of multiple cells. These
effects were accounted for by solving the equations for the input conductances and coupling
ratios among B30, B63 and B65 over a range of parameters in a three-neuron circuit (Eqs. 2.2–
2.6). (A) Diagram of the three-neuron circuit and its component conductances, including
leakage conductances (gleak) and coupling conductances (ges). An additional conductance
(gothers) accounted for voltage-dependent conductances and coupling to neurons omitted from
the three-neuron circuit (see 2.4 Materials and Methods for details). (B) Effects of changes in
modeled conductances on the B63–B30 coupling ratio. Although heatmaps display each
variable as a function of relative changes in its two most impactful parameters, analytical
solutions included all parameters (Eq. 2.2–2.6). All changes are relative to control, with “0”
indicating no change and “1” a 100% change. Black circle and triangle mark respective
positions of the control and operant parameters in parameter space. Black lines denote
parameter values that yield no change in the plotted variable. (C) B63–ؘB65 coupling ratio. (D)
B30 input conductance. (E) B63 input conductance. (F) B65 input conductance.
Figure 2.6 shows the effects on each passive property of changes to the two main
modeled conductances affecting it. For reference, the relative positions of control and operant
memory values in the parameter space are also indicated. The slope of a color band indicates
the relative contribution of each parameter for a given range of changes in the plotted passive
property. Input conductances were chiefly, but not exclusively, determined by leakage
conductance (Fig. 2.6D–F). Conversely, coupling ratios were affected similarly by coupling
conductance and leakage conductance (Fig. 2.6B–C). Importantly, however, relative
contributions were not constant throughout the parameter space, as indicated by the changing
slopes of color bands, especially in the case of coupling ratios. These results confirmed that
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the effects of all parameters must be accounted for when targeting specific sets of changes to
passive properties. Moreover, the characterization of these relationships made it possible for
the parameter space to be searched for sets of values that achieve a given target set of changes
to the passive properties. This approach was used in all subsequent analyses involving B30,
B63 or B65 (see 2.4 Materials and Methods for details).
2.2.5.2 Input conductance and electrical coupling make unique contributions to the engram
Next, the contributions of intrinsic and synaptic plasticity were compared by examining
whether any particular feature of operant memory could be attributed to either form of
plasticity in pattern-initiating neurons B30, B63 and B65. Two sets of simulations were run.
The first set used parameters that modified the input conductances of B30, B63 and B65 to the
same extent as the operant memory, but without affecting electrical coupling ratios. The second
set introduced operant memory changes to coupling ratios without affecting input
conductances. Neither set included changes to B51. Relative to control, changes to input
conductances alone led to an increase in the overall rate of patterns (3.96 ± 0.02 BMPs/min),
but also led to a decrease in the rate of iBMPs (0.10 ± 0.03 BMPs/min; Fig. 2.7A). Conversely,
changes to coupling ratios alone resulted in a smaller increase in overall rate (2.30 ± 0.05
BMPs/min), combined with an increase in the rate of iBMPs (0.87 ± 0.09 BMPs/min; Fig.
2.7A). Both conditions led to reductions in the CV (0.038 ± 0.002 for changes to input
conductances alone, and 0.065 ± 0.005 for changes to coupling ratios alone; Fig. 2.7B). Thus,
each form of plasticity made unique contributions to the ensemble of features that characterize
operant memory. Decreasing the input conductance of B30, B63 and B65 led to large increases
in both the rate and regularity of motor patterns, but did so at the cost of a substantial reduction
in bias toward ingestion-like motor patterns. Increases in coupling among these cells, on the
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other hand, seemed to contribute to all three characteristics of operant memory. However,
coupling appeared to contribute more to regularity than it did to rate or bias, given that
regularity approached operant values in the coupling-alone condition, unlike BMP rate or bias.
2.2.5.3 Contributions to memory are mediated by unique reconfigurations of network activity
Can the contributions of each form of plasticity be attributed to specific changes in
cellular activities? Dynamic memory maps (Fig. 2.7C) revealed that, similarly to the complete
operant memory, both manipulations reconfigured activity throughout the network. BMPs
generated under each condition recapitulated a subset of the changes induced by operant
memory (Fig. 2.5C3). Specifically, implementation of modifications to input conductance
alone (Fig. 2.7C1) recapitulated both the increases in firing rate of several neurons during late
protraction and the decreases during early protraction (e.g., compare B8, B20, B34, B63 and
B65 in Fig. 2.7C1 and Fig. 2.5C3), but did not recapitulate the increases in spike rate during
retraction or the lengthening of that phase (e.g., compare B52 and B64 in Fig. 2.7C1 and Fig.
2.5C3). In contrast, the coupling-alone condition (Fig. 2.7C2) recapitulated only the decreases
in the activities of several cells during early protraction. Given that both conditions led to
substantial regularization of rhythmic activity and activity decreases during early protraction
(Fig. 2.7B–C), it seems likely that shortening the windows during which protraction neurons
may be active played a role in controlling BMP regularity. By exclusion, then, the increases
observed during late protraction likely contributed to the higher overall BMP rate induced by
decreasing input conductance.
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Figure 2.7: Relative contributions of modified input conductance and electrical coupling
to changes in network activity. (A) Decreasing only the input conductances of B30, B63 and
B65 led to a large increase in motor pattern rate and reduced bias toward iBMPs. Conversely,
increasing only the coupling ratio among these cells led to a smaller increase in rate, and to an
increased bias toward iBMPs (n = 20 for each group). (B) Both changes in input conductance
(Gin) and coupling ratio (CR) led to an increase in regularity (reduction in CV; n = 15 for each
group). (C) Control-subtracted activity maps for changes in input conductances (C1) or
coupling ratios (C2). Both sets of changes led to distinct activity reconfiguration, neither of
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which fully recapitulated the reconfiguration induced by operant memory (see Fig. 2.5D). (D)
Motor pattern rate over a range of changes to input conductances and coupling ratios among
B30, B63 and B65. Both variables contributed to BMP rate, although input conductance had a
larger effect. Dashed black lines denote the effects of changing one variable while keeping the
other constant at control values. White line denotes the diminished effect of varying coupling
ratios when input conductances are reduced by 25%. Changes in coupling ratios and input
conductances are relative to control, with “0” indicating no change and “1” a 100% change. A
total of 95 unique sets of parameters were simulated. (E) Contribution of changes in input
conductances or coupling ratios to motor pattern regularity. Both variables affected regularity.
The various peaks and valleys indicate that unique combinations of changes may have unique
effects on regularity. White line denotes the diminished effect of varying input conductances
when coupling ratios were increased by 75%. Surface plots on panels D and E display median
values for simulations ran over a subset of the parameter space. Note that CVs were only
calculated for a further reduced subset of the parameter space (60 out of 95 unique parameter
sets) in which simulations generated at least 10 BMPs over 6 min.
2.2.5.4 Effects of intrinsic and synaptic plasticity are mutually dependent
Experimental investigations suggest that the input conductances of B30, B63 and B65
contribute to motor pattern rate but not regularity, and that coupling contributes to regularity
but not pattern rate (Sieling et al., 2014), in contrast to the more interrelated effects obtained
with the model. To explore this difference, we examined to what extent the effects of one form
of plasticity depend on the other over a wide parameter space. The characterized relationships
between passive properties and modeled conductances in these three cells (Fig. 2.6) were used
to obtain sets of parameters that yielded a range of combinations of changes to input
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conductance and coupling ratio (see 2.4 Materials and Methods for details). Simulations were
run for 95 unique sets of parameters, and the rate and CV of patterned activity were measured.
The input conductances of all three cells were modified simultaneously and to the same extent,
as were the B63–B30 and B63–B65 coupling ratios. Figure 2.7D displays the overall rate of
motor pattern generation for each combination of changes. As indicated by the black dashed
lines on top of the surface plot, manipulating either passive property while keeping the other
at control values altered the BMP rate. However, the effect of changes in coupling ratio
depended on the input conductance—as the latter increased or decreased, the effects of the
former on pattern rate were diminished (e.g., white dashed line). The effect of input
conductance on rate also diminished as coupling ratio increased, but to a lesser extent. The
regularity of rhythmic activity could only be assessed for the 60 (out of 95) unique sets of
parameters that yielded simulations that produced at least 10 BMPs in 6 min (Fig. 2.7E). As
was the case with BMP rate, changes in either passive property were sufficient to modify the
CV when the other property was maintained at control values, but the effects of both input
conductance and coupling ratio on regularity were diminished in specific regions. Moreover,
whereas the BMP rate plot was smooth, the CV plot displayed various peaks and valleys, which
may indicate a more complex relationship in which unique combinations of changes have
unique effects on regularity. These results demonstrated that there can be, in principle, regions
in parameter space in which rate and regularity are primarily affected by one passive property
but not the other.
Taken together, these investigations suggested that intrinsic and synaptic plasticity
made differential contributions to operant memory through differential reconfigurations of
network activity. Notably, these contributions appeared to consist of unique combinations of
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changes to multiple behavioral features simultaneously, each of which could be in the same or
opposite direction as those induced by the complete engram. Moreover, the contributions of
intrinsic and synaptic plasticity seemed to be mutually dependent—that is, one form of
plasticity could modulate the contributions of the other.
2.2.6 Individual sites of plasticity uniquely contribute to features of rhythmic activity
We next examined the contributions made by individual sites of plasticity in isolation.
This analysis was performed by simulating six additional conditions, each including only
changes either to the input conductance of one cell or to the coupling ratio between two cells.
The effects of each condition on motor pattern rate, bias, and regularity are displayed in Fig.
2.8. Compared to control values, implementing changes to the input conductance of B51
increased the rate of iBMPs (1.40 ± 0.07 BMPs/min) while slightly decreasing the overall rate
of patterns (1.49 ± 0.07 BMPs/min) and leading to effectively no change in regularity (CV =
0.163 ± 0.013). Unexpectedly, modifying the input conductances of B30, B63 or B65
individually had strikingly distinct effects. The B30 change led to increased regularity (CV =
0.079 ± 0.005), a small increase in iBMP rate (0.59 ± 0.06 BMPs/min), and no effective change
in overall rate (1.77 ± 0.05 BMPs/min). Modifying B63, on the other hand, increased the
overall rate of BMPs (3.35 ± 0.13 BMPs/min), decreased the rate of iBMPs (0.12 ± 0.03
BMPs/min), and caused no clear change in regularity (CV = 0.192 ± 0.053). Implementing
changes to the input conductance of B65 led to decreases in overall rate (1.39 ± 0.07
BMPs/min), iBMP rate (0.10 ± 0.03 BMPs/min), and regularity (CV = 0.356 ± 0.065). Thus,
changes to B65 had effects that were opposite to those of the complete engram on all three
features of operant memory. Finally, altering the B63–B30 and B63–B65 coupling ratios led
to similar effects on two out of three features. For B63–B30 coupling, there was an increase in
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regularity (CV = 0.096 ± 0.012) and a small increase in rate of iBMPs (0.63 ± 0.05 BMPs/min),
but the overall rate of patterns (1.80 ± 0.08 BMPs/min) was unchanged. These changes were
similar to those observed when manipulating the input conductance of B30 alone. Conversely,
for B63–B65 coupling, rate of iBMPs (0.68 ± 0.06 BMPs/min), regularity (CV = 0.086 ±
0.009), and overall rate of patterns (2.26 ± 0.02 BMPs/min) were all increased. These results
indicated that, like the combined changes examined in the previous subsection, each specific
site of plasticity made mostly unique contributions to the total set of features of operant
memory. Furthermore, although most individual effects were in the same direction as the
effects of the complete engram, effects in the opposite direction on at least one of the
behavioral features of memory were common. Lastly, in at least one case there was evidence
of synergism among sites of plasticity (i.e., the contributions of combined sites of plasticity
could exceed the sum of the individual contributions of each site). Although B30 had the only
input conductance change that increased regularity (Fig. 2.8B, CV = 0.079 ± 0.005),
implementing changes to the input conductances of B30, B63 and B65 in combination led to a
greater increase in regularity than B30 alone (Fig. 2.7B, CV = 0.038 ± 0.002).
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Figure 2.8: The relative contributions of individual sites of plasticity in isolation. (A)
Contribution of each site of plasticity to pattern rate and bias (n = 20 for each group). Notably,
changes in the input conductance of B51 contributed a strong bias toward iBMPs at the cost of
a small reduction in overall rate, whereas changes in the input conductance of B63 contributed
a large increase in pattern rate at the cost of a decrease in bias toward iBMPs. (B) Contribution
of each site to BMP regularity (n = 15 for each group). The input conductance of B30 and each
of the two coupling ratios all contributed to a decrease in CV. Simulations used to calculate
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the CV (but not BMP rate) for B51 and B65 input conductances were extended from 6 to 10
min so as to obtain 10 BMPs for CV calculation in each simulation.
Taken together, these findings suggest that: 1) each site of plasticity in the engram
contributed only a portion of the overall changes in network output; 2) part of the effects of
individual sites could be opposite in direction to the effects of memory; 3) combined sites of
plasticity could modulate each other’s contributions and display synergism; and 4) memory
emerged from the combined effects of all sites of plasticity.
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2.3 Discussion
2.3.1 Comparison with previous models of the feeding CPG
Several previous studies described models of the Aplysia feeding neural network that
can simulate aspects of feeding. Some of these previous models were abstract in design
(Kupfermann et al., 1992; Deodhar and Kupfermann, 2000), whereas others adhered to
biological constrains (Ziv et al., 1994; Susswein et al., 2002; Cataldo et al., 2006; Hurwitz et
al., 2008). The present model was an extension of our previous studies of the Aplysia feeding
circuit (Kabotyanski et al., 1993; Ziv et al., 1994; Elliott and Susswein, 2002; Cataldo et al.,
2006, 2009; Baxter et al., 2010), and represents the most comprehensive model to date. Several
aspects of the model, however, are still incomplete. For example, the present model did not
include all of the neurons known to be elements of the CPG nor the possibility of additional
sites of plasticity in identified neurons and yet unidentified neurons. Moreover, empirical
studies have yet to provide complete details of the biophysical properties of many neurons and
synaptic connections. Nevertheless, simulations indicated that the present model network
captured salient features of rhythmic activity in the feeding neural network. For example, the
subset of neurons in the model could simulate the genesis of BMPs and the switch between
different types of patterns.
2.3.2 Roles of individual and combined sites of plasticity
The model indicated that the currently identified sites of learning-induced plasticity
could, at least in principle, account for observed changes in the behavioral features of feeding
examined here. However, this finding does not imply that the known sites constitute the
complete engram for several reasons. First, it is possible for multiple sites of plasticity to
contribute to the same behavioral effect. Indeed, in the model, each of the three examined
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behavioral features received contributions, ranging from large to small, from several individual
sites of plasticity. Second, multiple loci may have redundant roles, which would contribute
robustness to the memory trace. Decreasing the input conductance of B30 or increasing the
B63–B30 coupling yielded similar changes to all three features of network activity in the
model, suggesting that redundant components could be present in the engram. Third, not all
sites recruited as part of an engram need to contribute to the memory. Findings from the model
suggested that each site of plasticity led to a unique set of changes in BMP features, often
including effects that were in the opposite direction of changes induced by the complete
engram. Moreover, one site, the decrease in input conductance of B65, appeared to lead solely
to such opposite effects when examined in isolation. It is possible that B65 could contribute to
other features of memory that were not examined.
In operant learning behavioral features can be selected regardless of whether they are
useful. Indeed, the training paradigm used in operant reward learning in Aplysia feeding merely
makes reinforcement contingent upon ingestion responses. Thus, the highest number of
rewards would be obtained by a high rate of ingestions, regardless of how regular are the
intervals between feeding responses. Nevertheless, feeding responses become highly regular
following training (Nargeot et al., 2007). Why, then, is regularity selected at the behavioral
level? One possibility is that regularity is enhanced due to some unknown behavioral
relationship. Alternatively, it could be a by-product of memory allocation at the neuronal level.
Results from the model indicate that individual sites of plasticity make unique sets of
contributions to multiple behavioral features. Moreover, further contributions can arise from
the interactions among multiple loci, such as synergistic enhancement of a feature. Thus, the
engram appears to be a combinatoric code of plasticity loci in which addition or removal of a
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single locus can have effects that exceed its own direct contributions. One potential mechanism
of memory allocation involves occurrence of activity in a neuron at a given critical time
(Athalye et al., 2018; Josselyn and Frankland, 2018). This mechanism requires some form of
coincidence detection between activity and a critical event. Such a mechanism has been shown
to mediate the changes induced by operant learning in B51, which require activity-dependent
Ca2+ influx into the cell and concurrent activation of dopamine receptors (Lorenzetti et al.,
2008). A similar motif in other cells may explain why neurons such as B65, which does not
appear to make any direct contribution to memory, are recruited into the engram. Neurons B30,
B63 and B65 display some level of activity in most motor patterns. Thus, their recruitment into
the engram may be automatic following operant training. If that is the case, their synergistic
effect on regularity would explain why this behavioral feature emerges after training. Several
predictions can be made from this interpretation. First, a training paradigm designed to
exclusively reward irregular feeding responses should fail to enhance irregularity and still lead
to highly regular ingestions. Second, hyperpolarizing or buffering Ca2+ in B30 and B65 during
training should prevent their recruitment into the engram and lead to a high rate of irregular
BMPs. Third, several other neurons in the CPG that are reliably active during motor patterns
should also be recruited as part of the engram.
2.3.3 Roles of intrinsic and synaptic plasticity
Plasticity of the intrinsic properties of neurons is at times portrayed as secondary in the
more dominant view of synaptic plasticity as the primary site of memory, in which case the
roles of intrinsic plasticity in modulating synaptic plasticity are emphasized. However,
evidence from invertebrates and vertebrates supports intrinsic plasticity as a site of memory in
its own right (Hansel et al., 2001; Mozzachiodi and Byrne, 2010; Titley et al., 2017). The
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findings reported herein suggest not only that intrinsic and synaptic plasticity make differential
and complementary contributions to memory, but also that these forms of plasticity may
reciprocally modulate each other’s contributions. Thus, expression of memory may require
combinatoric engagement of intrinsic and synaptic plasticity, without which certain effects
may not be achievable.
A recent study empirically evaluated the contributions of changes to the input
conductance of B30, B63 and B65 or their electrical coupling by artificially adding currents
that mimic these changes to cells from a naïve preparation (Sieling et al., 2014). Consistent
with the results reported here, decreases to input conductance led to an increase in the rate of
motor patterns, and increases in coupling led to an increase in BMP regularity. However, the
study found that decreases in input conductance had no effect on the regularity with which
motor patterns occurred, in contrast to the effects of the equivalent manipulation in the
computational model. The analysis in Fig. 2.7E shows that there are regions in parameter space
in which the effects of input conductance on regularity are greatly diminished. One possibility,
then, is that the biological system occupies such a region, which the model did not reproduce
under control parameters. A second possibility is that this difference may be explained by the
fact that the current iteration of the model does not fully capture irregularity in the system.
Variability in which neuron among B30, B63 and B65 has the earliest onset of activity for a
given motor pattern is present in naïve animals and is reduced by operant conditioning
(Nargeot et al., 2009). Although these three neurons are capable of initiating BMPs in the
model, all simulations in the present study had motor patterns evoked by the same tonic input
to CBI-2, and B63 was consistently the first activated neuron among the three cells in both
control and operant memory simulations. Thus, expansion of the model to better reflect sources
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of irregularity in the system could improve the ability to simulate learning-induced changes
throughout the neuronal population.
2.3.4 Relationship with biomechanical models
In addition to neuronal models describing the CPG, such as the one reported herein,
biomechanical models of the Aplysia feeding apparatus have also been developed (Drushel et
al., 1998, 2002; Lyttle et al., 2017). These models can describe the positions and forces exerted
by the muscles in the animal’s buccal mass, thereby using motor output to illuminate function
(e.g., Novakovic et al., 2006). The conductance-based CPG model described in the present
study could be combined with such a biomechanical model. This would make it possible to
quantify relationships between cellular and synaptic properties of the network and ultimate
motor output and function. Examining the contributions of individual sites of plasticity in this
combined model would allow for a more detailed perspective of the behavioral role of each
plasticity locus. Moreover, if implementation of the currently known engram proves
insufficient to produce all motor changes observed experimentally, novel potential sites of
plasticity could be predicted by the model.
2.3.5 Limitations of the model
The present model was designed in part to determine whether it is in principle possible
for the currently known sites of operant memory to reproduce the main features of operant
learning. Although the answer is affirmative, whether additional sites are necessary in vivo, or
with different parameter sets, is still unknown. Furthermore, how robust these changes are in
the face of potential interferences by other memories or perturbations remains unclear.
Moreover, there is no current experimental evidence on whether there is redundancy in sites
of plasticity playing similar roles, as can be expected from a robust system. Whereas many
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other pattern-initiating and pattern-selecting neurons would be in a position to play a role in
operant memory, only a few neurons have been examined thus far. Indeed, dopamine, which
mediates operant conditioning (Nargeot et al., 1999c), can modulate the activity of many
neurons throughout the network (Neveu et al., 2017). Therefore, as empirical studies identify
new sites of plasticity, the present model can be expanded to include these new sites and test
their specific contributions to network function and reconfiguration.
The model did not include descriptions of modulatory processes or the molecular
processes that underlie the induction of operant learning-related changes in cellular properties.
Empirically, the learning-induced sites of plasticity are characterized post training, and thus
represent the expression of the memory engram. Presently, few data are available regarding
the underlying molecular mechanisms and dynamics of inducing memory during operant
learning (Lorenzetti et al., 2008; Mozzachiodi et al., 2008). Thus, the present model mimicked
the established sites of plasticity that are known to be present following learning (see Fig. 2.4).
A future goal is to analyze induction processes and incorporate them into the model.
2.4 Materials and Methods
2.4.1 Developing the model
The feeding neural network has been analyzed extensively and is known to consist of
at least 50 identified neurons including sensory neurons, interneurons and motor neurons in
the buccal and cerebral ganglia (Susswein and Byrne, 1988; Church and Lloyd, 1994; Cropper
et al., 2004, 2019). Additional neurons likely are as yet unidentified. Our goal was to develop
a reduced model of the CPG component of the network that was sufficient to capture the salient
features of the genesis of BMPs for ingestion and rejection of food. The reduced model
included 13 cells: CBI-2, B4, B8, B20, B30, B31, B34, B40, B51, B52, B63, B64, and B65
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(Fig. 2.1). CBI-2 is a command-like neuron that elicits fictive feeding (Rosen et al., 1991;
Hurwitz et al., 2005). B8 is a closure motor neuron (Morton and Chiel, 1993b). The remaining
cells are elements of the CPG (Susswein and Byrne, 1988; Plummer and Kirk, 1990; Hurwitz
and Susswein, 1996; Hurwitz et al., 1997, 2003, 2005, 2008; Kabotyanski et al., 1998; Jing
and Weiss, 2001, 2002, 2005; Susswein et al., 2002; Jing et al., 2003, 2004; Dembrow et al.,
2004; Proekt et al., 2007; Wu et al., 2007, 2010; Sasaki et al., 2008, 2009, 2013; Saada et al.,
2009; Saada-Madar et al., 2012; Dacks and Weiss, 2013). Previous modeling studies predicted
that additional excitatory drive onto B64, mediated by a hypothetical “z cell”, was required for
patterns to transition from the protraction to the retraction phase (Cataldo et al., 2006).
Although at least one promising candidate for this role has now been described (i.e., the
complex multifunctional neuron CBI-5; Sasaki et al., 2007, 2008), modeling studies have yet
to explore its necessity and sufficiency for phase transitions. Therefore, a hypothetical
excitatory synaptic connection from B63 to B64 was included in our reduced model as a
parsimonious alternative.
The model was developed using SNNAP (Simulator for neural network and action
penotentials, version 8.1). The operation and capabilities of SNNAP are described elsewhere
(Ziv et al., 1994; Av-Ron et al., 2006; Baxter and Byrne, 2007). Specific details of the
equations and parameters that were used in the present study are included in the SNNAP input
files, which are available at the ModelDB website (http://modeldb.yale.edu/261489). These
input files are annotated ASCII text files, and can be viewed using a text editor.
Empirical data provide some biological constraints for the reduced model such as the
pattern of monosynaptic connections and electrical coupling among the cells (the connectome),
homosynaptic plasticity, the firing properties of individual cells in response to stimuli, cellular
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patterns of activity during BMPs, and sites of learning-induced plasticity. In general, each cell
was represented by a single compartment. However, cells B31, B51, and B64, which express
plateau-like potentials, were exceptions. These three cells were modeled with two
compartments: a somatic compartment and an axonal compartment. The somatic compartment
included slow conductances that mediated plateau potentials. The axonal compartment
included fast conductances that mediated spiking. This strategy of separating the slow and fast
conductances followed an approach described by Vavoulis et al. (2007).
Because the neurons constituting the reduced model are a subset of the complete CPG
circuit, we needed to adjust the parameters of individual neurons and synaptic connections to
obtain realistic firing properties and BMP generation using physiologically reasonable, but not
necessarily exact, values. Parameters were adjusted by trial and error. Briefly, in each of the
13 cells, action potentials were mediated via a fast Na+ conductance and a delayed K+
conductance. The spike threshold was adjusted by either hyper- or depolarizing shifts in the
inflection point of the Boltzman functions that defined the voltage-dependence of the
membrane conductances (see SNNAP input files for details). To reproduce the unique spiking
properties of specific neurons, additional conductances, such as an A-type K+ conductance or
an H-type current, were included as needed. Similarly, the properties of synaptic conductances
were designed to match the unique attributes of each monosynaptic connection. Thus, the
conductance-based model approximated the unique firing properties of identified cells (e.g.,
tonic spiking, delayed spiking in response to stimuli, frequency adaptation, plateau potentials,
rebound excitation), the pattern of electrical coupling among cells, and the properties of each
monosynaptic connection (e.g., homosynaptic plasticity, fast and slow postsynaptic potentials,
increasing

versus

decreasing

synaptic

conductances,

voltage-dependent

synaptic
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conductances). Parameters were further adjusted so that the simulated network generated
ingestion and rejection BMPs that resembled those recorded physiologically. Given that the
model could produce biologically relevant patterns of activity (see Fig. 2.2), we considered it
sufficient to investigate the general issue of how multiple sites of learning-induced plasticity
contribute to changes in network activity.
Because of inherent variability in synaptic and membrane conductions, models whose
function relies heavily on precise values of parameters may be unrealistic (Prinz et al., 2004;
Grashow et al., 2010; Marder, 2011; Gutierrez et al., 2013). As an attempt to address this issue,
stochastic fluctuations were included in all simulations. In SNNAP, any conductance,
including membrane, synaptic and electrical-coupling conductances, can include noise. For
example, a general equation for a membrane current is:
(Eq. 2.1)
𝐼

𝑔

𝑅 𝐴 𝐵 𝑉

𝐸

𝑓 𝑅𝐸𝐺

where 𝑔 is the maximum conductance, 𝐴 and 𝐵 are Boltzman functions for activation and
inactivation, respectively, 𝑉 is membrane potential, 𝐸 is the equilibrium potential and ∏ is the
product of various modulator functions (𝑓 𝑅𝐸𝐺 ). Noise is introduced by 𝑅, which is a random
number from a Gaussian distribution of mean zero and standard deviation (SD) proportional
to 𝑔. Equations for synaptic current and current due to electrical coupling also included the 𝑅
variable. Noiseless simulations were only used to obtain exact input values for certain
analytical solutions (see last subsection of Materials and Methods), all other simulations
included equal amounts of noise. All conductances in the model included noise with an SD
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equal to 25%, and 𝑅 was updated every 2 ms. By including noise, the model was shown to be
robust to fluctuations in parameter values.
2.4.2 Classifying simulated BMPs as either fictive ingestion (iBMPs) or other patterns
To classify simulated BMPs as being either iBMPs or other BMP types, the present
study followed criteria that were established previously (Nargeot et al., 1997). The protraction
phase was defined as spike activity in the axonal compartment of B31 (B31a), and the
beginning of the retraction phase was defined as the termination of spike activity in B31a (see
Fig. 2.3). Spike activity in B8 defined closure. A simulated BMP was classified as being an
iBMP if ≥50% of the activity in B8 occurred after the termination of spike activity in B31a
(i.e., during the retraction phase). BMPs that did not meet this criterion were classified as
“others”, which included (1) intermediate patterns, in which B8 activity partially overlapped
with both the protraction and retraction phases, but the majority of activity in B8 occurred
during the protraction phase; (2) fictive rejection (rBMP), in which activity in B8 and B31a
co-terminated; and (3) incomplete patterns, in which one of the three phases was lacking (e.g.,
B8 was not active at any point).
2.4.3 Measuring behavioral features of operant reward memory
Empirical studies describe at least three outcome measures of operant learning. First,
learning increases the frequency of biting in vivo, and increases the frequency of BMPs in vitro
(Brembs et al., 2002; Nargeot et al., 2007, 2009; see also Nargeot et al., 1997; Mozzachiodi et
al., 2008). Second, learning biases activity in the CPG in vitro toward the expression of iBMPs
(Nargeot et al., 1997, 1999b; Brembs et al., 2002; Mozzachiodi et al., 2008). Third, learning
increases the regularity of biting in vivo and of BMPs in vitro (Nargeot et al., 2007, 2009).
These outcome measures were used in the present study.
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2.4.4 Characterizing the regularity of simulated rhythmic activity
Empirical studies indicate that in naïve animals, biting behavior occurs sporadically
(Brembs et al., 2002; Nargeot et al., 2007, 2009). Similarly, in naïve isolated buccal ganglia
preparations, the expression of BMPs is sporadic (Nargeot et al., 1997, 2007, 2009). One of
the outcomes of learning is the regularization of biting in vivo and BMPs in vitro (Nargeot et
al., 2007, 2009). In the present study, regularization of simulated BMPs was characterized by
calculating the coefficient of variation (CV) of the inter-burst interval, where CV = SD/mean
(see Figs. 2.3, 2.5). This method has been used previously to characterize the regularity of
behaviors and spiking and/or bursting activities (e.g., Büschges et al., 2000; Moortgat et al.,
2000a, 2000b; Prut and Perlmutter, 2003; Johnston et al., 2013).
2.4.5 Creating activity maps of simulated rhythmic activity
Activity maps were used to characterize the level and timing of spike activity for cells
in the network. Activity maps were generated for a period of time ±10 s relative to the transition
from protraction to retraction in a BMP (see Fig. 2.3). This 20 s epoch was divided into 20, 1
s, non-overlapping bins. The number of spikes during each bin was counted in each cell and
averaged over 100 BMPs. This measure represented the mean firing frequency (Hz) of each
cell during a BMP. These activity maps were used to analyze differences in activity in control
simulations versus simulations that included learning-induced plasticity (see Figs. 2.5 and 2.7).
All analyses of simulated activity were performed by custom routines in MATLAB.
2.4.6 Implementing learning-induced plasticity
As was the case with all conductances (see above), conductances implicated in learning
were not constrained by specific values reported in the literature (either before or after
learning). Instead, modifications to specific conductances were made by trial and error until
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simulations reproduced the main features of operant reward learning, namely changes in motor
pattern rate, regularity, and bias toward iBMPs (Nargeot et al., 1997, 1999a; Brembs et al.,
2002; Nargeot et al., 2007; Mozzachiodi et al., 2008; Nargeot et al., 2009; Sieling et al., 2014).
Previous empirical studies characterized at least three sets of correlates of operant reward
learning: i) a decrease in the input conductances and increase in the excitability of cells B30,
B63, and B65 (Nargeot et al., 2009; Sieling et al., 2014); ii) a decrease in the input conductance
and increase in the excitability of cell B51 (Nargeot et al., 1999b; Brembs et al., 2002;
Mozzachiodi et al., 2008); iii) an increase in the B63–B30 and B63–B65 electrical coupling
coefficients and conductances (Nargeot et al., 2009; Sieling et al., 2014). In the present study,
the learning-induced changes in the input conductance and excitability of B30, B63 and B65
were simulated by decreases in leakage conductance (see Fig. 2.4A and 2.4C). The leakage
conductances were decreased from control values of 100 nS in B30, 40 nS in B63, and 80 nS
in B65 to 80 nS, 20 nS and 60 nS, respectively. Learning-induced changes in B51 were likewise
simulated by decreasing the leakage conductance of the cell from control values of 100 nS in
the somatic compartment (B51s) and 80 nS in the axonal compartment (B51a) to 80 nS in B51s
and 64 nS in B51a (see Fig. 2.4D). Decreasing the leakage conductance was a parsimonious
method that proved sufficient for decreasing input conductance and increasing excitability in
all four cells. Finally, learning-induced changes in electrical coupling were simulated by
increasing the coupling conductances between B63 and B30 from 6 nS to 7 nS, and between
B63 and B65 from 6 nS to 8 nS (see Fig. 2.4B).
2.4.7 Implementing individual sites of plasticity in isolation and combination
Modifying the leakage conductance of B51 did not lead to changes in any other known
sites of plasticity. Thus, the excitability of B51 could readily be manipulated in isolation.
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Conversely, because B30, B63 and B65 are electrically coupled, changing the leakage or
coupling conductances in any of these cells can affect multiple sites of plasticity. Therefore,
manipulation of any single site or set of sites of plasticity without affecting others required
searching the parameter space of leakage and coupling conductances for a combination of
parameters that met this goal. This was achieved by solving the equations for all input
conductances and coupling ratios in an idealized circuit consisting of only the three cells with
their respective coupling conductances and leakage conductances (Fig. 2.6A). This approach
allowed for all input conductances and coupling ratios to be characterized as a function of all
leakage conductances and coupling conductances (Fig. 2.6B–F). The three-neuron circuit was
made to approximate the passive properties of B30, B63 and B65 when they are embedded in
the complete network by including an additional conductance in each cell, termed 𝑔

. This

conductance represented the net conductance resulting from voltage-dependent conductances
and electrical coupling to all other neurons omitted in the three-neuron circuit (Fig. 2.6A).
Thus, the input conductances (𝐺

and coupling ratios (𝐶𝑅 in the three-neuron circuit were

given by the following equations:
(Eq. 2.2)
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(Eq. 2.4)
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where 𝑔

1

represents the leakage conductance in one cell and 𝑔

conductance among two cells. The value of 𝑔

1
𝑔

1
𝑔

represents the coupling

for each neuron was estimated by

performing a series of simulations of the complete network in which all three neurons were
voltage clamped to the same values over a range from -100 mV to 40 mV. Because B30, B63
and B65 were clamped to the same voltage, there was no current due to coupling among these
cells. Current due to the intrinsic leakage conductance was then subtracted from the total
current in each cell, yielding a net current resulting exclusively from conductances that were
to be omitted in the three-neuron circuit. Finally, a linear fit of the current–voltage relationship
in hyperpolarized values was used to obtain 𝑔

for each neuron. Simulations used to
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estimate 𝑔

did not include noise, so as to obtain exact values. Input conductances and

coupling ratios resulting from analytical solutions using these values were systematically
compared with direct measurements from hyperpolarizing current injection simulations.
Observed discrepancies were minimal, and these discrepancies were further shown to be due
to small contributions by nonlinear voltage-dependent conductances.
To obtain specific target combinations of coupling ratios and input conductances, Eqs.
2.2–2.6 were solved iteratively. Initially all parameters were set to control values (i.e.,
𝑔

100, 𝑔

6, 𝑔

40, 𝑔

80, 𝑔

6, all values are

in nS). Each iteration consisted of three steps. First, Eqs. 2.2 and 2.3 were solved for 𝑔
and 𝑔

. Second, these values were used to solve Eq. 2.4 for 𝑔

obtained in the previous steps were used to solve Eqs. 2.5 and 2.6 for 𝑔

. Third, values
and 𝑔

.

This process was repeated until input conductances and coupling ratios converged on the target
values. This occurred in 6–8 iterations in most cases, and deviations were generally less than
2.5×10-12% from the target. Estimation of 𝑔

and solutions to all equations were computed

by custom routines in MATLAB.
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CHAPTER 3: NEURONAL POPULATION ACTIVITY DYNAMICS REVEAL A
LOW-DIMENSIONAL SIGNATURE OF OPERANT LEARNING IN APLYSIA 2
3.1 Introduction
Understanding neuronal population activity spanning multiple brain regions has
emerged as central to understanding brain functions. The strategy of building low-dimensional
representations of high-dimensional population activity offers insights into the generation of
behavior (Ahrens et al., 2012; Churchland et al., 2012; Kato et al., 2015), learning (Durstewitz
et al., 2010; Ahrens et al., 2012; Golub et al., 2018), and other functions (Cunningham and Yu,
2014; Vyas et al., 2020). Low-dimensional representations are useful because highdimensionality limits interpretability of the data. Consequently, many dimensionality
reduction approaches have been developed, which capture most of the information in the
original data using only a reduced number of dimensions. Low-dimensional representations
can be used to identify the most distinctive features of a given phenomenon (e.g., behavior,
learning, cognitive state, task, event, etc.) in the data. These distinctive features can be referred
to as a low-dimensional signature of the phenomenon (e.g., Shine et al., 2019).
Despite continued advances, monitoring activity in a substantial proportion of the
population that is relevant for a given behavior is still only feasible in a few systems (e.g.,
Briggman et al., 2005; Harris et al., 2010; Ahrens et al., 2012; Preuss and Stein, 2013; Bruno

2

This chapter is based upon Costa RM, Baxter DA, Byrne JH (2022) Neuronal population activity dynamics
reveal a low‐dimensional signature of operant learning in Aplysia. Commun Biol 5:90 Available at:
https://www.nature.com/articles/s42003‐022‐03044‐1. Authors of Nature Portfolio Journals, including
Communications Biology, have the right to reuse their article’s Version of Record, in whole or in part, in their
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in their thesis according to current citation standards.

54

et al., 2015; Hill et al., 2015; Kato et al., 2015). As a result, it remains unknown whether it is
possible to identify a low-dimensional “learning signature” associated with operant
conditioning (OC), a ubiquitous form of learning in which an animal learns from the
consequences of its behavior.
We addressed this question by leveraging the advantages of Aplysia feeding behavior.
The behavior is well characterized, as is the neuronal circuit underlying its generation. Feeding
responses consist of a sequence of movements of the radula, a food-grasping structure. The
two primary phases of this sequence are protraction and retraction. During ingestion responses,
the radula protracts while open, and subsequently retracts while closed around food. The rate
of ingestion responses can be modified in vivo by OC. For example, if seaweed or seaweed
juice is contingently presented following ingestions, the rate of these responses increases. This
increase is dependent upon the contingency between response and reward, as presenting the
same number of rewards irrespective of response occurrence does not increase response rate
(Nargeot et al., 2007). The rewarding effect of seaweed is mediated by the esophageal nerve 2
(En2), and electrical stimulation of this nerve, when contingent upon ingestions, similarly
increases the rate of responses (Brembs et al., 2002).
Aplysia feeding responses are produced by a central pattern generating circuit located
primarily in the buccal ganglia (Cropper et al., 2019). Nerves projecting from the buccal
ganglia to the musculature of the feeding apparatus control radula movement. Buccal motor
patterns (BMPs) of activity in these nerves correspond to protraction, retraction, and closure
of the radula during in vivo feeding behavior (Morton and Chiel, 1993a). Moreover, buccal
ganglia continue to generate such BMPs after excision from the animal, and an increased rate
of BMPs can be observed in ganglia isolated from contingently trained animals (Nargeot et al.,
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2007, 2009). An in vitro analogue of OC has been developed by making electrical stimulation
of En2 contingent upon BMPs occurring in the isolated ganglia. Similar to in vivo observations,
in vitro contingent training leads to an increase in the rate of ingestion-like BMPs (iBMPs;
Nargeot et al., 1997, 1999a, 1999b). Using in vivo and in vitro OC, some loci of nonsynaptic
and synaptic plasticity engaged by OC have been characterized (Baxter and Byrne, 2006;
Mozzachiodi and Byrne, 2010; Nargeot and Simmers, 2011).
Given that activity in a substantial proportion of the BMP-generating circuit can be
monitored using voltage-sensitive dye (VSD) imaging (Morton et al., 1991; Neveu et al.,
2017), we combined VSD imaging with the in vitro analogue of OC (Nargeot et al., 1997) to
examine reconfiguration of population activity induced by learning. We identified two lowdimensional motor modules in the population activity dynamics—one active during protraction
and the other during retraction. Our findings pointed to an advance in the recruitment of the
retraction module as the primary signature of operant learning.
3.2 Results
3.2.1 In vitro analogue of operant conditioning
We used extracellular suction electrodes in buccal nerves 1–3 (Bn1–3) and the radula
nerve (Rn) (Fig. 3.1A–B) to record BMPs before and after OC (Fig. 3.1C–E). Direct
stimulation of the dopamine-rich esophageal nerve 2 (En2), which acts as a reward, was made
contingent upon ingestion-like BMPs (iBMPs). Each contingent preparation was paired with a
yoked control that received identical stimuli irrespective of its own BMP occurrences (Fig.
3.1C). Consistent with previous studies, conditioning specifically increased the rate of iBMPs
compared to yoked controls, but did not change the rate of other, non-iBMP patterns (Fig.
3.1F–G).
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Figure 3.1: In vitro analogue of operant conditioning. (A) Schematic of isolated ganglia for
simultaneous extracellular electrophysiology and VSD imaging. (B) Example BMP. (C)
Timeline and training paradigm. (D, E) Examples of nerve activity before and after contingent
(D) or yoked training (E). (F) Contingently trained preparations had a greater increase in the
rate of iBMPs compared to yoked preparations (Wilcoxon signed-rank test, P = 0.03, W = -26,
N = 7; medians: contingent = 0.27, yoked = 0.10 BMPs/min). (G) No significant difference
was observed for other patterns (P = 0.94, W = -2, N = 7; medians: contingent = 0.10, yoked
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= 0.07 BMPs/min). BMP rates were pretest-subtracted. Individual datums represent
preparations. Box plots show median (line), quartiles (box) and range (whiskers).
3.2.2 VSD imaging captures changes in primary features of population activity
To gain insight into the effects of OC on high-dimensional population dynamics, OC
was combined with population-wide, single-neuron resolution VSD imaging (Fig. 3.2). We
monitored ~100 neurons per preparation. About one-third exhibited activity (Fig. 3.2A–C).
Many neurons displayed correlated phasic firing, similar to previous studies (Morton et al.,
1991; Neveu et al., 2017).

Figure 3.2: VSD imaging captures changes in primary features of population activity. (A)
Z-scored light intensities of neurons (left, black) and average waveform of detected action
potentials (right). Red vertical lines indicate spike times. Neurons that had at least 5 spikes
during the 120-s recording period are displayed (34 out of 92 neurons). (B) Imaged ganglion.
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Numbers correspond to neuron IDs of the cells in panels (A) and (C). (C) Localized changes
in light intensity during action potentials. Each panel displays the average change in intensity
from baseline to peak across all detected spikes in the cell. Neuron ID shown on top left of
each panel. (D) Contingent training led to higher pairwise correlation across the population
than yoked training (P = 0.03, W = -26, N = 7; medians: contingent = -0.04, yoked = -0.07).
(E) No significant difference was observed in overall firing rate across the population (P =
0.81, W = -4, N = 7; medians: contingent = 0.15, yoked = 0.13). Data were pretest subtracted.
Individual datums represent preparations. Box plots show median (line), quartiles (box) and
range (whiskers).
As a first step toward characterizing population-level features of operant reward
learning, we examined overall changes in pairwise firing correlation and firing rate. We
computed the mean firing correlation across all pairs of neurons within each preparation, and
asked whether this correlation matrix differed between contingently-trained and yoked-control
preparations. Contingently trained neuronal populations were significantly more correlated
than those with yoked training (Fig. 3.2D) without a clear difference in overall firing rate (Fig.
3.2E). Thus, a distinctive feature of operant reward learning was enhanced coincident firing
among units, rather than altered level of activity.
3.2.3 Contingent training advances recruitment of the retraction, but not the protraction,
motor module
The high dimensionality of the neuronal population space hinders further intuitive
interpretation. Consequently, we asked whether there is a low-dimensional subspace that
captures most of the dynamics, using the dimensionality reduction approach non-negative
matrix factorization (NNMF; Cichocki et al., 2009). For each preparation, NNMF extracted
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two modules from the high-dimensional population activity (Fig. 3.3A). Each module is
defined by: 1) a set of weights or contributions from each neuron, which represents the subset
of neurons participating in the module, and 2) a magnitude or level of recruitment of the
module at each point in time. Neuron participation in the modules was sparse and largely nonoverlapping. Together, these modules explained 74.9 ± 1.8% of the power in the data,
suggesting they captured most of the population dynamics while reducing the dimensionality
to two.
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Figure 3.3: Contingent training advances recruitment of the retraction, but not the
protraction, motor module. (A) Example NNMF of population activity into two modules.
Area plots (top) show module recruitment over two 120-s recording periods. Stem plots (right)
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indicate the module contributions by each neuron. Heat maps (bottom) show activity. Neurons
are sorted by the difference between contributions to each module. (B) Example of module
recruitment (top) during a sequence of BMPs. BMP phases (middle) were labeled based on
nerve recordings (bottom). (C) Correlation between module recruitment and BMP phases
across animals. Modules formed two clear clusters—one correlated with retraction, and the
other with protraction. (D) Module recruitment before (black) and after (red) contingent
training, shown over the course of a BMP normalized for phase duration. Dashed lines
represent transition between protraction and retraction phases. Lines and shading represent
mean and standard error. (E) Same as panel (D), but for yoked preparations. (F) Temporal shift
following training. Recruitment of the retraction module was significantly advanced (P = 0.02,
W = 28, N = 7; medians: contingent = -0.03, yoked = -0.01). No significant difference was
observed for the protraction module (P = 0.81, N = 7). (G) Change in magnitude of peak
module recruitment was not statistically significant for either retraction (P = 0.30, N = 7) or
protraction (P = 0.81, N = 7) modules. Individual datums represent preparations. Box plots
show median (line), quartiles (box) and range (whiskers). Magnitude and contribution units
throughout the illustration are normalized to the ℓ2 norm of the time course of each module
(Mackevicius et al., 2019).
Given that NNMF can decompose behavior (Ting et al., 2015; Mackevicius et al.,
2019), we asked whether the modules corresponded to specific aspects of BMPs. BMPs consist
of two main phases—protraction followed by retraction. Although neither phase timing nor
nerve activity were used to obtain the modules, module recruitment overlapped with either
protraction or retraction (Fig. 3.3B). Indeed, each module across all preparations was
correlated with the timing of one phase and anti-correlated with the other, forming two clusters
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(Fig. 3.3C). Modules were also highly consistent across preparations (Fig. 3.4). These findings
suggested the observed population dynamics reflected recruitment of neurons participating in
a retraction and a protraction motor module for each animal.

Figure 3.4: Consistency of modules across preparations. (A) Matrix of the correlations
between the time course of recruitment of all pairs of modules across preparations during a
normalized BMP. Two modules were obtained by NNMF per preparation. Correlations were
computed using pretest data alone. Modules are sorted by preparation. Self-correlation
diagonal is blacked out for clarity. (B) Hierarchical clustering of modules based on correlations
between their recruitment time courses. Dendrogram (top) reflects clustering by average group
linkage (see text for details). Correlation matrix (bottom) is the same as panel a, but sorted by
cluster affinity. Each preparation had one module in the protraction cluster, and one in the
retraction cluster. (C) Overall correlation among matched modules across preparations for
various NNMF runs with a range of numbers of modules (see text for matching algorithm).
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Circles represent individual NNMF runs. Arrow indicates the number of modules selected for
analyses throughout the paper.
Next, we asked whether a low-dimensional signature for operant reward learning was
apparent in these motor modules by examining recruitment during BMPs before and after
contingent or yoked training (Fig. 3.3D–E). The peak recruitment of the retraction module was
significantly advanced in contingent preparations compared to yoked controls. In contrast, no
significant difference in timing was observed for the protraction module (Fig. 3.3F).
Interestingly, there was no difference between groups in the peak recruitment magnitude of
either the retraction or protraction modules (Fig. 3.3G). These findings suggest the most
prominent feature of OC was a change in the relative timing, but not the level, of population
activity. Furthermore, that change was specific to a particular subset of neurons within the
population (those participating in the retraction module).
3.2.4 Spatial distribution of neurons contributing to motor modules
Many neurons in the ganglia have been uniquely identified and characterized in
previous studies (e.g., Church and Lloyd, 1994; Cropper et al., 2019). Thus, one can ask which
neurons are consistently part of the cells modulated by OC across animals. Population-wide
imaging does not provide information on features typically used to identify neurons, such as
synaptic and intrinsic properties. We therefore examined the overall localization of neurons
contributing to the retraction and protraction modules, and compared this distribution to
previously characterized neurons (Fig. 3.5). Neurons that strongly contributed to the retraction
module were typically localized to the top-left quadrant, whereas neurons contributing to the
protraction module tended to be localized more centrally and broadly (Fig. 3.5A). Neurons
contributing to both modules stretched from medial to lateral, but neurons contributing to the
64

retraction module were more ventral (Fig. 3.5B). Localization of both modules was consistent
with previously described neurons known to be active during either retraction or protraction
(Fig. 3.5C). In addition, the region with the most consistent and strong contributions to the
retraction module appeared to coincide with the ventral region where several retraction motor
neurons are located (e.g., B3, B6, B7, B9, B10, B39, B43, B44). Determining the extent to
which biophysical changes in these neurons are responsible for the shift will require extensive
electrophysiological studies focusing on them and on cells that could affect their activity, but
that were likely not part of the retraction module due to their localization (e.g., B51, B64).
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Figure 3.5: Spatial distribution of neurons contributing to motor modules. (A)
Contributions made to the modules by each recorded neuron across all preparations.
Preparations are identified as A–N. Colors indicate the cell’s contribution to the retraction
(blue) or protraction (orange) module. Each image is accompanied by a diagram displaying
neuron sizes, positions, and module contributions. Color scales are as in panel (B). (B) Overall
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localization of neurons contributing to the retraction (left) and protraction (right) modules
across preparations. Ganglia, and diagrams, are aligned to preparation A in panel (A), and the
color intensity is averaged across preparations. (C) Localization of neurons characterized in
the literature that are active during retraction or protraction phases.
3.3 Discussion
Why is activity modified specifically in the retraction module? All outcome-based
learning systems must address the credit assignment problem. That is, following an outcome
such as a reward, which neurons or synapses should be modified and to what extent? Temporal
contiguity is a primary mechanism of credit assignment (Mozzachiodi et al., 2008; Asaad et
al., 2017; Richards and Lillicrap, 2019; Hamid et al., 2021). In our training, reward
immediately followed retraction termination. Furthermore, the retraction module tended to
display peak recruitment toward the end of the retraction phase. Therefore, the specific effect
of OC on the retraction module may be explained by the shorter interval between activity and
reward compared to neurons in the protraction module.
Neurons participating in the retraction module mediate the retraction phase of feeding
behavior. Thus, it is likely that the temporal advance observed at the population level is
reflected both on the behavior and on nerve activity. Although this implies that an analysis of
the nerve recordings alone could yield similar findings, several advantages of single-neuron
resolution population-wide recordings should be noted. First, several interneurons do not send
axonal projections through peripheral nerves. Therefore, these neurons would be missed by
extracellular nerve recordings, but are captured here through voltage imaging. Second, because
several neurons send axons simultaneously through multiple nerves, their contributions would
be inappropriately weighted in an analysis of extracellular nerve activity alone. Third, detailed
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spatial information on individual neurons is obtained through imaging. Thus, the data and
findings reported here extend beyond what could be obtained from extracellular recordings
alone.
Differences in the retraction phase have been reported between ingestion-like BMPs
(iBMPs) and rejection-like BMPs (rBMPs). In particular, the retraction phase tends to be
longer during iBMPs (Nargeot et al., 1999a). Given that OC increases the rate of iBMPs
(Nargeot et al., 1997), and given that we included all pattern types in our analyses, an important
question is whether the advance we observed in the retraction module could be explained by
this difference in retraction duration. This is likely not the case for two reasons. First, we
normalized the time scale to the duration of each phase. Thus, simply stretching or shrinking
phase duration would have no effect on our analyses. Second, because iBMPs have longer
retraction than rBMPs, and given that peak recruitment of the retraction module happens
toward the end of the phase, the expected shift, if any, should be in the direction opposite of
what we have observed. Therefore, the advance in the retraction module likely reflects a
different effect of contingent reinforcement on the retraction phase.
Contingently trained preparations had a higher overall level of pairwise correlations
than yoked preparations (Fig. 3.2D) without a significant difference between overall firing
rates (Fig. 3.2E). One possibility is that increased electrical coupling between neurons could
explain this difference. Operant conditioning is known to increase the coupling between
identified neurons B30 and B63, as well as the coupling between B63 and B65 (Nargeot et al.,
2009). Given that electrical coupling is a common feature in the feeding circuit, it is also
conceivable that coupling is modified among many other neurons that have yet to be examined.
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Interestingly, both groups tended to display a decrease in correlation relative to pretest, which
may be due to a general nonassociative effect that promotes decorrelation among activities.
Previous studies in vertebrates and invertebrates have similarly found that neuronal
activity patterns underlying behavior lie within a low-dimensional subspace of the population
space (Ahrens et al., 2012; Churchland et al., 2012; Bruno et al., 2015; Kato et al., 2015).
However, identifying a low-dimensional signature of OC has been challenging, in part because
the number of cells from which one can record is commonly orders of magnitude smaller than
the relevant population space. The isolated ganglia preparation allowed recording from a large
proportion of the population that participates in consummatory feeding behavior, while
removing variability due to sensory stimuli—the only stimulus was the reward. Therefore, we
observed the direct effect of the association between fictive behavior and reward on the
dynamics of the relevant neuronal population.
One possibility is that a learning signature could be found in changes to the lowdimensional subspace itself. However, primate studies suggest this subspace is resistant to
change and imposes important constraints on learning-induced changes (Sadtler et al., 2014;
Golub et al., 2018; Oby et al., 2019). Accordingly, we found that neuronal activity before and
after learning was consistently captured by a low-dimensional subspace, comprising
protraction and retraction modules. The learning signature was not a change in the subspace,
but rather in the relative timing of the trajectory within the subspace. Given the importance of
timing actions for behavior production, learning may commonly act primarily by modifying
neuronal module timing. Our findings can help guide characterization of learning signatures in
systems with many more degrees of freedom, for which it may only be possible to record a
small fraction of the relevant neuronal population.
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3.4 Methods
3.4.1 Experimental subjects and preparations
Aplysia californica were obtained either from the National Resource for Aplysia of the
University of Miami (Miami, FL) or from South Coast Bio-Marine LLC (San Pedro, CA).
Animals (25–50 g) were kept in aerated artificial seawater tanks, and fed seaweed three times
a week. Animal care was in accordance with guidelines and overseen by the institutional
Animal Welfare Committee. Prior to each experiment, animals were food deprived for 3–5
days (NIH or institutional guidelines for food deprivation protocols do not apply to Aplysia
used in the present study because they are marine invertebrates). A small piece of seaweed was
used to test the animals’ motivation and feeding behavior prior to dissection. Animals were
injected with a volume of isotonic MgCl2 equal in milliliters to 50% of the animals’ mass in
grams. The buccal mass with buccal ganglia attached was isolated from the animal and placed
in a Sylgard-coated chamber containing artificial seawater with a high concentration of
divalent cations (HiDi-ASW; 210 mM NaCl, 10 mM KCl, 33 mM CaCl2, 145 mM MgCl2, 20
mM MgSO4, 10 mM HEPES, pH adjusted to 7.5 with NaOH). HiDi-ASW was used to reduce
activity and muscle contractions during dissection. Buccal ganglia with buccal nerves were
excised from the buccal mass and pinned down. The sheath of connective tissue around the
ganglia was kept intact. Bipolar suction electrodes for recording and stimulation were
positioned on each nerve (see below). HiDi-ASW was substituted with normal artificial
seawater (ASW; 450 mM NaCl, 10 mM KCl, 10 mM CaCl2, 30 mM MgCl2, 20 mM MgSO4,
10 mM HEPES, pH adjusted to 7.5 with NaOH) prior to recording. Preparations were
maintained at 15 °C throughout the experiment.
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3.4.2 Voltage-sensitive dye (VSD) imaging
Isolated buccal ganglia were stained for 7 min with 0.2 mg/ml of the absorbance VSD
RH-155 (TRC Canada) in ASW. After staining, the solution was swapped for a lower
concentration of RH-155 in ASW (0.01 mg/ml), which was kept for the remainder of the
experiment. Using a Gilson Minipuls 3 peristaltic pump, the solution was continuously cycled
through a Warner Instruments SC-20 inline cooler/heater under control of a Warner
Instruments CL-100 temperature controller, which maintained the preparation at 15 °C.
Imaging data was acquired by a Deep Well NeuroCMOS 128×128 camera (RedShirtImaging,
SciMeasure) sampled at 1 kHz. The camera was fitted to an Olympus BX50WI microscope
equipped with an Olympus 20× 0.95 NA XLUMPlanFL water immersion objective lens. The
preparation was illuminated with a 150 W, 24 V Osram halogen light bulb powered by a Kepco
ATE 75-8M power supply. Before reaching the preparation, light passed through a Brightline
710/40 nm bandpass filter.
Most neurons in the buccal ganglia are bilaterally symmetric, somata are located at the
surface of the ganglia, and more neurons can be observed caudally than rostrally. Therefore,
the number of recorded cells was maximized by imaging the caudal surface of the left
hemiganglion, which accounts for about a quarter of the total surface area of the buccal ganglia.
Each preparation was imaged for two 120 s periods, one before and one after either contingent
or yoked training (see below).
3.4.3 Extracellular electrophysiology
In a typical ingestion, the animal’s food-grasping radula is first protracted while open,
and subsequently retracted back while closed around food. This biphasic protraction-retraction
sequence can also be observed in the activity of nerves that control the feeding apparatus, both
71

in intact animals (Morton and Chiel, 1993a) and isolated ganglia (Susswein and Byrne, 1988;
Nargeot et al., 1997). Bipolar suction electrodes were used to monitor nerve activity associated
with buccal motor patterns (BMPs). Nerve signals were amplified by A-M Systems model
1700 differential AC amplifiers, and digitized by Axon Instruments Digidata 1322A at 20 kHz.
The following nerves were recorded: the left and right buccal nerves 2 and 3 (Bn2 and Bn3);
right buccal nerve 1 (Bn1); left radula nerve (Rn); and left esophageal nerve 2 (En2). Electrical
stimulation of En2, which acts as reinforcement, consisted of a 6 s train of 0.5 ms pulses at 10
Hz. Stimulation was manually triggered by the experimenter using a WPI Pulsemaster A300,
and delivered by a WPI 850A stimulus isolator. Stimulus intensity was calibrated for each
preparation by gradually increasing the intensity of a lower rate tonic stimulus (2 Hz, 0.5 ms)
until a complete BMP was elicited. The efficacy of the regular 6 s stimulus was then confirmed
after a brief rest. This procedure was devised to obtain a physiological threshold for En2
stimulation while minimizing the amount of stimulation prior to training.
3.4.4 In vitro operant conditioning
After the En2 threshold was determined, experiments followed the timeline depicted in
Fig. 3.1C. Preparations were allowed to rest for 40 min. Preparations that did not emit any
spontaneous BMPs during this rest period were allowed to rest for an additional 20 min. The
pretest period of 30 min was then initiated. To avoid a potential ceiling effect, and to ensure
that preparations had a baseline rate of BMPs that was sufficient for training, preparations were
discarded if they displayed <3 or >10 BMPs during the first two thirds of the pretest. All criteria
were identical across groups. During the last third of the pretest, preparations were imaged for
120 s. If during this time no BMPs occurred, additional attempts were made to image during
BMP generation. If no BMP could be captured before the end of the pretest, the preparation
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was discarded. After the pretest, a 30 min training period ensued. For contingent preparations,
occurrence of an iBMP was followed by stimulation of En2. Any BMP elicited by En2
stimulation (i.e., initiated within 20 s after the offset of the stimuli train) was not reinforced.
For each yoked preparation, En2 stimuli were identical to those received by its paired
contingent preparation, irrespective of the BMPs emitted by the yoked preparation itself. Thus,
yoked preparations controlled for any time-dependent or nonassociative effects. Preparations
that had <3 effective En2 stimuli during training were discarded. An En2 stimulus was
considered effective (for either contingent or yoked preparations) only if it clearly elicited at
least one BMP. Upon conclusion of training, a 30 min posttest was performed. As in the pretest,
preparations were imaged for 120 s during the last third of the posttest.
3.4.5 BMP identification
During training, BMPs were manually classified by the experimenter in real time. For
data analysis, BMPs were automatically identified and classified using custom MATLAB
code. In both cases, the same criteria were used. Activity in Bn1 was used as an indicator of
the timing of each BMP phase. Bn1 is particularly informative because it is active during
protraction, inactive during retraction, and active again upon retraction termination. A BMP
was identified when three criteria were met: (1) a burst of large-unit activity lasting at least 3
s occurred in Bn1; (2) the Bn1 burst was followed by a burst of large-unit activity in at least
one of the two Bn3s; (3) at least one burst of large-unit Rn activity occurred during either the
Bn1 burst (protraction) or the subsequent Bn1 suppression (retraction). Large-unit activity was
defined as all activity with amplitude above a voltage threshold for each nerve, which was set
independently for each experiment. The threshold for Bn1 was set to include all units that were
consistently active during protraction and inactive during retraction. The Bn3 threshold was
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set to include only the largest units, which correspond to B4, a neuron known to be active at
the onset of retraction. Similar to previous studies (Nargeot et al., 1999a, 1999b), the Rn
threshold was set to include units larger than baseline activity (i.e., activity occurring outside
of BMPs). Thresholds were adjusted as necessary to ensure that the algorithm captured all
BMPs occurring during the pretest, training, and posttest recordings for each preparation.
Bursts were defined as at least 3 spikes with interspike intervals ≤4 s. BMPs were classified as
ingestion-like (i.e., iBMPs) if ≥50% of the Rn burst duration occurred during the retraction
phase (Nargeot et al., 1997, 1999a).
3.4.6 Raw VSD data processing
VSD data were processed in a similar manner to that described elsewhere (Neveu et al.,
2017). Briefly, regions of interest were drawn around the soma of each neuron, and the light
intensity was averaged across pixels within the region for each time point. Traces for each cell
were taken as the change in light intensity relative to baseline (i.e., ΔI/I), where baseline was
defined as an average of the first 10 frames after shutter opening. Traces were filtered using
MATLAB’s elliptic filter (n = 2, Rp = 0.1, Rs = 40, Wp = [0.02 0.2]).
3.4.7 Denoising
Principal component analysis (PCA) was used to isolate and remove correlated noise,
such as that associated with movement. PCA extracts a set of components from the data that
can be ordered by the amount of variance-covariance in the data explained by each component.
If some components consist primarily of noise, the data can be reconstructed without those
components to improve signal-to-noise ratio. At the millisecond timescale, most of the
correlation between the traces of individual neurons was due to noise that affected many
neurons simultaneously, such as tissue movement, vibrations, and fluctuations in illumination.
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This was the case because the amplitude of RH-155 signals is very small (i.e., in the order of
1×10-4 ΔI/I), and, importantly, because action potentials in Aplysia are not correlated at the
millisecond scale during spontaneous BMP generation. Note that this is different from the
correlation between firing rates examined throughout this paper, which is on the scale of
seconds. Thus, we performed PCA on the z-scored traces from all neurons in a preparation,
removed the top n components accounting for most of the correlation between traces, and
reconstructed the data. The number of components to remove was determined by performing
reconstructions with n ranging from 0 to all components, and selecting the most de-correlated
reconstruction. We validated this procedure by adding artificial action potentials of varying
amplitudes to a test data set, performing the full range of reconstructions, and attempting to
detect the artificially added action potentials using the algorithm described below. The test data
were a set of 100 traces from a real preparation. Because a substantial proportion of the added
spikes were buried in real noise, they served as a realistic test of signal improvement by
denoising. Consistent with visual inspection of signal quality, the most de-correlated
reconstructions led to the highest true positive rates.
3.4.8 Spike detection
Spikes were detected in a neuron when a downward deflection in the VSD trace
exceeded five times an estimate of the standard deviation of the noise. This estimate was given
by
(Eq. 3.1)

𝜎
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where 𝑥 is the trace of the neuron, and 𝑏

0.6745 is the constant for the relationship between

the median absolute deviation estimator and the standard deviation 𝜎

for Gaussian

distributions (Rousseeuw and Croux, 1993; Donoho and Johnstone, 1994; Quiroga et al.,
2004). A re-arm window of 10 ms was used to prevent a single action potential from being
counted more than once. This simple threshold method yielded comparable true positive rates
as did a more sophisticated spike detection algorithm (Chaure et al., 2018) in a test data set to
which artificial action potentials of varying amplitudes were added.
3.4.9 Non-negative matrix factorization (NNMF)
NNMF is a dimensionality reduction approach that optimizes an approximation of the
data matrix 𝑋 from a pre-determined number of components 𝑘, given non-negativity
constraints (for a detailed overview, see Cichocki et al., 2009). NNMF is well-suited to identify
a low-dimensional signature of learning in the Aplysia feeding circuit for at least three reasons.
First, NNMF has been used to identify groups of neurons participating in memory (Ghandour
et al., 2019). Second, NNMF has successfully decomposed behaviors into their motor module
building blocks (Ting et al., 2015). Third, the assumptions and constraints adopted by NNMF
are compatible with neuronal activity data (Cichocki et al., 2009). For the activity of a neuronal
population over time, NNMF can be described by
(Eq. 3.2)
𝑋
where 𝑋

𝑊

𝐻

𝐸

is the activity of 𝑛 neurons over 𝑡 time points, 𝑊

of each of the 𝑛 neurons to each of the 𝑘 components, 𝐻
each of the 𝑘 components at each time point 𝑡, and 𝐸

is a matrix of the contributions
is a matrix of the magnitude of

is the approximation error or residual
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term that NNMF minimizes. Note that these 𝑘 components are referred to as modules
throughout this manuscript.
NNMF was performed using the seqNMF MATLAB package developed by
Mackevicius et al. (2019), with L = 1, λ = 0, and otherwise default parameters. This set of
parameters corresponds to standard NNMF using multiplicative update rules first introduced
by Lee and Seung (1999). Six repetitions were performed for each run to ensure that the
algorithm consistently converged to the same modules. Given consistent convergence, an
arbitrary repetition was ultimately selected.
Prior to NNMF, data were temporally smoothed by convolving the spike train of each
neuron with a Gaussian. Because a difference in pairwise correlations was observed when
spikes were binned with 1 s bins (Fig. 3.2D), the Gaussian was set to have a standard deviation
of 1 s. This smoothing is compatible with the duration of BMPs as well as in vivo feeding
behaviors, which usually unfold over the course of tens of seconds. After smoothing, pretest
and posttest data were concatenated. This held the contribution matrix 𝑊 constant between
pretest and posttest, allowing for definition of identical components (i.e., modules) before and
after training. Thus, we were able to compare the time course of recruitment of the same
modules before and after training.
Because fixed-duration recordings (i.e., 2 min) were performed, it was possible for
BMPs to be only partly captured during the imaging window. To prevent such events from
distorting subsequent analysis, all BMPs that were only partially captured were removed from
the dataset prior to the steps described below.
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Given that overall BMP duration and the duration of each phase vary from pattern to
pattern, comparing component recruitment during BMP generation required normalizing these
durations. This normalization was performed by using linear interpolation to resample
component recruitment during each phase of each BMP to a standard of 180 time points. This
yielded equal-length time courses of module recruitment during each individual motor pattern.
Finally, this resampled time course of module recruitment was averaged across BMPs to obtain
a mean pretest and a mean posttest time course for each preparation. The timing and magnitude
of the peaks of these average time courses were then compared (Fig. 3.3D–G). Furthermore,
the average time courses during the pretest (i.e., before any training) were used to examine the
consistency of modules across preparations (Fig. 3.4).
Our analyses required comparing BMPs generated before and after two training
paradigms (i.e., contingent or yoked), yielding a total of four conditions. Because learning
increases the rate of iBMPs, there are inherent differences in the number of patterns captured
under each of these conditions with fixed-length windows. Given that this difference in
sampling cannot be avoided, we calculated the average recruitment of each module for each
preparation before and after training (as described in the preceding paragraph). Thus, whether
a preparation received contingent or yoked training, it was represented by one time course of
module recruitment for the pretest, and another for the posttest for all comparisons in Fig.
3.3D–G. Therefore, it is unlikely that the overall number of patterns sampled would directly
impact those comparisons.
A critical factor in NNMF and other dimensionality reduction techniques is selection
of the number of modules k used to approximate the data. Various strategies have been used to
make this selection (Cichocki et al., 2009; Cunningham and Yu, 2014; Ghandour et al., 2019).
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Examples include using heuristic solutions (such as a simple threshold on the approximation
error or variance-covariance explained by the reconstruction), or using estimates of the tradeoff
between information loss and model complexity (e.g., Akaike’s or Bayesian information
criteria), among others. Here, priority was given to ensuring that modules were behaviorally
relevant and consistent across animals, thereby allowing for direct comparisons of the effects
of learning on module recruitment. We assessed this cross-animal consistency by computing
the correlation between the average pretest time course of module recruitment during a
normalized BMP across preparations (Fig. 3.4A–B). We performed a series of factorizations
with 𝑘 ranging from one to ten, each repeated six times. For each repetition, a matching
algorithm sorted modules into 𝑘 clusters by matching modules in the order of their correlations
across preparations. Within preparation matches were disallowed, and each module was only
allowed to match with one other module per preparation. Note that this is distinct from the
hierarchical clustering in Fig. 3.4B, which has no such limitations. This matching algorithm
ensured that each preparation had exactly one module in each of the 𝑘 clusters. An overall
mean correlation among matched modules was computed for each NNMF run as the final
consistency metric (Fig. 3.4C).
The number of modules 𝑘

2 was selected because it yielded the most consistent

modules across preparations, and because it did so while explaining most (74.9 ± 1.8%) of the
total power in the data. Explained power is a metric of how well a factorization approximates
the original data, analogous to the concept of explained variance-covariance in PCA. The
explained power was computed as in Mackevicius et al. (2019), that is
(Eq. 3.3)
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where 𝑋 is the original data, 𝑋 is the data reconstruction, and ∑ 𝑋 denotes ∑

∑

𝑥

.

Hierarchical clustering (Fig. 3.4B) was performed with MATLAB’s linkage function
using the average method. Briefly, the function starts with single-module clusters and
progressively forms larger clusters by grouping the most similar (i.e., most correlated) clusters,
until a single cluster encompasses all modules. Once a module is assigned to a cluster, the
module is no longer individually compared to others; rather, a comparison is made between
the entire clusters. The dissimilarity between two clusters is equal to the mean dissimilarity
among all possible pairs of modules between the two clusters.
3.4.10 Spatial distribution of motor modules
To allow for comparisons of module localization across animals, all preparations were
aligned to a reference ganglion (preparation A in Fig. 3.5A). A regression of the pixel
coordinates of the largest neurons (i.e., the upper quartile for size) was used to approximate
the orientation and offset of each ganglion (Neveu et al., 2017).
3.4.11 Data acquisition software
Imaging

data

were

acquired

using

Neuroplex

10.2.2

(RedShirtImaging).

Electrophysiological data were acquired simultaneously on Neuroplex 10.2.2 and Clampex
10.4 (Molecular Devices).
3.4.12 Statistics and reproducibility
All hypothesis tests were performed on SigmaPlot 12. Normality was not assumed and
two-tailed Wilcoxon signed-rank tests were used to perform paired comparisons between
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contingent (N = 7) and yoked (N = 7) groups in Figs. 3.1F–G, 3.2D–E and 3.3F–G. Alpha was
set to 0.05. Data analyses were performed while blinded to the training history of each
preparation.
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CHAPTER 4: UNSUPERVISED FUNCTIONAL NEUROCARTOGRAPHY OF THE
APLYSIA BUCCAL GANGLION 3
4.1 Introduction
Analyses of the function and connectivity of a neuronal circuit require the ability to
identify and characterize the individual functional units within it. This characterization is
facilitated in simpler nervous systems because they are known to contain many individually
unique neurons (e.g., Byrne, 2019) that are regarded as functional units. Conversely, in more
complex systems, the functional unit of interest may be a group of similarly-behaving neurons
or even an entire region. In either case, the traditional approach has been to distinguish these
functional units by using some defining feature or trait (e.g., a protein, gene, metabolite,
neurotransmitter, morphology, synaptic connection, or activity pattern). However, in the
majority of cases neurons or groups of neurons are not readily identifiable by a signature
feature alone. Even when a single feature purportedly identifies a neuron type, future
experiments tend to find subcategories of that group (e.g., Björklund and Dunnett, 2007; Mallet
et al., 2012; Hernández et al., 2015; Abrahao and Lovinger, 2018; Tiklová et al., 2019). A
notable example of the problem is comparing the same circuit between two different subjects.
Although investigation in vitro may demonstrate two subjects to be physiologically similar,
inherent intersubject variability can make identifying even the most obvious homologous
functional units between them nontrivial. The problem of identifying homologous units in spite
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of intersubject variability is known as the issue of correspondence (Åberg et al., 2009;
Hassanien et al., 2009; Yendiki et al., 2016; Yu et al., 2021).
To address the issue of correspondence, Frady et al. (2016) developed an analytical
framework termed functional neurocartography. They built and optimized a rich feature-space
composed of several features that were informative for the identification of many individual
leech neurons recorded using voltage-sensitive dye (VSD) imaging. Cells were algorithmically
compared based on features extracted from neuronal activity during behavior, and putatively
homologous neurons were identified through careful curation of the results. Neurons from
these experiments were then fit onto a reference map template based on known information
from the literature and this mapping process also revealed previously uncharacterized neurons.
This approach is effective, but requires the curator to be well informed about the structure and
function of the neuronal circuit being investigated. The present study aimed to generalize
neurocartography to nervous systems where such information may not be readily available.
This study applied the functional neurocartography approach to the neurons in the
buccal ganglion of the marine mollusc Aplysia californica. The buccal ganglia contain a central
pattern generating (CPG) circuit that mediates the consummatory aspects of feeding behavior.
The ganglion continues to produce spontaneous buccal motor patterns (BMPs) after removal
from the animal, and many neurons essential for the generation of BMPs have been
characterized (for reviews, see Cropper et al., 2004, 2019; Baxter and Byrne, 2006). In
addition, VSD imaging has been successfully used in large-scale recordings from buccal
ganglia neurons (Morton et al., 1991; Neveu et al., 2017; Costa et al., 2022). Although neurons
in the buccal ganglion are individually identifiable, the criteria vary considerably. For the
majority of neurons, an elaborate combination of anatomical and physiological properties are
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necessary for identification. Many neurons remain uncharacterized because their identifying
features have yet to be documented. Searches for uncharacterized neurons that contribute to
BMPs are still ongoing (e.g., Costa et al., 2022; Momohara et al., 2022). Consequently, this
model system could benefit greatly from functional neurocartography.
Here, we implemented and expanded the functional neurocartography framework, that
is, obtained anatomical and physiological neuronal features that were tailored to the Aplysia
buccal ganglion and identified matched neurons among preparations based on those features.
Several key adaptations were made. First, in addition to the typical VSD imaging of neuronal
activity during motor pattern generation, VSD signals were used to measure neuronal
responses to stimulation of different peripheral nerves. This manipulation added a set of robust
and distinct features to the feature-space. Second, a novel tool was developed for matching
neurons across subjects. A cyclic matching algorithm (Hofbauer, 2016) was used to chain
together pairs of experiments and form families of neurons. This approach circumvents the
problem of integrating pairwise matching results across all animals (termed “stitching” in the
functional neurocartography framework) and enables an unsupervised analytical pipeline for
the cross-subject matching of homologous neurons. This automated analytical pipeline helps
enhance the scalability of the framework to accommodate a larger number of subjects. These
adaptations and enhancements will facilitate the future use of neurocartography for analyses
of the Aplysia buccal ganglion, as well as other nervous systems.
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4.2 Results
4.2.1 Spatial and functional features
In order to build an information-rich feature-space, we first collected data, defined
many spatial and functional features of each neuron, and assessed the usefulness of each
feature. Potential sources of useful information on individual neurons include size and position,
characteristics of activation during motor pattern generation, and responses to stimulation of
peripheral nerves. This information was acquired by combining population-wide VSD imaging
with extracellular nerve recording and stimulation. Here, we provide an overview of the
experimental configuration and of the extracted neuronal features. Detailed descriptions are
provided in Materials and Methods.
The activity of individual neurons in isolated Aplysia buccal ganglia during motor
pattern generation (Fig. 4.1) was measured by staining ganglia with VSD RH-155. Two sets
of experiments were performed: one recording from the caudal (n = 7) surface of the left buccal
hemiganglion and the other from the rostral (n = 6) surface. Suction electrodes were used to
record activity in buccal nerves 1–3 (cBn1, cBn2, cBn3, iBn2, iBn3—where c and i denote
whether the nerve was contralateral or ipsilateral to the imaged hemiganglion), the esophageal
nerve 2 (iEn2) and the radular nerve (iRn). Activity in these nerves is correlated with specific
phases of the animal’s feeding behavior (i.e., protraction, retraction, post-retraction; Morton
and Chiel, 1993a; Cropper et al., 2004). The relationship between the activity of individual
neurons and these phases, in turn, provides potentially useful information about the behavioral
role of each cell (Morton and Chiel, 1993b).
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Figure 4.1: Concurrent voltage-sensitive dye (VSD) imaging and extracellular nerve
recordings during motor pattern generation. (A) Caudal surface of the buccal ganglion.
Example neurons displayed in (B) are highlighted in red. A total of 111 neurons were in the
field of view for this preparation. (B) (Top) Extracellular nerve recordings were used to
monitor motor pattern generation and to identify each phase of a motor pattern (protraction,
retraction and post-retraction; respectively orange, blue and purple bars and shading). (Center)
Example VSD traces from 10 neurons during the same period. Vertical red lines above each
trace denote the occurrence of action potentials. (Bottom) Raster of the spike trains from all
111 neurons. Neurons displayed as examples above are highlighted in red.
The timing of the spike activity detected from the VSD recordings was examined (Fig.
4.1B; see 4.4 Material and Methods). Many neurons were active predominantly during one or
more of the three BMP phases (protraction, retraction, post-retraction). Phase preference was
quantified as the normalized activity of a neuron during each phase of the BMP (Fig. 4.2A).
This yielded three preference features—one for each BMP phase.

Figure 4.2: Features of neuronal activity during motor patterns. (A) Preference of neuron
activity for each phase of a motor pattern. Orange box denotes protraction, blue retraction, and
purple post-retraction. Spikes that were used to compute a neuron’s preference toward a given
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phase are highlighted in the corresponding color. (B) Bursts of activity in each spike train were
labeled and neurons were classified as either bursting or non-bursting. Red boxes denote bursts
identified in each spike train. Spikes in each burst are highlighted in red. The overall level of
burst-like activity in each neuron was quantified as the firing rate during bursts. This feature
was termed frequency. Start time was the time elapsed between the onset of a motor pattern
and the onset of burst-like activity in each neuron. Duration was the total length of bursts for
each neuron. See 4.4 Materials and Methods for details on the quantification of each feature.
Neurons were classified as bursting or non-bursting using previously described criteria
(Neveu et al., 2017; see 4.4 Materials and Methods), which yielded a binary feature termed
bursting. Additional features were obtained from the burst properties of each bursting-positive
neuron, including the firing rate during bursts (frequency), and the start time and duration of
burst-like activity during BMPs (Fig. 4.2B). Start time and duration were extracted after
normalizing the duration of each phase of a motor pattern, whereas frequency was calculated
prior to normalization.
Neurons within the buccal ganglia may send processes through one or more peripheral
nerves (Scott et al., 1991; Morton and Chiel, 1993b; Evans and Cropper, 1998; McManus et
al., 2014), as well as receive synaptic input from cells whose processes pass through these
nerves (Nargeot et al., 1999c). Nerve stimulation can therefore activate neurons both directly
and indirectly, thereby providing a potential rich source of information on many cells. VSD
imaging was used to capture the responses of all neurons to stimulation of each of the recorded
nerves (Fig. 4.3). The amplitude of neuronal activity following nerve stimulation yielded seven
nerve response features, one for each of the seven stimulated nerves (cBn1–3, iBn2–3, iEn2,
iRn).
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Figure 4.3: Feature extraction from responses to nerve stimulation. Following stimulation
of individual nerves, distinct subsets of neurons exhibit VSD responses. The response
amplitude feature was defined as the integral of the -ΔI/I trace over the first 25 ms following
nerve stimulation (shaded area in A). (A) Example time courses of the VSD signal in response
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to the nerve stimulations. Note that a downward deflection in the VSD trace corresponds to a
depolarization. Responses of 12 neurons to 3 nerves (cBn2, cBn3, and iBn3) are presented.
Neuron indexes correspond to the numbers in panels (B–E). Each trace is an average of 40
responses. Red vertical lines indicate the time of nerve stimulation. (B) Image of the VSDstained buccal ganglion showing the 12 neurons that generated the recordings in panel A. (C–
E) Spatial patterns of activity in response to stimulation of each of the three nerves. The
response maps were obtained by subtracting the ΔI/I image of the baseline periods (average
over -10–0 ms and 45–55 ms relative to the stimulus onset) from that of the post-stimulus
period (average over 45 ms after the stimulus; a larger time window than the 25 ms window
for the amplitude parameter was used for improved image quality).
Finally, the spatial features for all imaged neurons were parametrized. The ganglion
was positioned at approximately the same location across experiments. In addition, variations
were accounted for by approximating the orientation and offset of both the ventral cluster and
the entire ganglion, and then aligning each recording accordingly, as previously described
(Neveu et al., 2017). The centroid of the pixels overlying each neuron was used as the x and y
coordinates for the position feature, and the total number of pixels was used as the size feature.
4.2.2 Feature assessment
We next evaluated what subset of features would form the optimal feature-space for
the purpose of identifying putatively homologous neurons. The quality of a feature depends
primarily on three factors: i) how much information it provides; ii) how much of that
information is unique relative to other features (non-redundancy); and iii) the extent of its
variability within and across subjects (consistency). Thus, a high-quality feature must offer
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non-redundant information that is sufficiently consistent to allow neurons to be distinguished
from one another.
The quality of the feature-space was quantified using a metric (termed discriminability
index) that reflects the percentage of neurons that are distinguishable in a certain feature-space
(Frady et al., 2016). Briefly, this index asks whether, upon splitting the data in two halves, a
given neuron is closer to itself than to other similar neurons in the feature-space. If that is the
case, the neuron is deemed discriminable, that is, distinguishable from other neurons. The
discriminability index was computed for systematically manipulated possible subsets of
features (Fig. 4.4; see 4.4 Materials and Methods). By selecting the subset of features that
maximizes the number of discriminable neurons, we attempted to optimize the usefulness of
our feature-space.
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Figure 4.4: Effect of individual feature removal on neuron discriminability. (A)
Discriminability of neurons visible from the caudal surface. If a feature contains useful
information, removing it must necessarily reduce the ability to discriminate neurons within the
subject (green). On the other hand, if removing a feature improves (red) discriminability, it
should not be included in the feature-space. Dashed lines represent the discriminability of
feature-spaces containing either all features, or only those deemed informative. (B) Same as
(A), but for neurons visible from the rostral surface.
Feature assessment was performed separately for the rostral and caudal buccal neurons,
and resulted in two distinct subsets of features. For caudal preparations, the selected featurespace consisted of protraction and retraction phase preferences, the start time burst property,
and nerve responses for iRn, iBn2, iBn3, cBn2, and cBn3. Conversely, the feature-space for
rostral preparations consisted of start time and duration burst properties, in addition to nerve
responses for iRn, iBn2, iBn3, cBn2, and cBn3. Responses to iEn2 stimulation were small
compared to other nerves, and we could not rule out the possibility that these responses were
due to noise. Therefore, we conservatively chose not to include responses to iEn2 stimulation
in the final feature-spaces, even though this feature was classified as useful for both caudal and
rostral populations by the discriminability analysis, and thus potentially contained valuable
information. By default, both caudal and rostral spaces included size and position features. The
differences between the feature-spaces yielding highest discriminability for each surface imply
that certain information may be of greater or lesser value depending on the neuronal population
of interest. Specifically, the rostral neurons appeared to rely more on the temporal properties
of bursts, while caudal neurons relied more on BMP phase preference. Both, however, were
equally reliant on the information contained within the nerve response features. The differences
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in the optimal subsets of features further substantiated the use of the discriminability index for
feature quality assessment and, in addition, highlighted the underlying physiological
differences between the rostral and caudal sides of the buccal ganglia.
4.2.3 Pairwise functional neurocartography
The assessment of feature discriminability yielded a caudal and a rostral libraries of
neurons with respective feature sets selected for intersubject comparison. Pairwise
comparisons of neurons were performed between every unique pair of experiments for each of
the caudal and rostral datasets as the first step for identifying homologous neurons across
experiments. These pairwise comparisons, performed with the Imaging Computational
Microscope (ICM) module of the neurocartography toolset (Frady and Kristan, 2015),
generated a metric of neuron-to-neuron match strength, which was based on the extent of
similarity across all input features as well as quantity and quality of alternative candidates for
the match. The ICM then uses the Hungarian algorithm (Kuhn, 1955) to ensure that as many
neurons as possible find matches between experiments by allowing non-best matches. The
software is also capable of optimizing the relative contributions of each feature (feature
skewing) to manage intersubject variability. Feature skewing was not utilized at this stage, but
was used in subsequent analyses (see the following subsections).
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Figure 4.5: Pairwise matching analysis. The Imaging Computational Microscope (ICM;
Frady and Kristan, 2015) was used for matching neurons between every pair of experiments
based on neurons’ similarities in their spatial and functional features. (A) Matching neurons
across ganglia. Although a given neuron in ganglion a will be matched with one neuron in each
of ganglia b, c, and d, it is not guaranteed that these neurons in b, c, and d will, in turn, be each
other’s best possible matches when their ganglia are directly compared. As a solution to this
problem, neurons were considered to be in a matching group when all neurons were the best
match (open circle, B) for each other in all possible pairwise comparisons (“perfect group”)
among at least four ganglia. (B) Groups with overlapping neurons were then merged into a
single group. The diagram presents such an instance, where letters a3-g3 each indicate one
neuron in each of the seven separate ganglia. (Specifically, neurons that fell into the group 3
in panel C.) For example, the four neurons a3, b3, c3, and d3 form best-match pairs (red circles)
a3-b3, a3-c3, a3-d3, b3-c3, b3-d3, and c3-d3. The seven neurons contained eight of such perfect
groups (abcd, abcg, abdg, acdg, bcdg, bdfg, cdeg, and defg; subscripts are omitted for clarity)
and were merged into a single group. Note that several pairs in the resulting single group are
non-best-matches in direct pairwise comparisons (gray crosses). In this example, out of 21
possible pairs between 7 neurons, 17 pairs are best-matches and 4 are non-best. (C1) All
caudal-side groups of neurons identified through the aforementioned steps. Each circle
represents a single group, and the position and size of circle show the median position and size
of participating neurons. The colors of circles are for visibility and do not represent specific
information. (C2) The number of participating neurons and number of best-match pairs among
them are presented for every group in (C1). Each bar represents a single group and its position
along the X-axis corresponds to the group number in (C1). (D) The identified groups from six
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rostral-side experiments presented in the same format as in (C). These results are based on the
unskewed feature-space (see Figs. 4.7 and 4.8).
One drawback of the pairwise approach is that information across all possible pairs
needs to be “stitched” (i.e., integrated in some way to obtain unified insights; Frady et al.,
2016). Stitching is nontrivial because full consistency of pairwise matches among three or
more animals is not guaranteed (Fig. 4.5A). Frady et al. addressed this issue by training the
matching and feature skewing algorithm with human instructions, and then manually curating
the results to identify "canonical” neurons that were consistently matched across animals.
Although this approach offers the highest possible accuracy, it relies on expertise, and requires
substantial human effort. The latter is a limiting factor for the number of animals to which the
approach can be applied, as the number of possible pairs of animals is equal to N×(N-1)/2 (i.e.,
N choose 2), where the N is number of animals. Thus, supervision effort (i.e., the number of
matches the analyst has to judge) scales rapidly with the number of animals.
Consequently, a more automatic approach for the stitching process was sought. Here,
matches were assessed based solely on the consistency of pairwise matching across animals.
A set of four neurons was considered successfully matched across subjects when every possible
pairing among them was the best possible match for each neuron in pairwise matching (termed
“perfect group”). Four was chosen as the minimum majority of 7 caudal experiments or 6
rostral experiments so that the corresponding neurons cannot appear in two separate subgroups. Furthermore, when two or more such groups of four neurons shared at least one
member neuron, these groups were merged even if there were pairs of non-best match neurons
among the groups (Fig. 4.5B). Before the optimization of intersubject variability, this
procedure identified 29 groups in the caudal dataset (Fig. 4.5C, D) and 22 groups in the rostral
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dataset (Fig. 4.5E, F). These numbers are not distant from what is to be expected from the
discriminability analysis above, although they are not intended for direct comparison. For the
caudal and rostral datasets, 12/29 and 7/22 groups, respectively, contained five or more
member neurons after group merging.
4.2.4 Cyclic matching and copresence analysis
The approach above allows integration of pairwise matches based on the cross-animal
consistency of identified groups of neurons, with minimal human effort. However, this solution
does not provide an estimate of error, and thus contains little information about the level of
confidence in individual identified groups. For example, some of the groups (in particular,
those with four members) may be false positives that were matched by chance. In addition, the
criterion of perfect groups is possibly too stringent when the number of subjects (and thus its
minimum majority) becomes larger, implying another challenge for a scalable automated
analysis.
To overcome this limitation, we applied a fundamentally different matching strategy,
termed d-dimensional stable matching with cyclic preferences (cyclic matching; Hofbauer,
2016), in which matching of more than two members can be achieved at once by considering
the preference of members in a unidirectional and cyclic manner (Fig. 4.6A; see 4.4 Materials
and Methods). This cyclic matching algorithm yields complete sets of neurons (referred to as
families) in the sense that each set contains neurons from all subjects. However, the matching
results generally depend on the unidirectional order of experiments chosen to compute cyclic
preferences. Thus, cyclic matching was performed repeatedly using randomly shuffled orders
of experiments, and the robustness of resulting matches was assessed based on their
consistency across runs (Fig. 4.6B). Specifically, the number of times a pair of neurons was
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present in the same family out of 100 repetitions was counted (referred to as copresence count).
The copresence counts collectively form a set of copresence profiles for each reference neuron
(Fig. 4.6B). When a specific neuron exhibits a high copresence count with respect to the
reference neuron, they are considered a strong match. When two neurons in the same subject
show comparable copresence counts, or when none of the neurons have a salient copresence
count, the matching counterpart is uncertain. By taking every neuron in the dataset as the
reference neuron, putatively matching pairs of neurons were identified and a confidence metric
was assigned to each match that could be used in subsequent analyses (i.e., the copresence
count).
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Figure 4.6: Cyclic matching and copresence analysis. (A) Schematic diagram presenting the
concept of the cyclic matching algorithm. It relies on sequential pairwise matches generated
by the Hungarian algorithm, and then assesses the preference of the last cell to the first cell of
the same “family” as the rank of their similarity relative to the similarities between the last cell
and each cell in the first experiment. The family with highest preference is removed from the
dataset as an established family. The process is repeated until all cells (in the experiment with
fewest cells) form a family. The order of experiments for matching can be arbitrary and
generally matching results are not identical when the orders of experiments are different. (B)
The robustness of individual matchings was determined by performing the cyclic matching
process many times (100 cycles) with randomly permuted orders of experiments. A specific
neuron was picked as the reference and for every neuron from other experiments (i.e., neuron
numbers in the x axis), the number of cycles in which both belonged to the same family was
counted (“copresence”). Two examples of such an analysis are presented in two sets of stem
plots. (B1) the reference neuron was picked from ganglion a (see Fig. 4.5). There are six stem
plots, each of which corresponds to one of ganglia b–g, and each stem represents a single
neuron that has a non-zero copresence count. Although a single neuron had a high copresence
in the vast majority of runs in ganglia b, c, d, and g, there were two competing neurons in
ganglia e and f, suggesting a failure to find a reliable counterpart. (B2) the reference was
another neuron from ganglion a. In this example, there were many candidate neurons in all
ganglia, implying that matching is unstable across runs. The same analysis was conducted for
every neuron from every experiment, and a pair of neurons is considered as a reliable match
when they reciprocally demonstrate highly exclusive copresence. The horizontal dashed line

100

and number in the right indicate the number of cycles (out of 100) in which the reference
neurons appeared in the matching results.
4.2.5 Feature skewing for the optimization of intersubject comparisons
In our automation-oriented approaches of either pairwise matching or cyclic matching,
one key component of the original neurocartography framework was left unused. The ICM
software has the capability of optimizing intersubject comparisons through skewing of the
feature-spaces of individual subjects. Feature-space skewing is designed to minimize the
distances among a set of selected matches, which are deemed “correct.” In so doing, skewing
emphasizes features that are informative for the correct matches and minimizes the impact of
overall intersubject variability by de-emphasizing less informative features. But to implement
skewing, it is necessary to have data on which matches should be selected as correct. Although
such data was provided manually by the analyst in the original framework, the copresence
results provide that instruction data in the present study. As the high copresence count implies
highly consistent matching results across different runs of cyclic matching, it was considered
as a proxy of the reliability and used to label the match as correct or not for this analysis.
Selected matches were determined using a copresence proportion criterion, computed
over 100 repetitions of cyclic matching. For each match, the copresence proportion was the
copresence count of the match (e.g., stems in Fig. 4.6B) divided by the appearances of the
reference neuron (e.g., dashed lines in Fig. 4.6B). Matches that exceeded a given copresence
proportion threshold were selected as “correct” for feature-space skewing. We compared
various skewed and unskewed feature-spaces by using the sparseness of the full copresence
profile of each reference neuron as an overall quality metric. Neurons whose matches are
highly random across runs are expected to have low sparseness, whereas neurons that have
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consistent matches will have sparse copresence profiles. In other words, the sparseness is high
when the copresence counts converge to one or just a few neurons, and is low when copresence
counts distribute broadly among many neurons. Thus, if skewing results in copresence profiles
that converge to fewer neurons, it increases the overall sparseness and improves the featurespace relative to intersubject variability. The ratio of the ℓ2 norm to the ℓ1 norm was chosen as
the sparseness metric. Both norms are widely used to quantify sparseness, and the ratio
between them is a convenient metric due to its scale-invariance (Krishnan et al., 2011; Yin et
al., 2014).
A range of copresence proportion thresholds was explored. In caudal preparations, a
threshold value of 0.3 yielded the highest overall sparseness (Fig. 4.7A), the highest number
of cells showing a large change (>2.5 times the standard deviation) in sparseness (Fig. 4.7B)
and led to smaller increases in sparseness in many other cells (Fig. 4.7C). The same threshold
also had a similar performance on rostral preparations (Fig. 4.7D–E). Upon examining the
copresence profiles of individual neurons before and after skewing (Fig. 4.7G–H), we found
that many cells that were ambiguously matched across multiple runs in the unskewed featurespace converged more consistently onto the same matches after skewing. These results suggest
that skewing to favor matches that are consistent across multiple cyclic runs can improve the
feature-space. Thus, a copresence proportion threshold value of 0.3 was used for subsequent
analyses of both caudal and rostral preparations.
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Figure 4.7: Feature-space skewing using the cyclic matching copresence criterion. A
subset of cross-subject cell matches was automatically selected for skewing of the featurespace to optimize the overall cross-subject comparisons. Matches were included if they met a
copresence criterion threshold. (A1) Overall change in sparseness of the copresence profiles
over a range of copresence criterion thresholds. Averaged across all cells from caudal
preparations. The threshold value of 0.3 had the largest overall improvement in sparseness.
(A2) Total number of cells displaying a significant (>2.5 standard deviations) increase or
decrease in sparseness for each threshold. (A3) Sparseness of the copresence profile of
individual neurons before and after skewing of the feature-space using the 0.3 threshold value.
Neurons above the diagonal display increased sparseness after skewing, whereas those below
display decreased sparseness. Cells highlighted in orange correspond to examples in panels
(C1) and (C2). (B) Same as (A), but for rostral preparations. (C1) Copresence profiles of four
example reference neurons from caudal preparations with no skewing of the feature-space.
Copresence profiles follow the same scheme and reference ganglion as Fig. 4.6. Note that plots
are horizontally compressed to show all target ganglia for each neuron. (C2) Copresence
profiles of the same reference neurons after skewing of the feature-space using the 0.3
copresence criterion threshold.
4.2.6 Groups of putatively homologous neurons based on cyclic matching and comparison
with pairwise matching
We next compiled the results of cyclic matching to search for groups of putatively
homologous neurons. To achieve this, we first extracted reliable pairs of matching neurons.
Reliable pairs were determined based on the uniqueness (exclusiveness) of the copresence
count in the copresence profile of a given experiment and a given reference neuron. We defined
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the uniqueness index (UI) (see 4.4 Material and Methods), which takes values between 0 and
1 for neurons with highest copresence counts, and values between -1 and 0 for any other
neuron. Higher values of UI indicate higher degrees of uniqueness. When a given neuron takes
all copresence count in the experiment (i.e., completely exclusive), UI is equal to one, and
when two neurons share the same highest count, their UIs are equal to zero, for example. A
pair of neurons were considered as reliably matched when they reciprocally had a UI above
0.5 (see 4.4 Material and Methods). Finally, reliable pairs that shared the same neurons were
agglomerated to form a neuron group. In the cases in which the resulting groups included two
neurons from the same subject, both neurons were eliminated from the group. Groups with
four or more member neurons were kept for further analyses, although it was technically
possible to identify groups of fewer member neurons.
The above process was applied to the cyclic matching results obtained after feature
skewing. Nineteen groups from the caudal dataset (Fig. 4.8A–D), and 22 groups from the
rostral dataset (Fig. 4.8E–F) were identified. For comparison, the cross-animal stitching of
pairwise matches (i.e., Fig. 4.5C–D) was repeated using the feature-skewed datasets, which
yielded 35 and 18 groups in caudal and rostral datasets, respectively.
To compare cyclic groups and pairwise groups, we counted groups that had identical
member neurons, as well as those that were not identical, but still shared four or more members.
In the caudal dataset, there were five identical groups and six groups with 4+ shared members
(Fig. 4.8A, C). The same analysis was performed using the dataset without feature skewing
and obtained one identical group and seven groups with 4+ shared members (Fig. 4.8D). Of
note, no seven-member groups were obtained from cyclic matching with the unskewed data.
The same comparison of group members was conducted in the rostral dataset (with feature105

skewed data), which resulted in four identical groups and three groups with 4+ shared members
(Fig. 4.8E). In addition, the uniqueness index of the group was calculated, which is defined as
the mean uniqueness index calculated across all possible pairs (bidirectional) among member
neurons in the group (Fig. 4.8A, B, F). Although the group uniqueness indexes remain
relatively high in the cyclic matching groups, which was expected because the grouping
process had set a threshold for uniqueness index, the indexes distributed more broadly in the
pairwise matching groups. This difference might reflect the lack of a means for quality control
in the cross-animal comparisons of pairwise matching.
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Figure 4.8: Assembly of the groups of putatively homologous neurons based on cyclic
matching and optimized feature-space. By compiling the information of neuron pairs that
showed highly exclusive copresence from the results of cyclic matching (see text), groups of
putatively homologous neurons were identified. These groups were compared with the groups
obtained through the cross-subject comparison of pairwise matching results. To ensure a
meaningful comparison, pairwise matches were updated relative to those in Fig. 4.5 by using
the optimized feature-space. (A) Direct comparison of groups from cyclic matching and
pairwise matching of the caudal dataset. Left and right rows list the neuron groups based on
cyclic (cyc) matching and pairwise (pw) matching, respectively, with the number of member
neurons and mean uniqueness index (a possible metric of matching quality). Groups connected
with an orange line are identical in their member neurons. Groups connected with blue lines
share four or more member neurons but also contain at least one inconsistent neuron in one or
both of groups. (B) Histograms of the distributions of the mean uniqueness indices of pairwise
and cyclic groups. (C) Summary of the number of established groups in panel A, as well as
fully or partially consistent groups between cyclic and pairwise matching. (D) Summary data
of group numbers based on the unskewed feature set. Note that there is no group with all seven
experiments in cyclic matching (left side), resulting in fewer fully consistent groups compared
to (C). (E, F) Summary of group numbers and histograms of uniqueness indices in the rostral
dataset. The format of graphs is the same as panels (C) and (B), respectively.
Finally, the features of the putatively homologous neurons identified through cyclic
matching for caudal and rostral preparations were examined. Homologous caudal neurons
ranged from small to large, but most appeared to be on the larger end (Fig. 4.9A). Despite
substantial variability in the exact position of individual neurons, several patterns can be noted.
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For example, neuron cyc05 (yellow, Fig. 4.9) was consistently located on the top left quadrant,
often next to or near neurons cyc04 (magenta) and cyc08 (brown). Neurons such as cyc02
(green) and cyc15 (purple) tended to have small to medium sizes, and were located near the
border between larger cells and smaller cells. The median features displayed by each putatively
identified neuron (Fig. 4.9B) suggest that most neurons do not possess an individual feature
that uniquely identifies them in this feature-space. Rather, most neurons display a unique
combination of many features. For example, even though neurons cyc10 and cyc11 are small
cells among many other small neurons (e.g., ganglia d–g in Fig. 4.9A), and share many features
they can often be identified due to their unique combinations of features (Fig. 4.9B). This also
appears to be the case for many neurons from the rostral surface (Fig. 4.10A, B), where most
putatively identified cells were small neurons that were responsive to stimulation of many
nerves. Similar to caudal neurons, patterns were clear in many putatively identified rostral
neurons, such as the sizes and positions of cyc03, cyc04, cyc06, cyc14, and cyc16 (Fig. 4.10).
Taken together, these findings suggest that unsupervised functional neurocartography of the
Aplysia buccal ganglion can overcome intersubject variability and consistently identify
putatively homologous units across animals.
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Figure 4.9: Overview of putatively homologous neurons across seven caudal
preparations. (A) Diagrams representing the sizes and positions of individual neurons
recorded in each caudal preparation (a–g). Filled circles indicate putatively homologous
neurons, with each color denoting one individual group. For example, the yellow circle (cyc05)
usually located on the upper left quadrant of each preparation indicates a neuron that was
putatively identified in all seven ganglia. Note that, although many neurons exhibit roughly
consistent localization across ganglia, there is substantial variability in the exact position of
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each cell. (B) Overall feature profiles of each group. For each feature, the median value across
all members of a group is displayed. The y-axis for each feature (i.e., column) is normalized
to the maximum observed value of that feature across all caudal neurons. Color scheme
corresponds to neurons in panel (A). Group labels (cyc01–19) correspond to those in Fig. 4.8A.

Figure 4.10: Overview of putatively homologous neurons across six rostral preparations.
Same as Figure 4.9, but for rostral preparations. (A) Diagrams representing the sizes and
positions of individual neurons recorded in each rostral preparation (a–f). (B) Overall feature
profiles of each group.
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4.3 Discussion
4.3.1 Functional neurocartography of the Aplysia buccal ganglion
The present study applied the functional neurocartography framework (Frady et al.,
2016) to the buccal ganglion of Aplysia and made several key modifications to enhance its
scalability. Neurocartography is composed of two central parts: i) construction of the featurespace, and ii) intersubject matching of neurons based on that feature-space. Each of these is
discussed in the following paragraphs.
4.3.2 Developing the feature space for the buccal ganglion
The original framework of neurocartography was developed using VSD imaging data
from the leech ganglion. Even though the framework itself is highly versatile, many functional
features are specific to each system. Therefore, the first step of our analysis was establishing
the feature-space for the buccal ganglion that contained the optimal set of features. The
automated algorithm selected parameters related to BMPs. This is not surprising given that
many neurons in the buccal ganglion have been characterized based on their activity during
BMPs (Morton and Chiel, 1993b; Elliott and Susswein, 2002; Cropper et al., 2004; Jing and
Weiss, 2005; Baxter and Byrne, 2006). In addition to purely functional features, the VSD
signals evoked in response to the stimulation of different nerves (Fig. 4.3) were used, which
aided discrimination of neurons. Feature selection based on within-subject variability (Fig. 4.4)
demonstrated that stimulation of various nerves provided useful information in both caudal
and rostral datasets. In contrast, some features that were useful for the caudal surface were not
useful for the rostral dataset (e.g., protraction and retraction). The rejection of protraction and
retraction in the rostral dataset was surprising given that the phasing of neurons has historically
been an important defining feature for neurons in the buccal ganglia. One possible explanation
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is that, for the purpose of large-scale neuron discrimination, the information these features bore
was redundant with information provided by other features. In that case, it would be beneficial
for the overall matching to discard such a redundant feature, even when it is both informationrich and salient to experimenters. These results suggest the need to carefully identify and
evaluate the feature sets that are optimally informative for each neuronal population of interest.
4.3.3 Unsupervised pipeline for matching of putatively homologous neurons across subjects
One of our primary goals was to increase the degree of automation, thereby enhancing
scalability. The original framework (Frady et al., 2016) was designed to utilize human
instruction to manage intersubject variability through skewing of the feature-space. In addition,
it relied on manual processing to “stitch” the collection of pairwise matching results into
groups of putatively homologous neurons. Importantly, this process is nontrivial because
pairwise matches are not always consistent if more than two animals are considered.
A key tool in our approach was cross-animal matching based on cyclic matching
(Hofbauer, 2016). Although cyclic matching can avoid the problem of inconsistency across
pairwise matches, its matching results are generally sensitive to the order of experiments
(subjects). Notwithstanding, cyclic matching can be run with many randomly permuted orders
of experiments. This strategy makes it possible to discriminate between neuron pairs that are
consistently matched across permutations and those that are not (copresence analysis; Fig.
4.6B).
The parametrization of individual neuron pairs through the copresence analysis opened
a path to the automation of feature-skewing (Fig. 4.7), allowing for the entire analytic pipeline,
including matching of putatively homologous neurons, to be automated and unsupervised.
Thus, the combination of cyclic matching with the copresence analysis is a promising scalable
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approach for functional neurocartography. It should be noted, however, that this approach
would not work well when the number of subjects is small because of the limitation in the
number of possible random permutations. In principle, the ability to estimate intersubject
variability is dependent upon the number of subjects from which the estimation is performed.
Thus, it is to be expected that a reduced number of animals should impair performance of any
approach that needs to estimate intersubject variability. It is worthwhile to point out that the
original manual framework is well suited for cases where the number of subjects is
prohibitively small for the automated approach.
4.3.4 Limitations and further improvements
Several aspects of the approach may be improved in future studies. First, inclusion of
additional informative features would increase the number of identifiable neurons. Many
neurons were not responsive to nerve stimulation, did not display characteristic activity during
BMPs, and often had similar spatial features; thus, there was little information available to
differentiate these cells. Therefore, one direct means to increase the number of identifiable
homologous neurons would be to uncover additional features that are particularly informative
for this population. Possible features to be examined include: i) response to stimulation of other
nerves or connectives (e.g., i/cEn1, cEn2, i/c salivary nerves, i/c I2 nerves, cRn, iBn1, i/c
cerebral-buccal connectives); ii) activity responses to various chemical manipulations (e.g.,
ionic concentrations of the artificial seawater bath solution, small molecule neurotransmitters,
neuropeptides, receptor agonists and/or antagonists); iii) immunostaining for specific
molecules (e.g., neurotransmitters, neuropeptides, receptors, kinases, etc.); and iv) patterns of
synaptic connectivity.
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Second, a reduction in the sparseness of the current features could be beneficial. The
feature set in this study includes a larger number of features than Frady et al. (2016) and, more
importantly, those individual features appeared to be sparser. This may have made the
matching analysis more prone to measurement noise and compromised the accuracy of
matching, especially in neurons with relatively few prominent features. To further improve
matching accuracy by increasing robustness to noise, the most straightforward approach would
be to examine whether simple dimensionality reduction techniques (e.g., principal component
analysis) would effectively reduce the number of features without losing critical information,
thereby reducing feature sparseness.
Third, estimates of intersubject variability may be useful for feature selection. In both
the original framework and in the present study, feature selection was based on the withinsubject variability of feature data. This is purely due to the lack of tools to evaluate features
based on their intersubject variability, as intersubject variability is more directly relevant to
intersubject matching of neurons. The automated matching procedure developed in this study
could allow for the optimization of features based on their intersubject variability if various
subsets of features were directly fed to the matching pipeline. Although the metrics for
evaluating the overall performance of matching results are still limited, this strategy could
simplify and improve the process of feature selection.
Finally, the analytical pipeline may be further refined through its application to a
dataset for which the ground-truth is known. We had limited means to assess the accuracy of
matching results, primarily due to the lack of ground-truth data. Although there is no
experimental technique existing to generate such large-scale ground-truth data, the use of
noise-added versions of real data may be helpful in assessing the performance of the analytical
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pipeline. For example, Yu et al. (2021) successfully used semi-synthetic data to train an
artificial neural network to match neurons across subjects in C. elegans. Furthermore,
experiments could be designed to validate a small subset of the results by performing
intracellular recordings following the imaging, similar to Frady et al. (2016), given that many
neurons in the buccal ganglion have been electrophysiologically and morphologically
identified (e.g., Gardner, 1971; Susswein and Byrne, 1988; Plummer and Kirk, 1990; Church
and Lloyd, 1991; Church et al., 1991; Kabotyanski et al., 1998; Dembrow et al., 2003). An
ultimate goal in the neurocartography of the Aplysia buccal ganglion would be to associate the
groups of homologous neurons with neurons that were previously characterized in the
literature. Such an effort may lead to groups of homologous neurons with no previously
identified counterpart, i.e., groups of yet uncharacterized neurons, and ultimately to a thorough
canonical map of the Aplysia buccal ganglion.
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4.4 Materials and methods
Experimental methods in this study closely follow those described in Costa et al.
(2022).
4.4.1 Animals and preparations
Aplysia californica were obtained from South Coast Bio-Marine LLC (San Pedro, CA)
or bred at the National Resource for Aplysia of the University of Miami (Miami, FL). Data
were collected from a total of 13 animals weighing between 25 and 50 g. Prior to dissection,
animals were injected with a volume of isotonic MgCl2 equal in milliliters to 50% of the
animals’ mass in grams. The buccal mass with buccal ganglia attached was isolated from the
animal and placed in a Sylgard-coated chamber containing artificial seawater with a high
concentration of divalent cations (HiDi-ASW; 210 mM NaCl, 10 mM KCl, 33 mM CaCl2, 145
mM MgCl2, 20 mM MgSO4, 10 mM HEPES, pH adjusted to 7.5 with NaOH). HiDi-ASW was
used to reduce activity and muscle contractions during dissection. Buccal ganglia with buccal
nerves were excised from the buccal mass and pinned down. The sheath of connective tissue
around the ganglia was kept intact. Bipolar suction electrodes for recording and stimulation
were positioned on each nerve (see below). HiDi-ASW was substituted with normal artificial
seawater (ASW; 450 mM NaCl, 10 mM KCl, 10 mM CaCl2, 30 mM MgCl2, 20 mM MgSO4,
10 mM HEPES, pH adjusted to 7.5 with NaOH) prior to recording. Preparations were
maintained at 15 °C throughout the experiment.
4.4.2 Extracellular electrophysiology
Bipolar suction electrodes were used to monitor nerve activity associated with buccal
motor patterns (BMPs). Nerve signals were amplified by A-M Systems model 1700 differential
AC amplifiers and digitized by Axon Instruments Digidata 1322A at 20 kHz. The following
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nerves were recorded: the ipsilateral and contralateral buccal nerves 2 and 3 (iBn2, cBn2, iBn3,
cBn3); contralateral buccal nerve 1 (cBn1); ipsilateral radula nerve (iRn); and ipsilateral
esophageal nerve 2 (iEn2).
The responses of the neurons in the imaged hemiganglion to brief electric shocks to the
peripheral nerves of the ganglion were characterized. This procedure was designed to activate
neurons directly if a particular neuron had an axonal projection in the stimulated nerve, or
indirectly via synaptic drive from other neurons, or a combination of the two. This procedure
was repeated over 40 trials for each of the nerves (i.e., iBn2, iBn3, iEn2, iRn, cBn1, cBn2,
cBn3). Stimulation was automatically triggered by a WPI Pulsemaster A300 and delivered by
a WPI 850A stimulus isolator. Stimulus intensity, pulse duration and frequency were
respectively 15 V, 0.5 ms, 2 Hz for caudal and 30 V, 1 ms, 2 Hz for rostral preparations. Both
types of stimulation were effective in eliciting responses and produced informative features.
BMPs were manually identified from nerve activity. Activity in Bn1 was used as an
indicator of the timing of each BMP phase. Bn1 is particularly informative because it is active
during protraction, inactive during retraction, and active again upon retraction termination. A
BMP was identified when three criteria were met: (1) large-unit activity lasting at least 3 s
occurred in Bn1; (2) the Bn1 activity was followed by large-unit activity in at least one of the
two Bn3s; (3) large-unit Rn activity occurred during either the Bn1 activity (protraction) or the
subsequent Bn1 suppression (retraction). Large-unit activity was defined as all activity with
amplitude above a voltage threshold for each nerve, which was set independently for each
experiment. The threshold for Bn1 was set to include all units that were consistently active
during protraction and inactive during retraction. The Bn3 threshold was set to include only
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the largest units, which correspond to B4, a neuron known to be active at the onset of retraction.
Large-unit activity was counted when at least 3 spikes occurred with interspike intervals ≤4 s.
4.4.3 Voltage-sensitive dye (VSD) imaging
Isolated buccal ganglia were stained for 7 min with 0.2 mg/ml of the absorbance VSD
RH-155 (TRC Canada) in ASW. After staining, the solution was swapped for a lower
concentration of RH-155 in ASW (0.01 mg/ml), which was kept for the remainder of the
experiment. Using a Gilson Minipuls 3 peristaltic pump, the solution was continuously cycled
through a Warner Instruments SC-20 inline cooler/heater under control of a Warner
Instruments CL-100 temperature controller, which maintained the preparation at 15 °C.
Imaging data was acquired by a Deep Well NeuroCMOS 128×128 camera (RedShirtImaging,
SciMeasure) sampled at 1 kHz. The camera was fitted to an Olympus BX50WI microscope
equipped with an Olympus 20× 0.95 NA XLUMPlanFL water immersion objective lens. The
size of the field of view was 820×820 μm. The preparation was illuminated with a 150 W, 24
V Osram halogen light bulb powered by a Kepco ATE 75-8M power supply. Before reaching
the preparation, light passed through a Brightline 710/40 nm bandpass filter.
Preparations were imaged during BMP generation for two separate 120 s time
windows. For one rostral preparation, no BMPs were captured during one of the time windows.
Thus, that imaging time window was repeated. After the second window, preparations were
imaged during stimulation of peripheral nerves (20 s per nerve; see Extracellular
electrophysiology above). The total imaging time per preparation was approximately 380 s.
Either the rostral or caudal surface of the left buccal hemiganglion was imaged. The field of
view was adjusted so that the center portion of the hemiganglion was visible. Approximately
80% of the total surface area was visible on each preparation. The focal plane was set to the
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region with the greatest number of neurons. Neurons in the ventral cluster, as well as B1 and
B2 when imaging the caudal surface, were consistently in the field of view. However, neurons
close to the edges of the field of view may not have been captured in all preparations (e.g.,
B4/5, B8a/b, dorsal portions of the sensory cluster). The resulting position of the ganglion was
reasonably consistent across experiments. In addition, variations were accounted for during
data analysis by approximating the orientation and offset of both the ventral cluster and the
entire ganglion, and then aligning each recording accordingly, as previously described (Neveu
et al., 2017).
4.4.4 Data processing
VSD data were processed in a similar manner to that described elsewhere (Neveu et
al., 2017; Costa et al., 2022). Briefly, regions of interest (ROIs) were drawn around the soma
of each neuron, and the light intensity was averaged across pixels within the region for each
time point. Traces for each cell were taken as the change in light intensity relative to baseline
(i.e., ΔI/I), where baseline was defined as an average of the first 10 frames after shutter
opening. Traces were passed through a bandpass butterworth filter (Fpass1 = 15 Hz, Fstop1 =
0.1 Hz, Fpass2 = 140 Hz, Fstop2 = 0.5 kHz, Apass = 0.1, Astop1 = 60, Astop2 = 60).
Similar to Costa et al. (2022), principal component analysis (PCA) was used to isolate
and remove correlated noise, such as that associated with sample movement. PCA extracts a
set of components from the data that can be ordered by the amount of variance-covariance in
the data explained by each component. If some components consist primarily of noise, the data
can be reconstructed without those components to improve signal-to-noise ratio. At the
millisecond timescale, most of the correlation between the traces of individual neurons was
due to noise that affected many neurons simultaneously, such as tissue movement, vibrations,
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and fluctuations in illumination. This was the case because the amplitude of RH-155 signals is
very small (i.e., in the order of 1×10-4 ΔI/I), and, importantly, because action potentials in
Aplysia are not correlated at the millisecond scale during spontaneous BMP generation. Thus,
PCA was performed on the traces from all neurons in a preparation, removed the top n
components accounting for 85% of the variation, and reconstructed the data. Upon visual
inspection of signal quality this threshold consistently reduced noise without signal decrement.
Spike detection was performed by the algorithm described in Neveu et al. (2017).
Briefly, spikes were detected in a neuron when a downward deflection in the VSD trace
exceeded 2.75 times the standard deviation of the trace and the peak of this downward
deflection was followed after 7 ms by an upward deflection in excess of 3.25 times the standard
deviation. The re-arm window for spike detection was set to 22.5 ms.
4.4.5 Feature extraction
Position and size of a neuron were determined based on the hand-drawn ROIs overlying
individual neurons in a pixel coordinate of the original data (128×128 pixels). The position of
a neuron was defined as the x and y coordinates of the centroid of the pixels included in the
ROI. The size was defined as the total number of pixels of the ROI. A small subset of neurons
was located on the edge of the camera sensor, and thus a part of their cell bodies was not within
the field of view. No adjustment to size or position was made to account for this.
All feature parameters determined from the VSD imaging of BMP activity were based
on the spike timing data obtained from the basic data processing described in the preceding
subsection. The data from two imaging windows (see Voltage-sensitive dye (VSD) imaging)
were concatenated. Phase preference features (protraction, retraction, and post-retraction)
were defined based on a simple firing rate during each of the BMP phases. The number of
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spikes during the phase of interest and the duration of phase were summed across all the
occurrences of BMPs. The ratio of the summed spike counts over the summed duration was
considered the firing rate. Phase preference is defined as a relative firing rate that is normalized
to the highest firing rate across all neurons for a given BMP phase of a given animal.
The properties of burst-like activity were used to obtain additional features. For this
purpose, the burst detection algorithm described in Neveu et al. (2017) was used. Briefly,
bursts were identified whenever 3 spikes occurred with ≤400 ms interspike interval, and when
the total firing rate within bursts was significantly different from the firing rate outside of
bursts. Neurons were assigned true for the binary feature bursting if they displayed burst-like
activity, and false otherwise. Frequency was defined as the overall firing rate within burst
occurring during BMPs for a given neuron, regardless of phase. The temporal properties of
burst-like activities were measured after normalizing all time points during a given BMP phase
to the duration of that phase. This approach allowed for the relative timing of bursts to be
captured, regardless of variability in the duration of phases and BMPs. Start time was defined
as the time elapsed between BMP onset and onset of the first burst for each neuron. Duration
was defined as the sum of the durations of all bursts occurring during BMPs for a given neuron.
When the bursting feature was false, the frequency, start time, and duration features of that
neuron were set to zero.
Feature parameters from the nerve stimulation experiments were based on normalized
kernel time courses (ΔI/I) that were not temporally filtered or denoised because processing
would significantly alter the waveform of response. At first, a stimulus-triggered average of
response was calculated for each combination of neuron and stimulated nerve. The VSD time
course was super-sampled 10 times by replacing each data point with 10 data points of the
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identical value. The time points of electrical shock were extracted from the nerve recording
and corresponding time points were found in the super-sampled VSD time course. VSD data
of a time-window from -100 ms to +500 ms of stimulus was extracted for each occurrence of
electrical stimulus and then their mean time courses were calculated. In each averaged time
course, constant offset of the baseline was corrected by subtracting the mean across a time
window from -20 to 0 ms from all data points. The amplitude of response was defined as the
integral of -ΔI/I in a time window from 0 to 25 ms. Although this time window was potentially
too short for a subset of long-lasting responses, the contribution of baseline drift became
detrimental when longer time windows were considered.
The feature parameters were also calculated from the half-split data to assess their
discriminability (see the next subsection). Data from spontaneous activity recordings were split
into the odd number and even number occurrences of BMPs after pooling the two imaging
windows. Nerve-stimulation data were split into the odd and even number trials of electrical
stimulation. No half-split data were considered for the position and size parameters as they
were unchanging throughout the experiment.
4.4.6 Feature discriminability
The calculation of the discriminability index was done by dividing the data within a
single experiment into two separate halves and comparing the neuron in one half to itself, as
well as to the most similar non-self neuron, in the other half. The comparisons were performed
by applying the whitening transform to the entire feature-space and then considering each
feature as an independent dimension in an F-dimensional space. Each neuron, then, could be
represented as a vector in this space and comparing two neurons could be done by computing
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the ℓ2 norm of the vector distance between them. Thus, the discriminability of a given neuron
i in feature-space f was given by the same equation used in Frady et al. (2016):
(Eq. 4.1)
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where f1 and f2 represent two halves within the same subset of features represented by f. The
parenthetical expression represents the comparison of a neuron’s self-similarity between the
two halves to its most similar non-self neighbor in the feature-space. By taking the negative
logarithm of this fraction, positive values are assigned to self-similar neurons and negative
values to non-self-similar ones. For a neuron i, if this value was positive, the neuron was said
to be discriminable in this feature-space.
The subset of features that was most beneficial for identifying neurons across
experiments should maximize the number of discriminable neurons. The total feature-space
discriminability was given by the following expression:
(Eq. 4.2)
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where H(x) represents the Heaviside step function, used to convert positive discriminabilities
into ones, which could then be tallied up to represent the total discriminability of feature-space
f. Consequently, the feature-space is maximally informative when D is maximized.
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To determine the optimal subset of features to maximize the feature-space
discriminability, at first, a subtractive assessment of discriminability was employed: starting
with the full feature set, each feature was removed one-by-one and discriminability was
reassessed. If discriminability decreased with the removal, the feature was considered
informative and kept in the feature set. Otherwise, the feature was considered not helpful and
removed. Next, because how informative a feature is may be dependent on the redundancy of
information with other features, the once-removed features were added back one by one, and
discriminability was reassessed. If the added feature increased discriminability, it was retained
in the feature space.
Compared to the use of the discriminability index by Frady et al. (2016), there was a
departure in the present study. Only functional features, but not spatial ones, were used for
assessment because half-split data are unavailable for the spatial features. Although previously
this was addressed by intentionally adding noise to simulate biological variation (Frady et al.,
2016), the amount of added noise directly impacts the discriminability score. Therefore, in this
study, the analysis of discriminability was rather focused on the functional features with the
premise that spatial features are informative.
4.4.7 Pairwise matching algorithm
The pairwise matching of neurons between experiments were based on the featurespace optimized for the highest discriminability. First, the whitening transform was applied to
the entire feature-space for all experiments simultaneously. This transform set all the featurespace covariance matrix to the identity matrix, and normalized the values of the features, which
had varying magnitudes and scales depending on the respective features.
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Each neuron in one experiment was compared to all neurons in another by considering
the distance of feature vectors between them. The vector distance was then converted to the
matching strength, which takes into account the uniqueness of match and is defined as follows:
(Eq. 4.3)
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where I represents the set of neurons in a given experiment being compared to neuron j in the
other and neuron i is the neuron of interest. This expression, therefore, ranges from 0, where
the distance D between the two neurons of interest is infinite, to 1, where D is 0 and all other
distances to neuron j are infinite, meaning neuron i is uniquely and strongly matched to neuron
j.
Matching pairs were determined through the Kuhn-Munkres assignment algorithm
(Kuhn, 1955; also referred to as the Hungarian method), which enabled the combinatorial
optimization, maximizing the overall strength of matches while accepting the presence of pairs
with non-highest match strength. The neuron-to-neuron matches were further optimized for
intersubject variability through a skewing of the feature-space of interest, where the magnitude
of the distance vectors between these neurons was calculated similarly to before; although the
vectors representing each neuron now had each a weight matrix assigned to it, as given by the
following:
(Eq. 4.4)
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As illustrated by the equation, the weight matrices are defined per experiment. Weight
matrices WI and WJ were determined with the algorithm implemented in the neurocartography
software (see Feature skewing).
4.4.8 Cross-animal evaluation of pairwise matching
The results of pairwise matching were further analyzed regarding their consistency
across multiple animals. Specifically, groups of neurons satisfying the following criterion were
sought: every member in a group of four neurons was matched to all three other members of
the group by pairwise matching. Then, separate groups of four neurons that shared member
neurons were merged. This merging tolerated a subset of neuron pairs in the final merged group
not being matched in pairwise matching.
For a given neuron in the entire dataset (seed neuron), all its pairwise-matched neurons
were identified (from 6 other subjects in the caudal dataset or 5 subjects in the rostral dataset,
except for missing matches due to unequal neuron numbers between subjects). Next, for a
given pair of the seed neuron and its directly-matched neuron, their pairwise counterparts in
the remaining subjects were compared and kept only if they were the same. If more than two
neurons were kept as shared counterparts of the seed and its direct-match, every possible pair
among the shared counterparts was listed and tested in pairwise matching. If matched, the seed
neuron, the seed’s direct-match, and the shared counterpart pair were saved as a perfect group
of four, in which every possible pair is a best match in pairwise comparisons. This procedure
was repeated taking every neuron in the dataset as the seed neuron. From the resulting list of
perfect groups of four, redundant entries were removed, then entries sharing the same neuron(s)
were merged in a recursive manner. In case a merged group contained two neurons from the
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same subject, both of them were removed. The final results (i.e., a list of successful groups)
were manually inspected for additional irregularities (none was detected).
4.4.9 Cyclic matching
As part of pairwise matching, the neuron-to-neuron match strength was computed
between all combinations of neurons for all possible pairs of experiments. For a given neuron
in one experiment, every neuron from the experiments to be compared were ranked based on
their match strengths. Such preference ranks were determined for every neuron in the dataset
for every possible experiment to be paired.
Families of neurons with cyclic matching preferences were identified based on
Hofbauer (2016) (Fig. 4.6A). Briefly, the order of experiments in the matching cycle was
defined at first by random assignment. Starting with the first experiment in the cyclic order,
the neurons in this first experiment were each matched to neurons in a second experiment as
in the pairwise matching (see above). These newly added neurons were then matched to
neurons in the next experiment, until the last experiment. For neurons in the last experiment,
the neurons to be matched in the first experiment had been already determined (i.e., the first
neuron in each family), although these final matches do not necessarily coincide with matches
that would result from pairwise matching. Therefore, the pairwise matching strength was used
to determine the preference rank of the first neuron in each family with respect to the last
(preceding paragraph). The families of matches that had the best last-to-first preference rank
were considered most content (highest contentness) and removed from the pool. Then the
preference ranks of the neurons in the remaining matching series were updated and the same
process was performed iteratively, until no more neurons remained in the experiment with the
fewest neurons.
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For the copresence analysis (Figure 4.6B), the cyclic matching described above was
repeated 100 times with different orders of experiments, which were randomly permuted with
no identical orders allowed. One neuron in the dataset was picked as the reference neuron, and
for every neuron from every experiment except the one that includes the reference neuron, the
number of runs in which the neuron of interest and the reference neuron were placed in the
same family was counted and termed copresence count. Because the number of neurons in an
experiment can be larger than the number of families, it is possible that the reference neuron
is not placed in any of the families. The number of runs in which the reference neuron is placed
in any of the families is termed appearance count, and this value sets the upper boundary of
copresence count for a given reference neuron. The analysis of copresence count was
performed taking every neuron in the dataset as the reference neuron.
4.4.10 Feature skewing
Skewing of the feature-space was performed with a custom algorithm implemented in
the Imaging Computational Microscope (ICM; Frady and Kristan, 2015). Briefly, the
algorithm, termed weighted correspondence minimization (WCM), finds a transform of the
feature-space that minimizes the distance among a set of selected matches between neurons.
The WCM algorithm was not modified. Instead, an approach was developed to automate
selection of matches to be optimized by the WCM transform. This approach was based on the
copresence profiles obtained from running multiple permutations of the cyclic matching
algorithm (described in the previous section). When a target neuron’s copresence count
proportion relative to the appearance count of a reference neuron surpassed a given threshold,
the pair of neurons was taken as selected matches. The total set of selected matches was used
as input to the WCM algorithm, which, therefore, sought a transform of the feature-space that
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minimized the distances among these selected matches. This transform corresponds to the
weight matrices used to compute vector distances between neurons following skewing of the
feature-space (i.e., WI and WJ in equation 4.4).
The quality of the resulting feature-space was assessed by the sparseness metric
(Eq. 4.5)
sparseness

ℓ
ℓ

where ℓp is the p-norm of the copresence profile vector. A sparse vector has only a few nonzero dimensions, whereas a non-sparse vector has many non-zero dimensions. Thus, both the
ℓ1 norm (i.e., the modulus) and the ℓ2 norm (i.e., the Euclidean distance from the origin)
increase as sparseness decreases, but the ℓ1 norm does so at a faster rate. However, either norm
has the disadvantage of being scale-dependent. In the particular case of the copresence profile,
reducing the appearances of a reference neuron would lead to lower ℓ1 and ℓ2 norms of the
copresence vector, implying an increase in sparseness without a clear improvement in
performance. Conversely, the ratio between the norms offer a scale-invariant alternative
(Krishnan et al., 2011; Yin et al., 2014). The ratio will only imply an increase in sparseness
when the distribution of copresence counts for a given reference neuron converges on fewer
partner neurons, which indicates that matches are more consistent and less ambiguous across
runs. Thus, this sparseness metric was used to compare the unskewed feature-space with the
skewed feature-spaces using a range of copresence proportion thresholds (Fig. 4.7).
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4.4.11 Identification and characterization of canonical neurons
Based on the copresence counts, putatively homologous neurons were grouped using
the following procedure. To obtain the copresence counts used in this process, 100 runs of
cyclic matching were repeated 10 times, and mean copresence counts were calculated across
the repeats for each pair of the reference neurons and the neuron of interest. Then, for a given
reference neuron N1 and neurons in the experiment under comparison, the neuron with the
highest copresence count was identified as N2 and its uniqueness index (UI) was defined as
follows:
(Eq. 4.6)
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where CCbest is the copresence count of N2 and CCsecond‐best is that of the neuron with the
second-highest count of the same experiment after N2. (The definition of UI is extended for
neurons that do not have the highest count and by the second equation, where CCnon‐best is the
copresence count of that neuron.) When the UI was higher than 0.5, N2 was set as the new
reference neuron and it was tested whether N1 showed the highest copresence count in the
experiment under comparison with UI above 0.5. If true, N1 and N2 were considered as an
established pair of neurons. From the UI equation it follows that a value of 0.5 is equivalent to
a copresence count that is three times higher for the best neuron than the count of the secondbest. This value was chosen as a threshold to have minimal false positives considering the
standard error of the mean copresence counts. Next, for each neuron that formed an established
pair, all established pairs including that neuron were gathered as a preliminary group. For the
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preliminary groups, if one is identical to or a subset of another preliminary group, they were
integrated into a single preliminary group. In case a single preliminary group contained two
member neurons from the same experiment at this point, both of them were removed. Finally,
if two preliminary groups shared a subset of members but each also had its unique member(s)
(e.g., U1 from one preliminary group and U2 from another, it was tested whether U1 made an
established match with a different neuron from the experiment including U2, or vice versa). If
neither is true (i.e., there was no explicit counterevidence), they were allowed to be merged as
a single group. If either (or both) is true, U1 and U2 were removed and only shared members
were kept in the merged preliminary group. Preliminary groups that had four or more member
neurons at this point were defined as the groups of putatively homologous neurons.
For each group of putatively homologous neurons based on cyclic matching, all
unskewed feature parameters of member neurons were retrieved and the median across
member neurons was calculated for each feature. The resulting set of median feature
parameters were considered as the features representing the group of homologous neurons (i.e.,
a canonical neuron).
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CHAPTER 5: DISCUSSION
5.1 Contributions of the reported studies
The studies discussed in this dissertation made several contributions to the study of
operant memory. First, manipulating individual sites of plasticity in isolation and in
combination using the computational model of the feeding CPG provided insights into the
contributions made by each known site of plasticity to critical characteristics of network
activity that directly relate to specific features of behavior. The contributions of each site
included concurrent effects on multiple features of behavior, which could be either consistent
or inconsistent with the ultimate effects of operant learning. Importantly, the contributions of
different sites were shown to exhibit mutual dependence, including synergism. The unique
sets of contributions made by individual sites ultimately complement and compensate for each
other resulting in the typical effects of operant learning on behavior.
Second, analyses of the activity of the neuronal population underlying feeding behavior
before and after in vitro operant conditioning revealed the most conspicuous characteristics of
the reconfiguration induced by operant conditioning at the population level. Specifically, nonnegative matrix factorization was used to reduce the dimensionality of the population activity
and to identify a low-dimensional signature of the effects of operant conditioning on the
population. This low-dimensional signature consisted of an advancement in the recruitment of
a subpopulation that contributes to the production of the retraction phase of buccal motor
patterns.
Third, the expansion of a machine learning algorithm for identifying the same neuron
across subjects yielded a useful tool for future analyses of operant memory. The extension of
the algorithm from semi-supervised to unsupervised increased the scalability of the functional
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neurocartography framework. Furthermore, the analyses of neuronal features that can be used
for matching neurons across subjects increased the adaptability of the framework to the Aplysia
buccal ganglia. Functional neurocartography of the Aplysia buccal ganglia can aid future
studies in the identification of yet uncharacterized neurons that participate in the production of
feeding responses, and in the prediction of novel putative sites of plasticity for operant
memory.
5.2 Limitations of the reported studies
The contributions of the present studies should be considered in light of their
limitations. Computational models are inherently incomplete—this is the case even for highly
detailed biologically realistic descriptions of a circuit. This incompleteness can be an
advantage in that it allows models to make meaningful predictions about a system while
describing only essential features of the system. The conductance-based model of the Aplysia
feeding CPG contains 13 neurons, but many more cells likely contribute to BMP generation
(Rosen et al., 1991; Morton and Chiel, 1993b; Church and Lloyd, 1994; Wu et al., 2014b;
Neveu et al., 2017; Costa et al., 2022). The model allowed for the contributions of various sites
of plasticity to be characterized, but it could be the case that important units or connections are
missing in the model, and that the contributions of sites of plasticity in the biological system
differ as a consequence. As characterization of the neurons and connections participating in
the CPG progresses, the model can be expanded to include these novel elements, and the
contributions of known sites of plasticity can be further examined.
In addition to potential missing elements of the circuit, it is likely that there are
additional changes to the intrinsic properties or synaptic connections of CPG neurons that are
induced by operant conditioning but have not yet been described in the literature. Indeed, a
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recent study showed that operant conditioning induces changes to the excitability of cell B4
and its inhibitory connection to neuron B51 (Momohara et al., 2022). Furthermore, the
investigators built upon the CPG model described in chapter 2 and Costa et al. (2020) by adding
the new sites to the model and characterizing their likely contributions to operant memory.
Among other advances, the study illustrates the insights that are to be gained from the iterative
process of expanding the model to include new sites of plasticity and examining their roles in
operant memory. This iterative process leads to a progressively more thorough characterization
of the operant memory under investigation.
As new sites of plasticity are identified and characterized, a more complete picture of
operant memory will emerge. The study described in chapter 3 is an important step toward a
more thorough characterization of operant memory. Voltage-sensitive dye imaging was used
to capture activity throughout the neuronal population during BMP generation before and after
operant conditioning. Although this and other large-scale recording techniques allow activity
to be captured in many cells, they generally do not allow for the manipulations that are
necessary to ascertain the particular biophysical changes to neurons and connections that
underlie the observed changes in activity. This mechanistic insight into the observed changes
can typically only be gained through intracellular electrophysiological measurements before
and after learning on a site-by-site basis. Thus, even though specific predictions about
candidate sites of plasticity can be made from the observed changes in activity reported in
chapter 3, the ultimate sources of these changes could be direct or indirect. That is, a neuron’s
activity may be modified by changes to its own intrinsic properties or the direct connections
that it receives, or it may be modified indirectly as a consequence of changes to the intrinsic
properties and connections of other cells in the circuit. Thus, whether the activity
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reconfiguration that constitutes the low-dimensional signature of operant conditioning is
produced by direct or indirect changes, or by a combination of both, can only be verified by
intracellular experiments focusing on each of the participating neurons.
Although specific predictions about potential sites of plasticity could be made from the
general features of neurons participating in the retraction module, the study in chapter 3 did
not uniquely identify imaged neurons. As described in chapter 4, the unique identification of
individual neurons across subjects is only currently possible in a few well-characterized and
sufficiently simple model systems, and this identification is particularly challenging in largescale experiments, where investigators aim to identify many neurons simultaneously from the
information available. In spite of this challenge, identification is critical for the thorough
characterization of a memory to the extent that cross-subject comparisons are required. The
framework in chapter 4, of course, is an important building block for this endeavor.
Nevertheless, its own limitations should be considered.
The improvements to the functional neurocartography framework allow for its
unsupervised application to large-scale datasets containing sufficiently informative neuronal
feature-spaces. However, the study in chapter 4 had only a limited ability to assess the validity
of the framework due to the lack of ground-truth data. Ground-truth data is not available
because identifying most or all neurons in a given preparation is currently not experimentally
feasible. Another consequence of the lack of ground-truth data against which to compare the
dataset is the inability to ascribe particular known identities to many of the neurons putatively
identified across subjects by the algorithm.
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5.3 Future directions
The limitations noted in the previous section indicate various opportunities for
investigation in future studies. The most immediate follow-up is to determine whether there
are direct changes to the excitability and/or synaptic connections of neurons that likely
participated in the retraction module, such as B3, B6, B7, B9, B10, B39, B43, and B44. In
addition, sites that likely impact the activity of these cells, such as neuron B64 and its
connections, could also be examined with intracellular recordings. These steps would help
further characterize the memory, and identify the mechanistic underpinnings of the lowdimensional signature of operant memory.
The primary feature of operant learning was a change in the activity of neurons active
during the retraction phase. The computational model of the CPG, however, only included
three neurons (i.e., B4, B51, and B64) whose activity occurs primarily during the retraction
phase (B52, by contrast, is a pattern terminating neuron whose activity occurs after retraction;
Plummer and Kirk, 1990). Thus, expansion of the model to include additional retraction
neurons, in particular those predicted as potential sites of plasticity by the population-level
analyses, could improve the model’s ability to capture the essential features of operant
memory. The parameter space of such an expanded model could, in addition, be explored to
identify specific biophysical changes that result in changes in the activity of retraction that are
similar to those observed experimentally. This approach could reduce the number of sites of
plasticity that need to be directly tested with intracellular experiments.
A second approach that could reduce the number of sites to be tested is the application
of the functional neurocartography framework to identify neurons across subject that are
consistently modified by operant conditioning. Regardless of whether a neuron is determined
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to correspond to a cell that has been previously characterized in the literature, or determined
to be a yet uncharacterized cell, the neuronal features used to identify it across subjects in
imaging experiments could also be used to identify the cell using intracellular recordings.
Moreover, both the reliability of neurocartography and the subsequent intracellular
identification could be improved with the addition of additional neuronal features to the
feature-space, such as those described in chapter 4.3.4.
The low-dimensional signature of operant conditioning was observed in one of the two
primary modules embedding the population activity. There are at least two approaches that
could provide additional insights into the features of this low-dimensional signature. First, the
hierarchical clustering (Johnson, 1967; Murtagh and Contreras, 2017) in Figure 3.4 suggests
that the observed modules could be further separated into smaller groups or submodules. This
is consistent with the idea that the feeding CPG could display hierarchical modularity in its
organization, which is supported by both intracellular characterizations of the circuit (Jing et
al., 2004), and by population analyses of other motor circuits in Aplysia (Bruno et al., 2015).
Moreover, non-negative matrix factorization allows for activity to be further decomposed into
submodules. Thus, a full decomposition of the protraction and retraction modules into their
respective component submodules could help further characterize the low-dimensional
signature by identifying which specific submodules are modified, and whether changes are
consistent across submodules. It should be noted that, due to likely variability in submodule
recruitment across both motor pattern instances and different subjects, an accurate assessment
would require a larger dataset than the one described here.
Second, the low-dimensional signature consisted of a temporal shift in activity. Thus,
it may be possible to obtain a more thorough characterization of the signature by improving
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the ability to capture its temporal properties. Most dimensionality reduction approaches,
including non-negative matrix factorization, are inherently insensitive to temporal dynamics.
This is typically overcome by binning or Gaussian convolution of spike trains. However, new
dimensionality reduction approaches have been developed explicitly to capture the temporal
properties of spike trains and similar data (e.g., seqNNMF; Mackevicius et al., 2019). Similar
approaches may, thus, provide further insights into the reconfiguration of activity induced by
operant learning, and into the relationship of the low-dimensional signature with behavioral
effects.
Finally, future studies could further examine how the credit assignment problem is
addressed by the Aplysia feeding CPG. The most conspicuous effect of operant conditioning
was a shift in the activity of a module whose recruitment peaked just prior to the end of
retraction. Given that stimulation of the esophageal nerve, and therefore dopamine release,
occurs at the end of retraction in the training protocol used, the changes observed are consistent
with credit assignment by temporal contiguity (Lorenzetti et al., 2008; Asaad et al., 2017;
Richards and Lillicrap, 2019; Hamid et al., 2021). However, at least three known neurons that
are modified by operant learning are active during the protraction phase (B30, B63, B65;
Nargeot et al., 2009; Sieling et al., 2014), and many other cells that could also contribute to an
increase in the rate of ingestion-like BMPs (e.g., pattern initiators; Susswein and Byrne, 1988)
are not active primarily towards the end of the pattern. Thus, open questions are whether
temporal contiguity is the only mechanism of credit assignment in the circuit, and whether
different cells are more sensitive to dopamine at different delays relative to their own activity.
If the primary mechanism of credit assignment is indeed temporal contiguity, it should be
expected that shifting the timing of reinforcement relative to the timing of the motor pattern
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(e.g., esophageal nerve stimulation occurs at the end of protraction instead of retraction),
should lead to a corresponding change in the low-dimensional signature of the memory. In
addition, single-cell analogues of operant conditioning (Brembs et al., 2002; Lorenzetti et al.,
2008; Momohara et al., 2022) could be used to finely examine the relationship between
dopamine timing and known plasticity in various CPG neurons.
5.4 Concluding remarks
Current evidence indicates that memories are represented in a distributed manner and
across all levels of organization of the brain (Josselyn et al., 2015; Josselyn and Frankland,
2018; Josselyn and Tonegawa, 2020). The work described here sought to close some of the
gap towards a complete characterization of an operant memory. Nevertheless, much remains
to be done. This includes establishing the exact mechanisms involved in the induction and
expression of operant memory at the molecular level (e.g., epigenetic, transcriptional and
translational changes, as well as other relevant molecular cascades), at the cell-membrane and
synaptic levels (e.g., regulation of ionic conductances, neurotransmitters, receptors, synaptic
conductances, and structural modifications), and at the circuit level (e.g., distribution of sites
of plasticity across the local micro-circuitry, along range of hierarchical interconnected circuit
modules, and ultimately throughout the complete neuronal population). Importantly, the
specific mechanisms on a lower level may vary between sites observed on a higher level (e.g.,
two different micro-circuits may exhibit different synaptic changes, or different cells may
exhibit different changes to their intrinsic properties). Given, then, the complexity of memory
and the distributed nature of its representation, attaining a complete characterization ultimately
requires a combination of tools across all levels of analysis.
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What is the use of such an exhaustive description of a memory? It should be
immediately obvious that characterizing a given memory will make more apparent how
extraneous factors can disrupt it, as well as means by which it can be ameliorated following
disruption, and even improved. Given that memory-related disorders pose an important
challenge to society (see WHO, 2018), the pursuit of a better understanding of memory is
critical. A complete characterization of a memory is bound to provide invaluable insights into
the general principles governing memory. In addition to potential applications to human health,
understanding such principles may provide opportunities for a myriad of technological
applications in fields such as machine learning. Leveraging the biological solutions that allow
organisms to learn highly complex behaviors appropriate to many contexts may well bring
about a new realm of technological possibilities.
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