The multi-target Bayes filter proposed by Mahler is a principled solution to recursive Bayesian tracking based on RFS or FISST. The δ-GLMB filter is an exact closed form solution to the multi-target Bayes recursion which yields joint state and label or trajectory estimates in the presence of clutter, missed detections and association uncertainty.
I. INTRODUCTION
Multi-target filtering/tracking involves the simultaneous estimation of the number of targets along with their states, based on a sequence of noisy measurements such as radar or sonar waveforms [1] . To reduce complexity and facilitate tractability, the sensor waveforms are typically processed into a sequence of detections. The key challenges in multi-target filtering/tracking thus include detection uncertainty, clutter, and data association uncertainty. To date, three major approaches to multi-target tracking/filtering have emerged as the main solution paradigms. These are, Multiple Hypotheses Tracking (MHT), [2] - [5] , Joint Probabilistic Data Association (JPDA) [2] , [6] , and Random Finite Set (RFS) [1] .
The RFS or FInite Set STatistics (FISST) approach pioneered by Mahler provides principled recursive Bayesian formulation of the multi-target filtering/tracking problem. The essence of the RFS approach is the modeling of the collection of target states and measurements, referred to as the multi-target state and multi-target measurement, as finite set valued random variables [1] , [7] . The centerpiece of the RFS approach is the Bayes multi-target filter [1] , which recursively propagates the filtering density of the multi-target state forward in time. The PHD [8] , [9] , CPHD [8] , [10] and cardinality-balanced and labeled Multi-Bernoulli filters [11] , [12] are tractable approximations to the Bayes multi-target filter which are synonymous with the RFS framework. Their tractability however largely hinges on the approximate form for the posterior which cannot accommodate statistical dependencies between targets.
Bayes recursion propagates π k (·) in time [1] , [7] , according to the following update and prediction
where f k|k−1 is the multi-object transition density to time k + 1, g k is the multi-object likelihood function at time k, and the integral is a set integral defined for any function f : F(X ) → R by
An analytic solution to the multi-object Bayes filter for labeled states and track estimation from the multi-object filtering density was given in [17] .
B. Labeled RFS
To perform tracking in the RFS framework we use the label RFS model that incorporates a unique label in the object's state vector to identify its trajectory [1] . In this model, the single-object state space X is a Cartesian product X×L, where X is the feature/kinematic space and L is the (discrete) label space. A finite subset set X of X×L has distinct labels if and only if X and its labels { : (x, ) ∈ X} have the same cardinality. An RFS on X×L with distinct labels is called a labeled RFS [17] .
For the rest of the paper, we use the standard inner product notation f, g f (x)g(x)dx, and multi-object
, where h is a real-valued function, with h ∅ = 1 by convention. We denote a generalization of the Kroneker delta and the inclusion function that take arbitrary arguments such as sets, vectors, etc, by
We also write 1 Y (x) in place of 1 Y ({x}) when X = {x}. Single-object states are represented by lowercase letters, e.g. x, x while multi-object states are represented by uppercase letters, e.g. X, X, symbols for labeled states and their distributions are bolded to distinguish them from unlabeled ones, e.g. x, X, π, etc, spaces are represented by blackboard bold e.g. X, Z, L, etc.
An important class of labeled RFS is the generalized labeled multi-Bernoulli (GLMB) family [17] , which is the basis of an analytic solution to the Bayes multi-object filter [15] . Under the standard multi-object measurement model, the GLMB is a conjugate prior that is also closed under the Chapman-Kolmogorov equation. If we start with a GLMB initial prior, then the multi-object prediction and posterior densities at any time are also GLMB densities.
Let L : X×L → L be the projection L((x, )) = , and ∆(X) δ |X| (|L(X)|) denote the distinct label indicator.
A GLMB is a labeled RFS on X×L distributed according to
where C is a discrete index set, w (c) (L) and p (c) satisfy:
The GLMB density (4) can be interpreted as a mixture of multi-object exponentials. Each term in (4) consists of a weight w (c) (L(X)) that depends only on the labels of X, and a multi-object exponential p (c) X that depends on the entire X. The PHD (or intensity function) of the unlabeled version of generalized labeled multi-Bernoulli RFS is given by
The Labeled Multi-Bernoulli (LMB) family is a special case of the GLMB family with one term:
where
is a given set of parameters with r ( ) representing the existence probability of track , and p ( ) the probability density of the kinematic state of track given its existence [17] . Note that the index space C has only one element, in which case the (c) superscript is not needed. The LMB family is the basis of the LMB filter, an effective approximation of the Bayes multi-target tracking filter, which is highly parallelizable and capable of tracking large number of targets [12] . The LMB filter, however, is an approximation of the Bayes multitarget tracking filter which only preserves the unlabeled PHD of the multi-target posterior [12] . The information lost (e.g. the cardinality distribution of multi-target posterior and the approximate construction of the individual tracks) can lead to poor performance in cases of low observability and/or signal-to-noise ratio (SNR) which will be demonstrated in Section IV.
C. The δ-GLMB Filter
An efficient approach to multi-target tracking was presented in [17] using a special form of the GLMB distribution in eq. (4) called δ-GLMB, i.e.
The δ-GLMB density naturally arises in multi-target tracking problems when using the standard detection based measurement model. In the following we briefly recall the prediction and update steps for the δ-GLMB filter, additional details can be found in [15] . To ensure distinct labels we assign each target an ordered pair of integers = (k, i), where k is the time of birth and i is a unique index to distinguish targets born at the same time. The label space for targets born at time k + 1 is denoted as L k+1 , and a target born at time k + 1, has state x ∈ X×L k+1 . The label space for targets up to time k + 1 (i.e. including those born prior to k + 1), denoted as L 0:k+1 , is constructed
is a finite subset of X = X×L 0:k+1 .
Suppose that at time k, there are N k objects with states x k,1 , . . . , x k,N k , each taking values in the (labeled) state space X × L 0:k , and M k measurements z k,1 , . . . , z k,M k each taking values in an observation space Z. The multi-object state and multi-object observation, at time k, [1] , [7] are, respectively, the finite sets
The δ-GLMB filter recursively propagates a δ-GLMB posterior density forward in time according to the following Bayesian update and prediction
which is the labeled counterpart of the Bayesian recursion (1)-(2).
1) δ-GLMB Prediction:
Given the current multi-object state X , each state (x , ) ∈ X either continues to exist at the next time step with probability P S (x , ) and evolves to a new state (x, ) with probability density f k+1|k (x|x , )δ ( ), or dies with probability 1 − P S (x , ). Note that the label of the objects is preserved in the transition, only the kinematic part of state changes. Assuming that X has distinct labels and that conditional on X, the transition of the kinematic states are mutually independent, then the set W of surviving objects at the next time is a labeled multi-Bernoulli RFS [17] 
The ∆(X) in (13) ensures that only X with distinct labels are considered. The set of new objects born at the next time step is distributed according to
The birth density
The birth model (15) covers both labeled Poisson and labeled multi-Bernoulli. The multi-object state at the next time X is the superposition of surviving objects and new born objects, i.e. X = W ∪ Y. Since the label spaces L and B are disjoint, the labeled birth objects and surviving objects are independent. Thus the multi-target transition density turns out to be the product of the transition density (13) and the density of new objects (15)
Additional details can be found in [17] .
If the current multi-object prior density is a δ-GLMB of the form (7), then the multi-object prediction density is a δ-GLMB given by
2) δ-GLMB Update: The standard multi-object observation model is described as follows. For a given multi-object state X, each state x ∈ X is either detected with probability P D (x) and generates a point z with likelihood g(z|x),
or missed with probability 1 − P D (x), i.e. x generates a Bernoulli RFS with parameter (P D (x), g(·|x)). Assuming that conditional on X these Bernoulli RFSs are independent, then the set W ⊂ Z of detected points (non-clutter measurements) is a multi-Bernoulli RFS with parameter set
observations (or clutter), assumed independent of the detected points, is modeled by a Poisson RFS with intensity function κ(·). The multi-object observation Z is the superposition of the detected points and false observations, i.e. Z = W ∪ Y , and the multi-target likelihood can be derived as shown in [17] . Assuming that, conditional on X, detections are independent, and that clutter is independent of the detections, the multi-object likelihood is given by
where Θ(I) is the set of mappings θ :
Note that an association map θ specifies which tracks generated which measurements, i.e. track generates measurement y θ( ) ∈ Y , with undetected tracks assigned to 0.
means that a track can generate at most one measurement, and a measurement can be assigned to at most one track, at one time instant.
If the current multi-object prediction density is a δ-GLMB of the form (7), then the multi-object posterior density is a δ-GLMB given by
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Notice that the new association maps θ can be added (stacked) to their respective association histories ξ in order to have again the more compact form (7) for the updated δ-GLMB (25).
III. THE MARGINALIZED δ-GLMB FILTER
In this section we present a new solution for recursive multi-target tracking based on the GLMB approximation technique presented in [16] . The resultant filter is called the Marginalized δ-GLMB (Mδ-GLMB) filter since the result can be interpreted as performing a marginalization with respect to the association histories. We present two important justifications for the new algorithm, namely, a computationally efficient approximation of the Bayes optimal δ-GLMB filter which directly facilitates multi-sensor updates, and a theoretical result showing that the proposed approximation matches exactly the (labeled) PHD and the cardinality distribution of the filtering density.
Furthermore we show a connection with the LMB filter by presenting an alternative derivation of the LMB filter based on extracting individual tracks from the Mδ-GLMB filter.
A. Marginalized δ-GLMB Approximation
One of the main factors contributing to the computational complexity of the δ-GLMB filter [15] is the exponential growth of the number of hypotheses in the update of the prior (26) which gives rise to the an explicit sum over an association history variable. Moreover, in multi-sensor scenarios the number of association histories is further increased due to successive update steps (as detailed in subsection III-B2). The idea behind the proposed Mδ-GLMB filter is to construct a principled GLMB approximationπ (·) to the posterior density π (·) which results in a marginalization over the association histories thereby drastically reducing the number of components required to represent the posterior or filtering density.
Definition 1.
A Marginalized δ-GLMB densityπ corresponding to the δ-GLMB density π in (7) is a probability density of the formπ
Proposition 1. The Marginalized δ-GLMB densityπ in (27) - (29) preserves both PHD and cardinality distribution of the original δ-GLMB density π in (7).
Proof: We apply the result in Proposition 2 of [16] which can be used to calculate the parameters of the marginalized δ-GLMB density. Notice that the result in [16] applies to any labeled RFS density and our first step is to rewrite the δ-GLMB density (7) in the general form for a labeled RFS density specified in [16] , i.e.
π(X) = w(L(X))p(X) where
and
Applying Proposition 2 of [16] , the parameters w (I) and p (I) for the Mδ-GLMB approximation that match the cardinality and PHD are
where we enumerate I − { } = { 1 , . . . , j }. Substituting the expression (30) in (31) we have
and noting that I = { , 1 , . . . , j } it follows that only one term in the sum over J is non-zero thus giving
Consequently, the Mδ-GLMB approximation is given bŷ
B. Mδ-GLMB Recursion
The Mδ-GLMB density can be exploited to construct an efficient recursive multi-object tracking filter by calculating the Mδ-GLMB approximation step after the δ-GLMB update, and predicting forward in time using the δ-GLMB prediction.
1) Mδ-GLMB Prediction:
Given an updated density of the form (27) the Mδ-GLMB prediction step turns out to be
which is exactly the δ-GLMB prediction step (17) with no association histories from previous time step, i.e. Ξ = ∅, and with the convention of having the superscript (I) instead of (ξ) due to the marginalization (28)-(29).
Remark 1. The number of components w (I)
k+1|k , p
computed after the Mδ-GLMB prediction step (32) is |F(L 0:k+1 )|. On the other hand, the number of components w
after the δ-GLMB prediction (17) is |F(L 0:k+1 ) × Ξ| for w (I,ξ) k+1|k and |Ξ| for p (ξ)
k+1|k . Notice that the number of weights w
k+1|k of the Mδ-GLMB is substantially lower than the w (I,ξ) k+1|k of δ-GLMB. As for the number of location PDFs p (·) k+1|k , it is worth noticing that the growth rate of the association histories ξ ∈ Ξ is super-exponential with time [15] , [17] , while the growth rate of the cardinality of F(L 0:k+1 ) is by far more restrained.
The use of the Mδ-GLMB approximation further reduces the number of hypotheses in the posterior density while preserving the PHD and cardinality distribution [16] . Moreover, the Mδ-GLMB is in a form that it is suitable for efficient and tractable information fusion (i.e. multi-sensor processing) which will be shown in the next subsection.
2) Multi-Sensor Mδ-GLMB Update: Consider now a multi-sensor setting in which the sensors (indexed with s) convey all the measurement sets Z s to a central fusion node. Assuming that such a measurement sets taken by the sensors are conditionally independent on the states, the multi-object Bayesian filtering update (11) can be naturally extended as follows:
where g s k is the multi-object likelihood of sensor s. Thus, at each time instant k, the Mδ-GLMB update step (39) (and equivalently for the δ-GLMB update step (25) ) is sequentially repeated exploiting the measurement sets Z s k provided by the sensors.
Let us now focus on the single update step to be carried out for each sensor s. If the current multi-object prior density is a Mδ-GLMB of the form (27) , then the multi-object posterior density is a δ-GLMB given by
where Θ(I) (see (23) ) denotes the subset of the current maps with domain I , and
of the form (27) with
The Mδ-GLMB density provided by (44)- (45) 1) . Thus, the prediction step (39) sets the upper bound of the total hypotheses that will be retained after each full Mδ-GLMB step.
From Remark 2 and 3, the Mδ-GLMB is preferable over the δ-GLMB in terms of stored information and computational burden, since the number of remaining hypotheses after each sensor update step in (38) is always set to |F(L)|. Note that this does not apply to the δ-GLMB due to the super-exponential growth as reported in Remark 1. This is an important property of the Mδ-GLMB since it yields a principled approximation which greatly decreases the need of pruning hypotheses w.r.t. the δ-GLMB [15] . In fact, pruning in the δ-GLMB might lead to poor performance in multi-sensor scenarios with low SNR (e.g. high clutter intensity, low probability of detection, etc.) and limited storage/computational capabilities. For instance, this may happen if a subset of the sensors do not detect one or more targets and hypotheses associated to the true tracks are removed due to pruning. Furthermore, from a mathematical viewpoint, pruning between corrections generally produces a less informative and order-independent approximation to the posterior distribution in eq. (38).
C. Mδ-GLMB Filter Implementation
The δ-GLMB filter implementation [15] applies directly to Mδ-GLMB. For a linear Gaussian multi-target model it is assumed that I) the single target transition density, likelihood and birth intensity are assumed to be Gaussian; II) survival and detection probabilities are constants; III) each single target density is represented as a Gaussian mixture. The corresponding Gaussian mixture predicted and updated densities are computed using the standard Gaussian mixture update and prediction formulas based on the Kalman filter [15] . In the case of having nonlinear single target transition density and/or likelihood, one can resort to the well known Extended or Unscented Kalman Filters [24] , [25] . On the other hand, for non-linear non-Gaussian multi-target models (with state dependent survival and detection probabilities), each single target density can be represented by a set of weighted particles.
The corresponding predicted and updated densities are computed by the standard particle (or Sequential Monte Carlo) filter [26] - [28] .
D. Connection with the LMB Filter
The LMB filter introduced in [12] is a single component approximation to a δ-GLMB density that matches the unlabeled PHD. In this subsection we show an alternative derivation of the LMB approximation first proposed in [12] through a connection with the Mδ-GLMB approximation. Recall that a LMB density is uniquely parameterized by a set of existence probabilities r ( ) and corresponding track densities p ( ) (·):
In the following we show that by extracting individual tracks from the Mδ-GLMB approximation, we can obtain the same expressions for the existence probabilities and state densities originally proposed for the LMB filter in [12] :
where the notation for the numerator in (53) is defined as per [1, eq. 11.111], while the numerator of (54) follows from [1, eq. 11.112] . Notice that the numerator is precisely the PHDv corresponding toπ, which by Proposition 2 of [16] exactly matches the PHD v corresponding to π. Using the results in [16] , it can be verified that
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Notice that, however, the property of matching the labeled PHD of the δ-GLMB does not hold for the LMB filter, as shown in [12, Section III], due to the imposed multi-Bernoulli structure for the cardinality distribution.
IV. NUMERICAL RESULTS
To assess performance of the proposed Marginalized δ-GLMB (Mδ-GLMB), a 2-dimensional multi-object tracking scenario is considered over a surveillance area of 50 × 50 [km 2 ]. Two sensor sets are used to represent scenarios with different observability capabilities. In particular: I) a single Radar in the middle of the surveillance region is used as it guarantee observability; II) a set of 3 range-only (Time Of Arrival, TOA), deployed as shown in Fig.   1 , are used as they do not guarantee observability individually, but information from different sensors need to be combined to achieve it.
The scenario consists of 5 targets as depicted in Fig. 2 . For the sake of comparison, the Mδ-GLMB is also [m] compared with the δ-GLMB (δ-GLMB) [15] , [17] and LMB (LMB) [12] filters. The three tracking filters are implemented using Gaussian Mixtures to represent their predicted and updated densities [12] , [15] . Due to the non linearity of the sensors, the Unscented Kalman Filter (UKF) [22] is exploited to update means and covariances of the Gaussian components.
The kinematic object state is denoted by x = [p x ,ṗ x , p y ,ṗ y ] , i.e. the planar position and velocity. The motion of objects is modeled according to the Nearly-Constant Velocity (NCV) model [18] - [21] : The Radar has the following measurement function:
where (x r , y r ) represents the known position of the Radar and its measurement noise is
The measurement functions of the 3 TOA of Fig. 1 are:
where ( The clutter is characterized by a Poisson process with parameter λ c = 15. The probability of target detection is
In the considered scenario, targets pass through the surveillance area with partial prior information for target birth locations. Accordingly, a 10-component LMB RFS π B = r ( )
has been hypothesized for the birth process. Table I gives detailed summary of such components. Due to the partial prior information on the object DRAFTbirth locations, some of the LMB components cover a state space region where there is no birth. Therefore, clutter measurements are more prone to generate false targets.
Multi-target tracking performance is evaluated in terms of the Optimal SubPattern Analysis (OSPA) metric [23] with Euclidean distance, p = 2, and cutoff c = 600 [m] . The reported metric is averaged over 100 Monte Carlo trials for the same target trajectories but different, independently generated, clutter and measurement noise realizations.
The duration of each simulation trial is fixed to 1000 [s] (200 samples).
The three tracking filters are coupled with the parallel CPHD look ahead strategy described in [15] , [17] . The CPHD [10] filter.
A. Scenario 1: Radar
Figs. 3, 4 and 5 display the statistics (mean and standard deviation) of the estimated number of targets obtained, respectively, with the Mδ-GLMB, the δ-GLMB and the LMB. As it can be seen, all the algorithms estimate the target cardinality accurately, with no substantial differences. This result indicates that, in the presence of a single sensor guaranteeing observability, the approximations made by both Mδ-GLMB and LMB are not critical in that they provide performance comparable to the δ-GLMB with the advantage of a cheaper computational burden and reduced storage requirements. Note that the problems introduced by the rendezvous point (e.g. merged or lost tracks)
are correctly tackled by all the algorithms. 
V. CONCLUSION AND FUTURE WORK
This paper has proposed a novel approximation to the δ-GLMB filter with standard point detection measurements.
The result is based on a principled GLMB approximation to the labeled RFS posterior that matches exactly the posterior PHD and cardinality distribution. The proposed approximation can be interpreted as performing a marginalization with respect to the association histories arising from the δ-GLMB filter. The key advantage of the new filter lies in the reduced growth rate of the number of new components generated at each filtering step. In particular, the approximation (or marginalization) step performed after each update is guaranteed to reduce the number of generated components which normally arise from multiple measurement-to-track association maps. Typically, the proposed Mδ-GLMB filter requires much less computation and storage especially in multisensor scenarios compared to the δ-GLMB filter. Furthermore the proposed Mδ-GLMB filter inherits the same implementation strategies and parallelizability of the δ-GLMB filter. A connection and alternative derivation of the LMB filter is also provided. Future works will consider distributed estimation with the Mδ-GLMB filter.
