
























































































Finalment,  gràcies  de  tot  cor  als  meus  pares,  Francesc  i  Azucena,  els  quals  han  estat  una  gran 



































































































































































































l’aplicació  en medicina  fins  a  àmbits  militars.  També  s’ha  utilitzat  en  interfícies  que  permeten  fer  anotació  i 
treballar més còmodament a l’hora de fer reparacions i productes manufacturats. A més a més, pot ser utilitzada 
com a mitjà de visualització per  l’ensenyament o el disseny com un CAD.  I és un dels camps considerats per  la 




del pacient. Com proposaven  l’any 1996 Andrei State  i els seus companys de  la Universitat de Nord‐Califòrnia a 
































possibilitats  que  ambdós  sistemes  podien  oferir.  Amb  el  pas  dels  temps  (estem  parlant  de  gairebé mig  segle 
després  del  seu  naixement  conceptual)  aquestes  limitacions  estan  minvant,  de  manera  que  la  Realitat 
Augmentada  podria  deixar  de  ser,  en  pocs  anys,  un  mer  espectacle  de  fira  i  esdevenir  una  tecnologia  d’ús 
domèstic,  industrial  i comercial habitual. De fet, en  l’actualitat  la majoria de  les aplicacions encara estan en una 
fase conceptual, no estan preparades per esdevenir projectes comercials reals. Encara hi ha molta feina a fer. 
 












El  punt  de  partida  per  plantejar  aquest  projecte  és  la  intenció  de  crear  un  entorn  de  proves  de  Realitat 
Augmentada. Es tracta d’un entorn de proves pensat pel desenvolupament de nous algoritmes aplicats a aquesta 
tecnologia. Com veurem a l’apartat d’antecedents de la memòria, tot i portar un llarg recorregut en la investigació 




interfícies per  fer  tests de concepte, sense  la pretensió  inicial de generar una  llibreria de desenvolupament. En 
aquest camp  ja hi ha  llibreries com ArtoolKit  [14]  (i variants que han sortit per adaptar‐la a diversos entorns)  i 
ArTag  [15]. Tot  i així,  tampoc  seria del  tot descabellat  fer aquest plantejament  si es poden desenvolupar nous 






























el codi,  laboriosos de solucionar. També poden sorgir modificacions en el disseny  i  les anàlisis diverses deguts a 















elaborar un criteri  ferm per poder prendre decisions al  llarg del projecte,  tant en  l’etapa de disseny com en  la 





Ens  plantegem  construir  un  entorn  de  proves;  per  això  hem  de  valorar  tots  els  possibles  detalls  abans  de 
començar. Primer de tot, és important que coneguem els diferents espais de treball d’aquesta tecnologia per així 
adaptar‐nos  correctament  als diversos  requeriments que  aquests  implicaran. Aquest  apartat  està basat  en  els 
surveys de Ronald Azuma [4][5] i en altres investigacions i aplicacions que han sortit als darrers anys i comentarem 






















El  primer  dels  dispositius  plantejats  per  treballar  amb  RA  són  els  Head  Mounted  Displays  (HMD).  Aquest 
dispositiu  es  basa  en  una  mena  d’ulleres  que  substitueixen  els  tradicionals  vidres  per  un  suport  de  display. 
Existeixen dos tipus diferents d’HMDs: els See‐through HMD i els Vídeo HMD. 
 
• Vídeo  HMD:  En  aquest  cas  el  display  es  composa  per  petites  pantalles  que  reprodueixen  les  imatges 














HMD,  l’ull  de  l’usuari  és  lliure  d’enfocar  diferents  punts  de  l’espai  i  això  en  dificulta  la  representació  dels 
elements  virtuals  sobre  la  lent,  ja que  aquests  s’haurien d’adaptar  als  canvis d’enfocament.  En  el  cas dels 






























degut a que aquests han augmentat considerablement  la seva  integració  i disposen de hardware cada cop més 
potent  (es  preparen  dispositius  embedded  que  inclouen  nuclis  ARM  de  fins  a  600MHz,  hardware  específic 
d’acceleració gràfica 2D/3D i elements de càlcul avançat pel tractament de vídeo i dades multimèdia) [16]. Aquest 

























la projecció  sobre  l’entorn dels objectes  virtuals. En molts  casos  això  implica  la  limitació de que només pugui 





poder aplicar  les  imatges virtuals a  la  realitat  com  si en  formessin part, abans que  res, necessitem aconseguir 







ens  permeten  conèixer  l’orientació  en  la  que  es  troba  un  dispositiu.  Aquests  dispositius  poden  obtenir  un 








de  patrons  a  l’escena  (fiducial markers),  interpretant‐ne  la  seva  posició,  i  utilitzant‐los  com  a  orígens  de 
referència per l’espai virtual. Exemple a la figura 8a. 
 









Els  sistemes mixtos  inclouen  conjuntament diversos  sensors  i/o  visió per  computador. En moltes ocasions,  les 



















En  certes  aplicacions,  com  comentàvem  a  l’apartat  de  visualització,  s’utilitzen  dispositius  externs  per 
complementar la interacció; n’és un exemple un entorn que treballa amb un HMD i disposa d’un joystick, teclat o 
similars  per  enviar  comandes  a  l’entorn.  Però  aquestes  interfícies  són  poc  intuïtives  i  s’intenten  millorar 
aconseguint una  interacció més  natural.  El  primer  exemple  el  podem  trobar  en  l’article Developing  a Generic 
Augmented  Reality  Interface  [17]  que  proposa  un  mètode  tangible:  utilitzar  marcadors  (fiducials)  plans  que 
puguin ser agafats  i moguts per  l’usuari. Cadascun d’aquests és  la base d’un element virtual. Aquests elements 
fins  i  tot poden  interactuar entre ells per proximitat, per gestos apresos o  simplement per  la  seva aparició en 
escena.  En  aquesta  mateixa  línea  existeixen  altres  aproximacions  que,  enlloc  d’utilitzar  plans,  exploren  la 
interacció amb cubs o altres poliedres amb dibuixos marcadors o fins i tot sense ells. Són sens dubte les interfícies 
més explorades en  la Realitat Augmentada;  les utilitzen  les  llibreries més conegudes com ArTag  [15]  i ArtoolKit 
[14], però també han estat triades per aplicacions comercials com la ja esmentada Eye of Judjement de Sony [13]. 










































implica  una  complexitat  elevada  per  ser  un  entorn  de  proves,  però  ens  recolzarem  en  diverses  llibreries  per 









ús al  llarg de  la carrera en  les assignatures de “Gràfics per Computador”. En el cas d’OpenCV, a  l’inici d’aquest 
projecte disposem de rudiments sobre  la seva funcionalitat bàsica que ens ajudaran a  introduir‐nos‐hi amb més 
facilitat.  En principi,  adaptar‐se  a qualsevol dels  àmbits  desconeguts d’aquestes  llibreries no hauria de  ser un 
problema perquè disposem  de documentacions  oficials  [21][22]  accessibles  per  l’usuari,  així  com  de  grups  de 
discussió en línia com el de Yahoo! per OpenCV [23] on els seus usuaris col∙laboren per solucionar problemes. 
 
Pel que  fa a DirectShow  (que  serà  la  llibreria encarregada d’ajudar‐nos en procediment de captura d’imatges), 













principi  suficient  per  treballar‐hi.  En  cas  de  no  ser  suficient  es  pot  recórrer  a  d’altres  equips  més  potents. 
Finalment, el hardware de captura de vídeo disponible és una webcam  Logitech QuickCam Pro 4000  [27] amb 
resolució 320x240 píxels amb  capacitat d’exportar 30 captures per  segon;  suficient per  construir un entorn en 



















l’entorn.  En  un  entorn  orientat  a  ser  basat  en  un model  de  vídeo,  les  imatges  provinents  d’aquest  dispositiu 
s’obtenen per tal de  formar “la part real” en  la composició  final. Cal aclarir que a aquest entorn se’l podria  fer 
treballar  amb  qualsevol  altre  font  contínua  de  dades  de  vídeo  susceptibles  de  formar  part  d’un  procés 












Per  implementar  aquestes operacions hem  estructurat el desenvolupament  en dues parts,  fent una  separació 
entre  el mètode  d’estimació  de  posicionament  i  la  resta  de  l’entorn.  El  fet  d’independitzar  els  dos  processos 
(figura 11)  es deu principalment  a  l’objectiu d’aquest projecte:  crear un  entorn de proves. Anteriorment hem 
esmentat  que  en  l’apartat  del  “posicionament”  hi  ha  molta  varietat  d’algoritmes,  però  la  majoria  de  les 
implementacions existents  a dia d’avui  son molt específiques  i  s’adapten  a  cadascuna de  les  aplicacions  finals 
d’usuari. Per això és  important  independitzar  l’obtenció de dades de posicionament dels models virtuals de  la 
resta de l’entorn, ja que se li vol donar el millor disseny per poder implementar‐hi proves amb facilitat. Així doncs, 
primer desenvoluparem l’entorn dedicat a la captura, mescla de realitat i virtualitat, i per altre banda articularem 





















canvis,  ja que no formen part de  l’objectiu del desenvolupament proves de prototipus d’algoritmes  i aplicacions 
basats en Realitat Augmentada. Aquest primer mòdul s’encarregarà doncs, de la gestió del flux de vídeo provinent 
de  la càmera  i de  la mescla entre elements virtuals. Tot  i que  l’entorn no en forma part del concepte presentat, 
l’inclourem en una interfície gràfica d’usuari per realitzar‐ne la presentació en pantalla i les proves.  
 
L’entorn s’ocupa de  la gestió de captura  i per això  també serà  l’encarregat de  facilitar  l’accés directe al  flux de 
vídeo a mòduls externs que es puguin basar en visió per computador  (com  la solució d’RA que  implementarem 
per validar aquest entorn). També haurà d’habilitar l’accés a la informació relativa a posicionament calculada en 
aquests  mòduls  extens  per  completar  el  seu  processament  amb  la  mescla.  Tot  i  la  separació  que  fem  entre 
“entorn” i “solució”, cal dir que l’entorn també s’estructura en diversos mòduls per facilitar‐ne la seva comprensió 
i les possibles modificacions que puguin sorgir en diversos tipus d’implementació. Es realitza la captura d’imatges 
en  un  mòdul  independent  per  aïllar  l’entorn  de  possibles  canvis  que  poguessin  introduir‐se  en  el  seu 
funcionament (com podria ser l’adaptació de l’entorn a d’altres sistemes operatius), i per d’altre banda s’agrupa la 












davant  d’altres  dispositius  disponibles  és  que  la  seva  captura  és  la  més  nítida.  Aquesta  captura,  a  nivell  de 
software, es  farà mitjançant  les utilitats que ofereixen  les  llibreries DirectShow  [20] de Microsoft. Aquest és un 
procés relativament senzill sobre l’entorn de desenvolupament Microsoft Visual C++ [29], que pretenem que sigui 














és  un  requeriment  imprescindible  a  l’hora  de  generar  Realitat Augmentada),  primer  ens  cal  situar‐los  en  una 









(a)            (b) 
Figura 13: Representació esquemàtica dels models “centrat en la càmera” i “centrat en l’objecte” 
   
















El  rendiment  d’aquestes  operacions  pot  ser  molt  diferent  i  és  un  problema  que  s’ha  de  solucionar  avaluant 
ambdues alternatives. Hi entrarem amb més detall a l’apartat de desenvolupament, però és important veure que 
és especialment necessari obtenir el millor resultat de rendiment en aquesta operació ja que podria arribar a ser 






















Per tal de crear  l’espai de representació en pantalla, OpenGL disposa d’una part de  la  llibreria  (GLUT: GL Utility 
Toolkit)  [30]  preparada  de  forma  que  integra  en  sí  mateixa  la  presentació  en  finestres  al  sistema  operatiu. 
Aquestes primitives doncs, permeten construir un entorn molt senzill sense la necessitat d’utilitzar altres sistemes 





















dades  multimèdia.  A  grans  trets,  DirectShow  es  basa  en  una  interconnexió  (graf)  de  mòduls  que  generen, 
processen  i presenten aquestes dades. Aquests mòduls formen part de  la tecnologia COM (Component Object 
Model‐based)  [31] que  implementa un model modular abstracte  i de caixa negra que permet utilitzar els seus 
mòduls fins i tot distribuïts per xarxa. 
 

















contínua  i  activarem  una  interfície  de  sortida  amb  la  qual  ens  comunicarem  des  del  nostre  programa  per 
recuperar les imatges capturades. 
 
El mòdul SampleGrabber de  la  llibreria està pensat per  ser  introduït en un graf que pugui disposar d’aquestes 
dades  a posteriori,  així que en  redirigeix  l’entrada  a  la  sortida. Aquesta  sortida però, no pot quedar  lliure, de 














El procediment d’unió dels elements  virtuals  i de  la  captura  real és  fonamental pel  correcte  funcionament de 








• La  primera  prova  es  basa  un  polígon  rectangular  visible  des  del  punt  de  visualització  triat  a  l’espai  3D. 
L’objectiu és assignar dinàmicament  les  imatges provinents del dispositiu de captura com una  textura del 
































A  la  figura  15  es  descriu  aquest  procediment  de  forma  esquemàtica.  Volem  portar  el  flux  de  vídeo  al  buffer 
d’OpenGL i que el mòdul extern pugui accedir a aquest flux de vídeo (en la nostra solució significarà fer un pas de 
la captura cap al buffer de  treball d’OpenCV). Per simplificar  les  tasques de desenvolupament, hem vist que és 
molt  interessant  la  possibilitat  de  fer  modificacions  sobre  les  imatges  des  d’OpenCV  i  retornar‐les  per  ser 

















En aquest cas, es pot  jugar amb una propietat dels espais tridimensionals:  la profunditat. Per poder fer  les 
representacions, la llibreria gràfica calcula la profunditat dels elements i en determina així la seva visibilitat. 
Aleshores,  només  cal  desactivar  el  test  de  profunditat  abans  de  dibuixar  l’escena  virtual:  així  no  es 
considerarà  cap ocultació  i quedarà  en primer pla per davant del  vídeo.  L’escena però,  al  ser dibuixada, 











El  mòdul  extern  ens  haurà  de  facilitar  les  dades  que  ens  relacionen  el  punt  de  vista  i  el  patró  identificat 
(paràmetres extrínsecs; rotació  i translació). També haurà de donar‐nos  les dades sobre  la captura  (paràmetres 











El nostre entorn per  si  sol només  implementa  l’operativa bàsica que gestiona  vídeo  i 3D.  L’objectiu d’aquesta 
separació és que es puguin posar a prova algoritmes independents de l’entorn que permetin completar l’escena 
augmentada  amb  la  informació de posicionament dels elements  virtuals. Aquesta operació es pot  realitzar de 
moltes maneres i solen ser enfocades a aplicacions d’usuari molt diferents. En el nostre projecte, plantejarem una 
solució concreta basada en visió per computador que ens permetrà validar el nostre entorn i complementar‐lo 
per  poder  començar  a  pensar  i  experimentar  amb  aplicacions  d’usuari.  Es  desenvoluparà  aquesta  solució 
específica  d’RA  amb  l’ajuda  de  la  llibreria  de  visió  per  computador  OpenCV  [19].  El  procés  de  la  solució 








El  seguiment  per  la  nostra  solució  es  basa  en  la  detecció  de marcadors  a  l’escena.  L’objectiu  és  que  aquests 
marcadors ens facilitin la construcció d’un mètode robust i amb un alt rendiment per la detecció i identificació: 
 
El marcador,  aleshores,  ha  de  ser  un  element  que  permeti  facilitar‐nos  els  primers  passos  que  composen  el 




bona  representació en  temps  real. Els marcadors  són elements que  introduïm a  l’escena de  forma deliberada. 
Poden ser “tangibles”, permetent així la interacció física amb l’usuari, o bé ser elements fixats sobre el món real, 




















forma unívoca. Cal  remarcar que aquesta etapa encara no pretén  conèixer  la  seva posició al món  real  (o més 
estrictament parlant:  la  relació “postural” entre patró  i càmera); sinó que només  identifica  la posició del patró 
marcador a la imatge capturada del vídeo a partir de les seves característiques. 
 










Aquesta operació ha de permetre  situar  l’objecte en  la  seva disposició  final. Es  tracta d’un posicionament que 
afegeix a la seva postura ja calculada, la situació relativa de l’objecte en l’escena capturada i la seva mida d’acord 




(a)          (b) 
 



























condicions d’il∙luminació  i que el patró pogués estar més proper o més  llunyà  (per  tant, detectar‐lo a diferents 
mides dins l’escena) el mètode que ha donat millors resultats es el següent: 
 
En  primer  lloc,  hem  de  contemplar  que  generalment  les  webcams  estan  dissenyades  per  treballar  en 
condicions molt estables  i els seus sensors no són especialment precisos en males condicions d’il∙luminació. 




Tot  i  així,  la  càmera  segueix  oferint  una  captura  sorollosa  i  cal  un  mètode  que  pugui  minvar  aquesta 
problemàtica. Les primeres proves van passar per utilitzar una suavització gaussiana  i  l’aplicació d’algoritmes 









A grans  trets,  l’operació de  reducció es  realitza eliminant  files  i columnes  imparells  i se’n millora el  resultat 
amb un filtrat gaussià passa‐baixes de la imatge reduïda. Per altra banda, l’operació d’ampliació insereix files i 
columnes zero en  les posicions senars  i en fa una convolució potenciada per crear  la  interpolació necessària. 













per  diversos  treballs  previs  com  el  citat  Robust  2D  Tracking  for  Real‐Time Augmented  Reality  [34]  i  el  survey 
Robust Feature Point Extraction and Tracking for Augmented Reality [39].  
 
La  llibreria OpenCV compta amb  la  implementació de detecció de  cantonades amb  l’algoritme de Harris  [40]  i 
amb la detecció de contorns; vam avaluar ambdós per conèixer quin es podria adaptar millor a la nostra solució.  
 
Amb el mètode de Harris, desprès de  fer  la detecció per  trobar  les cantonades més  rellevants a  l’escena, calia 







Utilitzant  la  funcionalitat  cvFindContours  d’OpenCV  podem  obtenir  tots  els  contorns  que  composen  la  nostra 
imatge en una estructura de dades. Com podem veure en el procés esquematitzat a la figura 20, analitzem totes 
les  deteccions  una  a  una  aproximant‐hi  un  polígon  amb  la  funcionalitat  cvApproxPoly  i  ens  quedem  aquells 
contorns  formats per 4  segments, que a més  formen un polígon  convex  (no han de  ser quadrats,  ja que  si no 
s’observen  des  d’una  posició  totalment  perpendicular  es  deformen).  D’aquest  subconjunt  descartem  els  més 
petits  (segons  la mida  de  la  diagonal més  gran)  que  són  deteccions  sorolloses.  Això  ho  fem  sense  afectar  el 












identificar  (figura  19c)  si  cadascuna  d’aquestes  deteccions  és  realment  o  no  un  patró  que  introdueixi  un  nou 
element virtual. 
 
Els  contorns detectats  es  troben  en una estructura de  la qual podem  recuperar  els  seus  vèrtexs. Aquests  ens 
serviran per tal de calcular una transformació geomètrica per situar‐lo en una posició “origen” amb la qual pugui 
ser comparat (figura 21a). Aquesta transformació és una homografia i descriu la relació entre dos punts de vista 
del mateix pla  (figura  21b).  Es  tracta d’una  relació projectiva que  ens permetrà mapejar  el patró detectat  en 


















Un  cop disposem de  la  reconstrucció, podem procedir  amb  la  identificació de  si  aquest és el nostre patró.  La 
metodologia triada per fer aquesta operació és una simple diferència entre patró original i el contingut del patró 




















d’operacions  s’aplica  a  un  flux  continu  d’imatges  capturat  per  la webcam,  que  està  connectada  a  l’equip  on 
desenvolupem el projecte. Per tal d’adequar‐nos al requeriment d’una resposta en temps real, el procediment ha 
tingut en compte minimitzar tot tipus de costos. Això, sense oblidar en cap moment que aquesta simplificació no 





que  si que utilitzessin  aquesta operació. A  l’avaluar un mètode  sense  calibració  assumíem que  la distorsió de 
construcció de la lent i el sensor de captura d’imatges eren ideals, acceptant lògicament un cert rang d’error en la 








Vam  poder  comprovar  que  aquestes  homografies  estaven  d’alguna  manera  relacionades  amb  la  matriu  de 
visualització  de  l’espai  tridimensional  (figura  23).  Copiant  les  dues  primeres  files  de  l’homografia  inversa  a  la 
matriu de  l’espai 3D  i construint  la tercera fila a partir del producte vectorial dels dos primers vectors, coincidia 
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homografia  entre  el  pla  de  projecció  i  el  pla  estimat.  Aquesta  homografia  inclou  els  paràmetres  intrínsecs  i 
extrínsecs de  la  captura  i n’extreu aquests paràmetres  coneixent que  les  rotacions  respecte al pla estimat  son 











[45]  que  era  l’únic  dels  algoritmes  que  disposava  de  una  documentació  per  aprendre  a  estructurar  les  dades 





































incloure’l  en  l’espai  tridimensional  creat  en  OpenGL.  Hem  de  construir  una  matriu  4x4  amb  els  paràmetres 
extrínsecs que aplicarem a  la visualització d’OpenGL per tal de posicionar el punt de vista  i poder representar el 
món  virtual  com  ens  indica  el  patró marcador  identificat.  La  representació  de  rotacions  és  coneguda  com  la 















A  l’hora  de  fer  el  dibuixat  final  a  OpenGL  aquest  es  refereix  a  dues  matrius  que  li  estableixen  els 










Al  llarg  del  capítol  anterior  hem  vist  l’estudi  i  la  implementació  de  l’entorn  de  desenvolupament  de  Realitat 
Augmentada plantejat per a aquest projecte, a més a més d’una solució específica preparada per tal d’avaluar el 
funcionament d’aquest  entorn. Un  cop  vistos  aquests detalls,  volem  fer una  anàlisi del  seu  funcionament per 





L’entorn és en certa manera  l’esquelet del nostre projecte  tot  i no ser  l’encarregat d’executar  les  tasques més 
complexes  i  de  més  requeriments  computacionals.  Però,  per  ser  operatiu,  ha  estat  subjecte  a  restriccions 
importants de rendiment. Una de les principals restriccions que imposa el treballar amb Realitat Augmentada és la 
seva necessitat, per definició, de ser una tecnologia que treballa en temps real. S’han de poder construir elements 





L’operativa de  l’entorn comença en  la captura de vídeo per poder presentar  la part  real de  la mescla amb els 




El problema principal de  rendiment  en  l’entorn  recau  en  la mescla d’imatges  tridimensionals  i  la  captura de 
vídeo. Per enfrontar aquest problema, en el desenvolupament s’han dut a terme proves de rendiment sobre dues 
implementacions diferents que permetien  fer  aquesta operació.  El  resultat ha desmarcat una d’elles, que  ens 








El  que  entenem  per  solució  en  el  nostre  projecte  és  l’apartat  del  desenvolupament  que  realitza  les  tasques 
d’estimació de posicionament pels elements virtuals respecte a  la situació de  la captura de vídeo sobre el món 
real.  La  solució  realitza  aquesta operació mitjançant un processament del  vídeo  amb  tècniques de  tractament 











Volem  analitzar  el  rendiment  d’augmentació  per  avaluar  el  temps  de  resposta  de  l’estimació  de  postura  i 
posicionament un cop detectat  i  identificat el patró marcador (funcions que estudiarem en el següent apartat). 
Això  implica  tenir en  compte el  consum  temporal des de  l’estimació  fins a  la  representació del objecte virtual 










l’espai  tridimensional  a  aquesta.  Afortunadament,  aquesta  operació  és  molt  eficient  i  no  suposarà  un  coll 










Com  comentàvem,  la  solució  implementada  es basa  en un  sistema de detecció  amb  visió per  computador de 
marcadors. El marcador utilitzat per a les proves es basa en una simplificació del mateix concepte que presenten 
solucions similars utilitzades en llibreries d’RA com ArToolkit [14], ArTag [15] i d’altres. Aquest disseny es basa en 
un  estudi  [33]  que  en  fa  una  comparativa  de  diversos  ja  existents,  i  per  això  creiem  desitjable  comparar  els 




temps que  triga a  fer el pretractament, detecció de  contorns  i  identificació del patró en  l’escena en una 
condició favorable per fer aquest procés. Per fer‐ho hem escollit treballar en un entorn com el representat a 
la figura 27a: una il∙luminació difosa (que millora l’estabilitat de recepció de la càmera) i un context d’escena 
buit  (per  no  treballar  amb  la  complexitat  que  comportaria  un  entorn  més  heterogeni).  En  aquestes 
condicions, hem calculat el temps mitjà que suposa realitzar tot aquest procés: en total, 26’84 milisegons. Es 
tracta  d’un  càlcul  fet,  novament,  sobre  una mostra  de  100  frames.  El  seu  comportament  fluctua  per  la 
captura sorollosa de  la càmera entre 15  i 32 milisegons. Aquest comportament és  lleugerament més  lent a 
les  mitjanes  obtingudes  en  mètodes  comparats  a  l’article  de  referència,  on  ronden  entre  4’10  i  11’60 
milisegons  en  una  detecció  similar.  Això  és  degut  a  que,  probablement,  aquestes  implementacions  són 






• El  segon  test  avaluat  és  el  cost  “brut”  de  la  detecció  i  identificació del  patró  a  l’escena.  En  aquest  cas 
s’avalua el seu comportament en un entorn amb 5 patrons diferents al cercat, el que hauria de complicar‐ne 
la  seva  detecció.  En  unes  condicions  novament  favorables  (podem  veure’n  un  exemple  a  la  figura  27b) 
s’avalua el seu temps de resposta: 77’09 milisegons. La prova ha estat realitzada novament sobre una mostra 


















Cal  remarcar  que  les  proves  de  [33]  i  les  nostres  són  realitzades  en  equips  diferents,  càmeres  diferents  i 
condicions d’iluminació diferents, tot i que també hem intentat ajustar les nostres proves a un entorn plenament 
favorable per  la detecció  i  identificació. Aquests paràmetres poden  tenir molt  a  veure  en  els  temps  calculats, 
sobretot si ens centrem amb la captura de la nostra càmera que te deficiències (com l’apreciable descompensació 
lumínica radial i  petites fluctuacions en la lluminositat i enfocament al llarg de la captura). Tot i així, els resultats 




















(figura 30a),  i una distància màxima de 116cm, on deixa de  ser  identificat  (figura 30b). Això  indica que el 
patró es pot identificar amb una mida en pantalla d’aproximadament 20x20 píxels. Un resultat molt proper al 









identificació.  Es  tracta d’una  prova  realitzada desplaçant  la  càmera  al  voltant del marcador  i  anotant‐ne 
l’angle que marca el  llindar entre  la seva detecció  i  identificació o no. Utilitzant un muntatge com el de  la 
figura 31, girem  la càmera situada a 40cm del patró. Dirigint‐nos de 90 a 0 graus, podem observar que  la 









Finalment, volem posar sota una anàlisi crítica els  resultats  finals de  la nostra  implementació envers al disseny 
inicial.  Es  tracta  de  veure  en  què  s’han  acomplert  les  expectatives  relatives  a  la  implementació  i  què  caldria 
millorar pel seu ús en futures implementacions. 
 
El disseny ha evolucionat al  llarg de  tot el projecte per adaptar‐se a  les diverses necessitats que hem  trobat a 
l’hora de fer tests amb  l’algoritme  implementat en  la nostra solució específica de Realitat Augmentada. Aquests 
canvis  en  la  implementació  han  portat  problemes  en  alguna  ocasió.  Ens  referim,  sobretot,  a  la  separació 










llibreria DirectShow per accelerar el  temps d’inici de  la  implementació. Era necessari  fer‐ho per  fer proves de 
concepte i avaluar el correcte funcionament de la mescla entre 3D i vídeo per continuar amb la resta del projecte 
o cercar alternatives en cas d’obtenir mals resultats. Però la idea també era arribar a passar aquesta captura a un 




arribar  a  implementar  però  en  el  temps  dedicat  a  aquesta  tasca  no  es  van  obtenir  resultats  operatius  sobre 















Després de passar per  totes  les  fases del projecte  (estudi,  anàlisi, disseny  implementació  i proves) dedicarem 







projecte s’han aconseguit, però, més objectius: per una banda, s’ha  fet una  revisió completa  i actualitzada de 
l’estat de l’art de l’RA i s’ha fet una descripció del funcionament genèric d’un entorn tipus d’RA. Pel que fa als 
objectius  inicials,  podem  dir  que  s’han  complert  els  previstos:  s’ha  realitzat  el  disseny  i  implementació  d’un 
entorn  i  una  solució  d’RA,  que  pot  servir  d’entorn  de  proves  per  a  futures  investigacions.  A  més  a  més,  el 
rendiment d’aquest es prou correcte per fer proves i prototips. 
 
La  revisió de  l’estat de  l’art en  la  investigació d’aquesta  tecnologia  s’ha presentat mitjançant un  recull de  les 
característiques a les quals pot estar restringit un entorn de Realitat Augmentada, orientat també a emmarcar el 







els  desitjables.  A  partir  d’aquestes  indicacions,  i  les  pròpies  derivacions  de  la  creació  d’un  entorn  de 
desenvolupament,  es  va  dissenyar  el  projecte  tot  diferenciant‐ne  dues  parts:  per  una  banda,  un  entorn  per 












hem  estudiat  el  rendiment  i  la  robustesa  de  la  solució  proposada,  mitjançant  proves  de  comportament  en 












l’optimització  dels  rendiments  de  la  solució,  la  inclusió  de  la  funcionalitat  de  detecció  de múltiples  patrons  i 
l’afinament d’estimació de posició de l’entorn.  
 
• Per una banda, seria molt recomanable millorar  la  independència entre entorn  i solució,  ja que com hem 





• També  seria molt  desitjable  incloure  en  l’algorítmica  de  la  solució  la  detecció  de múltiples  patrons  que 
permetin l’augmentació de diversos espais virtuals alhora. Hi ha algunes proves ja iniciades, però obtenir un 
bon resultat requereix més temps d’implementació. 
• Finalment  la detecció podria comptar amb algoritmes complexos que permetessin afinar  l’estimació de  la 




A més a més d’aquestes millores,  i  fora dels  recursos disponibles pel projecte,  serien destacables  les  següents 
ampliacions de l’entorn: 









per ampliar  les possibilitats dels algoritmes de visió per computador  i  també per el seu ús en displays 
estereoscòpics. 
• Una  forma d’optimitzar  l’entorn  i  la solució podria ser  també  la  implementació d’algoritmes basats en 
l’ús de processadors gràfics (GPU) disponibles en el hardware de l’equip. 
• Finalment,  com  ja  hem  comentat  al  llarg  de  la memória,  l’entorn  pot  ser  fàcilment  portable  a  altres 










a solucions basades en mètodes de visió per computador  i, més concretament, a  la  implementació de 
mètodes  basats  en  el  model  del  punts  de  referència  no  explícits;  mètodes  que  s’aprofitin  de 
característiques disponibles a l’entorn i no s’hi hagin d’incloure patrons per realitzar el còmput. Aquest és 
un dels àmbits en ple auge investigador en el camp de la Realitat Augmentada. 
• També  podem  proposar  el  disseny  de  tot  tipus  d’aplicacions  de  la  Realitat  Augmentada,  com  per 
exemple, en  l’àmbit de  la  imatge medica, aconseguint mètodes que permetin  fer  tracking del  cos del 
pacient  i  fer  augmentació d’imatges del  seu  interior obtingudes per  radiofreqüència. Com  veiem  a  la 
introducció d’aquesta memòria, es tracta de continuar investigacions com les referenciades a [7][8][9]. 
• De la mateixa manera, podem pensar en infinitat d’aplicacions que utilitzin la realitat augmentada com a 












Vull  acabar  aquesta memòria  remarcant que  realitzar  aquest projecte ha  estat una  tasca molt  enriquidora  en 
molts sentits. Primerament, ha estat molt engrescador poder entrar a fons en aquest món en el que tenia posat 
molt  d’interès.  També  ho  ha  estat  el  poder  enfrontar  d’una  forma  autònoma  totes  les  etapes  del  projecte  i 
solucionar‐ne les dificultats plantejades al llarg del mateix. Vull destacar també que la Realitat Augmentada és un 
camp apassionant que m’ha donat  la possibilitat d’unir conceptes de dues disciplines com són els gràfics 3d  i  la 
visió per computador. Això m’ha permès, lògicament, aprofundir en ambdues disciplines alhora, es aspectes com 
























































































































































previ,  el disseny  i  els detalls d'implementació de  l'entorn proposat  així  com una 
solució  específica  de  Realitat Augmentada  associada  a  aquest  entorn  basada  en 









como  algoritmos  asociados  a  esta  tecnología.  En  esta  memoria  se  recogen  el 
estudio previo, el diseño y  los detalles de  implementación del entorno propuesto 
así como una solución específica de Realidad Aumentada asociada a este entorno 







Augmented  Reality  it's  a  booming  research  field.  In  this  project we  propose  an 
environment  with  which  both  prototype  user  applications  and  algorithms 
associated with this technology. This report reflects the previous study, design and 
implementation  details  of  the  proposed  environment  as  well  as  an  Augmented 
Reality  solution  associated  with  this  environment  based  on  computer  vision. 
Finally, we present the results of performance and project design analysis. 
