The robust spanning tree problem is a variation, motivated by telecommunications applications, of the classic minimum spanning tree problem. In the robust spanning tree problem edge costs lie in an interval instead of having a fixed value.
Introduction
This paper presents an exact algorithm, based on Benders decomposition, for a robust version of the minimum spanning tree problem where edge costs lie in intervals instead of having fixed values. Each interval is used to model uncertainty about the real value of the respective cost, which can take any value in the interval, independently from the costs associated with the other edges of the graph.
Adopting the model described above, the classic optimality criterion of the minimum spanning tree problem (M ST -where a fixed cost is associated with each edge of the graph) does not apply anymore, and the classic polynomialtime algorithms (e.g. Kruskal [16] and Prim [26] ) cannot be used. A more complex optimization criterion has then to be adopted. We consider here the relative robustness criterion, described in Kouvelis and Yu [14] and applied to many combinatorial optimization problems with interval data in [2] [3] [4] 9, 13, [21] [22] [23] [24] [25] [28] [29] [30] [31] , although the list is by no means exhaustive.
The study has practical motivations, and in particular there are some applications in the field of telecommunications. Consider a supervisor node in a data network where transmission lines are subject to uncertain delays, that wants to send a control message to all other nodes in the network. The supervisor node generally wants to broadcast the message over a robust spanning tree, in order to have a relatively quick broadcast whatever the situation in the network is (see Bertsekas and Gallagher [6] for a more detailed description of the problem). A second application concerns the design of communication networks where routing delays on edges are uncertain, since they depend on the network traffic. The ideal network guarantees good performance whatever is the real traffic, i.e. a robust spanning tree is desirable (see Kouvelis and Yu [14] for more details).
In the literature there are some other studies related to robust versions of the minimum spanning tree problem. Kozina and Perepelista [15] defined an order relation on the set of feasible solutions and generated a Pareto set. Aron and Van Hentenryck [3] proved that the problem is N P-hard. In Yaman et al. [28] a mixed integer programming formulation and a preprocessing technique are presented. A branch and bound algorithm is presented in Montemanni et al. [23] . Two other branch and bound approaches, similar to that described in [23] , have been independently developed by Aron and Van Hentenryck (see [2] ).
In Section 2 the robust spanning tree problem with interval data is formally described. In Section 3 a new mixed integer programming formulation for the problem is presented. Section 4 discusses how Benders decomposition can be applied to the robust spanning tree problem with interval data. Section 5 is dedicated to computational results, while conclusions are presented in Section 6.
Problem description
The robust spanning tree problem with interval data is defined on a graph G = {V, E}, where V is a set of vertices and E is a set of edges. An interval [l ij , u ij ], with 0 ≤ l ij < u ij , is associated with each edge {i, j} ∈ E. Intervals represent ranges of possible costs. An example of interval graph is given in The problem is formally described through the following definitions: A scenario can be seen as a snapshot of the network situation, while a relative robust spanning tree (robust spanning tree -RST -for short) is a tree which minimizes the maximum deviation from the optimal spanning tree over all realizations of the edge costs.
The following result is at the basis of the method we propose:
Theorem 4 (Yaman et al. [28] ) Given a spanning tree t, a scenario s(t) which makes the robust deviation maximum for t is the one where c u ij ∀{i, j} ∈ t and c
In the remainder of this paper we will refer to the scenario s(t) as the scenario induced by tree t. We will also refer to the cost of t in s(t) minus the cost in s(t) of a minimum spanning tree of s(t) as the robustness cost of t.
A polynomial-time procedure for the evaluation of the robustness cost of a given spanning tree t arises. It simply works by subtracting the cost of the minimum spanning tree in scenario s(t) (see, for example, Prim [26] ) from the cost, in the same scenario, of t. 
Mixed integer programming formulation
A first mathematical formulation for the RST problem has been presented in Yaman et al. [28] . This formulation exploits Theorem 4 to join together a classic formulation for the M ST problem and the dual of another classic M ST formulation. Here we use the same mechanism, but we substitute the primal M ST formulation with another one with fewer variables (but many more constraints), more suitable -according to some preliminary tests -to be used in the algorithms we will describe in Section 4.
In order to describe the new mathematical formulation, we need some definitions. First we define, starting from the edge set E, the arc set A as follows:
The arc set A contains, for each undirected edge of E, the two corresponding directed arcs.
For each C ⊂ V , we also define:
In practice, Γ(C) contains all the edges of E with a vertex in C and the other in V \C.
In the new formulation we present, x variables have the following meaning: 
{i,j}∈E
{i,j}∈Γ(C)
Constraints (7) and (8) define, together with the first summation of the objective function (3), a classic minimum spanning tree problem on the scenario where every cost is at its upper bound. The second and third terms of (3) define, together with constraints (4)- (6), the dual of a classic minimum spanning tree formulation in the scenario induced by x variables (see Yaman et al [28] ).
Constraints (9)- (12) finally define variables domains.
The bottleneck of formulation RST is represented by constraints (8) , which are simply too many already for medium size problems. In Section 4.3 we will describe a method which permits us to efficiently handle them within the Benders decomposition algorithm.
A Benders decomposition approach
Benders partitioning method was originally proposed in 1962 in Benders [5] (see also Geoffrion [11] ). It was initially developed to solve mixed integer programming problems. Geoffrion and Graves [12] confirmed that the method is suitable to solve large scale multicommodity distribution system design models. Many other applications of Benders decomposition have been proposed since then (see, for example, Richardson [27] and Magnanti et al. [17] , Cordeau et al. [7, 8] ). Methodologies for improving the performance of the method have been proposed in McDaniel and Devine [20] and Magnanti and Wong [19] .
Kouvelis and Yu [14] derived an algorithm for the scenario version of robust network design problems by adapting Benders decomposition. Montemanni and Gambardella [22] applied Benders decomposition to the robust shortest path problem with interval data.
In this section we describe the application of Benders decomposition to the robust spanning tree problem with interval data.
Reformulation of RST
Let X be the set of binary vectors for the x variables that satisfy constraints (7) and (8) (i.e. vectors of x variables that describe spanning trees in G). For any given vector x ∈ X, it is possible to define a problem in variables σ, α and µ only, starting from the mixed integer program RST . We will refer to 8 this problem as the primal subproblem. It is defined as follows:
We now consider the dual of problem P ( x), which we will refer to as the dual subproblem. As observed near the end of Section 3, variables σ, α and µ describe the dual of a multi-commodity flow formulation for the minimum spanning tree problem. Consequently, by dualizing again, we end up with a classic formulation for the minimum spanning tree problem in variables f and y (see Magnanti and Wolsey [18] ):
Notice that notwithstanding constraints (27) Notice that problem D( x) is feasible ∀ x ∈ X, since it is a minimum spanning tree problem on a version of graph G with modified costs, and in Section 2 we made the assumption that graph G is connected.
Let R be the feasible region of the dual subproblem and let R P be the set of extreme points of R (notice that we have no extreme rays of R since it is bounded).
Note that R does not depend on x (it appears only in the objective function (20) ) and R = ∅ by definition, since we suppose that graph G is connected (see Section 2). Hence, by strong duality and by using the fact that R is a polytope, the primal subproblem is feasible and bounded.
We can observe that D( x) is a linear program, i.e. its optimal solutions are in the extreme points. We can then rewrite the original problem RST in a more compact form as follows:
By expanding the definition of z * D (x) within (28), problem RST can be further rewritten as follows:
We now introduce the additional free variable z and we expand the definitions of X and R P . We obtain the Benders reformulation of RST , which we will refer to as the master problem M :
The master problem is in a suitable form for applying the Benders decomposition algorithm, which is described in the following section.
The algorithm
The algorithm is based on an iterative mechanism. Let τ represent the iteration number and let R τ P represent the restricted set of extreme points of R P available at iteration τ . Each of these extreme points produces a so-called
Benders cut. These cuts will be iteratively added during the execution of the Benders decomposition algorithm, which can be summarized as follows:
• Initialization step:
Set τ = 1 and
• Main step:
(1) Solve the following mixed integer problem, M τ , which is the relaxed version of the master problem obtained by replacing R P with R τ P , i.e. by considering the extreme points available at iteration τ only.
A procedure to efficiently solve M τ to optimality will be described in Section 4.3. ), also excludes optimal fractional solutions, which would produce useless extreme points. They might exist when more than one optimal integer solutions exist. it becomes more and more difficult to solve in terms of integer programming.
In Yaman et al. [28] a preprocessing technique, which identifies edges that will never be on a robust spanning tree, is presented. This technique has been shown to be very effective in reducing computation times and is easily incorporated into our approach, by running it before the Benders decomposition algorithm is launched. In particular the edges identified during the preprocessing phase are deleted from graph G, according to Montemanni and Gambardella [23] . Note that instead of the original implementation of the procedure (see [28] ), we adopted the (faster) implementation suggested in Aron and Van
Hentenryck [2] . 
A procedure to efficiently solve the mixed integer program M τ
As already observed in Section 3, it is not very convenient to consider all the cut constraints (38). We will then add them as the computation proceeds in case they are violated. For this purpose we consider a set β τ , which will contain the subsets of V (each one corresponds to a constraint of type (38)) considered at each iteration τ of the algorithm described in Section 4.2. β 0 has to be initialized to ∅ during the Initialization step and will be expanded during the executions of the Main step.
At each iteration of the Main step, a nested iterative procedure is used to
with constraints (38) substituted by the following subset of them:
The The computational experiments presented in Section 5.2 will show that the solving strategy described above is a crucial factor in the good performance of the method described in this paper, since only a small fraction of all of the subsets of V will be sufficient to define an optimal solution of RST .
Computational experiments
In Section 5.1 we describe the benchmarks we will adopt for our experiments, 
Benchmarks description
The benchmarks we will use are those usually adopted in the literature. The first set of problems has been originally introduced in Yaman et al. [28] . It is Table 1 . Table 1 Definition of benchmark set 1.
In each problem of group k, ∀{i, j} ∈ E we define the interval associated with the edge by first selecting l ij at random from L k and then u ij at random from Table 1 are considered, because of the long computation times.
The second set of benchmarks considered has been already adopted in Montemanni and Gambardella [23] . All these problems are complete graphs with |V | = 20. Vertices are randomly placed on a 50 × 50 grid. ∀{i, j} ∈ E, l ij is
, where ed ij is the euclidian distance between i and j, and p is a distortion parameter, which regulates interval width. Experiments on these benchmarks will help to understand how the performance of the algorithms are affected by changes in parameter p. In particular, we will consider three different values for p, 0.15, 0.50 and 0.85, and for each of them we report the average results over five instances.
Analysis of the Benders decomposition algorithm
This section is dedicated to the experimental analysis of the Benders decomposition algorithm described in Section 4. In particular we aim to study the behavior of the algorithm on problems with different characteristics and to understand the characteristics of the problems on which the new approach is likely to perform well.
In Tables 2 and 3 . This nice phenomenon is, in our opinion, hidden by the intrinsic complexity explosion of the problems, when V is greater than 20. Table 3 shows that τ increases at the increasing of p, i.e. at the increasing of the average interval width. There is an intuitive explanation for this. When interval widths are small, the scenarios induced by the different spanning trees tend to be similar to each other. For this reason also the minimum spanning trees on these scenarios will be potentially very similar, and consequently already after a few iterations the set R τ P will give a good approximation of the polytope defined by the whole R P .
Our conjecture about the decreasing of |β τ |/τ at the increasing of τ is supported by Table 3 .
Exact algorithms comparison
In this section we compare the computation times required by the new algorithm described in Section 4.2 (Benders decomposition) with those of other exact methods. In particular we consider the approach described in Yaman et al [28] (YKP -preprocessing technique and mixed integer programming model), Aron and Van Hentenryck [2] (AVHa and AHVb -branch and bound algorithms) and Montemanni and Gambardella [23] (MG -branch and bound algorithm).
In Tables 4 and 5 we report, for each value of |V |, the average computation time required by the methods considered. Entries marked with "-" correspond to combinations for which no result is available. Entries containing ">" correspond to combinations for which the algorithm was not able to find the optimal solution for some of the instances within the time limit of 3600 seconds, after which the computation was stopped. In Table 5 only the methods for which some results are available, are reported.
The reference machine for Table 4 is an Intel Pentium II 400 MHz computer.
The computational times reported for the algorithm described in Yaman et al.
[ The computational results presented in Table 4 show that the Benders decomposition approach presented in this paper is substantially faster than the other exact algorithms. In fact it is not the faster one only for the smallest problems considered, for which computational times of all the algorithms are almost negligible. We believe that for these problems, the time requires to load the data structures used by the mixed integer program solver, dominates the solving time itself.
In Table 5 the average computations times obtained by some of the algorithm on the second benchmark set are reported. The experiments were carried out on a SUNW Ultra-30 machine (with ILOG CPLEX 6.0).
The results of Table 5 are very interesting. They show that the new approach described in Section 4.2 has an opposite behavior, with respect to the other methods considered, when parameter p is varied. In fact, it is considerably better than the other approaches when average cost intervals are small (p = 0.15), it is still better (but comparable with the branch and bound algorithm presented in Montemanni and Gambardella [23] ) for medium size cost intervals (p = 0.50), and (significantly) slower than the method presented in [23] for large average cost intervals (p = 0.85).
This result was expected since, as explained in Section 5.2, the Benders decomposition approach profits from small average interval widths. On the other hand, in Montemanni and Gambardella [23] it is explained why the branch and bound algorithms considered there are likely to perform better on problems with large average interval widths. Our conclusion is then that the characteristics of the problem under consideration (in particular interval widths) should drive the choice of the most promising algorithm to tackle the problem.
Conclusion
A new algorithm, based on Benders decomposition has been proposed for the interval data version of the robust spanning tree problem.
As shown by computational experiments, the new method is very efficient. It appears to be the fastest approach for most of the benchmarks considered. In particular the new Benders decomposition method is very efficient on problems with small average interval width. It is important to note that these problems are among the most difficult ones for the exact algorithms previously appeared in the literature.
