ABSTRACT Vehicle and surrounding environment dynamic analysis (VSEDA) is an indispensable component of modern assistive drivings. A robust and accurate VSEDA could ensure the driving system reliability in presence of highly dynamic environments. This paper proposes a novel VSEDA framework by fusing the measurements from an inertial sensor and a monocular camera. Compared to traditional visualinertial-based assistive driving methods, the proposed approach can analyze both the vehicle dynamics and the surrounding environment. Even in the scenario that moving objects occupy a majority area of the scene captured in the image, the proposed method can still robustly analyze the surrounding environment by identifying the static inliers and dynamic inliers, which lie on stationary objects and moving objects, respectively. The theoretical framework consists of three steps. First, the vehicle nonholonomic constraint is applied to pairwise feature matching. For vehicle dynamic analysis, the static inliers are selected by choosing the features with their histogram bins consistent with inertial orientations. Second, for the surrounding environment dynamic analysis, the dynamic inliers are matched through histogram voting, together with the developed part-based vehicle detection model that can segment and match the vehicle regions from the background in image pairs. Finally, both the vehicle dynamics and surrounding environments are analyzed with static and dynamic inliers respectively. The proposed method has been evaluated on the challenging datasets, part of which was collected during rush hours in downtown areas. The experimental results prove the effectiveness and accuracy of the proposed VSEDA.
I. INTRODUCTION
Over the past decades, the dramatic improvements on mobile robotics and computer vision techniques greatly enable the popularity of assistive driving, which could liberate the drivers from steering the vehicles in a long term [1] - [3] . The robust and accurate traffic scene analysis is a prerequisite for reliable assistive driving [4] , [5] . This is especially important for assistive driving in complex traffic conditions, e.g., during rush hours in downtown areas in extreme weather conditions, so that the autonomous system could yield proper steering commands [6] - [8] . To this end, this paper focuses on the analysis of both vehicle and surrounding environment dynamic analysis.
The images of surrounding environment captured by the vehicle vision system provide abundant surrounding traffic information, such as static inliers (correct feature matches on static scenes) and dynamic inliers (correct feature matches on moving vehicles). Recent works have extensively leveraged various visual feature attributes, (e.g., lane detection [9] , feature matching [10] , semantic segmentation [11] ) to compute vehicle dynamics and simultaneously guide the vehicle on road. It is notable that Scaramuzza [12] has applied the nonholonomic constraint model to estimate ego motion of ground vehicles. The ground-plane assumption dramatically shortens the computational time since only one point is required to fit in the motion model. To take one step further, Sabzevari and Scaramuzza [10] proposed the multi-body motion estimation from the monocular camera. Both the ego motion and surrounding vehicle motions are estimated theoretically in a unified framework. However, the monocular vision system fails to robustly estimate the surrounding vehicle dynamics due to illumination variance, feature matching failures, dynamic motion over-abundance [4] , and image blurrings [13] . For example, during the on-road vehicle motion estimation, if the number of dynamic inliers is more than the number of static inliers, such as the case shown in Fig. 1 , the pure vision system is unable to recover the vehicle dynamics accurately. The inaccurate or non-robust dynamic estimates on neighbor vehicles, sometimes, will influence the driving maneuvers, which may further incur the unimaginable vehicle accidents. For instance, an unfortunate fatal crash happened to an adult who switched to auto-pilot mode while driving Tesla [14] . The main reason for this accident lies in the vision system failure in detecting the moving tractor-trailer in front during highway crossing. Thus, only the vision system equipped on the vehicle is not sufficient to robustly analyze the vehicle and surrounding environment dynamics.
Complementary to vehicle cameras, inertial measurement units (IMUs) are also able to provide meaningful information for assistive driving. As a proprioceptive sensor, IMU has the heterogeneous and complementary characteristics to cameras, which, by contrast, belong to exteroceptive categories [15] . In general, an IMU commonly consists of tri-axes accelerometers, tri-axes gyroscopes and tri-axes magnetometers. Compared with a visual system, the IMU features in robustness to environmental variations such as illumination changes, image blurs. Also, the IMU is able to capture both severe and subtle movements; so it is suitable to estimate the vehicle states in presence of aggressive or unpredictable motions. Thus, this paper seeks to fuse the visualinertial sensing modalities to analyze the on-road vehicle and surrounding environment dynamics.
The state-of-the-art VSEDA methods have several potential limitations. Firstly, the vehicle dynamic analysis fails if the major areas of images are taken by moving vehicles. For the example given in Fig. 4 (a) and (b), the estimated motions from camera will be the motions relative to the moving vehicles, rather than to the static scenes; Secondly, the relevant work in analyzing surrounding vehicle dynamics tried to implicitly detect the car regions using heuristic rules, which requires patience and expertise in tuning model parameters [10] .
This paper proposes a theoretical framework for analyzing the vehicle dynamics and surrounding environment dynamics using a monocular camera and an IMU. The static inliers are selected through a unified statistical model that considers both inertial cues and visual nonholonomic constraint. Then the dynamic inliers are determined by majority voting upon the vehicle regions localized by the part based vehicle detection model. Ultimately, the vehicle dynamics are derived using the static inliers and the surrounding environments are analyzed using the dynamic inliers. The VSEDA is performed extensively upon the challenging traffic datasets with complex road conditions such as downtown areas during rush hours.
The main contributions of this paper are as follows: (i) A novel theoretical framework is designed that takes heterogeneous and complementary sensors: IMU and monocular camera to collaboratively analyze both the vehicle dynamics and surrounding environment;
(ii) The inertial guided visual feature labeling mechanism is designed that is able to effectively separate the visual static inliers, dynamic inliers and outliers. The visual static inliers and inertial measurements could be tightly fused in the optimization framework to analyze the vehicle dynamics;
(iii) A vehicle detection model is specifically developed to explicitly detect the moving vehicles in the surrounding environment. The number of vehicles, the ratio of vehicle regions to the whole scene, and the ratio of dynamic inliers are utilized to analyze the surrounding environment.
The rest of the paper is organized as follows. In Section II, the related works on state-of-the-art VSEDA is introduced. The proposed monocular visual-inertial based VSEDA modelling is presented in Section III. In Section IV, the inertial assisted visual feature selection is described in detail. In Section V, the vehicle detection and localization model is given. In Section VI, the vehicle and surrounding environment dynamics analysis are provided. In Section VII, the experimental results and analysis of VSEDA are presented. Finally, the conclusion is given in Section VIII.
II. RELATED WORK
Scholarly works on vehicle dynamics and surrounding environment analysis are extensive. Obviously, to give a comprehensive literature review using a variety of tools (such as Lidar based, radar based, depth camera based, etc) would be unrealistic within the limited pages of this paper. Thus, only the most relevant literatures on visual-inertial based vehicle dynamics analysis and surrounding environment analysis will be reviewed in this section.
A. VISUAL-INERTIAL BASED VEHICLE DYNAMICS ANALYSIS
Basically, state-of-the-arts on visual-inertial based vehicle dynamics analysis can be categorized into two aspects. The first aspect is related to camera viewpoints. From this perspective, they are divided into downward-looking and forward-looking fashions. The second aspect is related to visual error minimization: photometric error minimization or re-projection error minimization.
1) CAMERA VIEWPOINT CONFIGURATION
Vehicle mounted camera is fixed in two ways: camera lens facing downward and camera lens facing forward. In the downward-looking pattern, the ground features are detected and tracked over successive frames. It is assumed that the vehicle moves on the planar ground. Since the height of camera is known a priori, vehicle movement scale ambiguity problem can be significantly resolved [16] , [17] . Besides, coplanar ground features are fitted to homography model, which requires fewer samples than that in the epipolarconstraint model. Yet, the major drawback lies in its planar structure constraint, which is not suitable for vehicle pose estimation on uneven terrains, such as bumps and pits. By contrast, in order to capture both the stationary landmarks (e.g., trees, lanes) and dynamic objects (e.g., cars, trucks), the majority of works choose to rigidly fix the camera with its optical axis parallel to the ground. Together with IMU data, vehicle poses can be estimated robustly. The translational component scale is estimated by jointly using inertial linear accelerations and visual landmark positions, either within filtering framework (e.g., MSCKF [18] ) or optimization framework (e.g., OKVIS [19] )). Besides, the captured images also contain moving objects appeared in the camera field of view, which can also be detected and estimated for further applications [10] .
2) VISUAL-INERTIAL MINIMIZATION MODEL
Basically, the visual-inertial based minimization model could be divided into two types: photometric error model and re-projection error model. The photometric type operates directly on image intensities based on dense or semidense geometry, such as LSD-SLAM [20] , ROVIO [21] . The merit is its full exploitation on all visual information. Hwangbo et al. [22] applied the gyroscopic measurements to refine the initialization of the KLT based nonlinear optimization, which increases the possibility of warping parameter convergence. By contrast, re-projection error model estimates 3D geometry from the group of distinctive keypoint feature positions and the inertial measurements. On one hand, IMU helps accelerating and refining the visual feature matching. For example, Kurz and Himane [23] aligned the orientation of local feature descriptors, such as ORB, with the assistance of gravitational components measured from the inertial sensor. On the other hand, the inertial and visual parts could be jointly formulated in a unified objective function within the optimization framework to derive the moving trajectory, such as ORB-SLAM [24] and Manifold-VIO [25] . Comparatively, re-projection error model requires more time to proceed with pose estimations, but achieves relatively more robust results. It is more applicable to large viewpoint pose estimation situations.
B. VISUAL-INERTIAL BASED SURROUNDING ENVIRONMENT ANALYSIS
The surrounding environment analysis denotes the perception of surrounding vehicles within the vehicle-mounted camera field of view. Basically, the majority of car detection works are focused on appearance-based features [26] , ranging from low-level features, e.g., edge, symmetry, HOG detectors [27] - [29] to high-level features such as those generated from deep convolutional neural networks and vehicle partbased SVM models [30] , [31] . It is interesting to note that the state-of-the-art schemes are able to robustly localize the preceding and oncoming vehicles, even in the presence of vehicle part occlusions.
However, the pure vision system has its own limitations. It suffers from object scale ambiguity and global orientation drifts. To overcome these problems, Dong et al. [32] have exploited both inertial and visual cues to analyze the vehicle and its pose semantically. The semantic (identity) and syntactic (poses) attributes of vehicles are decomposed into a geometric localization-and-mapping term and the likelihood function model approximated by pretrained convolutional neural networks. But the vehicle analysis is still limited to static scenes, due to the lack of sophisticated class-specific deformation prior inference. It is known that IMU belongs to the proprioceptive sensor type; while by contrast, visual system belongs to the exteroceptive sensor type. IMU is able to help visual system in distinguishing the moving scenes and static scenes. The static scenes could be exploited to compute the vehicle motions; the moving scenes could be utilized to analyze the surrounding vehicles. However, few works have considered this visual-inertial complementary property.
III. PROBLEM DESCRIPTION
Basically, the detected feature correspondences can be divided into three categories: static inliers, dynamic inliers and outliers. Static inliers represent the correct feature matches that lie on static object regions, for instance, buildings, sidewalks, traffic signs and trees. They can be used to estimate the vehicle dynamics. By contrast, dynamic inliers represent the correct feature matches that lie on surrounding object regions that are moving, such as walking pedestrians, running motorcycles and moving cars. They can be applied to analyze the dynamic traffic scenes. Outliers represent the incorrect feature matches due to similar blob patterns, occlusions, etc.
One of the fundamentals in vehicle dynamic analysis and surrounding environment analysis is to accurately identify static inliers, dynamic inliers and outliers. Besides, effective detection and localization of moving vehicles also play an important role in surrounding environment analysis. Thus, in this section, the problems in feature match classification and vehicle detection will be briefly described. The flowchart of the proposed approach is shown in Fig. 2 . In the first step, the keypoint features between consecutive image frames are detected and matched using ORB feature detection and matching. It is noticeable that the detection scheme adopts a uniform keypoint distribution in the image by suppressing the weaker-response corners. Then these features are fed into the geometry constraint model of ground vehicles. Meanwhile, the inertial measurements: vehicle linear accelerations and angular velocity are preintegrated between the successive frames to suppress the inertial measurement errors [25] . In the second step, the instantaneous vehicle motion attribute (2-D planar motion or 3-D general motion) would be determined by fusing visual measurements with roll and pitch information derived from inertial measurements [33] . For the 3-D general motion, the inertial guided visual sampling and consensus model [34] is employed. For the 2-D planar motion, the inertial guided visual histogram voting is designed. (2-D planar vehicle motion analysis is also the main contribution of this paper). In the third step, the part based vehicle detection model is developed to explicitly identify the vehicle regions. Within each region, the features of moving vehicle are matched. Eventually, the vehicle dynamics are estimated using static inliers; the surrounding environment is analyzed through the detected vehicle regions and the corresponding dynamic inliers within. The estimated vehicle dynamics, in turn, able to compensate for the IMU longterm attitude drifts (which can be referred in our previous works [34] ).
IV. INERTIAL GUIDED VISUAL FEATURE LABELING
In this section, the feature labeling for 2-D planar motion and 3-D general motion will be described respectively in detail. Then the feature correspondence classification will be presented.
A. FEATURE LABELING FOR 2D PLANAR MOTIONS 1) NONHOLONOMIC-CONSTRAINT MODEL
For a vehicle moving on the ground plane, it follows the nonholonomic constraint. Its Ackermann steering assumption is that the moving trajectory can be approximated by a series of circular and planar paths [12] . If the wheeled vehicle is not running on the planar surface (for example, the vehicle experiences the slippage on the icy road or runs across the speed bumps), the non-holonomic constraint model will be relaxed to the general 3D motion estimations, which will be discussed in the subsection B: Feature Labeling for 3D Planar Motions. In this section, the non-holonomic constraint model will be described within the visual-inertial fusion framework. Suppose the camera frame origin O c is rigidly fixed above the vehicle rear wheel axis. Its X-axis parallel to the back wheel axis; its Y-axis vertical to the ground; Z-axis perpendicular to the wheel axis (see Fig. 3 ). On the basis of camera nonholonomic constraint, the vehicle transformation T = [R, t] can be recovered by:
where t and R are the translational and rotational components respectively. θ denotes the rotational angle; ρ represents the translational length, which could be neglected since it is not exploited in the following derivations in separating the static inliers among the feature mathces. Given a feature match p, p in camera coordinate between frame k and frame k + 1, p and p satisfy the epipolar constraint:
From the feature correspondence p, p and (2), the rotatory angle θ can be estimated as follows:
where (p x , p y , p z ) and p x , p y , p z denote the coordinates of feature point p and p in camera frame respectively. It is interesting that the moving agent pose could be parameterized by θ from the correct feature match (p x , p y , p z ) and p x , p y , p z through (1).
2) INLIER/OUTLIER STATISTICAL MODELING
During vehicle dynamic analysis, the presence of incorrect data matches, among the putative correspondences, may lead to trajectory deviations at various levels. Worse still, it will accumulate over time and give rise to undesirable trajectories in a long term. In order to solve this issue, the state-of-the-art works adopt One-Point-RANSAC or Histogram Voting to effectively identify and remove these outliers [12] . Since only one feature match is needed to minimally parameterize the motion model, the number of iterations is dramatically decreased. For instance, only seven iterations are required for One-point RANSAC given the probability success rate p = 99% and outlier percentage ε = 50% for N = log(1−p) log 1−(1−ε) S . By comparison, the eight-point method requires at least 1177 iteration times to maximally remove the outliers and parameterize the motions.
Each feature match p i , p i is converted to rotation angle θ i using (3) . Then the histogram related to the group {θ i } 1≤i≤N is built. In the histogram, every bin denotes the number of features that lie within the region θ i,1≤i≤N . Assuming that the group of inliers conforms to Gaussian Distribution N (µ, σ ), where most of the inliers lie within [µ − 3σ, µ + 3σ ]; the group of outliers conforms to Uniform Distribution U (−180
• , 180 • ). However, this assumption does not hold in the scenario shown in Fig. 4 (c) . Comparatively, the inlier group conforms to Multi-Gaussian Model D j,0≤j≤M D j = N µ j , σ 2 j rather than the single Gaussian Model.
By using the Maximum A Posteriori (MAP) to model the inliers and outliers, the following can be obtained
where 
By taking the logarithm operation of (4) and removing the constant term, which is irrelevant to label assigning, it can obtain that
The maximum likelihood in (6) is unable to be solved due to the unknown s θ i v j and s θ i (v o ). This issue can be solved in a heuristic manner using expectation maximization (EM). EM proceeds iteratively within expectation step and maximization step:
• In the expectation step, the hidden variables, or say s θ i v j and s θ i (v o ), are computed from the previous update θ i : if s θ i v j = 1, θ i belongs to the j th inlier group; if s θ i (v o ) = 1, θ i belongs to the outlier group;
• In the maximization step, the conditional likelihood or say (6) is maximized, which is similar to estimate each Gaussian model mean value µ j and covariance σ j .
3) INERTIAL GUIDED VISUAL HISTOGRAM VOTING
For the 2-D planar motion, the vehicle moving parameter θ * could be selected by choosing the mean value among the Gaussian Mixture Model that is consistent with the majority of samples. However, it fails if the majority of image areas are taken up by moving vehicles, in which case, most of correct matches may lie on moving vehicle regions rather than static object regions. Fig. 4 is an example that shows the potential failure of static inlier selection using traditional methods. In Fig. 4 (a) , the up-and-down image pair indicates the vehicle is making a right turn. The camera mounted onto the vehicle captures front-view scenes, which include both static and dynamic objects. Unfortunately, among the image-pair, most of feature matches are lying on the texture-rich truck regions, which are framed by red rectangles (see Fig. 4 (b) , the feature matches in this region are connected by yellow lines). The rest of detected feature matches lie on stationary areas: trees, traffic signs, street lamp and zebra-crossings.
In the case of Fig. 4(c) , the static inliers conform to D 1 distribution; the inliers that lie on moving truck conform to D 2 distribution. It can be seen that the number of inliers that lie in D 2 area is larger than that in D 1 area. This enables the traditional histogram voting mistakenly choose D 2 as the ''inlier'' distribution; the estimated angle will be chosen as µ 2 rather than the correct µ 1 .
In order to choose the most appropriate Gaussian model for the static inliers among the GMM, the rotatory angle θ imu from inertial measurements is employed, to infer the inlier group that lie on static regions.
Suppose the inertial measurements consist of three-tuple {α, ω, m}. Vector α denotes tri-axial acceleration; vector ω denotes tri-axial angular rate; and vector m denotes tri-axial magnetic strength. They are jointly fed into the adaptive gain orientation filter (AGOF) [35] to derive the quaternion q imu using
where q α is the quaternion derived from accelerations and magnetic strengths; q w is the quaternion derived from angular rates; k t is the adaptive gain. Given q imu = (q w , q x , q y , q z ) T , the corresponding rotational yaw angle θ imu is derived as follows:
Suppose θ imu from IMU conforms to Gaussian Distribution N (µ imu , σ imu ). The relative entropy [36] is measured between N (µ imu , σ imu ) and N µ j , σ 2 j 0≤j≤M to infer θ * as follows
where D RE P imu P j ∼ N µ j , σ j is the relative entropy between the continuous random variable P imu and P j . P imu represents the Gaussian distribution of IMU rotatory angle θ imu ; P j represents the j th Gaussian distribution of GMM. p imu (x) and p j (x) symbolize the probability density of P imu and P j respectfully. By choosing the minimum relative entropy among
, the desirable vehicle ego rotation angle θ * is obtained by
Given θ * , it will be able to determine the Gaussian Model corresponding to θ * . Then the static inlier group will be grouped.
B. FEATURE LABELING FOR 3D PLANAR MOTIONS
In case of vehicle moving in 3-D space, the Inertial Guided Visual SAmpling and Consensus (or say IGVSAC) is utilized to analyze the feature label. Assume that the visual putative correspondence set is
where P n contains both inliers and outliers. The variables to estimate are O n = {R, T , S n }. R and T represents the rotational matrix and translations respectively; They can be estimated through epipolar geometry constraint [34] . S n consists of n feature labels (inlier or outlier), given by
where s i,(1≤i≤n) ∈ {0, 1} represents the i th feature correspondence label, given as
The objective is to seek the model which is able to maximize P(R, T ) through the image potential feature matches and the initial rotational matrix R 0 obtained from inertial measurements.
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Using Bayesian Rule, the goal in seeking the optimal Ø * n can be obtained by maximizing the posterior probability
The optimal solution on Ø * n can be derived through Expectation Maximization (EM). For further details, please refer to our previous work [34] .
C. INLIER/OUTLIER CLASSIFICATION
The static inliers are identified by using the orientations deduced from inertial measurements. The next step is to separate the dynamic inliers and outliers. Thus, this section will focus on the dynamic inlier classification. The dynamic inliers are identified in two steps. First, the car detection model is adopted to explicitly determine the number of vehicles as well as their corresponding vehicle regions in the camera field of view. Second, the vehicle regions between the image pair will be matched. Then each correspondence will be added to a specific vehicle label. For example, the feature match that lie in the q th vehicle region, will be tagged label q. In terms of feature matches that lie in the non-vehicle regions, will be tagged label void. The group of feature matches are classified in this manner. For each vehicle region, there may exist both dynamic inliers and outliers. Separating them is also critical for accurately estimating surrounding environment. Here, the sample consensus is performed upon the feature matches that lie in each moving vehicle regions.
It is noticeable that if the numbers of detected vehicles are different between the adjacent frames or the vehicle detection fails in some specific vehicle regions, the feature matches lying within the unmatched vehicle regions will not be taken as dynamic inliers. Instead, these feature matches will be taken as static inliers or outliers by comparing the relative entropy with inertial orientations. Besides, during the vehicle region matching, the vehicle region correlations are adopted that consider both vehicle templates and nearest neighbor constraint, which considerably lowers the odds in incorrect vehicle matchings. In the presence of vehicle occlusions or missed detections, the feature pairings from these regions will be mistakenly labeled as outliers.
V. VEHICLE DETECTION AND LOCALIZATION
In this paper, the part-based model is used to detect vehicles in images. The part based model consists of a root filter and part filters. The root filter approximately localizes the entire vehicle regions; the part filter covers each ingredient of vehicle components, such as head & rear lamps, side doors, rear trunk, etc. The vehicle detection model includes a group of root-filter nonterminal units and part-filter terminal units . Both of them are organized through a hierarchical structure to describe the vehicle parts. The basic principle is to detect the potential vehicle regions that have high root-filter scores
goes through the group of part filters. The responses of both the root filter and the part filters are added up to derive the final root location scores [37] .
Contrary to the works in [31] and [37] , the vehicle detection grammar is redefined to make the model suitable to the vehicle-mounted-camera configurations. It is common that the structure deformation frequently occurs in images due to camera view point changes. Thus, the vehicle detection model is trained with samples from various viewpoints, i.e., front view, side view and rear view. Furthermore, the vehicle invariant regional features such as head & rear lamps, license plates, trunk boot, side doors are chosen as invariable features to identify the vehicles. The vehicle detection model is trained using the images from the proposed vehicle-mounted camera. Take the Honda Odessy vehicle detection as an example, the terminal and nonterminal regions are covered by the blue boxes and red box respectively shown in Fig. 5(b) . The images are separated into front-view, side-view and rear-view classes. The model structures are trained separately. The vehicle detector structure models are displayed in Fig. 5(c) . The vehicle detector that considers both the root filter and component filter is shown in Fig. 5(d) . In this paper, the histogram of gradient features are chosen to describe the terminal components.
VI. VEHICLE AND SURROUNDING ENVIRONMENT DYNAMIC ANALYSIS
In this section, the visual static/dynamic inliers and inertial measurements are combined to estimate the vehicle dynamics and analyze the surrounding environment. The static inliers, together with preintegrated IMU states are jointly exploited within the nonlinear optimization framework. The procedure in estimating the surrounding environment are described afterwards.
A. VEHICLE DYNAMIC ANALYSIS
The keyframe based batch optimization is adopted to estimate vehicle states, because of its inherent advantage in repeated linearization and approximation of non-linear cost functions. T are estimated by jointly minimizing both the feature re-projection error E C (t, q) and inertial error E I (t, q) between the camera keyframe t and current frame q.
where the coefficients s c and s i are the scale coefficients with regard to camera error term and IMU error term. The camera feature re-projection error E C (t, q) between camera frame t and frame q is given by (15) where f t,j and f q,j are the j th feature point locations at image t and image q respectively; π (·) denotes the feature reprojection at image domain; q t,j is the information matrix corresponding to the j th feature correspondence. For further details in computing the re-projection errors and information matrix, please refer to [19] .
The IMU error term E I (t, q) is given by For more details in deriving the optimal vehicle dynamics using visual re-projection errors and inertial measurements, please refer to [19] .
B. SURROUNDING ENVIRONMENT DYNAMIC ANALYSIS
In this subsection, the dynamics of surrounding vehicles captured by the camera, will be analyzed. Assume that the field-of-view moving objects are rigid. The non-rigidity like pedestrians are not taken into account in this work.
Suppose the vehicle regions in camera frame k is
, and the number of vehicles displayed in frame k is M k . Then the average number of vehicles M through the whole image sequence n would be
Within each vehicle region, there exist both dynamic inliers and outliers. To separate the dynamic inliers, the histogram voting is performed upon these feature correspondences lying within the region, on the basis of which the dynamic inlier group v c p j , v c p j
that lies within the vehicle region V c is obtained, where subscript j denotes the j th dynamic inlier within the vehicle region; the superscript N k (v c , m) denotes the number of dynamic inliers within the vehicle region v c . Together with the number of static inliers N k (v o ), the average ratio of dynamic inliers R k di within the inlier group in the k th image would be given by
By means of the deduced parameters like the average number of vehicles, the average ratio of vehicle regions, the average ratio of dynamic inliers, the surrounding environment dynamics could be effectively analyzed, which could be potentially helpful during rush hours in downtown areas and interstate highways. 
VII. EXPERIMENTS AND ANALYSIS
In this section, Vehicle and Surrounding Environment Dynamic Analysis (VSEDA) will be extensively evaluated. At first, the vehicle-camera-IMU system will be briefly described. Then the experimental evaluations on VSEDA will be elaborated. The camera-IMU datasets were collected at various challenging traffic conditions, i.e., city urban environments and interstate highways. The datasets on urban environments were collected for four times (half of them were collected during rush hours and the other half during regular time). The number of captured images was more than 23,000 during rush hours and more than 10,000 during regular time. Likewise, the datasets on interstate highways were collected for four times (half of them were collected during rush hours and the other half were collected during regular time). The number of captured images was more than 12,000 during rush hours and more than 7,000 during regular time. 
A. SYSTEM SETUP
The experimental platform includes a monocular camera and an IMU. They were rigidly mounted on the top of the vehicle (Toyota RAV4) roof, as shown in Fig. 6 . The camera (XimeaMQ013CG − ON ) collected the data at 20fps. The image resolution was 1280 × 1024 in pixels. The images have been corrected for radial distortion before the further processing. The IMU (VectorNavVN − 100) collected the inertial measurements at 40Hz. The extrinsics (translation and rotation of camera frame with respect to IMU frame) were calibrated using [38] . The intrinsic parameters on IMU biases and noise terms were calibrated using [39] . The IMU long-term drifts are compensated using the feedback control strategy [34] . The camera intrinsic parameters were estimated using the matlab calibration toolbox. The visual and inertial measurements were synchronized through timestamps. VSEDA was performed on the desktop with i7 processor and 8G memory. The DPM based vehicle detection could be processed within 40ms with GPU accelerations, which is able to achieve the real-time performance. 
B. EXPERIMENTAL EVALUATION
For each image, the inertial cues were exploited firstly to check if the vehicle is moving on the planar ground. In the non-planar case, e.g., the vehicle went across the speed bumps, pits and steep slopes, the normal 6-DOF vehicle scene dynamic analysis was performed. For the planar ground scenarios, the 1-DOF vehicle scene dynamic analysis was conducted. It was found that for the whole trajectory, more than 70% of the ground were planar, so the 1-DOF VSEDA model worked for most of the time. In other words, the inertial guided histograming was suitable in most cases. One typical example in selecting the dynamic and static inliers is shown in Fig. 7 . The number of dynamic inliers and static inliers was 62 and 43 respectively. For the traditional majority voting, the θ represented by red boxes would be taken as ''static'' θ, which is undesirable for VSEDA. Using the proposed approach, by comparing the relative entropy between the inertial cues and Gaussian Mixture Model of θ regions, static inliers (represented by cyan circles) and dynamic inliers (represented by red and pink circles) could be distinguished among the feature matches. Then the vehicle dynamic analysis was performed using these static inliers; the scene dynamic analysis was conducted using these dynamic inliers, shown in Fig. 7(c) .
In order to evaluate the proposed method for vehicle and surrounding environment dynamic analysis, we have collected the camera-IMU data at various challenging traffic conditions: during the rush hour and regular hour, in downtown areas and interstate highways. The camera-IMU data were stored in the laptop. Basically, one gigabyte of data were stored every minute.
1) DOWNTOWN AREA VEHICLE SCENE DYNAMIC ANALYSIS
In the downtown areas, especially during the rush hour, the traffic condition is relatively complex, i.e., the street is often jammed with a large number of vehicles and pedestrians walking on the sidewalk. Thus, vehicle surrounding environment dynamic analysis would be more meaningful in this scenario. Several representative images collected in downtown areas are shown in Fig. 8 . It is noticeable that in some images, some vehicles were failed to be detected, e.g., in Fig. 8 downtown rush-hour image No. 215871. The orange-red campus bus was not detected. Yet, by means of inertial assisted feature histogram voting, our method is still able to distinguish the static inliers in the bus vehicle regions represented by the cyan color. Fig. 9 shows two sample scenarios and the corresponding VSEDA results. Fig. 9 (a) and (c) were the images collected in the regular hour and rush hour respectively. It can be seen that the regions of vehicles, were explicitly detected and localized; the static and dynamics inliers were correctly identified. It should be noted that in Fig. 9 (c) , the inliers represented by yellow color in the red frame still belong to the static type, since the corresponding vehicle was being parked on the parking lot. Table 1 and 2 give the vehicle detection performance analysis and comparisons upon the collected challenging datasets in downtown areas. The data were collected two times. The total trajectory was approximately 3.25 kilometers. It took VOLUME 7, 2019 FIGURE 9. Downtown area vehicle and traffic scene dynamic analysis. about 20 minutes during the rush hour and 10 minutes during the regular time. In Table 1 , the precision, recall rate and F − measure were computed upon the datasets recorded in both rush hours and regular times. Comparably, the precision is relatively higher, reaching up to 99%. The recall rate is relatively lower, since some vehicles failed to be detected in presence of part occlusions. Moreover, the comparisons between the proposed DPM model and the symmetrical attribute model [28] are also compared upon the selected images among the dataset, shown in Table 2 . It can be seen that the DPM model outperforms the method [28] in terms of precision, false alarm and miss rate indexes.
In Table 3 , the re-projection errors are exploited to analyze the vehicle dynamics; the number of frames, number of vehicles and its precision, vehicle region ratios and its precision, dynamic inlier ratios were considered, to analyze the surrounding environment. It is noticeable that during the rush hour, the dynamic inlier ratios were relatively higher, e.g., the maximum ratios of dynamic inliers reached up to 80%. In this case, the traditional histogram voting methods would fail to identify the correct rotation angle θ. However, the proposed method is able to effectively separate the dynamic inliers and static inliers, thanks to the assistance of inertial quaternions. Besides, the group of dynamic inliers corresponding to moving pedestrians, especially during the rush hours, also deteriorates upon the estimations, with re-projection errors 0.791 and 0.677 pixels, for the rush-hour tests. Compared with ground truth, the average number of vehicle detection precision and average ratio of vehicle region precision reaches up to 90%. However, when it comes to maximum ratio of vehicle region precision in the times of rush hours, it was only around 80%, which can be attributed to the vehicle detection failures in presence of large areas of vehicle occlusions. Table 4 shows the comparisons of re-projection errors on downtown datasets using the proposed VSEDA and one-point ransac [12] . The re-projection errors were computed from the group of static inliers using epipolar constraint and Sampson error formula [40] . It should be noticed that, in [12] , the omnidirectional camera was configured on the vehicle roof, and there are more static inliers since the camera lens features in wider angles. By comparison, in our case, the forwardfacing camera was fixed on the vehicle roof and captured the images with relatively narrower angle lens during rush hours in downtown areas. The comparisons between [12] and ours were performed in the camera forward-facing camera scenario. It can be seen that RANSAC yielded the larger reprojection errors, for the failure in separating dynamic inliers and static inliers. By comparison, the proposed approach yielded the smaller re-projection errors than RANSAC, since it is capable of separating the dynamic and static inliers in both 2D and 3D cases. Table 5 shows the re-projection errors of the inliers lying within the vehicle regions. It can be seen that if the surrounding vehicle is detected, the re-projection errors for the parking scenes are relatively lower than the errors for the moving scenes, especially during the rush-hour datasets. By comparison, if the surrounding vehicle is undetected and moving, the re-projection performance deteriorates considerably, with the errors more than 5 pixels and 9 pixels for the regularhour and rush-hour datasets, respectively. The reason for this degradation is the failure in detecting the moving vehicles, which results in the inaccurate epipolar line for the dynamic inliers lying within the undetected vehicle regions.
2) INTERSTATE HIGHWAY VEHICLE SCENE DYNAMIC ANALYSIS
The vehicle and surrounding environment dynamic analysis was also performed upon the visual-inertial dataset collected on the interstate highway during both rush hours and regular hours. The vehicle speed ranged from 70 km/h to 100 km/h and the camera refreshing rate was able to maintain the collected image not blurred. The representative images are shown in Fig. 10 . In the rush hours, more than 12,000 images were collected for two times; in the regular hours, more than 7,000 images were collected for two times. In comparison with the images collected in the downtown areas, the vehicle region ratio on the highway is relatively smaller. However, the bundle of features are more liable to lie on moving vehicle regions. Thus, to identify the dynamic and static inliers is still important. Fig. 11 shows two sample scenarios and the corresponding VSEDA results. As can be seen in Fig. 11 (a) and (b) , two vehicles and the corresponding dynamic inliers were detected and matched. The rotation angle θ deduced from the group of static inliers, was 0.7 • . If the histogram voting is conducted without vehicle detections and dynamic inlier separations, θ would be 4.24 • , which is far from the expectation. Likewise, Fig. 11 (c) and (d) show the VSEDA results in highway rushhour situations. Four vehicles were detected and the vehicle region ratio was only 4.31%. In contrast, the ratio of dynamic inliers was as high as 59%, which means the majority of inliers lie on moving vehicle regions. If the VSEDA was not performed, histogram voting would yield θ as 6.75 • . In fact, θ was only 2.06 • in this scenario. Table 6 and 7 depict the vehicle detection performance and comparisons for interstate highway scenarios. The total trajectory was approximately 21.24 kilometers. It took more than 10 minutes to sample the data during rush hours; and more than 7 minutes to sample the data during regular hours. In Table 6 , the precision is still able to reach up to 99%. But the recall rate is relatively lower, especially during the rush hours, which can be attributed to the fact that the distance between the vehicle and the surrounding moving objects are longer and the vehicle part based model fails sometimes if the features are not that obvious. In Table 7 , our detection method outperforms the method [28] in terms of precision, false alarm and miss rate, upon the representative images selected among the datasets.
As can be seen in Table 8 , compared with the visual-inertial data for downtown areas, the ratios of vehicle regions, in highway image datasets, were relatively smaller. This is mainly because the driver is required to keep a longer distance from vehicles ahead. Thus, the feature matches are more likely to be in the static regions. Besides, there are no pedestrians walking on the interstate highway, which makes the identified static inliers more reliable. These two factors enable the re-projection errors relatively smaller than those in downtown areas. Also, by comparison with ground truth, the average number of vehicle detection precision and average ratio of vehicle region precision reaches up to 90%. However, when it comes to maximum ratio of vehicle region precision in the times of rush hours, it was less than 70%, which can be attributed to the fact that there were some scenes with multiple cars being exhibited from the car dealer. The car regions are small and unable to be distinguished from a long distance using our detection method.
From Table 9 , it can be seen that both the proposed approach and other two state-of-the-arts yielded larger re-projection errors of inliers in rush hours than those in regular hours, which is mainly because there are more moving vehicles appearing in camera field of view. RANSAC [12] yielded the largest re-projection errors, approximately 10 pixels. By comparison, the proposed approach considers both planar & circular motion and general 6 DOF motions. In the general 6 DOF case, the inertial guided visual sample and consensus will be chosen to select the static and dynamic inliers; in the planar ground case, the inertial guided visual histogram voting fashion would be chosen. Through this way, the re-projection error is reduced by one order of magnitude, which was as low as 0.5 pixels. Table 10 shows the re-projection errors of the inliers lying within the vehicle regions from the interstate highway datasets. It can be seen that if the surrounding vehicle is detected, the re-projection errors for the parking scenes are relatively lower than those for the moving scenes, especially during the rush-hour datasets. If the surrounding vehicle is moving and undetected, the re-projection performance also deteriorates considerably, with the errors more than 4 pixels for the regular-hour and and 8 pixels for rush-hour datasets, respectively. It is interesting to note that, in the rushhour2 datasets, the re-projection error, for the vehicle moving and undetected case, is as high as 15.46 pixels. The reason is that there was a large school bus moving ahead and being occluded for a period of three minutes and our proposed partbased model failed to detect that vehicle during the run. So the dynamic inliers within this school bus region resulted in poor re-projection performance. By and large, for the interstate highway datasets, the ratio of the vehicle areas are relatively smaller than that in the downtown areas, and the re-projection errors are relatively smaller for the highway datasets.
VIII. CONCLUSION AND FUTURE WORK
In this paper, a novel framework for vehicle and surrounding environment dynamic analysis is proposed. It fully exploits the monocular visual and inertial complementary properties to analyze both the vehicle dynamics and surrounding scenes. For vehicle dynamic analysis, the static inliers are selected by separating the features consistent with inertial quaternions. For surrounding environment analysis, the vehicle regions are detected by the part-based detetion model and the corresponding dynamic inliers are explicitly detected within each detected vehicle regions. Finally, the vehicle dynamics is estimated using the static inliers; the surrounding environments are analyzed using dynamic inliers. The challenging visualinertial datasets were collected in both rush hour and regular hour time, in downtown areas and interstate highways. The experimental results and analysis prove that the proposed monocular visual-inertial system is quite suitable to analyze the ground vehicle dynamics and surrounding environments, which could be potentially applied for assistive drivings.
In the future, the deep neural networks, such as the DetectorNet [41] , [42] , will be trained and applied to detect the vehicles in real-time scenarios. In the future, we will also try to design a more comprehensive moving object detectors to separate the dynamic inliers and to localize the moving vehicle regions, on a variety of datasets such as KITTI [43] and BDD [44] . 
