Abstract. A detailed simulation of electron transport in condensed materials is considered from an unconventional point of view. The basic ingredient of the approach presented is the well known fact that multiple scattering distributions are mainly sensitive to a few average quantities. namely the mean free paths and the first and second moments of the elastic and inelastic differential cross sections.
Introduction
Monte Carlo (MC) simulations of electron transport [l] are used as a routine method to solve the diffusion equation of the multiple scattering problem. The main advantage of the M C method lies in its ability to deal with fairly arbitrary geometries. The many papers on MC simulation of electron transport published during lhc past two decades have been devoted to improving the scattering models underlying the simulations. By the phrase 'scattering model' we mean the set of differential cross sections (DCS) for the various collision processes suffered by an electron moving in a given medium. Nowadays, quite involved models may be used in detailed simulations [2-51 at the expense of consuming considerable amounts of computer time. In many practical cases, however, it is not necessary to consider the fine details of the scattering processes and quite simple models may suffice to obtain the required information with sufficient accuracy [6-81.
In the present paper we consider the simulation of electron transport in condensed materials from an unconventional point of view. The basic ingredient of our approach is the well known fact that mukiple scattering distributions are only sensitive to a few average quantities. This point will be considered in more detail 0022-3727/91/060814 + 13 $03.50 @ 1991 IOP Publishing Ltd below, but it is already clear that fine details of the DCSS will be somehow averaged in the final result of a moderately large number of collisions. It then follows that different scattering models can essentialiy lead to the same multiple scattering distributions. Our main objective is to find 'artificial' scattering models that are equivalent, in this sense, to the actual scattering prouaeu LIL uGrolleu MC bimiilations. Previous work along these lines is due to Liljequist and co-workers [9-111, who developed a simple method to simulate elastic collisions from the knowledge of only the transport mean free path. The basic quantities to describe multiple elastic scattering are the first and second transport coefficients (TC) which, according to the theory of Lewis [12] , determine the mean and variance of the multiple scattering distributions after a given path length. The mean free path (MFP) between elastic events does not appear explicitly in the multiple scattering distributions, but it determines the mean number of scattering acts per unit path length and it is essential to.perform detailed MC simulations. The artificial elastic scattering model described here is based on a simple analytical DCS that exactly reproduces the values of the MFP and the first and second TCS previously specified. These quantities are functions of the electron kinetic energy and may ccss but simp:e to be ..--I :-A-&-:* -I .,--be computed with good accuracy by using standard methods [13, 14] or derived from published theoretical tables [I51 when available. Here we assume that these characteristic functions are already known; they are introduced (in tabular form) in the simulation code as input data characterizing the scattering medium.
A similar approach is used to describe inelastic collisions. Now the characteristic functions are the inelastic MFP, the stopping power and the energy straggling parameter. These quantities are essentially the first moments of the energy-loss DCS and they determine the first moments of the energy loss distribution after a given path length. Again we consider that these functions are known; they may be obtained from simple theoretical approaches [4, 5, 16181. Tables of stopping powers of many substances have also been published [19] . Our method for simulating inelastic collisions is based on an artificial DCS, having a simple analytical form, which reproduces the given values of these characteristic functions.
The elastic and inelastic artificial DCSS adopted in this work have been selected to be simple enough to allow the analytical random sampling of the involved random variables. The information needed to perform the present detailed MC simulations is completely specified by the characteristic functions. The complexity of the simulation code is thus reduced to a minimum and, furthermore, the code is universal in the sense that it may be used to deal with any material and energy range by merely introducing the corresponding characteristic functions. Indeed, the code may also be used for positron transport simulation, but in this case we have to consider the possibility of annihilation in flight, which can be introduced by using the cross section given by Heitler [20] .
The paper is structured as follows. In section 2 the basic results of Lewis' [12] multiple scattering theory are presented and employed to justify our simulation procedure for elastic collisions. The simulation of inelastic collisions is also considered on the basis of multiple scattering arguments in section 3. The adopted artificial DCSS are described in section 4 and the MC algorithm for the simulation of random electron trajectories is sketched in section 5 . The reliability of this algorithm is discussed in section 6. The discussion is based on a comparison of simulation results, of backscattering and transmission of electron beams through solid foils, obtained from the present scheme and from a conventional detailed MC code [5] . Finally, conclusions are presented in section 7.
Elastic scattering
Let us consider a hypothetical infinite homogeneous medium in which electrons only undergo elastic collisions. Assume that an electron starts off from the origin with kinetic energy E moving in the direction of the z axis. Let f ( r , d, t ) denote the probability density of finding the electron at the position r = ( x , y , z), moving in the direction defined by the unit vector after having travelled a path length I. The diffusion equation for this problem is [12] where N is the number of atoms per unit volume and due(0)/dR is the atomic elastic DCS per unit solid ang!e corresponding to the angular deflection d . Equation (1) 
In particular we have Lewis [12] also gave explicit formulae for the first moments of the spatial distributions (and the correlation function for z with cosx). After neglecting energy loss, his results simplify to
( z cos , &v = 23t
The quantities (5)- (9) The calculation of the DCSS was performed by following the procedure described previously [5, 14] , i.e. using phase shifts obtained either from the WKB or Born, approximations. Elastic characteristic functions computed in this way for aluminium and gold are shown in figure 1.
In our detailed simulations, we shall use the interpolated value of the elastic MFP to determine the free path between elastic events (according to the usual Poisson distribution) and sample the angular deflection p in each elastic collision from an artificial PDF pa&) which has the correct mean and variance,, given by equations (13) and (14) respectively. We note in passing that this procedure is completely equivalent to a conventional detailed MC simulation using the following
DCS
With the present simulation scheme it is guaranteed that the average path length between elastic collisions and the mean and variance of the angular deflection p in each elastic collision will take the correct values (irrespective of other details of the PDF pa&)).
Although the elastic MFP is not important under multiple scattering conditions, it is clear that we must retain its correct value in order to extend the validity of the model to plural scattering conditions.
Inelastic scattering
Let us now consider that an electron travels a length I in a medium where it loses energy according to the atomic DCS du,(W)/dW. We assume that the average energy loss in the considered track segment is much less than the initial energy E , so that the energy dependence of the DCS may be disregarded. Let F(t, E ) denote the probability distribution function for the energy loss E after the path length I. F(t, E ) satisfies the following transport equation [23] where Ai is the inelastic MFP and
is the PDF for the energy loss in a single inelastic collision. Equation (16) For our purposes it is more convenient to consider the moments of the energy loss distribution after the path length t
From (16) 
where we have made use of the fact that F(t, E ) vanishes for negative energy losses. Expanding the last expression we find
are the moments of the single scattering distribution (18). In particular we have and, hence
The variance of the energy loss distribution is
(24) The stopping power, or average energy loss per unit path length, is given by
The energy straggling parameter Q2, or variance increase per unit path length, is defined as
(26) The simplest MC models are based on the continuous slowing down approximation, i.e. the energy loss in a track segment of length I is evaluated as E = St thus neglecting straggling effects. If the moving particle were a heavily charged one, energy straggling could be easily taken into account. In such a case, due to the large difference between the masses of the projectile and the target electrons, only small energy losses are kinematically allowed in each inelastic collision; if the number of collisions in the path length I is statistically sufficient, the energy loss distribution is a Gaussian with mean SI and variance Q2t [26] , as prescribed by the central limit theorem. For electrons however, a large fraction of the energy may he lost in a single collision. For energy losses much larger than the binding energies of the electrons in the medium, these electrons behave as being essentially free and at rest so that the DCS is well approximated by the familiar Mott DCS, which is roughly proportional to W-2. As a consequence, the energy loss distribution .becomes asymmetric with a long tail towards the high-energyloss region.
The stopping medium will be characterized by the inelastic MFP, the stopping power and the straggling paramcter. We assume that the characteristic functions A,, S and Q2 are known and introduced as data in the simulation code. These functions are dealt with in the same way as the elastic ones, i.e. using tabulations for a grid of energies and cubic spline interpolation. Quite accurate theoretical estimates [17] of inelastic mean free paths for low-energy electrons are currently available as a result of the intense work related to the quantitative analysis in surface electron spectroscopies. Stopping power values for many materials are given in the ICRU tables [19] for energies above 10 keV; for lower energies one should rely on approximate theoretical and semi-empirical methods [4,5, 181.
The inelastic characteristic functions adopted here have been computed by following the theoretical approach described by Martinez et a1 [SI. Sample results for aluminium and gold are shown in figure 2, which also includes experimental data from different sources. For comparisori puiposes, we also give the theoretical mean free paths computed by Tanuma ef al (171 and the semi-empirical stopping power of the ICRU tables (191 (for gold and E > 10 keV). Our results agree fairly well with the latter reference; in particular, the differences between our stopping power values and those in the ICRU tables are less than 1% (for both AI and Au). It should be pointed out that both theoretical and experimental inelastic cross sections for low-energy electrons are affected by important uncertainties (typically not smaller than 10%).
In our simplified simulations, we shall (a) use the interpolated value of the inelastic MFP to determine the free path between inelastic events and (b) sample the energy loss W in each inelastic collision from an artificial PDFP.~(W) having the correct mean and variance, i.e.
(w)
This procedure is completely equivalent to a conventional detailed MC simulation using the following DCS It should be pointed out that the actual DCS becomes proportional to W-2 in the high-W limit, and hence we should select artificial DCSS with this asymptotic behaviour. Proceeding in this way, the values of the moments (W") of order higher than two (which are mainly determined by the high-W tail of the DCS) will also be reasonably reproduced. Simpler approaches aimed at improving the continuous slowing down approximatioii havc bccn p:oposed b e k m by 3 zuzbe: of authors [6--81. However, while the inelastic models adopted in thcsc works led to the correct mean value of the energy loss, its variance was not adequately considered. 
Artificial differential cross sections
Our remaining problem is to select suitable probability distribution functions (PDF) for the angular deflection and the energy loss in each scattering event. To reduce the simulation time and the complexity of the computer code, it is convenient to seek the simplest distributions rather than trying to reproduce the fine details of the actual DCSS which do not affect the multiple scattering distributions. The present section is devoted to purely 'technical' aspects. Indeed simulation schemes, of an accuracy similar to the present one, might be obtained by using PDFS different from those adopted here.
Elastic scattering
In the detailed simulation of elastic events, we must generate random values p in the interval (0, 1) with given mean ( p ) and variance var(p). In principle there is an infinite number of distributions which have the specified first and second moments. We have not found any suitable distribution among the standard ones (a possible candidate is the beta distribution 1271, but the available sampling algorithms [28] are too involved). The distribution described here has been tailored for our particular purposes.
To facilitate numerical random sampling, we consider that random values of p will be generated by using the inverse transform method [28, 29] as
where E is a pseudo-random number uniformly distributed in the interval (0,l) and p(E) is the inverse of the cumulative distribution function of p. The PDF of p is p,(p) = dE(p)/dp. What we need to sample p is just to find a function p(E) which has a simple analytical expression and satisfies the following conditions satisfies equation (30) irrespective of the value of the parameter a. This parameter is then determined by invoking (31), which yields
When the quantity C varies from 0 (delta distribution) to Q (uniform distribution), e varies from 0 to 1. The PDF of the p values generated from (32) is
Inelastic scattering
Any suitable PDF for the energy loss in inelastic events must lead to the expected values (27) and should decrease as W-' for large energy losses in order to reproduce the tail of the observed energy loss distributions. Furthermore, we shall consider that there is a minimum value of the energy loss W O (independent of the energy E), which accounts for the well known fact that the actual DCS vanishes in the limit of low energy losses. WO is the only quantity not determined by the characteristic functions, and it affects the value of the most probable energy loss after a given path length (see section 6). For free-electron-like materials, such as aluminium, WO should be of the order of the plasmon energy.
In our simulations we use the PDF determined in the following way. Instead of the energy loss, we introduce the random variable 
P a i ( W )
The parameters A and B are determined by requiring that the mean and variance of W coincide with those derived from the characteristic functions, i.e. 
which may he solved iteratively: we start from an arbitrary value of A ( < E -WO) and determine the parameter B by solving (38), this value is then used to evaluate the left-hand side (39) ; if the result is larger (smaller) than the right-hand side we reduce (increase) A . The procedure is iterated until convergence is achieved. The value of the maximum energy loss, W,,,,;= WO + A , is usually smaller than the kinetic energy E.
However, for light materials and very low energies W,,, may become larger than E (this is found, for example, for AI and E < 1 keV when using the data shown in figure 1) 
Generation of random tracks
The conventional detailed MC method for simulation of electron trajectories is used. Each track starts off at a given position, with initial direction and energy in accordance with the characteristics of the source. The 'state' of an electron immediately after a collision (or aftei entering the sample or starting its trajectory) is defined by its energy E , position r = (x. y , z) and director cosines of the direction of Right, i.e. the components of the unit vector d , as sccn from the laboratory reference frame. The length of the free path to the next collision, the involved scattering mechanism, the change of direction and the energy loss in this collision are considered to be random variables. Each simulated track is thus characterized by a series of states {r,,, En, dJ, where r, is the position of the nth collision and E, and d" are the kinetic energy and director cosines of the direction of movement just after that collision respectively. The angular deflections of the particle track in each scattering event are specified by the polar and azimuthal scattering angles 0 and QJ defined as usual, i.e. as seen from a reference frame with the polar axis parallel to the velocity of the particle before the interaction. The director cosines &+, of the direction of movement after the collision (relative to the laboratory reference frame) are obtained by performing a rotation of dn determined by the scattering angles (8, QJ) (see 820 e.g. [l] ). It should be noted that the angular distributions in all the considered events are independent of the azimuthal scattering angle, and hence p is uniformly distributed in the interval (0,2x).
The simulation of random tracks proceeds as follows. Let us assume that the track has already been simulated up to a state {r,,, En, dn}. The MFP A between collisions is given by where the index K runs over the different kinds of events, i.e. K represents 'e' and ' i ' . If the collision is elastic, W = 0 and the angular deflection p = (1 -cos 8)/2 is sampled from the disrribution described in scciioii 4.1. The efieia loss k ; ' in inelastic collisions is generated by using the sampling formula (40). The direction of motion after the inelastic interaction is determined from the conservation of energy and momentum in binary collisions:
E -W E + 2 m c 2 c0s28 = -(45) E E -W + 2 m c 2 '
The azimuthal scattering angle QJ is generated according to the uniform distribution in (0,2n), i.e.
where 5 is another pseudo-random number.
After geniiathg :he va!ues of cos 8, q and W , !he energy of the particle is reduced (En+, = E, -w) and the new direction cosines da+l are computed by performing the rotation of & corresponding to the scattering angles 8 and QJ [l] . The simulation of the trajectory then proceeds by repeating these steps.
A track is finished either when it crosses a boundary of the sample or when the energy becomes smaller than a given value Eshs. This value corresponds to the energy where electrons are assumed to be effectively stopped and absorbed in the medium or to the lower threshold of the energy interval covered by the detector. In the simulations reported here we have used E,,, = 100 eV.
The present simulation scheme has been implemented using the FORTRAN 77 code JUMPER which works as a generator of random electron (or positron) tracks. The code contains: ( a ) an initialization subroutine which reads the input characteristic functions and sets the spline coefficients of all the functions used during the simulation, (b) a subroutine (JUMP) which samples the length of the subsequent free flight and the nature of the following collision (elastic or inelastic, or annihilation in flight for positrons) and (c) a collision subroutine (KNOCK) which simulates single collisions and transforms the state {rn+L, .En,dn} into { r n + l , E n + , , & , + J .
The control of the tracks (i.e. the generation of the initial state, the position of the subsequent collision after a free path given by JUMP and the checking for boundary crossing or absorption) is performed by the MAIN program. We have used a multiplicative congruential random generator [ZS] with a period of which is large enough to prevent the reinitiation of the random series during a single simulation.
FOIL THICKNESS (pg/cm')
Simulation results and discussion
The simulations reported here are concerned with transmission and backscattering of electron beams of different energies impinging normally on foils of aluminium and gold. It is important to bear in mind that results from JUMPER are only reliable under multiple scattering conditions. Deficiencies are expected to become apparent under plural scattering mainly when parallel monoenergetic beams and high energy and/or angular resolutions are used. In particular, when dealing with plural scattering, the model cannot reproduce either the characteristic energy losses or the details of the angular distributions, which may still reflect the shape of the DCSS. It is also important to realize that the multiple scattering results on which the present 1000 FOIL THICKNESS (pg/cm') scheme is based (see sections 2 and 3) apply for infinite media. In order to avoid the appearance of unrealistic characteristic peaks in our simulated spectra, the incident beam has been assumed to have a Gaussian energy spectrum centred on the nominal energy with a standard deviation of 20 eV (the effect of this energy distrihi~tinn is similar to using a spectrometer with an energy resolution of 20 eV and a monoenergetic beam). The results reported here have been obtained from simulations involving usually more than 100 000 trajectories in an effort to minimize statistical uncertainties. The minimum energy loss WO (cf equations (35) and (40)) was set to 20 eV and 30 e V for AI and Au, respectively.
Transmission
Transmitted fractions for aluminium and gold foils are shown in figure 3 as functions of the foil thickness for different incident energies. The agreement between the JUMPER results and those from the MMS code is excellent for gold and quite satisfactory for aluminium. The origin of the small differences for aluminium will be discussed below.
Energy 300 pg cm-* AI and Au foils and 20 keV electrons); for E > Ep the distribution is also shifted similarly, whilst for E < Ep the variations are almost completely shadowed by statistical uncertainties. The accuracy of the angular distributions of transmitted electrons is not as good as that of energy distributions, as seen from the results shown in figures 6 and 7. For foil thicknesses less than about 200 pg cm-*, the deficiencies of our artificial elastic DCS become evident. For larger thicknesses, the JUMPER results agree reasonably well with the MMS data, and the agreement improves with increasing thickness. It should be noted that collimated beams are not the best in which to apply the present scheme, i.e. the differences between our results and those from MMS will be less apparent for incident beams with a certain angular spread. It is also important to realize that a fraction of the observed differences comes from the finite extent of the target foil.
Backscattering and absorption
Backscattered fractions for AI and Au and different electron energies are given in figure 8 as functions of the foil thickness. Again, our results for Au are in excellent agreement with the MMS results. However, the backscattered fraction for aluminium computed with JUMPER is larger than the MMS value, although the relative difference is always smaller than 5%. The origin of this difference is the same as that of the differences we found for transmission (cf figure 3(a) ). Our transmitted fractions were slightly smaller than the MMS data although the differences were not as large as for backscattering. It seems then that the artificial DCS tends to increase the probability of large scattering angles and this affects the results for finite targets. As the elastic DCS does not have a well defined shape (it develops diffraction maxima at low energies 
x=E/Eo
it is not worth attempting to find an analytical artificial DCS which reproduces the shape of the actual DCS more accurately. As a matter of fact, the transmitted and backscattered fractions for AI could be slightly improved (not very significantly) by using the model described in [lo] (keeping only the value of the first TC), but then the results for gold clearly worsen. Figures 9 and 10 contain simulated energy distributions of 20 keV incident electrons backscattered in AI and Au foils of 100 and 200 pg cm-*. The average energies of backscattered electrons obtained from both codes coincide (more precisely, the difference is smaller than the statistical error bar). Again the agreement between JUMPER and MMS results is satisfactory.
The angular distributions of the backscattered electrons (relative to the direction of incidence) are given in figures 11 and 12. On the whole, the JUMPER and MMS angular distributions agree reasonably well. It is worth noting that these angular distributions differ manifestly from the isotropic distribution (= sin 0).
Absorbed fractions in aluminium and gold are given in figure 13. For both materials, the JUMPER and MMS results agree fairly well. It is worth noting that the backscattering excess and transmission defect of JUMPER results for aluminium partially cancel, thus yielding a reasonably accurate absorbed fraction.
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The artificial scattering model implemented in JUMPER has been shown to be adequate for detailed MC simulations of electron transport under multiple scattering conditions. When the scattering is plural (i.e. less than or about 30 collisions) the deficiencies of the model become apparent mainly in the angular distributions, although they are not very dramatic. Owing to the particular features of our artificial inelastic scattering 
