Background: The 2014-2016 Ebola Virus Disease (EVD) outbreak highlighted the need for
Introduction
The 2014-2016 outbreak of EVD caused a worldwide health crisis with more than 28,000 cases and 11,000 deaths, the vast majority of which occurred in the West African countries of Liberia, Sierra Leone, and Guinea. Despite its notoriety as a deadly disease, the pathology EVD includes a range of outcomes, spanning from asymptomatic infection to complex organ failure, with mortality rates of under 20% achievable in high-income countries where extensive resources can be applied on the few cases that were treated there. Clinical care of highly contagious diseases such as EVD in remote and low-resource settings is far more challenging, hindered by limited availability of trained personnel, restricted time that can be allocated to each patient due to difficult-to-wear personal protective equipment, and lack of supplies. Prioritizing time and material resources for high-risk patients is one approach to decrease overall mortality when subject to such constraints (1) . A complementary approach is to use tools providing clinical instructions for management, training, and improved protocol adherence (2, 3) .
We previously introduced the use of prognostic models that can be deployed on medical apps for the purpose of risk stratification in EVD (4) . Prognostic models can enable the early identification and triage of high-risk patients could be useful in low-resource areas to better allocate supportive care. For example, physicians could more frequently monitor those patients at increased risk and decide between standard and more aggressive therapy. Our original models were developed on just the single publicly available dataset at that time by Schieffelin et al. (5) , which includes 106 Ebola-positive patients at Kenema Government Hospital (KGH). These models, which we validated internally, gave good results by outperforming simpler risk scores and allowing to choose from different set of predictors depending on the available clinical data, showing the potential for this approach. However, given this was a single study site in one country, with a small patient cohort from one period during the outbreak and affected by a large incidence of missing data, questions remain about the generalizability of the approach.
We sought to create new prognostic models by using the IMC EVD patient cohort, the largest and most diverse available to date (5) (6) (7) (8) (9) (10) . It is comprised of 470 confirmed cases from five Ebola Treatment Units (ETUs) in Sierra Leone and Liberia, admitted between September 2014 and September 2015. Given the larger sample size and diversity in patient origin, we can expect to generate models that are not overfitted to the characteristics of a specific patient group, and that can be generalized to new EVD cases. The IMC dataset includes demographic information and clinical signs/symptoms of patients at presentation, RT-PCR Cycle Threshold (CT) measurements (quantifying viral load) done at admission and approaching discharge, daily updates on their signs/symptoms, and overall wellness assessments. The clinical and lab protocols were consistent across the five ETUs, making it possible to aggregate individuals into a single cohort.
External validation across sites is critical to establish the geographic and demographic range to which the models may generalized (11) . Ideally, the model should be applied to a dataset that was obtained independently from the cases originally used for model training, but even then, porting prognostic models from one center to another is challenging (12) . To this end, we report two independent external validations on datasets collected at different health care centers with independent patient catchment areas on patients reporting at different time points of the epidemic.
The first, includes the 106 Ebola-positive patients at KGH described by Schieffelin et al. and collected in the first months of the outbreak. The second, described by Hartley et al. (13) , comprised 158 Ebola patients who were treated in an ETU run by GOAL global during the final months of the epidemic under conditions that should better represent future outbreak responses.
The ultimate goal of these models is to aid clinical management decisions on ground, for which we introduced a mobile app for deployment. These apps can offer unprecedented convenience and precision at the point of care (14, 15) . Platforms for clinical data collection, such as CommCareHQ (https://www.commcarehq.org), REDCap (https://www.project-redcap.org/), and Open Data Kit (https://opendatakit.org), are in use on low-cost smartphones by front-line workers in several lowincome countries around the world (16) (17) (18) (19) (20) (21) . Motivated by these platforms, we implemented our models into a freely available medical app for Android devices. We choose the Android operating system (OS) due to the growing adoption of smartphones using that OS across Africa (22) . Internet connectivity is still limited, particularly in rural areas, and so we decided against implementing the models as a web-based app, even though that route would make it more widely available. Once installed on a smartphone or tablet, our app does not require any further internet access, and it includes treatment information from WHO guidelines for Ebola and other viral hemorrhagic fevers (23, 24), structured around individualized risk predictions for faster and better-targeted access.
Methods

IMC Patient Cohort
The cohort used to develop the prognostic models in this study includes patient data collected at Guidelines (available online at https://internationalmedicalcorps.org/document.doc?id=800).
Data collection
Trained nurses, physician assistants, physicians, and psychosocial support staff recorded patient demographic, clinical, and support data at least daily from admission to discharge on standardized paper forms -as part of routine clinical care and for epidemiologic purposes. Local data officers entered this data into separate electronic databases at each ETU, which were combined together into a unified database. The RT-PCR data were obtained from four laboratories. 
Exploratory and Univariate analysis
The primary variable of interest for patients admitted to the ETUs was final disposition (survived, deceased, or transferred). We constructed the Cycle Threshold (CT) variable using the values from the PCR drawn on admission, or from the second PCR draw when the first was missing (in 155 cases), and the second draw took place no more than two days after admission. The CT value is an inversely proportional proxy of viral load, with a cut-off of 40 cycles considered as negative. We used the visual exploration tool Mirador (https://fathom.info/mirador/) to examine correlation between disposition and all the explanatory variables available when the patient was admitted to the ETU, including demographic, triage, rounding, outcome, and lab data (CT.) We carried out an initial univariate analysis of all factors against disposition, using the c 2 test with Yates correction for the binary variables, and the point biserial correlation test for numerical variables.
Logistic Regression with Multiple Imputation
We generated several logistic regression models using predictors available at presentation, following the pre-specified protocol described here, which is based on the model-building steps recommended by Harrell (26) . In order to limit overfitting, we applied the commonly accepted heuristic of keeping the number of Degrees of Freedom (DOFs) in our models below Mmax=N/15 (27) , where N is the minimum count over the two disposition categories (survived or deceased;
Transferred was recoded as missing, but this affected only 4 cases.) In the entire dataset, N=197, so Mmax~13. Fig S1) . RCS were not considered for the CT term since visual inspection of the CFR as function of CT suggested that a linear term would be sufficient to represent this dependency (Suppl. Fig S2) .
We performed standard logistic regression in R, using the rcs() function from the Hmisc package to handle the RCS terms. (33) to estimate the means and confidence intervals (CIs) of the statistics over the multiple imputations.
We generated the Receiver Operating Characteristic (ROC) and calibration curves by merging all the predictions from each bootstrap, and then averaging over the imputations.
Finally, we used the regression models to stratify the patients into risk groups. We defined low, medium, and high-risk groups based on the predicted risk (<0.3 for low, 0.3-6 for medium, and >0.6 for high) so that each group is sufficiently populated to be clinically meaningful (lowrisk=6.6% of patient cohort, medium-risk= 20%, and high-risk=75%). All these calculations were carried out using only complete data, since in the training set we still have a significant percentage of patients with complete records (more than 100), and we sought to minimize the effect of multiple imputation on the predictive performance of the models due to higher error and variance.
External validation
We did two external validations on independently collected datasets from Sierra Leone. The KGH dataset described by Schieffelin et al. (5) is the only such database to be made publically available The KGH dataset includes RT-PCR data as viral load (VL) quantities expressed in copies/ml, but the corresponding CT values are no longer available. Since the IMC models use CT as a predictor, we transformed log(VL) to CT by solving for the standard qPCR curve transformation log(VL) = m×CT + c0, such that the minimum VL in the KGH dataset corresponds to the maximum CT in the IMC dataset, and vice versa. The assays used for diagnosing patients at KGH and IMC have very similar limits of detection (35) (36) (37) , which justifies our VL-to-CT transformation. We also note that a ≈10-fold increase in Ebola VL corresponds to a 3-point decrease in CT (38). Based on this relationship, -3/m in our formula should be close to 1, which is indeed the case (-3/m=0.976 using the m and c0 constants derived from the KGH and IMC data).
Risk visualization on mobile apps
We developed a mobile app for Android mobile devices that integrates patient data with the prognostic models and a custom risk visualization. This app only requires internet connectivity to be installed the first time, and it can be used even when the device is offline afterwards. This is an important consideration as health care workers, the intended users of this app, are often deployed in rural or remote locations with limited internet access. The choice of the Android OS was also informed by the increasing adoption of affordable Android smartphones in low and medium income countries in Africa and elsewhere. Users can enter basic information (age, weight), clinical signs and symptoms, and lab data of a patient obtained at triage into the app; the app then computes the risk score by selecting the appropriate model for the available indicators and offers two different visualizations of the death risk of the patient. In the first visualization, the numerical value of the risk score is shown at the top, and the magnitude of the contributions to the final score from each term in the model are represented graphically below using the patient-specific charts from by Van Belle and Van Calster, designed to visualize logistic regression predictions (39) . In these charts, each contribution determines the length of a bar alongside a horizontal line whose total extension represents the maximum contribution observed in the training data.
The second risk visualization in the app displays the contributions to the patient risk with less detail but provides an entry point to further information of clinical relevance. The risk score is presented using a discrete scale: low, moderate, and high, and the predictors that contribute to the score above a configurable threshold are arranged in a list, ranked by decreasing contribution.
When the user selects any of the predictors from the list, corresponding to a specific sign/symptom or laboratory result, the app shows treatment guidelines addressing the condition associated to the selected predictor. There guidelines were manually curated from the WHO manuals for clinical management of patients with Ebola virus disease (23) or other viral hemorrhagic fever (24) in care units/community care centers and then incorporated into the app. Tables describing dosage of various medications and drugs (e.g. rehydration solution and antimalarials) as functions of age/weight have the appropriate entry highlighted according to the patient's information.
Results
Prognostic potential and prevalence of signs and symptoms recorded at triage
Triage symptoms reported by over 50% of fatal Ebola patients were anorexia/loss of appetite, fever, weakness, musculoskeletal pain, headache and diarrhea ( Fig 1A and Table 1A ). The prevalence of several triage symptoms was notably different between fatal and non-fatal outcomes, as can be seen by comparing their ranking (Fig 1A) or their differential prevalence (Fig 1B) .
However, few variables were significantly associated with patient outcome, suggesting that most clinical signs and symptoms have little predictive ability on their own, at least when considered at triage alone. Only CT, age (Table 1B) , and jaundice (Table 1A) were associated at a level of P<0.05, while red eyes, confusion, breathlessness, headache, and bleeding were weakly associated at P<0.15. However, statistical association of the variables when taken alone might be due to confounding effects in the data. We thus set out to investigate the performance of individual variables within the context of specific multivariate models. 
Derivation and performance of multivariate models
Our key goal was to derive prognostic models from the IMC dataset with as much detail as possible, while limiting overfit to the training data. For this purpose, we constructed a "full" model comprising a maximal (DOF=13) but non-redundant set of variables. This model, obtained with our variable selection strategy, included age of patient, initial CT and temperature, jaundice, bleeding, asthenia/weakness, vomiting, diarrhea, headache, and abdominal pain at presentation (Table 2A) . Jaundice and bleeding were significant (P=0.021 and P=0.046, respectively), while the other sign/symptoms were still non-significant at the 0.05 level.
In order to define a baseline performance level, we also fitted a "minimal" model (Table 2B) including only CT and age, since these are the strongest predictors of outcome on their own, as observed in our data and reported by other researchers (10) . Examination of the coefficients' Pvalues shows that CT and age are highly significant at P<0.0001 in both models. 
Multivariate logistic regression for full (A) and minimal (B) models. Coefficients are shown with their 95% confidence intervals as well as the corresponding odds-ratios, and P-values. The oddsratios in continuous variables indicate the change in mortality by one interquartile range increase in the value of the variable. Variables with an apostrophe at the end of the name indicate the nonlinear contribution to the corresponding Restricted Cubic Spline (RCS) term.
Predictive performance is similar between the full and minimal models (Table 3A) , when initially evaluated on the training set. This evaluation includes optimism-correction, as described in the methods, to account for the fact that performance is likely to be overestimated on the training set.
Discrimination, or the ability to distinguish between different outcomes, was quantified with the AUC statistic. The 95% CIs for the AUC of the minimal and full models are essentially overlapping at (0.7, 0.8), and the corresponding ROC curves are virtually indistinguishable (Fig   2A) . Both models exhibit similar calibration, a measure of agreement between the predicted and observed mortality risks (Fig 2B) . The calibration error is slightly lower in the full model, 0.018 vs 0.019, but the 95% CIs are also overlapping. However, the adjusted R 2 score indicates that the full model, corrected by model size, is a better fit for the data with a CI of (0.179, 0.276), against (0.133, 0.217) for the minimal model.
Even though overall performance as measured by AUC and calibration is similar between the minimal and full models, we found that the full model could lead to better patient stratification.
The full model results in larger differences in observed mortality between the tree groups ( Fig 2D   vs 2F) , with CFR nearing 10% in the low risk group, 30% in the medium risk group, and over 80%
in the high-risk group. In contrast, when the risk groups are defined using the minimal model, CFR in the low risk group is slightly above 20%, 40% in the medium risk group, and below 80% for the high-risk group.
By the measures presented thus far, the full and minimal models are largely equivalent, at least on the training data. The edge by the full model in terms of stratification could be expected since it includes a larger set of predictors, but a more definitive validation of the models on the two independently-obtained test datasets is presented in the next section. 
ROC (A) and calibration (B) curves for the two prognostic models (full and minimal) using the bootstrap samples taken from the training data. The sensitivity and specificity of predicting mortality in Ebola patients using the full (C) and minimal (E) models in the IMC training dataset.
Sensitivity (red) and specificity (orange) are plotted according to the risk prediction of each model.
Prevalence of survivors and those with fatal outcome are displayed as bar graphs and risk category cut-offs are shown as vertical lines. Percentage of survivors and patients with fatal outcome classified in each risk category for the full (D) and minimal (F) models. Graphs C and D represent only complete records according to the parameters of the full model (120/470, 26%).
Graphs E and F represent only complete records according to the parameters of the minimal model (327/470, 70%).
External validation
External validation on the KGH dataset shows (Table 3B ) that the full model is able to accurately predict outcome for 75% of the patients, versus 67% in the minimal model. The ROC curve of the full model is nearly perfect (Fig 3A) , even though the number of KGH cases with complete PCR and signs/symptoms data is only 32. External validation on the imputed KGH data, consisting of 106 cases, still favors the full model over the minimal model (Fig 3C, Table 3C ), with accuracies of 70±3% and 67±3% respectively (standard deviations calculated over 50 multiple imputations).
The decrease in performance on the imputed data could be explained by the increase in error and variance due to multiple imputation, but the small number of patients with complete records in the KGH cohort left us with no better alternative for producing a more comprehensive evaluation, other than discarding the incomplete data altogether. The sensitivity and specificity values on both the complete and imputed data across a range of clinically-meaningful risk thresholds for outcome classification (Suppl. Table 1 ), show that the full model is consistently better at correctly predicting fatal cases, while misclassifying fewer non-fatal ones. Inspection of the calibration curves (Fig 3B   and 3D) shows that both models systematically underestimate the observed risks. For example, patients with a predicted mortality risk of 40% have an observed risk of over 60%, which is consistent with the fact that mortality among KGH patients (73%) is higher than in the training IMC cohort (58%).
External validation on the 158 EVD-positive patients in the GOAL dataset shows that the full and minimal models are able to accurately predict outcome for 71% and 69% of patients respectively ( Fig 3E, Table 3D ). In contrast to the KGH data, however, the models overestimate observed risk until approximately 60%, after which prediction estimates of the full model closely follow the observed risk (Fig 3F) , which could also be seen as a consequence of the two datasets, IMC and GOAL, having similar CFRs (58% and 60%, respectively). We did not perform imputation on the GOAL dataset, because only a few cases (less than 10) had missing values. 
ROC (left) and calibration (right) curves as measures of performance for the full and minimal prognostic models. A-D show model performance for external validation using the Kenema General Hospital dataset, either when considering only complete records (A-B), or full data with missing values imputed (C, D). Graphs E-F show performance of a second external validation on
complete records from the GOAL dataset with 9% and 0% missing values for full and minimal models respectively.
Prognosis and risk visualization app
The app packages the full and minimal and models and it is available for free in the Google Play service named as "Ebola RISK." In order to allow iPhone users to test the app, we have also created an iOS version, distributed through Apple's App Store under the same name. The app selects the appropriate model according to the data provided by the user (Fig 4A) ,: it uses the full model if all required clinical sings/symptoms (body temperature, headache, bleeding, diarrhea, jaundice, vomit, abdominal pain, asthenia/weakness) at admission, patient age, and initial RT-PCR CT values are entered; otherwise, it defaults back to the minimal model, which only requires age and CT. Once the app selects a model based on the user input, it then estimates the mortality risk at admission, and stratifies the risk into three categories: low, medium and high. The high-risk threshold is set by default to 0.4, which brings the sensitivity very close to 1 for both the minimal and full models (as can be seen in Figures 2C and E, and in Suppl. Table 1 ), but at the expense of the specificity (although not dramatically: specificity goes under 40% only for the GOAL dataset when using a threshold lower than 0.5). The user can also choose this threshold and the desired balance of sensitivity vs specificity through the app's settings according to their clinical judgement, to better tailor their clinical triage based on resources and capacity. Furthermore, the detailed risk visualization with patient-specific charts (Fig 4B) can also be used to depict increases or decreases in a patient's risk due to changes in the signs and symptoms. This approach could help physicians to determine which factors would lead to the largest risk decreases, and to consider treatments that would be most effective to reduce risk of mortality.
Figure 4: Ebola RISK app
Data input, risk visualization, and clinical management screens in the Ebola RISK app. The data input screens (A) allow entering basic demographic information (age, weight), vitals, signs & symptoms at presentation, and lab results (CT value from first RT-PCR). Based on the available data, the app evaluates the death risk using either the minimal or full models, and presents a custom risk visualization (B). This visualization can either be a set of patient-specific charts (left screen in B), or a simplified list of the clinical features with a contribution to the risk score higher than a threshold (right screen in B). Selecting any of the features will open another screen with detailed information on the recommended treatment for that sign/symptom and adjusted according to the patient's age and weight (C).
The Ebola RISK app displays clinical protocols to treat and manage several conditions that often appear during the course of the illness, such as diarrhea, dehydration, fever, headache, and weakness ( Fig 4C) . The current version of the app does not include all of the protocols described in the WHO management manuals for patients with viral hemorrhagic fever, but only those that correspond to the predictors included in the prognostic models. The app is easily expandable to accommodate models with more predictors and additional clinical management information. The usage details of the app for both the Android and iOS versions are provided in the supplementary materials.
Discussion
The purpose of this study was two-fold: first, to present multivariate EVD prognostic models derived from the largest clinical multi-center dataset available to date, externally validated across diverse sites representing various periods of the epidemic; and second, to show how these models could guide clinical decisions by organizing existing knowledge of patient care and management more efficiently and making it easily available as a smartphone app. The robust performance of the models on the external sites indicate they could be generalized to new populations in future EVD outbreaks, a critical aspect for the app to be reliable and widely applicable. The IMC models recapitulate several findings reported earlier in the literature and also reveal further associations between mortality and clinical signs/symptoms. Occurrence of jaundice or bleeding at initial presentation is an important predictor of patient death, although both have a comparatively low incidence at triage among the patients in the IMC cohort of only 5%. More widespread EVD manifestations such as diarrhea and weakness have a much weaker correlation with mortality, at least based on their presence at triage, which seems to suggest that presentation of these clinical features says little about the clinical evolution of the patient.
The discriminative capacity of both full and minimal models is robust across the training set and the two independent testing sets, which were obtained at very distinct times during the epidemic, with AUCs ranging from 0.76 up to 0.82. The overall accuracy is consistently higher for the full model across the three sets, although the difference is no larger than 10%. While the most informative descriptors for predicting EVD outcome are patient age and viral load, more complex models offer higher accuracy by covering a larger proportion of the cohort. Inclusion of additional predictors to the models, even those weakly associated with outcome, result in increased performance and improved stratification of observed patient outcomes. Our full model, incorporating several clinical signs/symptoms available at initial presentation -body temperature, jaundice, bleeding, weakness, headache, abdominal pain and vomiting -performs well on two independent datasets used for external validation differing by less than 3% AUC when values for the incomplete dataset were imputed. A major difference between these datasets was the time during which they were collected, with the KGH data representing an earlier time point, with less refined treatment protocols, higher viral virulence, increased patient volume and admission intensity with a larger number of patients delayed during transfers from holding centers. On the other hand, the GOAL dataset includes patients from the final months of the epidemic with a 13%
lower CFR. Thus, as may be expected, the models underestimated the observed risk for patients of the KGH cohort, while observed risk was slightly overestimated in the GOAL cohort. The IMC training dataset covers a much broader temporal window of the epidemic as well as a wider catchment area, spanning several districts across two countries, which explain its robust performance in disparate populations.
Despite being the largest EVD prognosis modeling study to date, the amount and quality of available clinical data is still limited. We accounted for these limitations by applying various statistical techniques recommended for prognosis modeling (multiple imputation, bootstrap sampling, external validation), but ultimately future predictive models will require larger and better datasets. The prognosis and risk visualization app -while requiring further refinement, evaluation in the hands of its potential users, and ultimately validation through a clinical trial-shows the potential of data-driven medical apps to provide actionable clinical information based on specific patient characteristics. We are aware that, as a clinical decision support system designed with emergency treatment centers in low-resource areas in mind, our app faces several challenges, including potential for poor integration with clinical staff workflow, non-acceptance of computer recommendations, hardware failures, and insufficient training. We have considered some of these challenges by creating a minimal user interface that could be easily integrated into existing frameworks for field data collection, such as CommCareHQ and REDCap, and thus minimizing the need for separate training. We also simplified existing visualizations of patient risk derived from regression models, so that the predictions are displayed as clearly defined categories that could inform clinical intervention and resource management decisions. As new data would lead to more accurate and generalizable models, we designed the app so it can be updated regularly with Finally, we aimed at developing a robust system that clinicians can trust in the field and in emergency situations. An initial step in that direction is to complement the prognosis predictions with authoritative clinical care information provided by sources such as the WHO. In this way, we envision the app both as a reference to improve training and adherence to protocol, as well as a support system that organizes clinical procedures more effectively around the patient's data. The integration of mHealth platforms with rapid point of care diagnostic kits (40, 41) has the potential to realize the concept of a "pocket lab" (42) , which could be used outside laboratory settings and during health emergencies. However, success with such an integration can only occur after to properly addressing issues faced by these platforms in terms of validation and deployment (43), best practice standards (44) , and regulatory oversight (14) .
The performance of our models, and their reproducible predictive power with diverse external datasets, make us confident in our methods and reinforce our belief that the models could be useful in the near future to aid in stratification of patient support in the context of limited resources, as well as to serve as a benchmark for new models. In addition, they could be used in the design for Randomized Controlled Trials of EVD therapeutics or vaccines, where the models could serve as a standardized proxy for mortality. Fundamentally, the earlier we can make risk assessments, the earlier we can identify those in need of more intensive monitoring and treatment, which may not only improve outcomes but also better allocate limited resources. Clinicians and other health personnel making these assessments could support their clinical judgement with data-derived prognosis tools, such as the Ebola RISK app, as long these tools are based on accurate models that can be generalized to new patients. Our study indicates that the IMC-derived models are indeed generalizable. We believe that if clinical staff can obtain actionable information from these data-derived tools, then they may be incentivized to generate more and higher-quality data. These data could be incorporated back into the models, thus creating a positive feedback loop. The use of lowcost tools on the ground, in combination with effective data collection and sharing among all stakeholders, will be key elements in the early detection and containment of future outbreaks of Ebola and other emerging infectious diseases.
