Shapiro's paper "On Primes in Arithmetic Progression" [11] gives a nontraditional proof for Dirichlet's Theorem, utilizing mostly elementary algebraic number theory. Most other proofs of Dirichlet's theorem use Dirichlet characters and their respective L-functions, which fall under the field of analytic number theory. Dirichlet characters are functions defined over a group modulo n and are used to construct series representing what are called Dirichlet L-functions in the complex plane. This paper provides the appropriate theoretical background in all number theory, and provides a detailed proof of Dirichlet's Theorem connecting analytic number theory from [11] and [9] and algebraic number theory from sources such as [1] .
Introduction
Primes, and their distributions, have always been a central topic in number theory. Sequences of primes, generated by functions and particularly polynomials, have captured the attention of famous mathematicians, unsurprisingly including Euler and Dirichlet. In 1772 Euler famously noticed that the quadratic n 2 −n+41 always produce primes for n from 1 to 41. However, it has been known for even longer that it is impossible for any polynomial to always evaluate to a prime. The proof is a straightforward one by contradiction, and we can give it here.
Lemma 0: If f is a polynomial with integer coefficients, f (n) cannot be prime for all integers n.
Suppose such f exists. Then f (1) = p ≡ 0 (mod p). But f (1 + kp) is also equivalent to 0 modulo p for any k, so unless f (1 + kp) = p for all k, f does not produce all primes. But of course if f (1 + kp) = p for all p, f is just constant.
So instead of considering polynomials that are always prime, mathematicians turned their attention to polynomials that could be prime infinitely often. This is the context for:
Dirichlet's theorem on arithmetic progressions:
If gcd(a, b) = 1, an + b is prime for infinitely many n.
(
The theorem was originally formulated in the mid 1800's by Legendre and is was briefly called Legendre's conjecture. Dirichlet first proved it using his own theory of characters and L-functions, a proof we will closely follow here. Dirichlet's original (translated) paper can be found at [2] . Alternative proofs of Dirichlet's theorem in the early 1900's could be used as a milestone for the introduction of formal analytic number theory [9] .
Let's first look at this statement from an elementary perspective. One could just choose a = 1, b = 0, then the sequence {1, 2, 3 . . .} obviously contains all the primes because it contains all the positive integers. Similarly, a = 2, b = 1, a = 4, b = 3 cycle through infinitely many primes in an obvious way (the latter case is perhaps not so obvious, the proof is a warm-up for the reader). So what makes Dirichlet's theorem more interesting and subtle is the fact that we are looking for arithmetic progression that contain only a finite proportion of the primes. In fact, we see that if we consider the sequence {an + b} and fix a, there are exactly φ(a) possible choices for b. φ(n) is of course Euler's totient function, which counts the integers less than n and coprime to it. Thus informally, we "expect" a sequence with any given b to cover about 1/φ(a) of the primes. This is why the case 2n + 1 is trivial while the 4n + 3 case is not; this distinction will be significant shortly.
Background
A Dirichlet character [6] is a function χ(n) : Z → C satisfying the following properties:
1. χ is associated with some k such that χ(n) = χ(n + k) for all n, i.e. χ is periodic. k is the modulus of χ.
2. χ(n) = 0 iff n is not coprime to k.
A Dirichlet character is called a principal character if it is equal to 1 when gcd(n, k) = 1 and 0 otherwise. We also state without proving the following important theorem:
There are exactly φ(N ) Dirichlet characters with modulus N.
The full (involved) proof can be found at [5] . Now we see our motivation for approaching Dirichlet's theorem using Dirichlet characters. Besides the fact that they are associated with the same mathematician, both concepts deal with objects that are limited by Euler's totient function.
Let's do an example with Dirichlet characters: Euler's totient theorem states that a φ(k) ≡ 1 (mod k) if a and k are coprime. Using this theorem, we have that
, and since gcd(1, 1) = 1, the second property of Dirichlet characters tell us that χ(1) = 0, so χ(1) = 1. Finally, by multiplicity,
so we have the surprising result that for all a coprime to k, χ(a) is the φ(k)th complex root of unity.
Finally, Dirichlet characters satisfy an orthogonality relation − actually, they satisfy several orthogonality relations, but the one we prove here is the only form we need:
Lemma 1 [10] : Let χ be a Dirichlet character with modulus N . Then
unless a ≡ 1 (mod N ), in which case the sum is φ(N ).
Proof: We have 3 cases:
1. gcd(a, N ) = 1: Call the left hand sum S. In this case all the terms S are just 0, so the sum is just 0.
2. gcd(a, N ) = 1 and a ≡ 1 (mod N ): In this case, χ(a) = χ(1) = 1, and by (2) we just have
3. gcd(a, N ) = 1 and a ≡ 1 (mod N ): Pick some character ψ such that ψ(a) = 1. Then
where we just called (ψχ)(a) = Ψ(a). The latter sum is clearly just equal to S (with just a change of variables from (3)), so since ψS = S, and ψ = 1, S must be 0.
These 3 cases complete the proof.
To find the other orthogonality relations and their proofs, one can read [10] or [5] .
A Dirichlet function is one represented by the series
and is denoted by L(χ, s). Here s is a complex number with real part greater than 1. By analytic continuation [3] , the series can be extended to a meromorphic function over all of C. We will state one more thing without proof:
Dirichlet's Non-vanishing Theorem [2] states that L(χ, 1) = 0 if χ is not a principal character. This theorem will be briefly relevant in a later portion of the proof. Now let's do an example with Dirichlet functions that will also be relevant later. A concept called the Euler product allows us to write certain summations as products indexed by prime numbers; such summations are notso-coincidentally called Dirichlet sums. The Euler product works as follows: if α is a multiplicative function, then
since χ is multiplicative.
The Proof
As said above, this proof is a detailed version of those offered in [1] and [11] , with some notes from [9] and [3] .
Note: The notation f (x, y, z) and f will be used interchangeably.
Let X(N ) be the group of Dirichlet characters with modulus N . Fix a such that gcd(a, N ) = 1. Now look back at Lemma 1. The notation we used for the summation bounds − χ (mod N ) − is equivalent to the notation, χ ∈ X(N ), which we'll use from now on. Let P a be the set of prime numbers equal to a modulo N . (1) is equivalent to showing that P a is infinite. Consider the function
with s being a complex number with real part greater than 1. If P a (s) → ∞ as s → 1, then we are done, because clearly the summation is infinite. Note that when we say s → 1, we are talking about the right hand limit in the complex plane.
The idea of the proof is to express P a (s) in terms of a Dirichlet L-function for χ ∈ X(N ). Define Φ a (n) to be the characteristic function for a modulo N . That is, Φ is 1 if n ≡ a (mod N ) and 0 otherwise.
Lemma 2:
where a −1 represents the inverse of a with respect to the modulus N . Proof: Since χ is multiplicative, we can rewrite the right hand side as
Here we invoke the orthogonality relationship of χ. In this case, it states that:
if k ≡ 1 (mod N ) and 0 otherwise. But a −1 n ≡ 1 (mod N ) is equivalent to n ≡ a (mod N ). So plugging (6) into (5) gives us the exact definition of the characteristic function, and we are done.
So we can write
The latter summation looks suspiciously like a series for a Dirichlet L-function, so we will treat it as such. We'll leave aside this equation for now and start by applying our Euler product identity to our Dirichlet series:
Take the logarithm of both sides in our L-series identity to get:
Now in complex analysis we have a "well-defined" concept of a logarithm (we'll elaborate on this shortly):
Combining what we derived in (8) and (9) gives
The usage of "log" here is not quite justified, yet. The right hand side of the above equation is absolutely convergent for Re(s) > 1 and is therefore an analytic function on that half-plane. We'll call the right hand side in (10) a new function (χ, s) and prove that e is in fact equal to L.
Lemma 3:
In the half-plane Re(s) > 1, e (χ,s) = L(χ, s).
Proof: We know the identity
is valid for all complex |s| < 1. In other words, e to the power of the right hand summation equals 1 − s. Using analytic continuation [3] , the corresponding complex power series is still well-defined, at least over the domain |s| < 1. But since
we know there exists > 0 such that Re(s) > implies |1−L| < 1. So e = L over Re(s) < 1. Again considering the principle of analytic continuation, this identity continues to hold over any domain as long as both sides continue to be analytic functions, which is still true for Re(s) > 1, which completes the lemma.
Now we'll split into two parts: the sums when n = 1 and when n equals anything else (any integer greater than 1). Our motivation for this is that when n = 1 we get precisely the sum featured in [5] . We'll call these two functions I(χ, s) and R(χ, s) respectively. To emphasize, we have
After all this symbol-pushing, we're still trying to show that P a (s) → ∞ as s → 1. We claim that R is bounded, so we can ignore it in our proof. To show this, take
So R(χ, s) is absolutely convergent when s = 1 and therefore is bounded while s → 1; so we ignore it. The sum in (11) over all χ ∈ X(N ) includes the principal character, which we'll denote with ξ. Recall that ξ(n) is 1 if gcd(n, N ) = 1 and 0 otherwise. In the spirit of (11), we can separate the sum into two parts: one containing just the principal character, and everything else. We write
from the definition of P . The former summation is unbounded near infinity, so we only need to show that the latter sum is bounded, i.e. that (χ, s) is bounded as s → 1. Here we use Dirichlet's Non-vanishing Theorem mentioned above. Since L(χ, 1) = 0, we can write
To complete the proof that is bounded, we use some complex analysis. L is analytic and nonzero when s = 1, therefore there exists some arbitrarily small open disk around L(χ, 1) not containing the origin. Now we choose a branch of the log function such that log L(χ, 1) is a well defined complex number. Since logarithms of an analytic function differ only by a multiple of 2πi, = log L is always bounded as s → 1.
Combine the results of (13) and (12); thus P a (s) is unbounded. But 
Further Research
Although it has just been shown that any arithmetic progression will contain an infinite number of primes, there is still a struggle to explicitly find such primes. A recent result known as the Green-Tao theorem [4] proved the surprising result that for any finite k, one can find an arithmetic progression of primes of length k. With some background knowledge in prime tuples, this theorem can be reworded to say: For any k, there exists some a, b such that {a, a + b, . . . a + (k − 1)b} is a prime tuple.
This theorem was later extended to polynomials [13] in the following way. Given any polynomials P 1 (n) . . . P k (n), there are infinitely many pairs a and b such that a + P 1 (b) . . . a + P k (b) are all prime. The proof of either one of these results is extremely complex and far-reaching, and can be found at the respective sources.
However, the Green-Tao theorem is just an extension of a much more powerful theorem in number theory known as Szemerédi's Theorem. To appreciate this theorem, we first define the natural density of a subset of the naturals. Such a subset with counting function α(n) has natural density α = lim n→∞ α(n)/n. Szemerédi's Theorem is then stated as follows: let S be any set of integers with nonzero natural density. Then for any k, S contains an arithmetic progression of length k. Of course, we say the Green-Tao theorem is an extension of Szemerédi's Theorem since the latter does not hold for prime numbers; using the prime number theorem, the natural density of the primes is (n/ log n)/n → 0.
We briefly cover the topic of prime tuples. Simply put, a tuple is a set of integers {h 1 . . . h k }, the difference between the largest and smallest being the radius. A tuple is called a prime tuple if for some n, {h 1 + n . . . h k + n}; tuples are a generalization of arithmetic sequences. Note that a prime tuple does not necessarily contain an infinite amount of primes. The question of whether some prime tuples do contain an infinite amount of primes is a huge question in the field of primes; the famous twin prime conjecture is but a special case of this conjecture, under the tuple {0, 2}.
This topic has exploded with interest recently with the breakthrough of Zhang [14] , who proved that there exists some prime tuple with radius at most 7 × 10 7 that contains infinitely many primes. A flurry of interest has reduced this bound to 246 [12] , the current status of which can be found at the given citation.
We conclude with further exploration into Dirichlet's theorem. It is but a special case of a much more powerful but unproved conjecture known as Bunyakovsky's conjecture [8] . It states that certain polynomials with integer coefficients are prime infinitely often. The polynomial in question must satisfy three conditions:
1. The coefficient of its highest power must be positive.
2. It cannot be factored over the integers.
3. gcd(f (m), f (n)) = 1 for all distinct integers m, n.
That is, Bunyakovsky's conjecture states that these conditions are sufficient for a polynomial to have infinitely prime outputs. Of course, Dirichlet's conjecture is just for a polynomial of degree one. To date, little to no progress has been made on any polynomial of degree greater than one.
See also: Linnik's theorem, Chebyshev bias, Chebotarev's density theorem.
