We define the singular Hecke algebra H(SB n ) as the quotient of the singular braid monoid algebra C(q)[SB n ] by the Hecke relations σ
Introduction
The Hecke algebra H(B n ) of the symmetric group is a one parameter deformation of the symmetric group algebra studied in representation theory as well as in knot theory. Let K = C(q) be the field of rational functions on a variable q, and let B n denote the braid group on n strands. Then H(B n ) is the quotient of the group algebra K[B n ] by the relations σ 2 k = (q − 1)σ k + q , 1 ≤ k ≤ n − 1 , where σ 1 , . . . , σ n−1 are the standard generators of B n .
Let z be a new variable. A Markov trace on the tower of algebras {H(B n )} +∞ n=1 is defined to be a collection of K-linear maps tr n : H(B n ) → K(z) , n ≥ 1 , such that
• tr n (αβ) = tr n (βα) for all α, β ∈ B n and all n ≥ 1;
• tr n+1 (β) = tr n (β) for all β ∈ B n ⊂ B n+1 and all n ≥ 1;
• tr n+1 (βσ n ) = z · tr n (β) for all β ∈ B n and all n ≥ 1.
Let L 0 denote the set of (isotopy classes of) links in R 3 . According to Jones [7] , a Markov trace T = {tr n } +∞ n=1 on {H(B n )} +∞ n=1 determines a link invariant I T : L 0 → K( √ y), where y = z−q+1
qz . On the other hand, by a result of Ocneanu (see [7] , [3] ), there exists a unique Markov trace which takes the value 1 on the identity. In particular, the set of Markov traces form a one dimensional K(z)-vector space spanned by the Ocneanu trace.
Let A be an abelian group, let I : L 0 → A be an invariant, and let t, x ∈ A. We say that I satisfies the (t, x) skein relation if
for all links L + , L − , L 0 ∈ L 0 that have the same link diagram except in the neighborhood of a crossing where they are like in Figure 1 .1. It is well-known that there exists a unique invariant I : L 0 → C[t ±1 , x ±1 ] which satisfies the (t, x) skein relation and which takes the value 1 on the trivial knot. This invariant is equal to I T (up to a change of variables), where T is the Ocneanu trace, and it is called the HOMFLY polynomial (see [3] , [6] , [7] , [10] ). Our goal in this paper is to extend these constructions to the singular braids and links.
Let SB n denote the monoid of singular braids on n strands. After some preliminaries on singular links and braids in Section 2, we develop the study of singular Hecke algebras, Markov traces, and related singular link invariants in Section 3. We define the singular Hecke algebra in a naïve way, as the quotient of the singular braid monoid algebra K[SB n ] by the Hecke relations
For d ≥ 0, let S d B n denote the set of braids with d singular points. The algebra H(SB n ) has a natural graduation
where H(S d B n ) is the linear subspace of H(SB n ) spanned by S d B n . The algebra H(SB n ) itself is of infinite dimension, but we show that each subspace H(S d B n ) of the graduation is of finite dimension over K (see Proposition 3.1).
A Markov trace on the sequence {H(S d B n )} +∞ n=1 is defined in the same way as a Markov trace on {H(B n )} +∞ n=1 . Let L d denote the set of (isotopy classes of) links with d singular points. We prove that a Markov trace T on {H(S d B n )} +∞ n=1 determines an invariant I T : L d → K( √ y) (see Proposition 3.3) , and that this invariant satisfies the (t, x) skein relation for t = √ q √ y and We also prove thatÎ is the unique invariant with values in C[t ±1 , x ±1 , X, Y ], which satisfies the (t, x) skein relation and some desingularization relation, and which takes the value 1 on the trivial knot (see Proposition 5.4 and Theorem 5.5).
Our invariantÎ is more or less equivalent to the invariant of Kauffman and Vogel defined in [9] . More precisely, the invariant of Kauffman and Vogel is the specialization X = 1 of our invariant, but this specialization does not make much difference. Nevertheless, their approach is different from ours in the sense that they use singular Reidemeister moves to prove that their invariant is an invariant. They define some "generalized Hecke algebras" and define a Markov trace on this family of generalized Hecke algebras from which they can recover their invariant, but they definition of generalized Hecke algebras involves many relations besides the Hecke ones that are not natural in the context of an algebraic study.
Note that the notion of Markov traces to study singular braids and links is also present in [1] , but the considered algebra in this paper is a one parameter deformation of C[B n ], which is specially adapted to the study Vassiliev invariants, but which has nothing to do with the Hecke relations.
Singular links and braids
Let n ≥ 1, and let S 1 , . . . , S n be n copies of the circle S 1 . A singular link on n components is defined to be a smooth immersion L : S 1 ⊔ · · · ⊔ S n → R 3 such that, for all P ∈ L (we identify the map L with its image) there exist an open neighborhood U of P and a diffeomorphism ϕ U : U → (−1, 1) 3 such that
• ϕ U (P ) = (0, 0, 0);
In the second case, when
In this context, the admissible isotopies preserve the whole structure. Moreover, the circle S 1 as well as the links are always assumed to be oriented.
Let π : R 3 → R 2 , (x, y, z) → (x, y), be the projection on the two first coordinates. Up to isotopy, we can assume that π •L : S 1 ⊔ · · · ⊔ S n → R 2 is a smooth immersion. Moreover, for all P ∈ π(L), we can assume that there exist a neighborhood V of P and a diffeomorphism ψ V : V → (−1, 1) 2 such that
• ψ V (P ) = (0, 0);
In the second case, when 1) ), we say that P is a crossing of π(L), and we indicate graphically like in Obviously, a singular link can be determined by many link diagrams. However, we have the following.
Theorem 2.1 (Kauffman [8] ). Two link diagrams represent the same singular link up to isotopy if and only if one can pass from one to the other by a finite sequence of singular Reidemeister moves as shown in Figure 2 .2.
Let P = {P 1 , . . . , P n } be a set of n punctures in R 2 (except mention of the contrary, we will always assume P k = (k, 0) for all 1 ≤ k ≤ n). A singular braid on n strands based at P is defined to be a n-tuple β = (b 1 , . . . , b n ) of smooth paths,
• There exists a permutation χ ∈ Sym n such that b k (0) = (P k , 0) and • Let π 3 :
, (x, y, t) → t, be the projection on the third coordinate. Then π 3 (b k (t)) = t for all 1 ≤ k ≤ n and all t ∈ [0, 1].
•
For all P ∈β, there exist a neighborhood U of P and a diffeomorphism ϕ U : U → (−1, 1) 3 such that ϕ U (P ) = (0, 0, 0), and either
In the above definition, we call the point P ∈β a singular point of
The isotopy classes of singular braids form a monoid (and not a group) called the singular braid monoid on n strands and denoted by SB n . The monoid operation is the concatenation.
. Up to isotopy, we can assume that, for all P ∈ π(β), there exist a neighborhood V of P and a diffeomorphism ψ V : V → (−1, 1) 2 such that ψ V (P ) = (0, 0), and either 1) ). In the second case, when
say that P is a crossing and we indicate graphically like in Figure 2 .1 if P is the preimage of a singular point of β, or else which strand passes over the other. Such a representation of β is called a braid diagram of β. [2] ). The monoid SB n has a monoid presentation with generators σ 1 , . . . , , σ n−1 , σ
. . , τ n−1 , and relations
The braid σ k in the above presentation is the standard k-th generator of the braid group B n (see Figure 2. 3). The braid τ k is a singular braid with a single singular point which involves the k-th strand and the (k + 1)-th strand (see Figure 2. 3).
From a singular braid β = (b 1 , . . . , b n ) one can construct a singular link, called the closure of β and denoted byβ, as follows. Let
In other words, ϕ 1 identifies (P, 0) with (P, 1) for all P ∈ R 2 . LetD denote the interior of the unit disk. We take a diffeomorphism ψ : R 2 →D and we extend it to a diffeomorphism ϕ 2 :
For instance, the map ψ can be defined by
Finally, we take a standard embedding ϕ 3 :D × S 1 → R 3 and we setβ = (ϕ 3 • ϕ 2 • ϕ 1 )(β). For instance, the map ϕ 3 can be defined by ϕ 3 (x, y, e 2iπt ) = ((2 + x) cos 2πt, (2 + x) sin 2πt, y) . An example of a closed singular braid is illustrated in Figure 2 .4.
The following theorem is known as the Alexander theorem for singular links, and can be proved with almost the same arguments as for the classical Alexander theorem. We give a proof here because it will be needed in the next sections to get the skein relation for our invariants. This proof is based on the sketch given by Birman in [2] .
Theorem 2.3 (Birman [2] ). Every singular link is a closed braid.
Proof. Let L be a singular link. We consider the projection π : R 3 → R 2 , (x, y, z) → (x, y) and we assume that π(L) is a link diagram. We also assume that (0, 0) ∈ π(L), so that the vertical
Up to isotopy, we assume that there exist intervals I 1 , . . . , I p in R 3 such that
2. I i ∩ I j is either empty or a single point which must be an extremity of both, I i and I j , for all 1 ≤ i = j ≤ p;
3. I i and d are not coplanar for any 1 ≤ i ≤ p;
Note that the above assumptions imply that L is piecewise linear but not smooth anymore. However, we can smooth the corners along the whole proof.
Let P be a crossing of π(L), and let I i and I j be the intervals such that P ∈ π(I i ) ∩ π(I j ). Let P i = (P, z i ) ∈ I i (resp. P j = (P, z j ) ∈ I j ) such that π(P i ) = P (resp. π(P j ) = P ). We say that P is an upper crossing of I i if z i > z j , that P is a lower crossing of I i if z i < z j , and that P is a singular crossing of I i if z i = z j . We say that an interval I i is an upper interval (resp. lower interval, singular interval) if all the crossings on I i are upper crossings (resp. lower crossings, singular crossings) of I i . We use the convention that I i is an upper interval if there is no crossing on it.
Without loss of generality, we can add the following assumption on the intervals. Figure 2 .5), and we say that I i is negative otherwise. From now on in the proof, all the isotopies we shall consider preserve Conditions (1) to (6) . We prove by induction on neg(L) that L is a closed braid.
Suppose neg(L) > 0. Let I i be a negative interval. By Condition (6), I i is either upper or lower (say it is upper). It is easily seen that there exists a flat triangle T embedded in R 3 such that T ∩ L = I i , and T ∩ d is a unique point in the interior of T (see Figure 2 .6). Let I i 1 and I i 2 be the other sides of T , and set
Clearly, we can choose T so that I i 1 and I i 2 are both upper and positive intervals. Then L ′ is isotopic to L, it satisfies Conditions (1) to (6), and neg(
Now, consider the set ⊔ +∞ n=1 SB n of all singular braids. We may often use the notation (β, n) to denote a braid β ∈ SB n in case we want to emphasize the number n of strands.
We say that two singular braids (α, n) and (β, m) are connected by a Markov move if either
• n = m, α = γ 1 γ 2 , and β = γ 2 γ 1 , for some γ 1 , γ 2 ∈ SB n ; or
• n = m + 1 and α = βσ ±1 n ; or • m = n + 1 and β = ασ ±1 m .
Theorem 2.4 (Gemein [5] ). Let (α, n) and (β, m) be two singular braids. Thenα andβ are isotopic if and only if (α, n) and (β, m) are connected by a finite sequence of Markov moves.
Singular Hecke algebras, Markov traces, and singular link invariants
Recall that K = C(q) denotes the field of rational functions on a variable q. We define the singular Hecke algebra H(SB n ) to be the quotient of the monoid algebra K[SB n ] by the relations
For d ≥ 0, we denote by S d B n the set of (isotopy classes of) singular braids on n strands with d singular points, and by
is the group algebra of B n . We have the graduation
The relations (3.1) that define the singular Hecke algebra involve only elements of degree zero, thus the graduation of K[SB n ] induces a graduation of H(SB n ):
where
It is known that H(B n ) has dimension n!, and has a basis B n which can be described as follows (see [7] ). For n ≥ 2 we set
Then B n is defined by induction on n by
The singular Hecke algebra H(SB n ) is not of finite dimension, but each subspace H(S d B n ) of the graduation is of finite dimension. Indeed:
Proposition 3.1. Let d ≥ 0, and let n ≥ 2. Let C d,n denote the set of singular braids of the form
Proof. Observe that the Hecke relation (3.1) implies that
Let i, j ∈ {1, . . . , n − 1} such that |i − j| = 1, and let a ≥ 1. We calculate σ 2 i τ a j in two ways. Firstly,
On the other hand, by Theorem 2.2, if i, j ∈ {1, . . . , n − 1} are such that |i − j| = 1, then
The equalities (3.2) and (3.3) show that every element of H(S d B n ) is a linear combination of elements of the form
and ω ∈ H(B n ). Now, since B n is a basis of H(B n ), we conclude that every element of H(S d B n ) is a linear combination of elements of the form
Lemma 3.2. Let i, j ∈ {1, . . . , n − 1} such that |i − j| = 1, and let a ≥ 1. Then
Proof. Recall the equality (3.2) in the proof of Proposition 3.1:
We multiply this equality on the right hand side by σ
Now, we apply twice (3.5) to σ i σ j τ a i and obtain
Remark. We do not know the dimension of
We turn now to the definition of a Markov trace, but, before, we make the following remark.
Remark. The basis B n of H(B n ) can be viewed as a subset of B n+1 . This implies that the natural embedding B n ֒→ B n+1 leads to an injective homomorphism H(B n ) ֒→ H(B n+1 ). In the case of the singular Hecke algebras, the natural embedding SB n ֒→ SB n+1 also leads to a homomorphism ι n : H(SB n ) → H(SB n+1 ), but we do not know whether this homomorphism is injective.
Let z be a new variable.
is defined to be a collection of K-linear maps
for all singular braids α ∈ S k B n and β ∈ S l B n such that k + l = d, and all n ≥ 1;
Define a Markov trace on the sequence {H(SB n )} +∞ n=1 to be a collection of K-linear maps
• tr n (αβ) = tr n (βα) for all singular braids α, β ∈ SB n , and all n ≥ 1;
• tr n+1 • ι n = tr n for all n ≥ 1;
• tr n+1 (ι n (β)σ n ) = z · tr n (β) for all β ∈ SB n and all n ≥ 1.
. So, both definitions of Markov traces are more or less equivalent. Now, since the number d of singular points can be fixed in our study, we will mainly consider Markov traces with a fixed number of singular points in the remainder.
Remark. We do not impose the condition tr 1 (1) = 1 in the above definitions because this condition has no real meaning in the context of singular braids. Moreover, without this condition, the Markov traces on
) form a K(z)-vector space. This will be of importance in the remainder.
Let L d denote the set of (isotopy classes of) singular links with d singular points. We fix a Markov
, and turn to define an invariant
We follow the same strategy as Jones in [7] .
Let π : SB n → H(SB n ) denote the natural map, and let ε : SB n → Z be the homomorphism defined by ε(σ i ) = 1 , ε(σ
We consider the following change of variables:
For a braid β ∈ S d B n we set
This is an element of K( √ y).
Proposition 3.3. Let (α, n) and (β, m) be two singular braids with d singular points. Ifα is isotopic toβ, then I T (α) = I T (β).
Proof. By Theorem 2.4, it suffices to consider the following cases:
1. n = m, and there exist
2. m = n + 1 and β = ασ n ;
3. m = n + 1 and β = ασ −1 n .
Suppose that n = m and there exist γ 1 ∈ S k B n , γ 2 ∈ S l B n such that k + l = d, α = γ 1 γ 2 , and β = γ 2 γ 1 . Then, by definition, we have tr d n (π(α)) = tr d n (π(β)) and ε(α) = ε(β), thus I T (α) = I T (β).
Suppose that m = n + 1 and β = ασ n . Then
Suppose that m = n + 1 and β = ασ −1 n . Recall the equality
For L ∈ L d , we choose a singular braid (β, n) such thatβ = L, and we set I T (L) = I T (β). By Proposition 3.3, I T (L) is a well-defined invariant.
Let A be an abelian group, let I : L d → A be an invariant, and let t, x ∈ A. We say that I satisfies the (t, x) skein relation if Now, we set
and we define tr
With these new notations I T (β) can be written 
i , and L 0 =β. On the other hand, the Hecke relation (3.1) implies
Define a Markov trace on the sequence {H(S d B n )} +∞ n=1 with coefficients in C( √ q, √ y) to be a collection of K-linear maps
• tr d n (αβ) = tr d n (βα) for all singular braids α ∈ S k B n and β ∈ S l B n such that k + l = d, and all n ≥ 1;
q . Now, the reverse of Proposition 3.4 is true in the following sense. with coefficients in C( √ q, √ y) such that I = I T .
Proof. Recall that π : SB n → H(SB n ) denotes the natural map, and that ε : SB n → Z is the homomorphism defined by ε(σ i ) = 1, ε(σ
Let α ∈ S k B n and β ∈ S l B n such that k + l = d, and let 1 ≤ i ≤ n − 1. By the (t, x) skein relation we have
Let α ∈ S k B n and β ∈ S l B n such that k + l = d. We have αβ = βα, thus
n =β, thus, by the (t, x) skein relation,
Let β ∈ S d B n . Since βσ n =β, we have I( (βσ n , n + 1)) = I( (β, n)), thus
Let α ∈ S k B n and β ∈ S l B n such that k + l = d, and let 1 ≤ i ≤ n − 1. By (3.6), we have
The relations (3.7), (3.8), and (3.9) imply that
with coefficients in C( √ q, √ y), and a direct calculation shows that I = I T .
The space of traces
For d ≥ 0, we denote by TR d the set of all traces on {H(
. This is a K(z)-vector space. Note also that the space of all traces on {H(SB n )} +∞ n=1 is the completion of TR = ⊕ +∞ d=0 TR d . We start our analysis recalling the following. Theorem 4.1 (Ocneanu [7] , [3] ). There exists a unique trace
such that tr 0 1 (1) = 1.
Corollary 4.2. TR 0 is a one-dimensional K(z)-vector space spanned by T 0 0 .
The above trace T 0 0 is called the Ocneanu trace. It will be a master piece in our study.
In this section we prove that TR d is of dimension d+1 and construct an explicit basis
We start with the definition of the Markov traces
It is easily seen from the presentation of SB n given in Theorem 2.2 that g d 0 and g d 1 are welldefined.
It is easily checked that Φ
for all ε, µ ∈ {0, 1}, and all d ≥ 1. 
Note that we also have
The following lemmas 4.4 to 4.6 are preliminaries to the proof of Theorem 4.3.
The submonoid of B n generated (as a monoid) by σ 1 , . . . , σ n−1 is called the positive braid monoid and is denoted by B + n . By [4] , it has a monoid presentation with generators σ 1 , . . . , σ n−1 and relations
Lemma 4.4. Let n ≥ 1, and let β ∈ B + n . Then
Proof. Let U n denote the Z[q]-submodule of H(B n ) spanned by B + n . We prove by induction on n ≥ 2 that U n is actually spanned as a Z[q]-module by B
Suppose n = 2. Then U 2 is spanned as a Z[q]-module by {σ a 1 ; a ≥ 0}. Now, the Hecke relation (3.1) implies that σ
, for all a ≥ 2 , thus U 2 is spanned by {1, σ 1 }.
n . We write β in the form
where β 0 , β 1 , . . . , β l ∈ B + n−1 , and prove that β ∈ V n by induction on l. The cases l = 0 and l = 1 are obvious. So, we can suppose that l ≥ 2. By induction (on n), we can assume that either
thus, by induction (on l), we have β ∈ V n . Now, we take β ∈ B + n and turn to prove that T 0 0 (β) ∈ Z[q, z]. We argue by induction on n.
Suppose n ≥ 2. By the above observation, we can assume that either β ∈ B
Lemma 4.5. Let 1 ≤ a ≤ n − 1, and let α, α ′ ∈ σ a+1 , . . . , σ n−1 + , where σ a+1 , . . . , σ n−1 + denotes the submonoid generated by σ a+1 , . . . , σ n−1 . Then
Proof. The first equality is a consequence of the following one
whose proof is left to the reader. The second equality follows from the first one and the Hecke relation (3.1).
The following lemma is a direct consequence of the previous one.
Lemma 4.6. Let 0 ≤ a, b ≤ n − 1, and let i 1 , . . . , i a ∈ {1, . . . , n − 1} such that
A direct calculation shows that
By Lemma 4.4, we have
, and, by Lemma 4.6,
otherwise .
This implies that
The main ingredient in the proof of Theorem 4.7 are the relations in H(SB n ) that will be proved in the following lemmas 4.8 to 4.11. We will prove Theorem 4.7 after these lemmas.
Lemma 4.8. Let i, j ∈ {1, . . . , n − 1} such that |i − j| = 1, and let a ≥ 1. Set
Proof. The equalities (4.1), (4.2), and (4.4) are proved in Section 3 (see (3.2), (3.5), (3.4)).
Since τ a i commutes with σ i − (q − 1), the equality (4.3) is a direct consequence of (4.2).
Lemma 4.9. Let i, j ∈ {1, . . . , n − 1} such that |i − j| = 1. Then B i j is invertible in H(B n ).
Proof. A direct calculation shows that
is the inverse of B i j .
Lemma 4.10. Let i, j ∈ {1, . . . , n − 1} such that |i − j| ≥ 2, and let a ≥ 1. Let
Proof. The equality (4.5) is a straightforward consequence of Theorem 2.2, and (4.6) can be easily proved with a direct calculation. So, it remains to prove (4.7).
First, we study the case where i = 1 and j = 3. We apply twice (4.2) to σ 1 σ 3 τ a 2 and obtain
Similarly,
By (4.8), we have τ a 1 ω 0 = τ a 3 ω 0 . A direct calculation shows that
Since τ 1 and τ 3 commute with σ 1 , it follows that
By Lemma 4.9, δ i j is invertible, and by (4.3), we have
Proof of Theorem 4.7. We fix once for all the number d ≥ 1 of singular points. We set
Then TR d can and will be viewed as the quotient of T R d by the following relations:
• (αβ, n) = (βα, n) for all α ∈ S k B n and β ∈ S l B n such that k + l = d, and all n ≥ 2;
• (β, n + 1) = (β, n) for all β ∈ S d B n and all n ≥ 2;
• (βσ n , n + 1) = z · (β, n) for all β ∈ S d B n and all n ≥ 2. Recall the basis B n of H(B n ) described in Section 3. For n ≥ 2 we set
, where 1 ≤ i j ≤ n−1 and a j ≥ 1 for 1 ≤ j ≤ l, a 1 + · · · + a l = d, and β ∈ B n , then we say that ω has a syllable length less or equal to l, and we write Syl(ω) ≤ l. We set Let 1 ≤ l ≤ d, and let 1 ≤ r ≤ l. Set ε = 2 if r is even, and ε = 1 if r is odd. Then we denote by E r,l,n the set of elements of D l,n of the form
where 1 ≤ i j ≤ n − 1 for r + 1 ≤ j ≤ l, and β ∈ B n . We set E r,l,∞ = ∪ +∞ n=2 E r,l,n .
Proof. For k ≥ 2, we denote by E ′ 1,l,n (k) the set of elements ω ∈ D l,n of the form ω = [τ
We prove that
. By (4.1), we have
It is easily checked by means of (4.2) and (4.5) that this element belongs to Span(
Now, for k ≥ 2, we denote by E ′ 2,l,n (k) the set of elements ω ∈ D l,n of the form ω = [τ
Using the same arguments as in the proof of (4.12), one can easily show that (4.14)
for all k ≥ 3. (Here we also need to use the fact that σ k commutes with τ 1 .) It follows that
Claim 2. Let l ≥ 3, and let 2 ≤ r ≤ l − 1. Then
Proof. Set ε = 2 if r is even, and ε = 1 if r is odd. For k ≥ 3, we denote by E ′ r+1,l,n (k) the set of elements ω ∈ D l,n of the form ω = [τ
Note that E ′ r+1,l,n (n − 1) = E r,l,n for all n ≥ 2.
Using the same arguments as in the proof of (4.12), one can easily show that
for all k ≥ 4. (Here we also need to use the fact that σ k commutes with τ 1 and τ 2 .) This implies that
Let ω ∈ E ′ r+1,l,∞ (3) be an element of the form ω = [τ
. Now, in order to prove Claim 2, it suffices to show that such an element belongs to Span(D l−1,∞ ∪ E r+1,l,∞ ).
Assume that r is odd. So,
By Lemma 4.11, we have
On the other hand, by Lemma 4.10,
Hence, by Lemma 4.10,
Now, assume that r is even. So
On the other hand, by Lemma 4.11,
Hence, by Lemma 4.8,
At this point, thanks to Claims 1 and 2, we have proved that
for all l ≥ 3.
Proof. It suffices to show that
for all n ≥ 4.
Set ε = 2 if l is even, and ε = 1 if l is odd. Let ω ∈ E l,l,n be an element of the form ω = [τ
, where β ∈ B n . By construction, either β ∈ B n−1 , or β = α 1 σ n−1 α 2 for some α 1 , α 2 ∈ B n−1 . If β ∈ B n−1 , then ω ∈ E l,l,n−1 . If β = α 1 σ n−1 α 2 for some α 1 , α 2 ∈ B n−1 , then
A direct calculation shows that we have
We set ε = 1 if l is odd, and ε = 2 if l is even. Let ω ∈ E l,l,3 . We write ω = [τ
Moreover, by Lemma 4.10,
At this point we have proved that
Now, let
Proof. One can easily prove using the same arguments as in the proof of Claim 1 that
On the other hand, using the same arguments as in the proof of Claim 3, it is easily seen that
[τ 1. We have tr n (αβ) = tr n (βα) for all α, β ∈ SB n , and all n ≥ 1.
2. Let ι n : H(SB n ) → H(SB n+1 ) be the morphism induced by the inclusion SB n ֒→ SB n+1 . Then tr n+1 • ι n = tr n for all n ≥ 1.
3. tr n+1 (ι n (ω)σ n ) = z · tr n (ω) for all ω ∈ H(SB n ), and all n ≥ 1.
4.
We have tr n (τ i ω) = X √ q · tr n (σ i ω) + Y · tr n (ω) for all ω ∈ H(SB n ), all n ≥ 2, and all 1 ≤ i ≤ n − 1.
Proof. Parts (1), (2) We turn now to prove (4). Let β ∈ S d B n . We write β in the form Recall from Section 3 that π : SB n → H(SB n ) denotes the natural map, and that ε : SB n → Z is the homomorphism defined by ε(σ i ) = 1 , ε(σ −1 i ) = −1 , ε(τ i ) = 0 , for 1 ≤ i ≤ n − 1 .
For β ∈ SB n , we setÎ
This is an element of C( √ q, √ y)[X, Y ].
Let A be an abelian group, let I : L → A be an invariant, and let X, Y ∈ A. We say that I satisfies the (X, Y ) desingularization relation if
for all singular links L X , L + , L 0 ∈ L that have the same link diagram except in the neighborhood of a crossing where they are like in Figure 5 .1. =Î(L X ) .
