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Abstract—Accurate statistical models of neural spike responses
can characterize the information carried by neural populations.
Yet, challenges in recording at the level of individual neurons
commonly results in relatively limited samples of spike counts,
which can lead to model overfitting. Moreover, current models
assume spike counts to be Poisson-distributed, which ignores
the fact that many neurons demonstrate over-dispersed spiking
behavior. The Negative Binomial Generalized Linear Model (NB-
GLM) provides a powerful tool for modeling over-dispersed spike
counts. However, maximum likelihood based standard NB-GLM
leads to unstable and inaccurate parameter estimations. Thus, we
propose a hierarchical parametric empirical Bayes method for es-
timating the parameters of the NB-GLM. Our method integrates
Generalized Linear Models (GLMs) and empirical Bayes theory
to: (1) effectively capture over-dispersion nature of spike counts
from retinal ganglion neural responses; (2) significantly reduce
mean square error of parameter estimations when compared to
maximum likelihood based method for NB-GLMs; (3) provide
an efficient alternative to fully Bayesian inference with low
computational cost for hierarchical models; and (4) give insightful
findings on both neural interactions and spiking behaviors of real
retina cells. We apply our approach to study both simulated data
and experimental neural data from the retina. The simulation
results indicate the new framework can efficiently and accurately
retrieve the weights of functional connections among neural
populations and predict mean spike counts. The results from the
retinal datasets demonstrate the proposed method outperforms
both standard Poisson and Negative Binomial GLMs in terms of
the predictive log-likelihood of held-out data.
I. INTRODUCTION
UNDERSTANDING functional connectivity among neu-rons is vital to deducing how populations of neurons pro-
cess information. Functional connectivity focuses on statistical
dependencies between neural time series (e.g., spike counts,
membrane potential, local field potential, EEG and fMRI) [1–
4]. With the recent increase in accessibility of datasets con-
taining spiking activities from large-scale neural populations, it
is now possible to test the effectiveness of different methods
for extracting functional dependences at the neuronal level.
Here, we consider the problem of recovering the connectivity
between neurons in a network merely by observing their
simultaneous spiking activity (e.g., spike counts).
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Two of the most commonly used models for simultaneously
recorded spiking activity are the Generalized Linear Models
(GLMs) [5–9] and Latent Variable Models (LVMs) [10–
14]. In the supervised setting, GLMs have used stimuli and
spiking histories as covariates driving the spiking of a neural
population [15]. Also GLMs are closely related to the well-
known Hawkes process model [16], which has similarly been
used extensively for network inference [17–20]. The GLM
essentially introduces a nonlinearity to the Hawkes process
that ensures positive rates and allows for super- or sub-linear
influences between nodes. In the unsupervised setting, LVMs
focus on extracting a low-dimensional, smooth, and time-
evolving latent structure that can capture the variability of
the recorded data, both temporally and spatially. However,
in both these settings, the spike counts in each time bin are
often assumed to be conditionally Poisson, given the shared
signal [21]. While the Poisson assumption gives algorithmic
conveniences, it implies the conditional mean and variance
of spike counts are equal. This ignores the fact that in some
cases the variance of spike counts could be much larger than its
mean [22, 23], that is, the data is over-dispersed. The Negative
Binomial (NB) model has been proposed as a solution to
handling over-dispersed spike counts [24, 25]. Here we intend
to extract functional dependences among neurons and give
insights over neural interactions. Thus, NB-GLM is a natural
extension to achieve this goal, while simultaneously capturing
the over-dispersion of each neuron.
Despite the ease of implementation of maximum likelihood
estimation for the NB-GLM, when the recorded length of
spike-train data is short, and a large number of neurons
are recorded simultaneously, the accuracy of the estimated
coefficients using GLMs with NB responses is low [2, 3, 26].
Unfortunately, in typical experimental settings, we cannot
obtain long sequences of high-quality neural data due to (i) the
short lifetime of some neurons, (ii) the limited viable time of
recording materials and (iii) the micro-movement of recording
electrodes during an activity of the animal [27]. Hence, the size
of dataset is often small, be that either due to the length of the
experiment or even the need for real-time inference [28–30]. In
this case, the maximum likelihood estimator of the parameters
in the NB distribution leads to a large mean square error
(MSE) under a standard GLM. To alleviate this problem, one
can employ regularization priors in the form of a hierarchical
model, as a means to trade off between bias and variance. The
key challenges of hierarchical modeling are how to flexibly
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design prior structures and efficiently solve the non-trivial
inference problem, which are main focuses of our work.
In this paper, we propose a hierarchical empirical Bayes
estimator for the probability parameters of NB-GLM, which
helps to model Short Over-Dispersed Spike-Counts (we call
“SODS”). Finally, it can capture accurate spiking behavior of
neurons and meanwhile recover functional connectivity under
the GLM framework. Our hierarchical framework places a
prior distribution on the parameters of the NB distribution,
which can be estimated using empirical Bayes. The hyperpa-
rameters of the prior distribution are estimated using maximum
marginal likelihood methods. The estimated value can then be
used to obtain the mean spike counts. In summary, our main
contributions are four-fold:
1) Provide a hierarchical extension of the NB-GLM for
modeling the statistical dependences among neural re-
sponses including a flexible link function;
2) Develop an efficient empirical Bayes method for infer-
ence of the hierarchical NB-GLM parameters;
3) Present more accurate prediction performance on retinal
ganglion cells compared with state-of-the-art methods;
4) Give insightful findings on both neural interactions and
spiking behaviors of real retina cells.
Generally, this paper is organized as follows. In Section II,
we review the properties of the Negative Binomial Distribution
and the differences between full and empirical Bayes ap-
proaches. In Section III, we introduce the SODS . Section IV
discusses parameter estimations in SODS , via numerical
optimization of the maximum marginal likelihood, and the
roles of these parameters. Results for both simulated and
experimental data are presented in Section V. Discussion of
our contributions and findings are concluded in Section VI.
II. REVIEW
A. Negative Binomial Distribution
A discrete random variable Y follows the Negative Binomial
distribution NB(r, θ), with shape parameter r and probability
parameter θ, if
P (Y = y) =
(
r + y − 1
y
)
θr(1− θ)y. (1)
This can be seen as a extension of the Poisson distribution
Poisson(λ), in which the rate parameter λ is generated from
the Gamma distribution:
Y | λ ∼ Poisson(λ), (2)
λ | r, θ ∼ Gamma
(
r,
θ
1− θ
)
. (3)
Recall that Y ∼ Poisson(λ) if P (Y = y) = λyy! e−λ, and
λ ∼ Gamma(r, φ) if p(λ) = λr−1φr exp(−λφ)Γ(r) . The mean
and variance of the NB distribution are E[Y ] = (1−θ)rθ and
Var[Y ] = (1−θ)rθ2 , which has Var[Y ] > E[Y ] since 0 < θ < 1.
Figure 1 (a) shows the relationship between variance and
mean of Negative Binomial and Poisson distributions. The
variance of the NB distribution is larger than the mean, which
shows super-Poisson variability [23, 31]. Figure 1 (b) shows
the probability mass function of NB distribution with different
combinations of parameters r and θ.
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Fig. 1. (a) The relationship between variance and mean of Poisson and
Negative Binomial distributions. Negative Binomial shows super-Poisson
variability (variance larger than mean). (b) The probability density function
of NB distribution with different parameters (θ = {0.1, 0.2}, r = {2, 3, 4}).
B. Fully Bayesian and Empirical Bayes Inference
Functional connectivity is modeled as an input-output sys-
tem, which links the Negative Binomial output and spiking
activities of input neurons via a hierarchical model. In the
hierarchical setting, we use either fully Bayesian inference
or empirical Bayes to estimate the model parameters. Fully
Bayesian inference assumes specific hyperprior over the hy-
perparameters, which need to be integrated out. As we often
cannot obtain the closed form of this marginalization, fully
Bayesian inference requires a sampling strategy to approxi-
mate this distribution. Correspondingly, this comes at a high
computational cost, especially for high-dimensional data [32].
On the other hand, the empirical Bayes inference sets the
parameters in the highest level of the hierarchical model with
their most likely value. Setting the hyperparameters by maxi-
mizing the marginal likelihood function incurs a much lower
computational cost. Hence, by combining empirical Bayes
with the Negative Binomial GLM we can produce an estimator
for the parameters of the Negative Binomial distribution which
should efficiently handle both over-dispersion and smaller
data-sets. The key is to establish a network model in this
framework and still capture super-Poisson spiking behavior.
III. PROPOSED METHOD
A. Hierarchical Negative Binomial Model
Figure. 2 (a) illustrates a demo of simple network consid-
ered in this work. We represent functional dependences in
this graph with the connection strengths (weights) between
neurons. Note that we can use input neurons’ spiking activities
(e.g., neurons #2: x1(t), #3: x2(t), #4: x3(t), #5: x4(t)) as
regressors to predict an output neuron’s spike counts (e.g.,
neuron #1: y(t)). Figure. 2 (b) presents neuron #1 and #5 have
excitatory and inhibitory effects on neuron #3 via a flexible
link function and a NB distribution model, respectively. The
accurate modeling of both link functions and the NB model
can help to effectively retrieve intrinsic coupling strengths.
Let Yij be the spike counts recorded from the jth experi-
mental trial at time i. We assume that {Yi}Ki=1 are generated
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Fig. 2. (a) A simple network model considered in our work, with excitatory
and inhibitory effects and generates NB spiking behavior. (b) A illustration of
neuron #1 and #5 have effects on #3 through a flexible link function and then
a NB distribution. The observed data are multiple spike-train data recorded
simultaneously, which are presented as x1:4(t) and y(t). Each gray line in x
and y signals indicates one spike obtained.
from the Negative Binomial distribution (with shape parameter
r and probability parameter θi):
Yij | r, θi ∼ NB(r, θi). (4)
We use the beta distribution, the conjugate prior of the
Negative Binomial distribution, as the prior for θi:
θi ∼ Beta(αi, βi), (5)
i.e.,
p(θi) =
θαi−1i (1− θi)βi−1
B(αi, βi)
,
where αi, βi are the hyperparameters, and
B(αi, βi) =
∫ 1
0
xαi−1(1− x)βi−1dx = Γ(αi)Γ(βi)
Γ(αi + βi)
, (6)
is the beta function, and Γ(t) is the Gamma function.
We introduce the hyperparameter σ ≡ αi + βi, which can
be interpreted as a precision parameter that reflects the degree
of prior belief in the GLM, and is fixed across different
time bins. The prior mean is µi ≡ E(θi|αi, βi) = αiσ , and
αi = σµi, βi = σ(1 − µi). We can thus determine the beta
distribution by learning µi and σ. In particular, we learn µi
by using a Generalized Linear Model (GLM) with the mean
counts of input neurons at the previous time step (xi−1) (see
graphical model in Figure. 3). A vector of functional weights,
ω, capture the directed effects of input neurons on the output
neuron. µi is modeled as:
g(µi) = x
>
i−1ω. (7)
Normally, the link function g(·) is predefined using specific
form such as log, logit, probit, identity, and log− log [33].
However, we do not want to constrain the link function to be
a fixed form. Hence, we propose a family of link functions
governed by a hyperparameter, γ, such that,
g (µi,γ) = log
(
(1− µi)−γ − 1
γ
)
. (8)
We design this link family with three considerations: (1) it can
represent many widely used link functions. For instance, the
logit function when γ = 1, the complementary log− log link
function when γ ≈ 0, and the log function if γ = −1; (2) It
should constrain the prior mean, modeled as the mean value of
the probability parameter, to µi > 0 and (3) it can be inversed
and provide gradients for hyperparameters γ and ω (discussed
in Section IV-A) easily. Note that the hyperparameter γ, is
a flexible parameter which determines the specific form of
the link function, g(·), therefore ensuring the flexibility of the
nonlinear transformation from the regressors to the output.
Denoting the inverse link function by g−1
(
x>i−1ω,γ
)
.
Thus, the prior mean becomes
µi = g
−1 (x>i−1ω,γ) = 1− (γex>i−1ω + 1)− 1γ . (9)
In the subsequent paragraphs, we let ζ ≡ {r,ω,σ,γ} denote
all the model parameters.
Table I provides a complete summary of all the variables
used in the “SODS” estimator.
TABLE I
SUMMARY OF VARIABLE DEFINITIONS.
Variable Definition
yij Spike counts of j-th trial at i-th time bin
xi−1 Vector of regressors at (i-1)-th time step
λi Mean of Poisson distribution (firing rate of neurons)
θi Probability parameter of Negative Binomial distribution
r # failures in Negative Binomial distribution
αi, βi Parameters of beta distribution
σ Degree of freedom of prior distribution (σ ≡ αi + βi)
ω Vector of weights
g(·) Family of link functions
γ Parameter determining specific form of link function
µi Mean of prior distribution
ni Number of trials at i-th time bin
y¯i Mean spike counts across all trials
pii Weight of the observation component in our estimator
K Data length (the total number of bins)
Ai, Bij , Cij Components of the gradients
p Element number of ω
N Total number of neurons
ζ (r,ω,σ,γ)
k Vector of Lagrangian coefficients
m Variable number from 1 to N + 3
d Vector of search direction
∆t Step length of iteration
Figure. 3 shows the graphical model of the proposed hierar-
chical structure. The observation data are Yi and xi−1; µi and
θi are latent variables; ζ ≡ {r,ω,σ,γ} are global parameters,
which are consistent across all time steps.
B. Empirical Bayes Estimator: SODS
First, we study the posterior distribution of θi. As the Beta
distribution is the conjugate prior of the Negative Binomial
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Fig. 3. Graphical representation of the proposed model. The prior mean µi
is formed from the GLM of the input regressors xi−1, the weight vector
ω, and link function parameterized by γ. µi is the mean of the beta prior
of NB probability parameter θi. σ is the degree of freedom of the prior
beta distribution. Finally, θi, together with the shape parameter for the NB
distribution r, generate the observed spike counts Yi. Shaded nodes xi−1 and
Yi denote observed random variables; µi and θi are latent random variables.
r, ω, σ, and γ are hyperparameters. The rectangular box is “plate notation”,
which denotes replication.
likelihood function, the posterior distribution of θi given Yij =
yij follows the beta distribution [24]:
θi | yij ∼ Beta
(
σµi + nir,σ (1− µi) + niyi
)
, (10)
where ni is the number of trials in the ith time bin, and yi is
the mean count across all training trials at bin i. Substituting
(9) into (10), we get
θi | yij , ζ ∼ Beta(σg−1(x>i−1ω,γ) + nir,
σ(1− g−1(x>i−1ω,γ)) + niyi). (11)
We take the mean of this posterior distribution as the estimator
for θi, we call this estimator derived from our model as
“SODS” estimator, and denoted as θSODS:
θSODSi = E(θi | yij , ζ) =
nir + σg
−1(x>i−1ω,γ)
nir + niyi + σ
, (12)
which can be rewritten as
θSODSi = pii
(
r
r + yi
)
+ (1− pii)g−1(x>i−1ω,γ), (13)
where pii =
r+yi
r+yi+σ/ni
∈ (0, 1). Hence, θSODSi is a convex
combination of the data-driven estimate of θi and the prior
mean of the GLM. We can consider pii as the parameter to
achieve a trade-off between bias and variance. σ can be viewed
as a precision parameter. When σ → 0, thus pii → 1, it results
in θSODSi only reflecting the observed data. When σ → ∞,
thus pii → 0, the estimator reduces to be standard Negative
Binomial GLM, which links the probability parameter with
the input regressors via a link function:
E(θi | yij , ζ) = g−1(x>i−1ω,γ). (14)
With the estimator θSODSi , the mean spike counts can then
be obtained from Eq. (1):
E[Yi|θSODSi ] = r
( 1
θSODSi
− 1
)
= r
niyi + σ − σg−1
(
x>i−1ω,γ
)
nir + σg−1
(
x>i−1ω,γ
) . (15)
IV. MAXIMUM MARGINAL LIKELIHOOD
θSODS depends on ζ ≡ {r,ω,σ,γ}. To estimate ζ, we use
the empirical Bayes approach. We first derive the marginal
likelihood function, where the marginal distribution is the
spike counts conditioned only on the hyperparameters. We
then optimize the marginal likelihood using gradient-based
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm.
Finally, we discuss the roles of model parameters in our model
and how to use prior knowledge to set the initial value to give
more stable and accurate optimization results.
Since using the maximum marginal likelihood approach
does not include any assumptions on the hyperparameters,
we have the benefit of relatively low computational cost
for estimating high-dimensional parameters. To derive the
marginal likelihood, we need to integrated out the probability
parameter θi, as p(yij) =
∫
p(θi)p(yij | θi)dθi. Reformulating
the Negative Binomial likelihood as,
p(yij | θi) = Γ(r + yij)
Γ(yij + 1)Γ(r)
θri (1− θi)yij
=
Γ(r + yij)
Γ(yij)Γ(r)
Γ(yij)
Γ(yij + 1)
θri (1− θi)yij
=
θri (1− θi)yij
B(r, yij)yij
, (16)
then, the marginal likelihood is
p(yij) =
∫ 1
0
p(θi)
θri (1− θi)yij
B(r, yij)yij
dθi
=
1
B(r, yij)B(αi, βi)yij
∫ 1
0
θr+αi−1i (1− θi)yij+βi−1dθi
=
B(r + αi, yij + βi)
B(r, yij)B(αi, βi)yij
. (17)
Substituting αi and βi into Eq. 17 with αi = σg−1(x>i−1ω,γ),
βi = σ −σg−1(x>i−1ω,γ), the marginal density of the spike
counts conditioned on ζ is
pi(yij |ζ) =
B
(
r + σg−1(x>i−1ω,γ), yij + σ − σg−1(x>i−1ω,γ)
)
B(r, yij)B
(
σg−1(x>i−1ω,γ),σ − σg−1(x>i−1ω,γ)
)
yij
,
and conditioning on yij , the log marginal likelihood `(ζ) =∑K
i=1
∑ni
j=1 log pi(yij) of the conditional posterior is
`(ζ) ∝
K∑
i=1
ni∑
j=1
[
log Γ
(
r + σg−1(x>i−1ω,γ)
)
+ log Γ(r + yij)
+ log Γ(σ)− log Γ(r + yij + σ)− log Γ(r)
+ log Γ
(
yij + σ − σg−1(x>i−1ω,γ)
)
− log Γ
(
σ − σg−1(x>i−1ω,γ)
)
− log Γ
(
σg−1(x>i−1ω,γ)
)]
. (18)
r,ω,σ and γ can then be obtained by maximizing Eq. (18).
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A. Optimization of Hyperparameters
In hierarchical modeling, it is hard to obtain closed-forms
for the estimators. Thus, we use numerical maximization.
Here, we need to approximate the Hessian matrix at each
iteration, which is achieved by applying use the Quasi-Newton
method to the approximation of the Hessian matrix. Specifi-
cally, BFGS [34] was used to approximate the Hessian matrix
at each iteration. We derive the gradients w.r.t. r,ω,σ,γ as
∂`(ζ)
∂r
=
K∑
i=1
ni∑
j=1
{Ψ [r + σg−1(x>i−1ω,γ)]+ Ψ(r + yij)
−Ψ(r + yij + σ)−Ψ(r)}
∂`(ζ)
∂ωp
= σ
K∑
i=1
ni∑
j=1
∂g−1(x>i−1ω,γ)
∂ωp
(Ai −Bij)
∂`(ζ)
∂σ
=
K∑
i=1
ni∑
j=1
{
Aig
−1(x>i−1ω,γ)
+Bij
[
1− g−1(x>i−1ω,γ)
]
+ Cij
}
∂`(ζ)
∂γ
=
K∑
i=1
ni∑
j=1
∂g−1(x>i−1ω,γ)
∂γ
(Ai −Bij) , (19)
where
Ai = Ψ
(
r + σg−1(x>i−1ω,γ)
)−Ψ (σg−1(x>i−1ω,γ))
Bij = Ψ
(
yij + σ − σg−1(x>i−1ω,γ)
)
− Ψ (σ − σg−1(x>i−1ω,γ))
Cij = Ψ(σ)−Ψ(r + yij + σ), (20)
Ψ(x) = ∂ log Γ(x)∂x is the digamma function, ωp is the individual
element in the vector ω with p = (1, 2, . . . , N) and N is the
number of involved neurons. Moreover, in (19), the ease of
implementation of gradients calculations give
∂g−1
(
x>i−1ω,γ
)
∂ωp
= xpe
x>i−1ω
(
γex
>
i−1ω + 1
)− 1
γ
−1
∂g−1
(
x>i−1ω,γ
)
∂γ
= −
(
γex
>
i−1ω + 1
)− 1
γ
 log
(
γex
>
i−1ω + 1
)
γ2
− e
x>i−1ω
γ(γex
>
i−1ω + 1)
 .
However, during optimizations, we found sometimes γ will
have negative value (<0), while a probability parameter should
be within [0, 1]. To solve this problem, we further enforce the
constraint γ > 0 using Sequential Quadratic Programming
(SQP ) [35], applying both SQP and the Quasi-Newton
method at each updating step. In SQP , to form a quadratic
program and find a line search direction by minimizing the
quadratic subproblem We form a Lagrangian function with all
the hyperparameters ζ = {r,ω,σ,γ}, as
L(ζ,k) = `(ζ) +
N+3∑
m=1
kmζm, (21)
where, k = {k1, k2, . . . , kN+3} are the Lagrangian coeffi-
cients, and ζm is the element in ζ. The total number of
parameters to be estimated is N + 3, where N (the number of
neurons involved in the network) is equivalent to the length
of vector ω and (r,σ,γ) are the other three parameters. We
then form the quadratic programming subproblem
min
d∈Rd
∇`>(ζ)d + 1
2
d>∇2L(ζ,k)d,
s.t. ∇ζ>md+ ζm ≤ 0, m = 1, . . . , N + 3. (22)
These quadratic problems are solved using an active-set algo-
rithm [36]. At each iteration step t, we find the linear search
direction d, and then use a line search procedure to find the
step length parameter, ∆, which achieves a sufficient decrease
in the merit function fm(ζ(t) + ∆t · d(t)) < fm(ζ(t))[37].
We update the group parameters ζ until converged as below
ζ(t+ 1) = ζ(t) + ∆t · d(t). (23)
B. The Role of the Hyperparameters
The parameters in the “SODS” estimator play different
roles in explaining the neural spike train dataset. In this section
we discuss each of them in turn, and present rules to tune the
initial values used in the optimization procedure, in order to
improve the estimation efficiently.
• r is the shape parameter for Negative Binomial response.
Physically, it controls underlying firing rates of neurons.
In real situations, the actual firing rate of the underlying
neural population may not be very high, such as in
hippocampal areas. In this case, to get reasonable mean
spike counts, we should make sure the initial value of r
is small, as this helps the spike count observations match
the low firing rates. Accordingly, if we believe a brain
area has a high firing rate, such as in the motor cortex,
we can initialize r to a higher value. In Figure. 4, we keep
the same probability parameter, and show the influence
of different values of r on the spike counts. The results
indicate that for the Negative Binomial distribution, larger
values of r give larger spike counts.
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Fig. 4. Negative Binomial distribution with different r and the same θ. Larger
r leads to higher probability to generate large counts value.
? ω is a vector of coupling weights, which help to capture
the directed effects of input neurons on the output neuron.
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It is the core part to introduce functional connectivity into
our hierarchical model. This vector can also include other
factors such as the spiking history of the output neuron
or external stimuli e.g., if we have prior knowledge, for
instance the pixels of an image shown to excite the retinal
neurons. These weights can be positive or negative, which
can be explained as neurons having either an excitatory
or inhibitory effect on the output neuron. In section V-A,
using simulated data, we test the ability of proposed
estimator to capture these excitatory and inhibitory effects
of functional connectivity. The initial values of elements
in ω are randomly chosen from (-1,1).
• σ is the degrees of freedom of the beta distribution. It
controls the balance between our limited data sample
and prior knowledge. From Eq. (13), we can see our
proposed estimator is the weighted combination of the
observed data θobsi =
r
r+yi
and standard GLM estimation
θGLMi = g
−1 (x>i−1ω,γ). The weights of each compo-
nent are pii =
nir+niyi
nir+niyi+σ
and 1 − pii = σnir+niyi+σ .
Thus, if σ is large, the proposed method is close to the
GLM of the prior mean; when it is small, the estimator
is approaching the observed data. The initial value of σ
should be determined by the number of trials ni, such
that, the more trials we have, smaller σ should be, which
means more confidence we can have in the observed data.
• γ conveys the nonlinear effects of input neurons on the
output neurons, which selects the best fit link function for
the dataset. When γ = 1, it is the commonly used logit
function; when γ ≈ 0, it becomes the complementary
log − log link function; and when γ = −1, it is log
link function. Regularly, GLMs choose the link function
by specifying a parametric link, our work, however, de-
termines the unknown parameter automatically. Learning
from the dataset itself allows our approach to automati-
cally select a suitable link function. The initial value of
γ is determined so as to result in relatively low firing
rate, which has empirically been shown to give good
performance for spike count prediction.
We summarize the derivation of the “SODS” estimator and
the mean spike counts in Algorithm 1, which shows the steps
for empirical Bayes inference on our hierarchical model.
V. RESULTS
In this section, we test our framework on both simulated
and experimental recordings. The simulated data is generated
via the process outlined in Figure. 3, and the general setting up
of simulations is listed in Table. II. The experimental datasets
are 4 retinal datasets taken from visual experiments, each with
different numbers of neurons [38]. We use them to validate the
stability and fitness of our model for neural recordings.
A. Simulated Data
The hyperparameters r,ω,σ,γ were given different com-
binations for comparison. The range of configurations of the
parameters tested for the simulated data are shown in the
Table II, where Ns is the number of simulated trials, N is
the number of neurons in our simulation, and K represents
Algorithm 1 The Hierarchical Parametric Empirical Bayes
Framework for Short Over-Dispersed Spike-Counts
Input: xi−1 = [xi−1,1, xi−1,2, . . . , xi−1,N ]> and yij
(i = 1, ...,K and j = 1, ..., ni).
Output: E(θi | r,ω,σ,γ) and E[Yij |θi].
1: Initialize r,ω,σ,γ based on Section IV-B.
2: Form the linear regressors ηi = x>i−1ω.
3: Form the link function ηi = g(ui,γ) based on Eq. (8).
4: Derive the prior information as ui = g−1(x>i−1ω,γ).
5: Construct the beta Negative Binomial log marginal likeli-
hood function as Eq. (18).
6: repeat
7: Compute gradients of hyperparameters using Eq. (19)
∇`(r,ω,σ,γ) =
( ∂`
∂r
,
∂`
∂ωp
,
∂`
∂σ
,
∂`
∂γ
)
.
8: Apply BFGS to update Hessian matrix of Lagrangian
function in Eq. (21). We denote it as ∇2L(ζ,k).
9: Solve SQP sub-problem with active-set algorithm
min
d∈Rd
∇`>(ζ)d + 1
2
d>∇2L(ζ,k)d,
s.t. ∇ζ>md+ ζm ≤ 0, m = 1, . . . , N + 3.
10: Choose ∆t so that merit function achieves
fm(ζ(t) + ∆t · d(t)) < fm(ζ(t))
11: Update
ζ(t+ 1) = ζ(t) + ∆t · d(t).
12: until convergence |∇`>(ζ(t+ 1))ζ(t+ 1)| < 1× 10−8
13: Calculate the empirical Bayes estimation of probability
parameter E(θi | r,ω,σ,γ) from Eq. (12) as
θSODSi = E(θi|r,ω,σ,γ) =
nir + σg
−1 (xi−1>ω,γ)
nir + niyi + σ
.
14: Obtain the mean spike counts based on Eq. (1):
E[Yij |θi] = r
(
niyi + σ − σg−1 (xi−1>ω,γ)
nir + σg−1 (xi−1>ω,γ)
)
.
the data length (bins) of each time series in the training
dataset. The spike counts of output neuron is sampled from
Negative Binomial model. Depending on the combination of
these parameters we can provide different types of observed
spike counts. Basically, we conducted two simulation tests:
• Interaction estimation. We randomly assigned excitatory
(ω > 0) or inhibitory weights (ω < 0) to the neural
population. Our goal was to identify whether we could
recover the weights of the interactions accurately.
• Performance of the “SODS” estimator. In the simulation
process, we have the underlying truth regarding the mean
spike counts based on Eq. (1), E[Yi|θi] = r( 1θi − 1).
We tested the performance of the “SODS” estimator by
calculating MSE with this true value.
Table III, IV and V show comparisons of the MSE of the
standard Negative Binomial GLM and the “SODS” model,
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TABLE II
SETS OF THE PARAMETERS USED FOR THE SIMULATION.
Ns N K ω r σ γ
(# of simulated trials) (# of neurons) (data length) (weights) (shape parameter of NB) (degrees of freedom) (link function)
1, 10, 20, 50, 100 10, 20, 50 100, 500, 1000, 1500, 2000 (-1,+1) 1, 3, 5 50, 100, 200 1, 3, 5, 7, 9
with different parameter settings. For example, in Table III,
each model is trained using a training set of length K and
then tested by computing the MSE between the mean spike
counts and the true value for a testing trial of same data
length. The results are averaged across 50 randomly selected
initializations of unknown parameters. The link function of
the NB-GLM was selected as the probit function, we have
compared the performance of different link functions (results
not shown) such as log, logit, probit, identity, and log− log,
and found in most cases the probit gives the best performance.
For simplicity, we demonstrate results of standard NB-GLM
with the probit link function.
TABLE III
MEAN SQUARE ERROR COMPARISON OF THE NEGATIVE BINOMIAL GLM
AND SODS MODEL FOR N = 20, r = 5, σ = 50, γ = 7.
NB-GLM
K = 100 K = 500 K = 1000 K = 2000SODS Model
Ns = 10
1.432 0.497 0.450 0.380
1.230 0.383 0.255 0.190
Ns = 50
1.450 0.292 0.062 0.050
0.731 0.204 0.052 0.047
Ns = 100
0.640 0.056 0.049 0.032
0.428 0.048 0.047 0.032
TABLE IV
MEAN SQUARE ERROR COMPARISON OF THE NEGATIVE BINOMIAL GLM
AND SODS MODEL FOR Ns = 50, K = 500, r = 5, σ = 50.
NB-GLM
γ = 1 γ = 3 γ = 5 γ = 7 γ = 9SODS Model
N = 10 0.129 0.132 0.137 0.145 0.1870.090 0.090 0.092 0.103 0.173
N = 20 0.234 0.265 0.274 0.292 0.3540.165 0.175 0.184 0.204 0.320
N = 50 0.562 0.605 0.680 0.756 1.2520.407 0.421 0.430 0.450 0.950
TABLE V
MEAN SQUARE ERROR COMPARISON OF THE NEGATIVE BINOMIAL GLM
AND SODS MODEL FOR N = 20, Ns = 50, K = 500, γ = 7.
NB-GLM
σ = 50 σ = 100 σ= 200SODS Model
r = 1 0.049 0.102 0.6370.021 0.080 0.492
r = 3 0.224 0.265 0.7740.125 0.213 0.684
r = 5 0.292 0.455 1.5800.204 0.321 0.912
Comparing the configurations in Table III we find, as would
be expected, increasing Ns and K gives a better estimation.
When the number of training samples is large the two models
have similarly good performances on the simulated data,
however, when the number of samples decreases the SODS
outperforms standard Negative Binomial GLMs. Table IV
shows that more neurons and larger γ decrease estimation
accuracy, but SODS model still consistently outperforms NB-
GLM. In Table V, it is expected to see the increased MSE with
larger r and σ since larger r leads to more possible values of
spike counts and larger σ leads to more degrees of freedom.
The left panel of Figure. 5 shows the MSE with error bars of
SODS with different number of training trials (Ns) and data
lengths (K). 10 training trials and 1000 data length already
give relatively small MSE. The scatter plot in the right panel
of Figure. 5 provides us with a clear view of the comparison
between true and estimated mean spike counts.
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Fig. 5. Goodness-of-fit for simulated data - left panel: the mean square error
across data lengths (K) for different numbers of trials (Ns = {1, 10, 20});
right panel: scatter plot of estimated mean spike counts and true mean spike
counts with 1000 time bins. Each gray dot is one spike count value.
Next, we tested the accuracy of the estimation of the weights
ω describing the directed effect of the input neurons on
the output neuron. We explored the effect of different data
lengths on the BFGS method which was applied to maximize
the log marginal likelihood. The results shown in Figure. 6
are taken for several different combinations of the parameter
configurations in Table II, as we can see: (1) the relative
standard error is large when the actual weights are close to
0; and (2) 1,000 bins is sufficient to provide accurate and
efficient weight estimations, which is consistent with results
in shown in the Figure. 5.
B. Experimental Data
The experimental data used here is taken from multi-
unit recordings of retinal ganglion cells from the ret− 1
database [38], curated at CRCNS.org. This database has
single-unit neural responses recorded from isolated retina
from mice using a 61-electrode array in response to various
visual stimuli. It aims to learn how different visual stimuli
influence the spiking activity of retina cells. For population
activity, network models using GLM framework are quite
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Fig. 6. Scatter plots of estimated weights of a 20-neuron network with
different number of data points in each trial (total 10 trials, data length K
= 100, 500, 1000, 2000). Different colors indicate different neurons. The size
of the ball shows the relative standard error (standard error/mean value). The
initial values of the weights to be optimized was selected randomly from -1
to 1 and simulated 20 times. 1000 bins is sufficient to achieve accurate and
stable estimations of coupling weights inside neural network.
popular [2, 4, 7]. We test our framework with state-of-the-
art methods on 4 datasets containing 37, 26, 15, and 14
neurons, respectively. The experimental data (spike counts)
were binned into 16 ms. This bin size is a trade-off between
how finely time is discretized and the computational costs.
From each experimental dataset we created 5 random training
and testing splits with all experimental trials, 4 splits were
used for training and 1 split was used for testing with 5-fold
cross validation performed. The training dataset was used to
estimate the unknown parameters r,ω,σ,γ, and θSODSi . We
then used the SODS model to compute the log-likelihoods of
the held-out test data versus both the standard Poisson GLM
and Negative Binomial GLM.
Figures 7 and 8 show the percentage increase in the log-
likelihood of the SODS model over the Poisson GLM and
Negative Binomial GLM for each of the datasets. We denote
`SODS, `NB, `Poisson as the predictive log-likelihoods of each
model. The percentage log-likelihood increase is calculated
by `SODS−`NB|`NB| ×100% and `SODS−`Poisson|`Poisson| ×100%. In Figure 7
and 8, a positive percentage value indicates an improvement
in the predictive log-likelihood for the held-out data of the
SODS compared to the comparative method and conversely a
negative value indicates a decrease in predictive log-likelihood.
The majority of results (between 62% and 100% of neurons
in each dataset) present higher prediction log-likelihoods for
the test data when using the SODS model. Notably, the
improvement offered by the SODS model is larger when
compared with the Poisson GLM than when compared with
the Negative Binomial GLM, indicating that the datasets
analyzed do indeed exhibit over-dispersion property. However,
when compared with the Negative Binomial GLM, the SODS
still offered an increase in performance for a similar number
of recorded neurons as for the Poisson GLM. This is despite
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Fig. 7. SODS compared with Negative Binomial GLM: error bar of the
percentage increase in predictive log likelihood (testing set) of all neurons in
dataset (a) #62413 (37 neurons); (b) #62423 (26 neurons); (c) #62814 (15
neurons); (d) #62871 (14 neurons). The neuron ID in each dataset is sorted
according to the improvements of prediction performance.
the Negative Binomial GLM having the same assumption on
the observed spike counts as our SODS model.
Figure 9 shows the network weights estimated using SODS
for two experimental datasets. Around 60% of total weights
strength are positive ( |ω+||ω+|+|ω−| ) in #62814 dataset, while
63% of total weights strength are negative ( |ω−||ω+|+|ω−| ) in
#62871 dataset. The results give valuable insights into the
neural interactions among neurons: the kind of coupling
weights dominates the whole neural connections (excitatory
or inhibitory). The recovered directed weighted neural network
provides a quantitative way to intuitively view the information
flow under neural circuits. #62814 dataset show highly mu-
tual excitations within the functional neural network, while
#62871 is shown to have a inhibitory-dominated underlying
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Fig. 8. SODS compared with the Poisson GLM: error bar of the percentage
increase in predictive log likelihood (testing set) of all neurons in dataset (a)
#62413 (37 neurons); (b) #62423 (26 neurons); (c) #62814 (15 neurons); (d)
#62871 (14 neurons). The neuron ID in each dataset is sorted according to
the improvements of prediction performance.
neural network.
VI. DISCUSSION AND CONCLUSION
The bio-signal processing community has shown great inter-
est in multivariate regression methods [39–43]. These methods
can provide a clear view of the nature of neuronal interactions.
Linderman et al. [44] developed a fully Bayesian inference
method for Negative Binomial responses that yields regular-
ized estimations for all of the hyperparameters. Although it
can have uncertainties (probability distributions) on all the
parameters, applying fully Bayesian approaches to hierarchical
models is computationally intensive. As an alternative, empir-
ical Bayes can provide a bias-variance trade-off which can
achieve a small mean square error at a lower computational
8 
Dataset # 62814 (15 neurons) Dataset # 62871 (14 neurons)
Fig. 9. Estimated network weights of two experimental datasets using
our model. The neurons are laid in circle with each black dot indicating
one neuron. Red/blue lines highlight the positive/negative weights, and the
thickness indicates the strength of weights. Neural interactions recovered in
dataset # 62814 (15 neurons) show an excitatory-dominated property; while
the results from dataset # 62871 (14 neurons) indicate the underlying neural
circuit is more inhibitory-dominated.
cost. To estimate the unknown parameters of the model,
Paninski et al. [5] used maximum likelihood estimation, but
when the dataset is small, the estimation becomes biased. The
“SODS” estimator developed here, to model over-dispersed
spiking behavior and extract latent interactions among neural
populations, combines both of the above methods. It has the
benefit of providing a bias-variance trade-off estimator for
Negative Binomial responses, while not needing the intensive
computation as fully Bayesian inference.
We take advantage of the beneficial properties of both
GLMs and empirical Bayes inference to propose the “SODS”
estimator. We used the Negative Binomial distribution to
model the spike counts of each neuron. The Negative Binomial
distribution was selected as it allows for over-dispersed spike
counts using a dispersion parameter superior to standard
Poisson model. The beta distribution is employed as the prior
information for the probability parameter in the Negative Bi-
nomial distribution, which allows for a closed-form posterior
distribution. We propose a flexible link function family in
order to model the prior mean using regressors. By using the
recorded data from other neurons as the covariates, we can
then infer the functional weights among the neural population.
Unlike fully Bayesian inference, which utilizes hyperpriors,
we instead estimate the hyperparameters by maximizing the
marginal likelihood. The proposed “SODS” estimator is a
shrinkage estimator and the weights we estimate can be viewed
as the hidden functional dependences. By taking the neurons
as nodes in our functional neural network, and their spike-train
data as the observations, our empirical Bayes inference method
can be used to identify the neural interactions, including
excitatory and inhibitory behaviors.
We have validated our method using both simulated data
and experimental retinal neuron data. By using intensive
simulations we have shown, that on our simulated system, the
SODS outperforms the standard Negative Binomial GLM.
Furthermore, the proposed approach implements a flexible
link function, which is unlike the standard Negative Binomial
GLM, allowing for selecting the best link for each dataset.
From the simulation data we found that by efficiently maxi-
mizing the marginal likelihood, we can accurately estimate the
model parameters. For the experimental data, when compared
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with two of the most widely used regression methods: Poisson
and Negative Binomial regressions, there was substantial im-
provement in the predictive log likelihood of the held-out data.
While the results presented here are promising, going forward,
we are interested in extending our model. For instance, the
incorporation of Hebbian learning rules could account for
time-varying weights. Applying prior knowledge regarding
network structure, such as random, small world or scale-
free networks, could also be a promising avenue for future
research. Finally, the ability of our model to operate in data-
limited cases would open possibilities for future applications
to real-time settings, such as for closed loop experiments or
improved brain-machine interface (BMI) devices. We imple-
mented “SODS” in Matlab (R2015b) and plan to release the
code on Github shortly.
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