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Abstract
In this paper, we extend the concepts of the normal form theory for vector 2elds that are expanded in
quasi-homogeneous components of a 2xed type (these expansions have been used by some authors in the
analysis of the determinacy of a given singularity). Also, the use of reparametrizations in the time are con-
sidered. Namely, beyond the use of C∞-conjugation to determine normal forms, we present a method useful
to determine how much a vector 2eld can be simpli2ed by using C∞-equivalence. The results obtained are
applied in the case of the Bogdanov–Takens singularity, 2rstly using C∞-conjugation and later, showing the
improvements provided by the C∞-equivalence.
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1. Introduction
The normal form theory lies in the basis of the study of several problems in di>erential equations:
bifurcation, stability analysis, etc. The idea underlying in this theory is the use of near-identity
transformations to remove, in the analytic expression of the vector 2eld, the terms that are unessential
in the local dynamical behavior. In this way, one determines canonical systems that represents a wide
class, by discarding these unessential terms.
Let us consider an autonomous system
x˙ = F(x); x = (x1; x2; : : : ; xn)∈Rn; (1)
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having an equilibrium point at the origin (i.e., F(0) = 0). Usually, the normal form techniques are
used to simplify the vector 2eld F degree by degree. This requires that the vector 2eld is written in
homogeneous components, by its Taylor expansion.
The near-identity transformations leading to normal forms are based in the linear part of the vector
2eld. In fact, one tries a transformation x = y + Pk(y), where Pk is an homogeneous vector 2eld
of degree k satisfying the homological equation (see [15,7,11–13,8]). This linear equation depends
upon the linear part of F(x), and has, in general, a non-unique solution, that will depend on an
arbitrary additive term belonging to the kernel of the homological operator. Hence, a number of
arbitrary constants will appear in the expression of Pk and, consequently, in the normal form of
order greater than k. These constants can be used, depending on the form of the nonlinear terms, to
obtain further simpli2cations in the normal form (see [16,9,3,1] and other works devoted to special
cases: see references in [2]).
Note this two-step procedure to obtain simpli2cations in the vector 2eld: 2rstly, one uses the
linear part of F to determine the simpli2cations expressed by the normal form theorem, and later,
by taking into account the nonlinear terms, one obtains further reductions in the classical normal
form.
With the approach we will adopt in this paper, the above procedure can be uni2ed, because the
use of quasi-homogeneous expansions allows to manage at once linear terms and nonlinear terms of
di>erent degree (as we will see in the example of Section monomials with di>erent degrees could
have the same quasi-homogeneous degree).
Recall that the tools used in the analysis of the determinacy of the topological type of a singularity
(blow-up techniques: see, e.g., [5,10]) are based on quasi-homogeneous expansions of a 2xed type:
p= (p1; p2; : : : ; pn) for the vector 2eld in the form:
x˙ = Fr(x) + Fr+1(x) + · · · ; (2)
where Fk denotes the quasi-homogeneous components of F of degree k, which involves the mono-
mials xa11 x
a2
2 : : : x
an
n in the j-component of F, that satisfy the relation
a1p1 + a2p2 + · · ·+ anpn = k + pj: (3)
Our 2rst goal is to extend the ideas of the normal form theory for simplifying vector 2elds expanded
in quasi-homogeneous components. Some papers have already used similar ideas, in the case of the
Bogdanov–Takens singularity with C∞-conjugation (see [4] and references therein, [14,17]). In these
papers, the normal forms are obtained by means of near-identity transformations in the state variables
(C∞-conjugation).
In the present paper, we also address the problem of obtaining further simpli2cations in the
normal forms by using not only transformations in the state variables, but also reparametrizations of
the time depending on the state variables (C∞-equivalence). In this way, we improve the results of
the afore-mentioned papers, which only use C∞-conjugation.
This paper is organized as follows: next section is devoted to introduce concepts and results we
will use along the paper. Later, in Section 3 we present the approach we will follow to compute nor-
mal forms, based quasi-homogeneous expansions of the vector 2eld, and near-identity transformations
de2ned by quasi-homogeneous vector 2elds. Section 4 formalizes the use of C∞-equivalence by con-
sidering also quasi-homogeneous reparametrizations of the time and quasi-homogeneous near-identity
transformations. Finally, we work out a case of the Bogdanov–Takens singularity, where we apply
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the ideas presented in Sections 3 and 4. That is, we use C∞-conjugation and later, show the re2ne-
ments provided by the C∞-equivalence. Also, the possibilities of obtaining further reductions are
considered, by assuming some generic conditions on the second-order quasi-homogeneous terms.
2. Notations and preliminaries
Through this paper, we will consider a 2xed type p = (p1; p2; : : : ; pn), with pi ∈N (here, N is
the set of natural numbers not including zero, whereas N0 will denote the set of natural numbers
including zero).
We will use standard multi-index notations: a multi-index is an element a = (a1; : : : ; an)∈Nn0.
Moreover, we will write the monomials as xa= xa11 · · · xann . Its degree is deg(xa)= |a|=a1 + · · ·+an.
The set of multi-indices is denoted by I. Finally, the canonical basis of Rn will be denoted as
{e1; : : : ; en}.
We will deal with smooth vector 2elds, which we assume that can be formally expanded in terms
of the following canonical basis:
B= {xaej : a∈I; 16 j6 n}:
In particular, we will not address any question about the convergence of the expansions.
An scalar function f is said quasi-homogeneous of type p and degree k if its monomials xa
satisfy
a1p1 + a2p2 + · · ·+ anpn = k:
The vector space of quasi-homogeneous functions in n variables of type p and degree k will be
denoted by Ppk .
A vector 2eld F = (F1; F2; : : : ; Fn) is said quasi-homogeneous of type p and degree k if its com-
ponents Fj ∈Ppk+pj for all j=1; 2; : : : ; n. We will denote Q
p
k the vector space of quasi-homogeneous
vector 2elds of type p and degree k.
There is an alternative characterization for quasi-homogeneous functions and vector 2elds. Let
denote:
E =


p1 0 · · · 0
0 p2 · · · 0
...
...
. . .
...
0 0 · · · pn

 :
Proposition 1. (a) The function f is quasi-homogeneous of type p and degree k if and only if
f(Ex) = kf(x): (4)
(b) The vector 6eld F is quasi-homogeneous of type p and degree k if and only if
F(Ex) = kEF(x): (5)
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Let us denote the unit vector as u=(1; 1; : : : ; 1)∈I. Relation (3) can be shortly written as (a+ u−
ej) · p= k + |p|, where · denotes the usual inner product in Rn. Then:
Q
p
k = span{xaej ∈B : 16 j6 n; (a + u − ej) · p= k + |p|}:
To represent each monomial of B, let consider the map
R :B→ I
xaej → a + u − ej:
Next result provides a geometrical representation of the vector space Qpk (see [6,10]).
Proposition 2. The following properties hold:
(1) R is not injective. In fact, given a∈I, all the monomials xa−u+ejej (j=1; : : : ; n) are mapped
into the same point a. Moreover:
(a) If a∈I has just one coordinate of a equal to zero: ai=0 (i.e., it belongs to one coordinate
plane), then R−1(a) = {xa−u+eiei}.
(b) If a∈I has at least two coordinates equal to zero, then R−1(a) = ∅.
(c) If all the coordinates of a∈I are nonzero, then
R−1(a) = {xa−u+e1e1; xa−u+e2e2; : : : ; xa−u+enen}:
(2) R maps the space Qpk into the points of I belonging to the hyperplane x · p= k + |p|.
Although the type p can be selected arbitrarily, there are some cases that deserve special attention.
The most usual case corresponds to taking p = (1; : : : ; 1), because Qpk agrees with the space of
homogeneous vector 2elds of degree k − 1.
There is another selection, which we will adopt in the example we will work out in this paper, that
corresponds to taking the type p of the principal quasi-homogeneous component of the vector 2eld
(see [6,10]). This is more natural because, under adequate hypotheses, the principal part determines
the topological type of the singularity (see [5,10]).
Recall that the Newton polyhedron of F is the convex hull of the indices a∈I that correspond
to monomials appearing in the Taylor expansion of F.
The Newton diagram of F is the union of the compact faces of the Newton polyhedron, and the
principal quasi-homogeneous component of a vector 2eld F is just the part of the Taylor expansion
of F that involves those monomials that are mapped into the Newton diagram of the vector 2eld. A
type p of the principal quasi-homogeneous component is any normal vector to the convex hull.
Next, we summarize some properties we will use later.
Lemma 3. Let f(x)∈Ppk . Then, its gradient ∇f(x) veri6es:
∇f(Ex) = kE−1∇f(x):
Proof. It is enough to di>erentiate (4).
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Lemma 4. Let F∈Qpk . Then
DF(Ex) = kEDF(x)E−1:
Moreover, the jth column of the matrix DF is a quasi-homogeneous vector 6eld of type p and
degree k − pj.
Proof. To get the 2rst equality, it is enough to di>erentiate (5). Moreover, the jth column of DF(x)
is DF(x)ej, and satis2es
DF(Ex)ej = kEDF(x)E−1ej = kEDF(x)−pjej = k−pjEDF(x)ej:
The result follows from item (b) of Proposition 1.
The Lie product of two smooth vector 2elds F, G is de2ned by
[F;G](x) = DF(x)G(x)− DG(x)F(x):
Some properties of this product (bi-linearity, skew-symmetry, Jacobi’s identity, etc.), can be found,
e.g., in [9].
Lemma 5. Let F∈Qpk , G∈Qpl . Then, [F;G]∈Qpk+1.
Proof. We have
[F;G](Ex) =DF(Ex)G(Ex)− DG(Ex)F(Ex)
= lEDF(x)E−1kEG(x)− kEDG(x)E−1lEF(x)
= k+lE(DF(x)G(x)− DG(x)F(x)) = k+lE[F;G](x):
It is enough to use the item (b) of Proposition 1 to complete the proof.
Lemma 6. Let (x)∈Ppk , F(x)∈Qpl . Then, (x)F(x)∈Qpk+1.
Proof. We have
(Ex)F(Ex) = k(x)lEF(x) = k+lE(x)F(x):
Using item (b) of Proposition 1, we get the result.
Lemma 7. Let f(x)∈Ppk , F(x)∈Qpl . Then, ∇f(x) · F(x)∈Ppk+l.
Proof. Applying Lemma 3, we get ∇f(Ex) = kE−1∇f(x). Hence,
∇f(Ex) · F(Ex) = k(∇f(x))tE−1rEF(x) = r+k∇f(x) · F(x):
Applying item (a) of Proposition 1, we obtain the result.
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3. Normal forms using C∞ -conjugation
The normal form theory can be developed for vector 2elds expanded in quasi-homogeneous com-
ponents of successive degrees of a given type p. The key idea is summarized in the following
commutative diagram:
x˙ = F(x)
x=y+(y)−−−−−−−→ y˙ =G(y) x=Ex˜ y=Ey˜;(=1)
	
˙˜x = E−1F(Ex˜) =
∑
j¿r
Fj(x˜)j
x˜=y˜+P(y˜)−−−−−−−→ ˙˜y =
∑
j¿r
Gj(y˜)j = E−1G(Ey˜)
To adapt the procedure for determining normal forms using quasi-homogeneous components of
successive degrees, we 2rst include a parameter  by means of the rescaling x = Ex˜, with x˜∈Rn.
Then, we get the system ˙˜x = E−1F(Ex˜). Expanding in , we can write this system in the form
˙˜x = Fr(x˜)r + Fr+1(x˜)r+1 + · · · ;
where Fj ∈Qpj (notice that, at =1, we reach (2)). Once this last system has been reduced to normal
form, it is enough to undo the rescaling by y = Ey˜, and set = 1 to recover the normal form.
We next describe how proceed to obtain a normal form for system (2). We will perform the
near-identity transformation x = y + Pk(y), where Pk ∈Qpk with k¿ 1. The transformed system is
y˙ =G(y) = (I + DPk(y))−1
∑
i¿r
Fi(y + Pk(y)):
This transformed system can be expanded in quasi-homogeneous components:
y˙ =Gr(y) +Gr+1(y) + · · · ; (6)
being Gj(y)∈Qpj , for all j¿ r. The following result holds:
Proposition 8. With the above notation:
• Gj(y) = Fj(y), for j = r; r + 1; : : : ; r + k − 1,
• Gr+k(y) = Fr+k(y)− (DPk(y)Fr(y)− DFr(y)Pk(y)):
Proof. We have
G(Ey) = (I + DPk(Ey))−1
∑
j¿r
Fj(Ey + Pk(Ey))
= (E(I + kDPk(y))E−1)−1
∑
j¿r
EjFj(y + kPk(y))
=E(I − kDPk(y) + 2k(DPk(y))2 − · · ·)
∑
j¿r
jFj(y + kPk(y)):
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Moreover,
Fj(y + kPk(y)) = Fj(y) + DFj(y)Pk(y)k + O(k+1):
Consequently,
E−1G(Ey) = (I − kDPk(y) + 2k(DPk(y))2 − · · ·)
∑
j¿r
jFj(y + kPk(y))
= (I − kDPk(y))
∑
j¿r
j(Fj(y) + DFj(y)Pk(y)k) + O(r+k+1)
=
∑
j¿r
j(Fj(y) + DFj(y)Pk(y)k)− r+kDPk(y)Fr(y) + O(r+k+1)
= Fr(y)r + Fr+1(y)r+1 + · · ·Fr+k−1(y)r+k−1
+ (Fr+k(y) + DFr(y)Pk(y)− DPk(y)Fr(y))r+k + O(r+k+1):
The above result suggest to de2ne the homological operator:
Lr+k :Q
p
k → Qpr+k
Pk(y)→ Lr+k(Pk(y)) = DPk(y)Fr(y)− DFr(y)Pk(y):
Notice that the above operator only depends on the principal part Fr , and can be expressed in terms
of the Lie product: Lr+k(Pk(y)) = [Pk ;Fr](y). This expression shows that it is linear.
Proposition 8 aPrms that the quasi-homogeneous components up to order r+k−1 do not change,
and the components of order r + k in the transformed vector 2eld are
Gr+k = Fr+k − [Pk ;Fr] = Fr+k − Lr+k(Pk):
Following the same ideas that in the conventional normal form theory, it is possible to annihilate
in these components the part belonging to the range of the linear operator Lr+k , by selecting Pk
adequately. So, the next result holds:
Theorem 9. System (2) is formally conjugate to (6), where Gr+k belongs to a complementary
subspace to the range of the linear operator Lr+k , for all k¿ 1.
We remark that, from Lemma 5, it is possible to get a computationally e>ective procedure for
the computation of the normal form using quasi-homogeneous expansions, based on the Lie triangle
(see [7]).
4. Normal forms Using C∞ -equivalence
Beyond the use of C∞-conjugation (transformations in the state variables) we show the improve-
ments that arise when using besides transformations in the time. As in the case of conjugation, our
only hypothesis are based on the quasi-homogeneous principal part Fr .
200 A. Algaba et al. / Journal of Computational and Applied Mathematics 150 (2003) 193–216
Let consider system (2), and reparametrize the time by dt=dT = 1− k(x), with k ∈Ppk .
We get the system
dx
dT
= x′ = Fr(x) + · · ·+ Fr+k−1(x) + (Fr+k(x)− k(x)Fr(x)) + · · · :
From Lemma 6, we get that this system is expanded in quasi-homogeneous components of type p
and successive degrees (as well as system (2)). Next, let consider a transformation x = y + Pk(y)
leading to normal form. Then, we obtain
y′ =Gr(y) + · · ·+Gr+k−1(y) +Gr+k(y) + · · · ; (7)
where Gr = Fr ;Gr+1 = Fr+1; : : : ;Gr+k−1 = Fr+k−1 and
Gr+k = Fr+k − kFr − [Pk ;Fr] = Fr+k − (k Fr + Lr+k(Pk)):
This suggest to de2ne the homological operator under C∞-equivalence:
Lr+k :Q
p
k ×Ppk → Qpr+k
(Pk ; k)→Lr+k(Pk ; k) = k Fr + [Pk ;Fr]:
To study this homological operator, we de2ne the linear operator
Mr+k :P
p
k → Qpr+k
k → kFr :
In this way, we can write
Lr+k(Pk ; k) = Lr+k(Pk) +Mr+k(k):
On the hand, Lemma 7 suggest to de2ne the linear operator:
‘k :P
p
k−r → Ppk
fk−r → ∇fk−r · Fr :
The following result holds:
Proposition 10. (a) Range(Lr+k) = Range(Mr+k ◦ ‘k) + Lr+k(Cor(Mk)),
(b) Range(Mr+k) = Range(Mr+k ◦ ‘k) +Mr+k(Cor(‘k)),
where Cor(·) denotes any complementary subspace to the range Range(·), of the corresponding
linear operator.
Proof. (a) We prove that Range(Lr+k) ⊆ Range(Mr+k ◦ ‘k) + Lr+k(Cor(Mk)). The other inclusion
can be derived similarly.
Let Vr+k ∈Range(Lr+k). Then, there exists Pk ∈Qpk such that Vr+k=[Pk ;Fr]. As Qpk=Range(Mk)⊕
Cor(Mk), we can write Pk = Prk + P
c
k , where P
r
k ∈Range(Mk) and Pck ∈Cor(Mk). Let fk−r ∈Ppk−r
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such that Prk = fk−r Fr . Then
Vr+k = [Prk ;Fr] + [P
c
k ;Fr] = [fk−r Fr ;Fr] + [P
c
k ;Fr]:
It is easy to show that, given two smooth vector 2elds F, G, and an scalar function f, we have
[f F;G] = (∇f ·G)F+ f [F;G]. Then
Vr+k = (∇fk−r · Fr)Fr + fk−r [Fr ;Fr] + [Pck ;Fr]
= (∇fk−r · Fr)Fr + [Pck ;Fr] =Mr+k(‘k(fk−r)) + Lr+k(Pck):
(b) We show that Range(Mr+k) ⊆ Range(Mr+k ◦ ‘k) +Mr+k(Cor(‘k)). The converse inclusion is
trivial.
Let Vr+k ∈Range(Mr+k). Then, there exists k ∈Ppk such that Vr+k = k Fr .
As Ppk = Range(‘k) ⊕ Cor(‘k), we can decompose k = rk + ck , where rk ∈Range(‘k) and
ck ∈Cor(‘k). Let fk−r ∈Ppk−r such that rk =∇fk−r · Fr . Then
Vr+k = k Fr = rkFr + 
c
kFr = (∇fk−r · Fr)Fr + ckFr
=Mr+k(‘k(fk−r)) +Mr+k(ck):
The range of the homological operator under C∞-equivalence:
Range(Lr+k) = Range(Lr+k) + Range(Mr+k);
can be determined from the above proposition. However, the above sum is not direct, i.e., there are
elements in Qpr+k which can be annihilated with transformations in the state variables as well as
in time. It is important to segregate the simpli2cations achieved by means of changes in the state
variables with those that are consequence of the change in the time.
Proposition 11. Range(Lr+k) =Mr+k(Cor(‘k)) + Range(Lr+k). This sum is not direct.
Proof. Let Vr+k ∈Range(Lr+k). Then, there are Pk ∈Qpk , k ∈Ppk such that Vr+k = k Fr + [Pk ;Fr].
As Ppk =Range(‘k)⊕Cor(‘k), we can write k =rk +ck where rk ∈Range(‘k) and ck ∈Cor(‘k).
Let fk−r ∈Ppk−r such that ‘k(fk−r) =∇fk−r · Fr = rk . We have
Vr+k = ckFr + (∇fk−r · Fr)Fr + [Pk ;Fr]
= ckFr + fk−r[Fr ;Fr] + [fk−rFr ;Fr] + [Pk ;Fr]
= ck Fr + [Pk + fk−rFr ;Fr] =Mr+k(
c
k) + Lr+k(Pk + fk−rFr):
Hence, Range(Lr+k) ⊆ Mr+k(Cor(‘k)) + Range(Lr+k). The converse inclusion is similar.
From the above result, we deduce that, in the analysis of the simpli2cations provided by the
reparametrizations in the time, it is enough to take k ∈Cor(‘k). The reason is that, including other
terms in k (which belong to Range(‘k)), only have e>ect on Range(Lr+k), and these terms can
be simpli2ed using C∞-conjugation (i.e., we can reach these simpli2cations without using k). This
restriction on the way to select k will facilitate greatly the analysis (see the next section when
analyzing the Bogdanov–Takens case).
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In this way, we modify the above de2nition of the homological operator under C∞-equivalence
as
Lr+k :Q
p
k × Cor(‘k)→ Qpr+k
(Pk ; k)→Lr+k(Pk ; k) = kFr + [Pk ;Fr]:
Moreover, it is possible to annihilate in each quasi-homogeneous component of F, the part belonging
to the range of the linear operator Lr+k , by selecting (Pk ; k) adequately. Then, we have
Theorem 12. System (2) is formally equivalent to (7), where Gr+k belongs to a complementary
subspace to the range of the linear operator Lr+k , for all k¿ 1.
5. A case study of the Bogdanov--Takens singularity
We will apply the ideas of the normal form theory to the system
x˙ = y + a20x2 + a11xy + a02y2 + · · · ;
y˙ = b20x2 + b11xy + b02y2 + · · · ; (8)
where b20 = 0. Under this assumption, we can perform a rescaling to achieve b20 = 1.
It is well known that a normal form for the Takens–Bogdanov singularity has the structure
x˙ = y;
y˙ =
∞∑
l=2
(alxl + blxl−1y): (9)
We will see that the normal form using quasi-homogeneous expansions is simpler than the above
one.
In this case, the quasi-homogeneous principal part F1 =ye1 + x2e2 is of type p=(2; 3) and degree
r = 1 (see Fig. 1, that shows the Newton polyhedron in this case).
Notice that F1 is a Hamiltonian vector 2eld, with Hamiltonian h(x; y) = 16(2x
3 − 3y2). In the
following, we will denote
u= 2x3 − 3y2:
Also, we write F0=2xe1+3ye2. It is straightforward to show that F0 is a quasi-homogeneous vector
2eld of type p and degree 0. Moreover, one can check that [F0;F1] = F1.
According to (2), we write the vector 2eld in quasi-homogeneous components of type p = (2; 3)
and successive degrees:(
x˙
y˙
)
=
(
y
x2
)
+
(
a20x2
b11xy
)
+
(
a11xy
b30x3 + b02y2
)
+
(
a30x3 + a02y2
b21x2y
)
+
(
a21x2y
b40x4 + b12xy2
)
+ · · · :
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(xy)0 (0y2)
(0x3)
(x 2)0 (0xy)
(0x2)
(y)0
(0,2) (1,2)
(0,3)
(2,2) (3,2)
(2,1) (3,1) (4,1)
(3,0) (4,0) (5,0) (6,0)
(0,4)
(1,3)
(0,2)
(3,0)
(2,1)
(4,0)
(1,2)
R
Fig. 1. Newton polyhedron with quasi-homogeneous vector 2elds of type (2; 3) and degrees 1; 2; : : : .
In fact, one can check that the canonical bases of the spaces Qpk are as follows:
Q
p
6l = span{x3j+1y2l−2je1 : j = 0; : : : ; l; x3jy2l−2j+1e2 : j = 0; : : : ; l};
Q
p
6l+1 = span{x3jy2l−2j+1e1 : j = 0; : : : ; l; x3j+2y2l−2je2 : j = 0; : : : ; l};
Q
p
6l+2 = span{x3j+2y2l−2je1 : j = 0; : : : ; l; x3j+1y2l−2j+1e2 : j = 0; : : : ; l};
Q
p
6l+3 = span{x3j+1y2l−2j+1e1 : j = 0; : : : ; l; x3jy2l−2j+2e2 : j = 0; : : : ; l+ 1};
Q
p
6l+4 = span{x3jy2l−2j+2e1 : j = 0; : : : ; l+ 1; x3j+2y2l−2j+1e2 : j = 0; : : : ; l};
Q
p
6l+5 = span{x3j+2y2l−2j+1e1 : j = 0; : : : ; l; x3j+1y2l−2j+2e2 : j = 0; : : : ; l+ 1}: (10)
Moreover, the quasi-homogeneous scalar functions of type p are
P
p
61 = span{x3jy2l−2j : j = 0; : : : ; l}
= span{x3jul−j : j = 0; : : : ; l};
P
p
6l+1 = span{x3j+2y2l−2j−1 : j = 0; : : : ; l− 1}
= span{x3j+2yul−j−1 : j = 0; : : : ; l− 1};
P
p
6l+2 = span{x3j+1y2l−2j : j = 0; : : : ; l}
= span{x3j+1ul−j : j = 0; : : : ; l};
P
p
6l+3 = span{x3jy2l−2j+1 : j = 0; : : : ; l}
= span{x3jyul−j : j = 0; : : : ; l};
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P
p
6l+4 = span{x3j+2y2l−2j : j = 0; : : : ; l}
= span{x3j+2ul−j : j = 0; : : : ; l};
P
p
6l+5 = span{x3j+1y2l−2j+1 : j = 0; : : : ; l}
= span{x3j+1yul−j : j = 0; : : : ; l}: (11)
5.1. Normal form under C∞-conjugation
To determine the structure of the normal form, we analyze the homological operator
Lk :Q
p
k−1 → Qpk
Pk−1 → [Pk−1;F1]:
We will deal with the six cases above reported. In each case, the procedure is as follows. Firstly,
we select adequate bases in Qpk−1, Q
p
k . Next, we compute the image of an arbitrary element in Q
p
k−1
(expressed in the selected basis). Then, we obtain Ker(Lk). Using that
dim(Cor(Lk)) = dim(Q
p
k)− dim(Qpk−1) + dim(Ker(Lk)); (12)
we will compute the dimension of Cor(Lk). In all the cases, this dimension is zero or one. In the
2rst case, we deduce that Cor(Lk) = {0}. If the dimension is one, it is enough to obtain one vector
2eld not belonging to the range of the homological operator to obtain Cor(Lk).
For our convenience, the cases k = 2; 3 are analyzed separately.
• Case k = 2: Instead of the bases given in (10), we take
Q
p
1 = span{F1; x2e2}; Qp2 = span{xF0; xye2}:
The elements in Qp1 are of the form
P1 = F1 +  x2e2: (13)
It is easy to get
L2(P1) =
 
2
xF0 − 7 2 xye2:
Then, Ker(L2) = span{F1}. From (12), we conclude dim(Cor(L2)) = 1. We present two possible
complementary subspaces to the range of L2:
Cor1(L2) = span{xF0}; and Cor2(L2) = span{xye2}:
• Case k = 3: Let take the bases
Q
p
2 = span{xF0; x2e1}; Qp3 = span{xF1; x3e2; ue2}:
Then, we can write the elements in Qp2 as
P2 = xF0 +  x2e1: (14)
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After some computations, we obtain
L3(P2) = (3+ 2 )xF1 − ue2 − 4 x3e2:
From this expression, we obtain Ker(L3) = span{0}. From (12), we 2nd dim(Cor(L3)) = 1. It is
easy to show that two complements to Range(L3) are
Cor1(L3) = span{ue2} and Cor2(L3) = span{x3e2}:
• Case k = 6l+ 1, with l¿ 1: Let take the following bases (instead of the canonical ones):
Q
p
6l = span{x3j+1yul−j−1F1 : j = 0; : : : ; l− 1; ulF0; x3jyul−je2 : j = 0; : : : ; l};
Q
p
6l+1 = span{x3jul−jF1 : j = 0; : : : ; l; x3j+2ul−je2 : j = 0; : : : ; l}:
Then, we can write the elements in Qp6l as
P6l = p6l(x; y)F1 + ulF0 + q6l(x; y)e2; (15)
where p6l(x; y) =
∑l−1
j=0 jx
3j+1yul−j−1, q6l(x; y) =
∑l
j=0  jx
3jyul−j.
After some computations, we obtain
L6l+1(p6l(x; y)F1) =
0
3
ulF1 +
l−1∑
j=1
j − 5j−1
3
x3jul−jF1 − 5l−13 x
3lF1;
L6l+1(ulF0) = ulF1;
L6l+1(q6l(x; y)e2) =
l−1∑
j=0
(j + 1)( j+1 − 2 j)x3j+2ul−je2 − 2(l+ 1) lx3l+2e2
+
l∑
j=0
 jx3jul−jF1
Hence
L6l+1(P6l) =
(0
3
+ +  0
)
ulF1 +
l−1∑
j=1
j − 5j−1 + 3 j
3
x3jul−jF1
+
3 l − 5l−1
3
x3lF1 +
l−1∑
j=0
(j + 1)( j+1 − 2 j)x3j+2ul−je2 − 2(l+ 1) lx3l+2e2:
From this expression, we obtain easily that Ker(L6l+1) = span{0}. Moreover, from (12) we get
dim(Cor(L6l+1)) = 0, so that
Cor(L6l+1) = span{0}:
• Case k = 6l+ 2, with l¿ 1: Here, we take the bases
Q
p
6l+1 = span{x3jul−jF1 j = 0; : : : ; l;yule1; x3j+3yul−j−1e1 : j = 0; : : : ; l− 1};
Q
p
6l+2 = span{x3j+2yul−j−1F1 : j = 0; : : : ; l− 1; xulF0; x3j+2ul−je1 : j = 0; : : : ; l}:
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Then, we can write the elements in Qp6l+1 as
P6l+1 = p6l+1(x; y)F1 + yule1 + q6l+1(x; y)e1; (16)
where p6l+1(x; y) =
∑l
j=0 jx
3jul−j, q6l+1(x; y) =
∑l−1
j=0  jx
3j+3yul−j−1.
After some computations, we obtain
L6l+2(p6l+1(x; y)F1) =−
l−1∑
j=0
3(j + 1)j+1x3j+2yul−j−1F1;
L6l+2(yule1) = 23 xu
lF0 − 73 x2ule1;
L6l+2(q6l+1(x; y)e1) =
5 0
3
x2ule1 +
l−1∑
j=1
(3j + 5) j − (6j + 7) j−1
3
x3j+2ul−je1
− (6l+ 13) l−1
3
x3l+2e1 +
l−1∑
j=0
2 jx3j+2yul−j−1F1:
Hence
L6l+2(P6l+1) =−7− 5 03 x
2ule1 +
l−1∑
j=1
(3j + 5) j − (6j + 7) j−1
3
x3j+2ul−je1
−(6l+ 13) l−1
3
x3l+2e1 +
2
3
xulF0 +
l−1∑
j=0
(2 j − 3(j + 1)j+1)x3j+2yul−jF1:
From this expression, we obtain that Ker(L6l+2) = span{ulF1}. Moreover, from (12), we deduce
dim(Cor(L6l+2))=1. Two complementary subspaces to the range of the homological operator are
Cor1(L6l+2) = span{xulF0}; and Cor2(L6l+2) = span{x3l+1ye2}:
• Case k = 6l+ 3, with l¿ 1: Let take the bases
Q
p
6l+2 = span{x3j+2yul−j−1F1 : j = 0; : : : ; l− 1; xulF0; x3j+2ul−je1 : j = 0; : : : ; l};
Q
p
6l+3 = span{x3j+1ul−jF1 : j = 0; : : : ; l; x3jul−j+1e2 : j = 0; : : : ; l+ 1}:
Then, we can write the elements in Qp6l+2 as
P6l+2 = p6l+2(x; y)F1 + xulF0 + q6l+2(x; y)e1; (17)
where p6l+2(x; y)=
∑l−1
j=0 jx
3j+2yul−j−1, q6l+2(x; y)=
∑l
j=0  jx
3j+2ul−j. After some computations,
we obtain
L6l+3(p6l+2(x; y)F1) =−203 xu
lF1 +
l−1∑
j=1
(6j + 1)j−1 − (3j + 2)j
3
x3j+1ul−jF1
+ (6l+ 1)l−1x3l+1F1;
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L6l+3(xulF0) = 3xulF1 − ul+1e2;
L6l+3(q6l+2(x; y)e1) =
l∑
j=0
(3j + 2) jx3j+1ul−jF1 −
l+1∑
j=1
(3j + 1) j−1x3jul−j+1e2:
Hence
L6l+3(P6l+2)
=
9− 20 + 6 0
3
xulF1 +
l−1∑
j=1
(6j + 1)j−1 − (3j + 2)j + 3(3j + 2) j
3
x3j+1ul−jF1
+((6l+ 1)l−1 + (3l+ 2) l)x3l+1F1 − ul+1e2 −
l+1∑
j=1
(3j + 1) j−1x3jul−j+1e2:
From this expression, we obtain that Ker(L6l+3) = span{0}. Moreover, using (12), we get
dim(Cor(L6l+3)) = 1, and two complementary subspaces to Range(L6l+3) are
Cor1(L6l+3) = span{ul+1e2}; and Cor2(L6l+3) = span{x3l+3e2}:
• Case k = 6l+ 4, with l¿ 0: Here, we take the bases
Q
p
6l+3 = span{x3j+1ul−jF1 : j = 0; : : : ; l; x3jul−j+1e2 : j = 0; : : : ; l+ 1};
Q
p
6l+4 = span{x3jyul−jF1 : j = 0; : : : ; l; x3jul−j+1e1 : j = 0; : : : ; l+ 1}:
Then, we can write the elements in Qp6l+3 as
P6l+3 = p6l+3(x; y)F1 + q6l+3(x; y)e2; (18)
where p6l+3(x; y)=
∑l
j=0 jx
3j+1ul−j, q6l+3(x; y)=
∑l+1
j=0  jx
3jul−j+1. After some computations, we
obtain
L6l+4(p6l+3(x; y)F1) =
l∑
j=0
(3j − 1)jx3jyul−jF1;
L6l+4(q6l+3(x; y)e2) =−
l∑
j=0
3(j + 1) j+1x3jyul−jF1 +
l∑
j=0
((2j + 1) j
− (j + 1) j+1)x3jul−j+1e1 + (2l+ 3) l+1x3(l+1)e1:
Hence
L6l+4(P6l+3) =−
l∑
j=0
((3j + 1) j+1 − (3j − 1)j)x3jyul−jF1
+
l∑
j=0
((2j + 1) j − (j + 1) j+1)x3jul−j+1e1 + (2l+ 3) l+1x3(l+1)e1:
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From this expression, it is easy to show that Ker(L6l+4) = span{0}, and using (12) we deduce
dim(Cor(L6l+4)) = 0, so that
Cor(L6l+4) = span{0}:
• Case k = 6l+ 5, with l¿ 0: Let take the bases
Q
p
6l+4 = span{x3jyul−jF1 : j = 0; : : : ; l; x3jul−j+1e1 : j = 0; : : : ; l+ 1};
Q
p
6l+5 = span{x3j+2ul−jF1 : j = 0; : : : ; l; x3j+1ul−j+1e2 : j = 0; : : : ; l+ 1}:
Then, we can write the elements of Qp6l+4 in the form
P6l+4 = p6l+4(x; y)F1 + q6l+4(x; y)e1; (19)
where p6l+4(x; y) =
∑l
j=0 jx
3jyul−j, q6l+4(x; y) =
∑l+1
j=0  jx
3jul−j+1.
After some computations, we obtain
L6l+5(p6l+4(x; y)F1) =−
l−1∑
j=0
((2j + 1)j − (j + 1)j+1)x3j+2ul−jF1 − (2l+ 1)lx3l+2F1;
L6l+5(q6l+4(x; y)e1) =−
l∑
j=0
3(j + 1) j+1x3j+2ul−jF1 +
l+1∑
j=0
(3j + 2) jx3j+1ul−j+1e2:
Hence
L6l+5(P6l+4) =−
l−1∑
j=0
((2j + 1)j − (j + 1)j+1 + 3(j + 1) j+1)x3j+2ul−jF1
− ((2l+ 1)l + 3(l+ 1) l+1)x3l+2F1 +
l+1∑
j=0
(3j + 2) jx3j+1ul−j+1e2:
From this expression, we obtain Ker(L6l+5) = span{0}. Moreover, from (12) we get
dim(Cor(L6l+5)) = 0, and then
Cor(L6l+5) = span{0}:
• Case k = 6l+ 6, with l¿ 0: In this last case, we take the bases
Q
p
6l+5 = span{x3j+2yul−j−1F1 : j = 0; : : : ; l− 1; x3j+1y2ul−je2 : j = 0; : : : ; l; xul+1e2};
Q
p
6l+6 = span{x3j+1yul−jF1 : j = 0; : : : ; l; ul+1F0; x3jyul−j+1e2 : j = 0; : : : ; l+ 1}:
Then, we can write the elements in Qp6l+5 in the form
P6l+5 = p6l+5(x; y)F1 + q6l+5(x; y)e2 + xul+1e2; (20)
where p6l+5(x; y) =
∑l
j=0 jx
3j+2ul−j, q6l+5(x; y) =
∑l
j=0  jx
3j+1y2ul−j.
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After some computations, we obtain
L6l+6(p6l+5(x; y)F1) =−
l∑
j=0
(3j + 2)jx3j+1yul−jF1;
L6l+6(q6l+5(x; y)e2) =
l∑
j=0
 jx3j+1yul−jF1 +
 0
3
yul+1e2 +
l∑
j=1
(3j + 1) j − (6j + 5) j−1
3
×x3jyul−j+1e2 − (6l+ 11) l3 x
3(l+1)ye2;
L6l+6(xul+1e2) = 12 u
l+1F0 − 52 yul+1e2:
Hence
L6l+6(P6l+5) =−
l∑
j=0
((3j + 2)j −  j)x3j+1yul−jF1 + 2 u
l+1F0 − 15− 2 06 yu
l+1e2
+
l∑
j=1
(3j + 1) j − (6j + 5) j−1
3
x3jyul−j+1e2 − (6l+ 11) l3 x
3(l+1)ye2:
From this expression, we obtain Ker(L6l+6)=span{0}. Moreover, dim(Cor(L6l+6))=1 (see (12)),
and two complementary subspaces to the range of the homological operator are
Cor1(L6l+6) = span{ul+1F0} and Cor2(L6l+6) = span{x3l+3ye2}:
Using each one of the complementary subspaces to the range of the homological operator (Cor1(L6l+6)
and Cor2(L6l+6)), we get di>erent normal forms. In the 2rst case, we have
Theorem 13. A normal form for system (8) using C∞-conjugation is(
x˙
y˙
)
=
(
y
x2
)
+
∞∑
l=0
(clxulF0 + c′lu
l+1e2 + c′′l u
l+1F0): (21)
In the second case, we have
Theorem 14. A normal form for system (8) using C∞-conjugation is
x˙ = y;
y˙ = x2 +
∞∑
l=0
(b3l+2x3l+1y + a3l+3x3l+3 + b3l+4x3l+3y): (22)
Comparing the above normal form with (9), we observe that the number of monomials have been
halved.
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5.2. Normal form under C∞-equivalence
We will apply the above ideas to the case of the Bogdanov–Takens singularity considered in
Section 5.1. As explained in Section 4, our 2st step is to compute complementary subspaces to the
range of the linear operator
‘k−1 :P
p
k−2 → Ppk−1
fk−2 → ∇fk−2 · F1:
This study is carried out in several cases as before. The procedure in each case is the same: we will
use bases (11) to write the elements in Ppk−2. Next, we compute the image of an arbitrary element,
and then we obtain the kernel of ‘k−1. As
dim(Cor(‘k−1)) = dim(P
p
k−1)− dim(Ppk−2) + dim(Ker(‘k−1)); (23)
we are able to know dim(Cor(‘k−1)), which is always zero or one. In this last case, we obtain
Cor(‘k−1) by looking for elements outside Range(‘k−1).
• Case k = 2: This case is trivial because Pp0 = span{1}, Pp1 = {0}. Then: Ker(‘1) = span{0}, and
Cor(‘1) = span{0}:
• Case k = 3: Now, Pp1 = {0} and Pp2 = span{x}. It is easy to show that
Cor(‘2) = span{x}:
• Case k = 6l + 1, with l¿ 1: Arbitrary elements in Pp6l−1 are of the form 6l−1(x; y) =∑l−1
j=0 "jx
3j+1yul−j−1. After some computations, we get
‘6l(6l−1(x; y)) =−"03 u
l +
l−1∑
j=1
(6j − 1)"j−1 − 4"j
3
x3jul−j +
(6l− 1)"l−1
3
x3l:
From this, we get Ker(‘6l) = {0}. Using (23), we get dim(Cor(‘6l)) = 1. It is straightforward to
show that ul does not belong to Range(‘6l), so that a complementary subspace to the range of
‘6l is
Cor(‘6l) = span{ul}:
• Case k=6l+2, with l¿ 1: We can write the elements of Pp6l in the form 6l(x; y)=
∑l
j=0 "jx
3jul−j.
In this case, we get
‘6l+1(6l) =
l−1∑
j=0
3(j + 1)"j+1x3j+2yul−j−1:
Then, Ker(‘6l+1) = span{ul}. Moreover, using (23), we get dim(Cor(‘6l+1)) = 0, so that
Cor(‘6l+1) = span{0}:
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• Case k=6l+3, with l¿ 1: We can write the elements in Pp6l+1 as 6l+1(x; y)=
∑l−1
j=0 "jx
3j+2yul−j−1.
After some computations, we get
‘6l+2(6l+1) =−2"03 xu
l +
l−1∑
j=1
(6j + 1)"j−1 − (3j + 2)"j
3
x3j+1ul−j +
(6l− 1)"l−1
3
x3l+1:
From here, we deduce Ker(‘6l+2) = {0}. Moreover, dim(Cor(‘6l+2)) = 1. As xul does not belong
to Range(‘6l+2), we conclude that a complementary subspace to Range(‘6l+2) is
Cor(‘6l+2) = span{xul}:
• Case k=6l+4, with l¿ 0: The elements in Pp6l+2 can be written as 6l+2(x; y)=
∑l
j=0 "jx
3j+1ul−j.
In this case, we get
‘6l+3(6l+2) =
l∑
j=0
(3j + 1)"jx3jyul−j:
From here, we get Ker(‘6l+3) = span{0}. Also, dim(Cor(‘6l+3)) = 0, and then
Cor(‘6l+3) = span{0}:
• Case k=6l+5, with l¿ 0: The elements in Pp6l+3 are of the form 6l+3(x; y)=
∑l
j=0 "jx
3jyul−j.
In this case, we get
‘6l+4(6l+3) =
l−1∑
j=0
((2j + 1)"j − (j + 1)"j+1)x3j+2ul−j + (l+ 1)"lx3l+2:
Using this expression, one can check that Ker(‘6l+4) = {0}. Moreover, dim(Cor(‘6l+4)) = 0, and
we conclude that
Cor(‘6l+4) = span{0}:
• Case k=6l+6, with l¿ 0: We can write the elements in Pp6l+4 as 6l+4(x; y)=
∑l
j=0 "jx
3j+2ul−j.
In this case, we get
‘6l+5(6l+4) =
l∑
j=0
(3j + 2)"jx3j+1yul−j:
From here, we get Ker(‘6l+5) = span{0}. Also, dim(Cor(‘6l+5)) = 0, and then
Cor(‘6l+5) = span{0}:
Once we have obtained Cor(‘k−1), we study the homological operator using C∞-equivalence:
Lk :Q
p
k−1 × Cor(‘k−1)→ Qpk
(Pk−1; k−1)→ Lk−1(Pk−1) + k−1F1:
To this end, we write Pk−1 as in the previous subsection whereas k−1 is expressed as determined
in the above study of Cor(‘k−1). Once we have expressed (Pk−1; k−1) conveniently, we compute
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its image. This allows to compute Ker(Lk). Moreover, as
dim(Cor(Lk)) = dim(Q
p
k)− dim(Qpk−1)− dim(Cor(‘k−1)) + dim(Ker(Lk)) (24)
reasoning as above, we are able to get complementary subspaces to Range(Lk). We analyze the
di>erent cases:
• Case k = 2: We write P1 as in (13) and 1 = 0∈Cor(‘1). Then, the homological operators
under C∞-equivalence L6l+2 and C∞-conjugation L6l+2 agree. In particular, we deduce that
Ker(L2) = span{(F1; 0)}, and also that two complementary subspaces are
Cor1(L2) = span{xF0}; and Cor2(L2) = span{xye2}:
• Case k = 3: We write P2 as in (14) and 2 = "x∈Cor(‘2). It is easy to show that
L3(P2; 2) = (3+ 2 + ")xF1 − ue2 − 4 x3e2:
From this expression, we obtain Ker(L3) = span{(0; 0)}. Moreover, from (24), we get
dim(Cor(L3)) = 0, so that
Cor(L3) = span{0}:
• Case k =6l+1, with l¿ 1: Now, we write P6l as in (15) and 6l = "ul ∈Cor(‘6l). It is easy to
get
L6l+1(P6l; 6l) =
(0
3
+ +  0 + "
)
ulF1 +
l−1∑
j=1
3 j + j − 5j−1
3
x3jul−jF1;
+
3 l − 5l−1
3
x3lF1 +
l−1∑
j=0
(j + 1)( j+1 − 2 j)x3j+2ul−je2
− 2(l+ 1) lx3l+2e2:
From this expression, we obtain Ker(L6l+1) = span{(ulF0;−ul)}. Also, from (24), we get
dim(Cor(L6l+1)) = 0, and then
Cor(L6l+1) = span{0}:
• Case k =6l+2, with l¿ 1: We write P6l+1 as in (16) and 6l+1 =0∈Cor(‘6l+1). Consequently,
the homological operator under C∞-equivalence L6l+2 agrees with the one under C∞-conjugation.
In particular, we deduce Ker(L6l+2) = span{(ulF1; 0)}, and two complementary subspaces are
Cor1(L6l+2) = span{xulF0} and Cor2(L6l+2) = span{x3l+1ye2}:
• Case k = 6l+ 3, with l¿ 0: We write P6l+2 as in (17) and 6l+2 = "xul ∈Cor(‘6l+2).
We have
L6l+3(P6l+2; 6l+2) =
9− 20 + 6 0 + 3"
3
xulF1
+
l−1∑
j=1
(6j + 1)j−1 − (3j + 2)j + 3(3j + 2) j
3
x3j+1ul−jF1
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+ ((6l+ 1)l−1 + (3l+ 2) l)x3l+1F1 − ul+1e2
−
l+1∑
j=1
(3j + 1) j−1x3jul−j+1e2:
From this expression, we obtain Ker(L6l+3) = span{(0; 0)}. Moreover, from (24) we obtain
dim(Cor(L6l+3)) = 0, and then
Cor(L6l+3) = span{0}:
• Cases k=6l+4; 6l+5; 6l+6, with l¿ 0: In these last three cases, we have Cor(‘k)={0}. Then,
Lk agrees with Lk , and we can use the computations of the previous subsection. In particular,
we deduce Ker(Lk) = span{(0; 0)}, in the three situations. Moreover,
Cor(L6l+4) = Cor(L6l+5) = span{0};
whereas two complementary subspaces to Range(L6l+6) are
Cor1(L6l+6) = span{ul+1F0}; and Cor2(L6l+6) = span{yx3l+3e2}:
Using each one of these complementary subspaces, we get di>erent normal forms under C∞-
equivalence.
Theorem 15. A normal form for system (8) using C∞-equivalence is(
x˙
y˙
)
=
(
y
x2
)
+
∞∑
l=0
(clxulF0 + c′′l u
l+1F0): (25)
Theorem 26. A normal form for system (8) using C∞-equivalence is
x˙ = y;
y˙ = x2 +
∞∑
l=0
(b3l+2x3l+1y + b3l+4x3l+3y): (26)
Comparing (26) and (25) with (22) and (21), we can see the improvements provided by the
C∞-equivalence. In fact, we can observe that we annihilate a third part of the terms.
The above normal forms will be used in the following subsection determine further simpli2cations,
assuming an additional nondegeneracy condition.
5.3. Further simpli6cations in the normal form
New simpli2cations in the normal form can be obtained by assuming that the coePcient c0 in the
normal form (25) is nonzero. The same procedure can be followed in the normal form (26), in this
situation by assuming b2 = 0. For the sake of brevity, in this last case we only present the result
we have reached.
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The vector 2eld of system (25), expanded in quasi-homogeneous components of type p, reads as
F= F1 + F2 +
∑
k¿3
Fk ;
where F1 = ye1 + x2e2 as above, and F2 = c0xF0.
We can perform a two-step simpli2cation procedure as follows. Firstly, let consider a reparametriza-
tion of the time dt=dT = 1 − ˜k−2(x), and a coordinates transformation x = y + P˜k−2(y), with
(P˜k−2; ˜k−2)∈Ker(Lk−1). In this way, we do not a>ect the quasi-homogeneous terms up to order
k − 1. Next, consider another reparametrization of the time dt=dT = 1− k−1(x), and a coordinates
transformation x= y+Pk−1(y) that puts the k-degree quasi-homogeneous terms in normal form, as
explained in Theorem 12.
Our goal is to show how (P˜k−2; ˜k−2) a>ect the quasi-homogeneous k-degree terms and how
much we can simplify them. It is easy to show that the operator which determines the changes in
these quasi-homogeneous k-degree terms is
L
(2)
k :Q
p
k−1 × Cor(‘k−1)× Ker(Lk−1)→ Qpk
(Pk−1; k−1; P˜k−2; ˜k−2)→Lk(Pk−1; k−1) + ˜k−2F2 + [P˜k−2;F2]:
The analysis of this linear operator follows a procedure analogous to the above ones. Firstly, we
compute the image of an arbitrary element. Then, we obtain Ker(L(2)k ). Later, using
dim(Cor(L(2)k )) = dim(Q
p
k)− dim(Qpk−1)− dim(Cor(‘k−1))
− dim(Ker(Lk−1)) + dim(Ker(L(2)k )); (27)
we obtain a complementary subspace to the range of L(2)k . We remark that it is enough to analyze
the operator L(2)k only in two cases: k = 6l + 2; 6l + 3 (l¿ 1) in which the kernel Ker(Lk−1) is
nontrivial.
• Case k = 6l+ 2, with l¿ 1: Observe that
L
(2)
6l+2(P6l+1; 6l+1; P˜6l; ˜6l) = [P6l+1;F1] + ˜6lF2 + [P˜6l;F2];
because Cor(‘6l+1) = {0} (and then 6l+1 = 0). Moreover, we can write ˜6l =−$ul, P˜6l = $ulF0,
and P6l+1 is given in (16). After some computations, we 2nd
L
(2)
6l+2(P6l+1; 0; $u
lF0;−$ul) = −7−5 03 x
2ule1 +
l−1∑
j=1
(3j+5) j− (6j+7) j−1
3
x3j+2ul−je1
− (6l+ 13) l−1
3
x3l+2e1 − 3$c0(l+ 1)− 23 xu
lF0
+
l−1∑
j=0
(2 j − 3(j + 1)j+1)x3j+2yul−jF1:
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From this expression, we get Ker(L(2)6l+2) = span{(0; 0; 0; 0)}. Moreover, from (27), we obtain
dim(Cor(L(2)6l+2)) = 0, and then
Cor(L(2)6l+2) = span{0}:
• Case k = 6l+ 3, with l¿ 1: Note that
L
(2)
6l+3(P6l+2; 6l+2; P˜6l+1; ˜6l+1) = [P6l+2;F1] + 6l+2F1 + [P˜6l+1;F2];
because Ker(L6l+2) = {ulF1; 0} (and then ˜6l+1 = 0). Moreover, we can write 6l+2 = "xul,
P˜6l+1 = $ulF1, and P6l+2 as in (17). After some computations, we 2nd
L
(2)
6l+3(P6l+2; "xu
l; $ulF1; 0)
=
9− 20 + 6 0 + 3"+ 9$c0
3
xulF1
+
l−1∑
j=1
(6j + 1)j−1 − (3j + 2)j + 3(3j + 2) j
3
x3j+1ul−jF1
+ ((6l+ 1)l−1 + (3l+ 2) l)x3l+1F1 − ($c0 + )ul+1e2
−
l+1∑
j=1
(3j + 1) j−1x3jul−j+1e2:
From this expression, we obtain Ker(L(2)6l+3) = span{(−c0$ulF2; 0; $ulF1; 0)}. Using (27), we get
dim(Cor(L(2)6l+3)) = 0, so that
Cor(L(2)6l+3) = span{0}:
The above analysis provides next theorem
Theorem 17. Let assume that the normal form coe=cient c0 in (25) is nonzero. Then, a simpli6ed
normal form for system (8), using C∞-equivalence, is(
x˙
y˙
)
=
(
y
x2
)
+ c0xF0 +
∞∑
l=0
c′′l u
l+1F0:
In the case of the normal form (25), we state the following result, which can be proven
analogously.
Theorem 18. Let assume that the normal form coe=cient b2 in (9) or (26) is nonzero. Then, a
simpli6ed normal form for system (8), using C∞-equivalence, is
x˙ = y;
y˙ = x2 + b2xy +
∞∑
l=0
b3l+4x3l+3y:
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