Abstract Shearlets emerged in recent years among the most successful frameworks for the efficient representation of multidimensional data. Indeed, after it was recognized that traditional multiscale methods are not very efficient at capturing edges and other anisotropic features which frequently dominate multidimensional phenomena, several methods were introduced to overcome their limitations. The shearlet representation stands out since it offers a unique combination of some highly desirable properties: it has a single or finite set of generating functions, it provides optimally sparse representations for a large class of multidimensional data, it is possible to use compactly supported analyzing functions, it has fast algorithmic implementations and it allows a unified treatment of the continuum and digital realms. In this chapter, we present a self-contained overview of the main results concerning the theory and applications of shearlets.
Introduction
Scientists sometimes refer to the twenty-first century as the Age of Data. As a matter of fact, since technological advances make the acquisition of data easier and less expensive, we are coping today with a deluge of data including astronomical, medical, seismic, meteorological, and surveillance data, which require efficient analysis and processing. The enormity of the challenge this poses is evidenced not only by the sheer amount of data but also by the diversity of data types and the variety of processing tasks which are required. To efficiently handle tasks ranging from feature analysis over classification to compression, highly sophisticated mathematical and computational methodologies are needed. From a mathematical standpoint data can be modeled, for example, as functions, distributions, point clouds, or graphs. Moreover, data can be classified by membership in one of the two categories: explicitly given data such as imaging or measurement data and implicitly given data such as solutions of differential or integral equations.
A fundamental property of virtually all data found in practical applications is that the relevant information which needs to be extracted or identified is sparse, i.e., data are typically highly correlated and the essential information lies on low-dimensional manifolds. This information can thus be captured, in principle, using just few terms in an appropriate dictionary. This observation is crucial not only for tasks such as data storage and transmission but also for feature extraction, classification, and other high-level tasks. Indeed, finding a dictionary which sparsely represents a certain data class entails the intimate understanding of its dominant features, which are typically associated with their geometric properties. This is closely related to the observation that virtually all multivariate data are typically dominated by anisotropic features such as singularities on lower dimensional embedded manifolds. This is exemplified, for instance, by edges in natural images or shock fronts in the solutions of transport equations. Hence, to efficiently analyze and process these data, it is of fundamental importance to discover and truly understand their geometric structures.
The subject of this volume is a recently introduced multiscale framework, the theory of shearlets, which allows optimal encoding of several classes of multivariate data through its ability to sparsely represent anisotropic features. As will be illustrated in the following, shearlets emerged as part of an extensive research activity developed during the last 10 years to create a new generation of analysis and processing tools for massive and higher dimensional data, which could go beyond the limitations of traditional Fourier and wavelet systems. One of the forerunners of this area of research is David L. Donoho, who observed that in higher dimensions traditional multiscale systems and wavelets ought to be replaced by a Geometric Multiscale Analysis in which multiscale analysis is adapted to intermediate-dimensional singularities. It is important to remark that many of the ideas which are at the core of this approach can be traced back to key results in harmonic analysis from the 1990s, such as Hart Smith's Hardy space for Fourier Integral Operators and Peter Jones' Analyst's Traveling Salesman theorem. Both results concern the higher dimensional setting, where geometric ideas are brought into play to discover "new architectures for decomposition, rearrangement, and reconstruction of operators and functions" [16] .
This broader area of research is currently at the crossroads of applied mathematics, electrical engineering, and computer science, and has seen spectacular advances in recent years, resulting in highly sophisticated and efficient algorithms for image analysis and new paradigms for data compression and approximation. By presenting
