ABSTRACT This paper jointly optimizes intra-cell time allocation and inter-cell load balancing to maximize the network sum-throughput in multi-cell wireless powered communication networks. Since the considered problem is a mixed integer programming problem, it is difficult to attain its global optimality. In this paper, we relax the zero-one integer user association variables into continuous ones. Then, the problem turns out to be a convex problem, which can be efficiently solved. After that, the optimal relaxed solution is rounded to integers. Analysis shows that the optimal solution to the relaxed problem has a highly sparse structure, which guarantees the effectiveness of the proposed approach. Simulation results indicate that the achieved sum-throughput is quite close to the upper bound resulted from the optimal relaxed solution and the proposed strategy significantly outperforms the pure intra-cell resource allocation without load balancing.
I. INTRODUCTION
Wireless energy harvesting has received significant attention owing to its promising applications in wireless communication networks, especially when users do not have their own energy sources [1] . Basically, the required energy of nodes for communication can be collected from wind power, solar power, or ambient electromagnetic radiations. By this way, the amount of harvested energy depends highly on the natural meteorology and electromagnetic environments which, however, are often dynamic. In other words, environmental energy based replenishment is generally uncontrollable and unstable, which may result in unacceptable network performance [2] . With the development of dedicated radio-frequency enabled wireless power transfer which satisfies the energy requirements of user devices, wireless powered communication networks (WPCNs) are able to handle this issue effectively.
In WPCNs, Ju and Zhang [3] proposed an easily implementable protocol named ''harvest-then-transmit'', where a given time period is divided into two sequential phases, i.e., wireless energy transfer (WET) and wireless information transfer (WIT). In the WET phase, all users harvest energy broadcast by the energy access point (EAP) in the downlink (DL). In the WIT phase, all users utilize their harvested energy to transmit their information to the information access point (IAP) in the uplink (UL) in a time-divisionmultiple-access (TDMA) fashion. Generally, the throughput of users is determined by the energy broadcasting power, time allocation to the period of energy transfer, uplink transmit power of users, and the time allocation to users for their uplink information transfer.
When the EAP and IAP are colocated as a hybrid access-point (HAP), a great amount of equipment cost can be saved [4] . For this kind of network deployment, numerous works have been done to optimize the network sumthroughput. In [3] , the authors assume an unchanged energy broadcasting power. This gives rise to a pure time allocation problem for maximizing network sum-throughput, which is convex and thus can be efficiently solved. Considering a full-duplex hybrid access point, the work in [5] optimizes the time and power allocation to maximize the weighted sum-throughput. With the constraint of power at the HAP and the object of maximizing network sum-throughput, [6] jointly optimizes the power for energy transfer and the time allocation of all users for information transfer.
Assuming that some of users have their own dedicated energy supply and do not need to harvest energy, [7] formulates a time and energy allocation problem for maximizing network sum-throughput, which is proved to be convex. Besides, there are also many works focusing on multi-antenna WPCNs and optimizing energy beamforming as well as time allocation, such as [8] - [11] and references therein.
It is worth emphasizing that colocated EAP and IAP would cause the 'doubly near-far' issue [3] . That is, users near the HAP can harvest more energy but less energy is needed in the information transmission, and users far from the HAP can harvest less energy but more energy is needed for information transmission. To address this issue, one can balance the energy supply and demand by separately placing EAPs and IAPs [4] , [12] .
In practical systems, users are often distributed in a broad area, e.g., a large number of sensors distributed in a forest for fire monitoring. Therefore, it is required to deploy multiple EAPs and IAPs to cover all users in many cases. In such kind of multi-cell WPCNs, not only the intra-cell time allocation but also the inter-cell load balancing should be considered, especially when the geographical distribution of users is nonuniform. However, as far as we know, the stateof-the-art works only concentrate upon resource allocation in a single-cell WPCN, or adopt a multi-cell model with the user association being fixed [13] .
This paper jointly optimizes intra-cell time allocation and inter-cell load balancing in a multi-cell WPCN for maximizing the network sum-throughput, in which the EAP and IAP are separately located. Due to the fact that each user can be associated with at most one IAP in the UL, the user association variables are zero-one integers. Moreover, since the time allocation variables are continuous, the considered problem can be formulated as a mixed integer programming (MIP), which is challenging in general cases. By relaxing the integer variables, we transform the primal problem to a convex continuous one that can be efficiently solved. Then, by rounding the optimal relaxed variables, we obtain a suboptimal user association. After that, the optimal intracell time allocation is achieved by solving a convex problem. Although the relaxation-rounding operation could result in a great loss of optimality in general cases, interestingly, we show that the optimal solution to the relaxed problem in this paper has a highly sparse structure, which supports the efficiency of the proposed method. Simulation results confirm the effectiveness of our proposal.
The rest of this paper is organized as follows. Section II presents the system model. The considered problem is formulated and addressed in Section III. Section IV analyzes the effectiveness of the proposed approach and Section V presents simulation results. Finally, this paper is concluded in Section VI.
II. SYSTEM MODEL
Consider a WPCN in which there are L EAPs, N IAPs and K users. For alleviating the 'doubly near-far' problem, IAPs and EAPs are separately deployed, as shown in Fig. 1 . The 'harvest-then-transmit' protocol is adopted here [3] . In particular, a period of time with length T is divided into a WET phase and a WIT phase. In the WET phase of length τ 0 T (0 < τ 0 < 1), all EAPs broadcast energy to all users. Then, in the WIT phase, all users transmit information to their associated IAPs by TDMA in each IAP. As each IAP solely corresponds to a cell in the network, IAP and cell are utilized interchangeably. Without loss of generality, a unit period of time is considered in this paper, i.e., T = 1. The DL channel power gain from EAP l to user k and the UL channel power gain from user k to IAP n are denoted by h lk and g kn , respectively. Quasi-static slow fading channel is considered, i.e., all the channels remain constant during a time period. Assume that each user can be served by at most one IAP in the uplink information transfer. Let x kn ∈ {0, 1} (k = 1, 2, · · · , K , n = 1, 2, · · · , N ) be the user association indicator regarding to user k and cell n. In particular, if user k is served by IAP n, we have x kn = 1; otherwise, x kn = 0 holds.
The harvested energy of user k in the WET phase can be expressed as
where η is the energy harvesting efficiency and P l is the energy broadcasting power of EAP l which is fixed in this paper [14] . Let τ kn be the amount of time allocated to user k in the WIT phase in cell n. Apparently, if user k is not served by cell n, i.e., x kn = 0, then τ kn = 0 holds. Otherwise, supposing that each user exhaustively utilizes its harvested energy, we can get the transmit power of user k to IAP n in the WIT phase, given by
Now, we obtain the throughput of user k via cell n measured in nats/s/Hz, given as
where N n is the power of the Gaussian noise at IAP n and I kn is the power of inter-cell interference at IAP n when user k transmits uplink information to IAP n. Generally, it is pretty difficult to precisely determine I kn since it is affected by many factors, such as the user distribution and the scheduling scheme in other cells. As a result, in this paper, we utilize a fixed interference I n to approximate I kn . Here, I n can be computed by averaging the interference at IAP n across a large number of randomly generated network realizations. Then, the throughput of user k via cell n can be rewritten as
where σ n = I n +N n is the sum-power of inter-cell interference and white Gaussian noise at IAP n. By taking the limits of (4) as x kn → 0 and τ kn → 0, we have lim
This is to say, R kn expressed in (4) is zero if user k is not served by cell n. As a result, (4) is still valid for x kn = 0. Then, the overall throughput of user k can be expressed as
Let τ τ τ = {τ kn |k = 1, 2, · · · , K , n = 1, 2, · · · , N } be a variable set of τ kn for all k and n. Denote by x x x = {x kn |k = 1, 2, · · · , K , n = 1, 2, · · · , N } the variable set of x kn for all k and n. In this paper, τ 0 , τ τ τ and x x x are the decision variables.
III. SUM-THROUGHPUT MAXIMIZATION
In this section, we focus on maximizing network sum-throughput through intra-cell resource allocation and inter-cell load balancing, which are characterized by time allocation {τ 0 , τ τ τ } and user association x x x. As a result, the remaining work is to solve an optimization problem given by
where τ 0 , τ τ τ and x x x are the optimization variables and the objective function (7a) represents the sum-throughput of all users. The constraint (7d) indicates that any user cannot be associated with more than one cell. The constraint (7e) means that the total amount of allocated time to all users in each cell and the time of the WET phase is not greater than the time period of unit length. It can be observed that the problem (7) is an MIP issue that is often difficult to solve. To address it, one straightforward approach is to relax the integer variables to continuous ones, which could lead to a pure continuous programming whose solution provides an upper-bound performance of the original MIP issue. By rounding the optimal relaxed solution, one can derive a suboptimal solution to the original MIP problem. Notice that the rounding operation is carried out on KN components, which, in general cases, may bring about significant loss of optimality. However, if the optimal solution to the relaxed problem has a sparse property, the relaxationrounding can lead to efficient solutions. Fortunately, the sparse structure is possessed by the optimal solution to the relaxed problem of (7), which will be shown in Section IV.
Therefore, this paper adopts the relaxation-rounding approach to solve the problem (7). In the following subsection, we first relax the problem (7) to a continuous one.
A. RELAXATION
By relaxation, each user is allowed to concurrently transmit its information to all IAPs. In this case, we introduce a new variable E kn denoting the amount of energy that user k spends to transmit its information to IAP n. Let E E E = {E kn |k = 1, 2, · · · , K , n = 1, 2, · · · , N } be the variable set consisting of E kn for all k and n. Then, the transmit power of user k to IAP n can be expressed as
Now, we get the relaxed problem given by
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where the optimization variables are τ 0 , τ τ τ and E E E. Notice that the constraint (9d) indicates that, in the WIT phase, the total consumed energy of each user is no more than its harvested energy in the WET phase.
Since all the constraints in (9) are linear and the function τ kn log 1 + g kn E kn σ n τ kn is jointly concave over τ kn and E kn [15] , the problem (9) is a convex programming. Therefore, the global optimal solution can be efficiently obtained by mature convex solvers such as interior-point methods. After getting the optimal solution to the relaxed problem (9), we get user association variable x kn by rounding the optimal τ kn , which will be elaborated in the next subsection.
B. SUBOPTIMAL USER ASSOCIATION
Before illustrating the rounding operation, let us present a proposition which characterizes an important property of the optimal solution to the problem (9) .
Proposition 1: In the optimal solution to the problem (9), all users must obtain positive throughput, i.e., for any user k, there exists at least a cell n such that τ kn > 0 and E kn > 0.
Proof: At first, it is worth emphasizing that τ 0 must be positive in the optimal solution. Otherwise, none of the users can receive wireless energy and thus the system sumthroughput would be zero. Consequently, in the optimal solution, each user harvests nonzero energy in the WET phase. Based on this observation, we prove this proposition by contradiction.
Denote by E k > 0 the amount of harvested energy of user k in the WET phase. Suppose that the achieved throughput of user k is zero, which means that τ kn = 0 holds for all n. Now, let us shift our attention to the change of the throughput of user k when allocating a small amount of time to user k in cell n. In this case, we can express the throughput of user k as
The first-order derivative of R(τ kn ) over τ kn is
By taking the limits of R (τ kn ) as τ kn tends to zero, we get
From (12), one can improve the sum-throughput by allocating user k a small amount of time in cell n, which means that the assumed solution is not optimal. Therefore, the contraction comes out and the proof is ended. According to Proposition 1, for user k, there must exist at least one cell, named n, such that E kn > 0 and τ kn > 0 in the optimal solution. Observing this fact, we get a suboptimal user association x x x based on the optimal solution τ τ τ to the problem (9) . In particular, for user k, we find cell n * k in which user k occupies the maximum length of time in the WIT phase, i.e., n * k = arg max n=1,2,··· ,N τ kn . Then, we set x kn * k = 1 and x kj = 0 for j = 1, 2, · · · , N and j = n * k . After getting the suboptimal user association x x x, we need to further determine the optimal intra-cell time allocation, which is illustrated in the next subsection.
C. OPTIMAL TIME ALLOCATION
Let us now move back to the problem (7), in which the user association variable x x x is fixed as the obtained suboptimal user association. This problem actually turns out to be
Similar to the problem (9), this problem is a computationally tractable convex one and its optimal solution can be efficiently obtained. By now, we have derived the user association and time allocation decisions. In what follows, we shall evaluate the effectiveness of the proposed method.
IV. EFFECTIVENESS ANALYSIS
Observing the procedure for solving the problem (7) in the previous section, we find that the only operation causing the loss of optimality lies in the rounding for getting the user association x x x. In this section, we shall show that the optimal solution τ τ τ to the relaxed problem (9) has a structure of the sparsity, which means that the adopted relaxation-rounding approach is attractive in terms of effectiveness.
Before proceeding, let us make an agreement. That is, for the problem (9), if τ kn , E kn > 0, we say user k is associated with cell n or cell n is associated with user k. Then, we present the following proposition.
Proposition 2: The optimal solution to the problem (9) satisfies the following two properties.
• Property 1: Any two users are associated with at most one common cell.
• Property 2: Any two cells are associated with at most one common user. Proof: The proof is given in Appendix A. According to Proposition 2, we can further get the following results.
Corollary 1: The optimal solution to the problem (9) satisfies the following two properties.
• Property 3: For any X users (3 ≤ X ≤ K ), there are at most X − 1 cells such that each of them is associated with more than one of the X users. The proof is seen in Appendix B. Based on Proposition 1, Proposition 2 and Corollary 1, we can confirm that the optimal τ τ τ has a sparse structure, i.e., most components of τ kn (k = 1, 2, · · · , K , n = 1, 2, · · · , N ) are zero in the optimal solution. More exactly, we have the following Theorem.
Theorem 1: The number of nonzero components in the optimal KN values of τ τ τ of the problem (9) is no more than
Proof: Since the proofs for the case K > N and the case K ≤ N are similar, we only focus on the former case. Overall, we count the number of nonzero components in an optimal solution τ τ τ to the problem (9) block-by-block, as shown in Fig. 2 and Fig. 3 , which depict the situations where N is even and odd, respectively. The detailed counting procedure is presented in the following.
• Step 0: According to Property 4, for all N cells, there are at most N − 1 users such that each of them is associated with more than one cells. Moreover, according Proposition 1, each user must obtain a positive throughput. Then, we can conclude that there must exist at least K − N + 1 users such that each of them is associated with one and only one of the N cells. Without loss of generality, these K − N + 1 users are labeled from user N to user K , as depicted in Fig. 2 and Fig. 3 . As a result, the number of nonzero components in the block {τ kn |k = N , N + 1, · · · , K ; n = 1, 2, · · · , N } is K − N + 1.
• Step 1: According to Property 3, for the remainder N −1 users and N cells, there are at most N − 2 cells each of which is associated with more than one of the left N − 1 users. This is to say, there must exist at least 2 cells each of which is associated with at most one of the left N − 1 users. Without loss of generality, these 2 cells are labeled from N − 1 to N , as depicted in Fig. 2 and Fig. 3 . Then, the number of nonzero components in the block {τ kn |k = 1, 2, · · · , N − 1; n = N − 1, N } is no more than 2.
• Step 2: According to Property 4, for the remainder N −1 users and N −2 cells, there are at most N −3 users each of which is associated with more than one of the left N − 2 cells. Therefore, there must exist at least 2 users each of which is associated with at most one of the left N − 2 cells. Without loss of generality, these 2 users are labeled from N − 2 to N − 1, as depicted in Fig. 2 and Fig. 3 . Then, the number of nonzero components in the block {τ kn |k = N − 2, N − 1; n = 1, 2, · · · , N − 2} is no more than 2.
• · · · • Step N − 1: When N is even, only the block {τ kn |k = 1; n = 1, 2} is left after the step N − 2, as depicted in VOLUME 4, 2016 Fig. 2 . However, when N is odd, the block {τ kn |k = 1, 2; n = 1} is left after the step N − 2, as depicted in Fig. 3 . For both of these two cases, the remainder two components may both be nonzero. Therefore, the number of nonzero components in the block of this step is no more than 2. According to the aforementioned procedure, the number of nonzero components from Step 1 to Step N − 1 is no more than 2(N − 1). By adding the K − N + 1 nonzero components in Step 0, we can conclude that the total number of nonzero components in the optimal KN values of τ τ τ to the problem (9) is no more than 2(N − 1)
Theorem 1 characterizes the number of nonzero components in the optimal solution τ τ τ to the problem (9). Actually, based on the proof of Theorem 1, the number of users concurrently transmitting information to multiple cells in the WIT phase can be characterized by the following theorem.
Theorem 2: In the optimal solution to the problem (9), there are at most N − 1 users who concurrently transmit information to multiple cells in the WIT phase.
Proof: According to
Step 0 in the proof of Theorem 1, there are at most N − 1 users such that each of them is associated with more than one cells, which directly leads to the conclusion.
According to Theorem 1 and Theorem 2, in the optimal solution to the problem (9), we can get results about the proportion of nonzero components (PNC) of the KN elements of the optimal τ τ τ and the proportion of concurrently-transmitting users (PCT). In particular, the upper bounds of PNC and PCT are (K + N − 1)/KN and (N − 1)/K , respectively.
V. SIMULATION RESULTS
In this section, we first present some relevant network settings in Section V-A. Then, Section V-B verifies the correctness of the analysis. Finally, the simulation results of the proposed time allocation and load balancing approach are given in Section V-C. kn , respectively [3] . Here, d lk denotes the distance between user k and EAP l whereas d kn represents the distance between user k and IAP n. Parameters ρ lk and ρ kn account for the unit Rayleigh distributed short-term fading and, thus, they are exponentially distributed stochastic variables with unit mean. The parameter α is the pathloss exponent which is set as α = 2 in the simulation. When the 7 cells are considered, i.e., cells 1-7 in Fig. 1 , we adopt the wraparound technology for avoiding edge effect. For instance, it is regarded that cell 2 is surrounded by cells 1, 3, 4, 5, 6 and 7, as shown in Fig. 1 . The energy harvesting efficiency, the transmit power of EAP and the power of interference plus noise are set as η = 1, P l = 10w and σ n = −120dBm/Hz for l = 1, 2, · · · , L and n = 1, 2, · · · , N . 
B. ANALYSIS VERIFICATION
In order to verify the analysis, for different numbers of users and cells, we consider 10 4 channel realizations and evaluate the cumulative distribution function (CDF) curve of the PNC and PCT in the optimal solution to the problem (9).
We consider two different network deployments. First, the network has 3 mutually adjacent cells, e.g., cells 1, 2 and 3 in Fig. 1 , in which there are 10 uniformly distributed users. Second, there are 7 cells, i.e., cells 1-7 in Fig. 1 where 20 users are uniformly distributed. Fig. 4 and Fig. 5 show the CDF of the PNC and the PCT in the optimal solution to the problem (9) . It can be observed that the PNC and the PCT are no more than the analytical upper bounds for different numbers of users and cells.
C. PERFORMANCE OF THE PROPOSED APPROACH
Consider a WPCN with 7 cells, where the EAPs and IAPs are separately and regularly located as shown in Fig. 1 . The number of users in each cell complies with Poisson distribution and they are uniformly distributed in the geometric cell. The mean number of users in each of cells 2∼7 is 2. By varying the mean number of users in cell 1, Fig. 6 presents the network sum-throughput under the proposed approach and the strategy that only considers intra-cell time allocation but not take into account load balancing. Moreover, the sum-throughput resulting from the optimal relaxed solution to the problem (9) is also depicted, which can provides the upper bound of the sum-throughput. According to Fig. 6 , the following observations can be summarized.
1) For all traffic intensities, the proposed approach improves the network sum-throughput by 1.5-2.2 nats/s/Hz comparing with the one that does not implement load balancing. Notice that a congested cell shortens the transmission time of its associated users, which makes the throughput of these users be small. However, according to (12) , if these time-hungry users get additional small transmission time, the throughput will largely increase. Therefore, by transferring some users from a congested cell to an unbusy cell, the throughput of those users that have small transmission time can be greatly improved, which further improves the network sum-throughput.
2) The proposed approach achieves a network sumthroughput that is very close to the upper bound resulted from the optimal relaxed solution. The reason lies in the high sparsity of the optimal relaxed time allocation τ τ τ , as analyzed in Section IV and verified in Section V-B.
3) The load balancing gain becomes large when the load distribution in the network gets diverse. It can be seen that, when the mean number of users in cell 1 increases from 2 to 10, the network sumthroughput gain resulting from load balancing becomes large. FIGURE 8. This figure shows the averaged number of concurrently-transmitting users in the optimal solution to the relaxed problem, where the mean number of users in each of cells 2∼7 is 2. Fig. 7 shows the averaged number of nonzero components in the optimal time allocation τ τ τ to the relaxed problem. Since the mean number of users in cells 2∼7 is 12, the averaged number of users in the network is K = 12 + i, where i is the mean number of users in cell 1. Then, according to the analysis, the averaged number of nonzero components is no more than K + N − 1 = 18 + i. It can be seen that the result in this figure is in line with the analysis. Fig. 8 shows the averaged number of concurrentlytransmitting users in the optimal solution to the relaxed problem. Then, according to the analysis, the number of concurrently-transmitting users is no more than N −1 = 6. It can be seen from Fig. 8 that the averaged number of concurrently-transmitting users is between 1.24 and 1.36, which means that the number of concurrently-transmitting users is less than two in a stochastic sense. As a result, the proposed relaxation-rounding approach is very attractive in terms of effectiveness in practice. VOLUME 4, 2016 
VI. CONCLUSION
The intra-cell time allocation and inter-cell load balancing are jointly optimized in multi-cell wireless powered communication networks. The problem is characterized by an MIP that is usually difficult to solve. By relaxing the zero-one integer user association variables, we transformed the original issue to a convex problem that can be efficiently solved. Then, through rounding the optimal relaxed time allocation, we derived a suboptimal user association solution. Finally, a pure convex intra-cell time allocation problem is addressed under the fixed derived user association. The analysis showed that the optimal time allocation of the relaxed problem has a structure of the sparsity, which means that the proposed relaxationrounding approach is reliable. In the simulation, the sparsity of the optimal relaxed time allocation is verified in terms of the CDF of the PNC and PCT. It is also shown that the proposed method leads to a network sum-throughput which is very close to the upper bound resulting from the optimal relaxed solution. In addition, simulations results confirmed the effectiveness of the proposed strategy comparing with the one that does not consider inter-cell load balancing.
APPENDIX A PROOF OF PROPOSITION 2
Proof: The proof of Property 1 and Property 2 are similar. Therefore, in the following, we only focus on Property 1.
The proof consists of two parts. First, we present the Karush-Kuhn-Tucker (KKT) conditions of the problem (9) . Second, based the KKT conditions, we get the conclusion by contradiction.
• Part I: KKT conditions of the problem (9) For the problem (9), the Slater's condition is satisfied, i.e., there exists a feasible point in the relative interior of the feasible set [15] . Then, KKT conditions provide the necessary and sufficient conditions for optimality.
Attaching
h lk P l ≤ 0, we can get the Lagrange function of the problem (9) given by
According to convex optimization theory, the gradients of τ kn and E kn of the Lagrange function must vanish in the optimal solution. Then, we get the KKT conditions given by
• Part II: Proof by contradiction Suppose that user k and user j are associated with both cell m and n, i.e., τ km , E km , τ kn , E kn , τ jm , E jm , τ jn , E jn are all positive. According to KKT conditions (16) and (17), we directly have λ km = ρ km = λ kn = ρ kn = λ jm = ρ jm = λ jn = ρ jn = 0. Applying these results to KKT conditions, we get the following two groups of equations.
One one hand, the KKT condition (20) turns out to be
which yields
On the other hand, the KKT condition (21) leads to 
Notice that g km , g jm , g kn and g jn are all stochastic channel conditions. Therefore, the equation (41) is satisfied with probability zero. By now, we get an contradiction and the proof is ended.
APPENDIX B PROOF OF COROLLARY 1
Proof: Since the proof of Property 3 and Property 4 are similar each other, we only present the proof of Property 3 in the following.
The proof will be finished by contradiction. Suppose that there exists an optimal solution to the problem (9) that does not satisfy Property 3. Particularly, consider arbitrary X users which are labeled by j 1 , j 2 , · · · , j X . Then, there are X cells, labelled by n 1 , n 2 , · · · , n X , each of which is associated with more than one of the X users. In other words, there exist user labels s 1 , t 1 , s 2 , t 2 , · · · , s X , t X ∈ {j 1 , j 2 , · · · , j X } such that τ s 1 n 1 > 0, E s 1 n 1 > 0, τ t 1 n 1 > 0, E t 1 n 1 > 0, τ s 2 n 2 > 0, E s 2 n 2 > 0, τ t 2 n 2 > 0, E t 2 n 2 > 0, · · · , τ s X n X > 0, E s X n X > 0, τ t X n X > 0, E t X n X > 0.
We now shift our attention to the characteristics of the user labels s 1 , t 1 , s 2 , t 2 , · · · , s X , t X ∈ {j 1 , j 2 , · · · , j X }. First, the total number of considered users is X , which means that some of the user labels in {s 1 , t 1 , s 2 , t 2 , · · · , s X , t X } correspond to the same user. Second, according to Theorem 2, for any two different cells n a and n b (a = 1, 2, · · · , X , b = 1, 2, · · · , X , a = b), they are associated with at most one common user. That is to say, there are at most one common element in {s a , t a } and {s a , t a }. According to these two features, it can be concluded that any two different cells are associated with one and only one common user. As a result, without loss of generality, it can be assumed that t X = s 1 = k 1 , t 1 = s 2 = k 2 , t 2 = s 3 = k 3 , · · · , t X −1 = s X = k X , where k 1 , k 2 , · · · , k X are different from each other and spans the set {j 1 , j 2 , · · · , j X }. Then, we have τ k 1 n 1 > 0, E k 1 n 1 > 0, τ k 2 n 1 > 0, E k 2 n 1 > 0, τ k 2 n 2 > 0, E k 2 n 2 > 0, τ k 3 n 2 > 0, E k 3 n 2 > 0, · · · , τ k X n X > 0, E k X n X > 0, τ k 1 n X > 0, E k 1 n X > 0. Similar to the proof of Theorem 2, applying these conditions to the KKT equation (20) and (21), one can get the following results.
For the KKT condition in (20), we have
which directly result in
· · · g k X n X −1 τ k X n X −1 σ n X −1 τ k X n X −1 + g k X n X −1 E k X n X −1 = g k X n X τ k X n X σ n X τ k X n X + g k X n X E k X n X .
