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Abstract: The accuracy of the most recent recommended cross sections dataset for electron scattering
from gaseous H2O (J. Phys. Chem. Ref. Data 2021, 50, 023103) is probed in a joint experimental and
computational study. Simulations of the magnetically confined electron transport through a gas cell
containing H2O for different beam energies (3, 10 and 70 eV) and pressures (2.5 to 20.0 mTorr) have
been performed by using a specifically designed Monte Carlo code. The simulated results have been
compared with the corresponding experimental data as well as with simulations performed with
Geant4DNA. The comparison made between the experiment and simulation provides insight into
possible improvement of the recommended dataset.
Keywords: electron scattering cross sections; electron transport in gases; electron track simulation
1. Introduction
Water (H2O) is the main constituent of all living organisms, it is a key molecular
compound in the interaction of primary radiation with biological systems, where radiolysis
(photoelectric and Compton effects) dictates the type of prevalent local chemistry at the
molecular level. Additionally, the outcome provided by event-by-event Monte Carlo
simulations, which require reliable and consistent sets of cross sections as input data [1–3],
has been widely used in modelling radiation protocols in hospitals and/or clinical units
devoted to radiotherapy treatment planning. Water has been attracting the attention of the
international scientific community for several decades. In particular, in the last 20 years,
we note widespread interest across the globe in cross sections for electron scattering
from water at both the experimental and theoretical levels [4–17] (see also references
therein). However, there is still no consensus on a recommended set of cross sections for
electron scattering from H2O, particularly regarding dipole driven cross sections where
important discrepancies are found. In fact, rotational excitations play a significant role
in those discrepancies, as they are either not properly accounted or even not resolved in
experimental setups at electron scattering angles close to 0 degrees, making the computation
of the total cross section (TCS) [18] or the momentum transfer cross sections (MTCSs)
required for deriving swarm transport coefficients [7,11] more difficult. Therefore, it is of
major interest to evaluate the reliability of the proposed datasets.
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In the Madrid laboratory, we have successfully implemented a well-proven methodol-
ogy capable of delivering the most accurate dataset [19–21] through a procedure combining
experimental and simulation methods. In this study we aim at evaluating the reliabil-
ity and applicability of the most recent recommended cross sections dataset for electron
scattering from gaseous H2O [22]. For this purpose, we have used those cross sections
as input data for our novel event-by-event Monte Carlo code. The simulated results are
then compared with the experimental data for the transmitted intensity of magnetically
confined electrons [23] at different energies in the range of 3 to 70 eV, through a gas cell
at different sample pressures (2.5 to 20.0 mTorr). Finally, we compare those results with
simulations performed with the Geant4DNA [24–27] code for the same conditions.
2. Results and Discussion
In this section we present the cross sections for electron scattering from H2O recom-
mended by Song et al. [22], together with a brief description of their origin. Next, we
probe these cross sections as input data for our Monte Carlo simulation. A comparison
with the results obtained using Geant4DNA relative to the experimental data is then
thoroughly discussed.
2.1. Recommended Cross Sections
The most recent compilation from the literature (up to the end of 2019) on electron
scattering cross sections data from water has been reported by Song and collaborators [22].
Their recommended TCSs are based on the elastic + rotational excitation R-matrix calcu-
lations of Tennyson and co-workers from 0.01 up to 7 eV [28–30], the experimental data
of Szmytkowski and Mozejko [31] together with those from Kadokura et al. [32] between
7 and 50 eV, and those from Muñoz et al. [18] from 1 up to 10,000 eV. For the elastic integral
cross sections (ICSs), Song et al. [22] followed the previously recommendation of Itikawa
and Mason [10] adding the theoretical values of Faure et al. [29] for energies between
0.1 and 7 eV. For the electron energy range between 7 and 50 eV, Song et al. interpolated
the theoretical values of Faure et al. [29] and used the experimental data recommended by
Itikawa and Mason [10] above 50 eV. As far as elastic differential cross sections (DCSs) are
concerned, the most recent measurements of Matsui et al. [33] were recommended in the
incident energy range of 2−100 eV [22].
Regarding inelastic processes, the vibrational excitation integral cross sections rec-
ommended are those from Khakoo et al. [34] for incident energies of 10–100 eV, whereas





electronic excitation cross section, Song et al. [22] recommend Ralphs et al. [36] for energies





B1 state, the data of Matsui et al. [33] for energies above 12 eV and Ralphs’s
for energies below 12 eV are recommended. It is relevant to note that excitation cross
sections for 3A2, 1A2, 3A1, and 1A1 electronic states were also reported by Ralphs et al. [36],
yet these were not recommended by Song et al. [22] based on the disagreement found
between that data and the previous experimental results of Thorn et al. [37], the latter
thoroughly discussed in ref. [39]. For rotational excitations, Song et al. [22] recommend
the previous cross sections from J′ ′(000) to J′ = 0–3, [10], together with the calculated data
of Machado et al. [40] up to 100 eV electron impact energy. The recommended data for
water neutral dissociation yielding •OH radical formation in the ground and first excited
states and O (1S), are from Harb et al. [41] and Kedzierski et al. [42], respectively. Finally,
the recommended electron-impact ionization cross sections are those from Lindsay and
Mangan [43] based on previous measurements of Straub et al. [44].
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2.2. Input Data for Our Simulation
The required input data for electron transport simulation based on event-by-event
Monte Carlo methods are the total cross sections, the partial integral cross sections, the
angular distribution functions, and the energy loss distribution functions of all the relevant
physical processes (both elastic and inelastic). For the present simulations we have used
those cross sections, with complementary data for both elastic and inelastic DCSs.
We note that Song et al. [22] recommended elastic ICSs and DCSs, which are rotation-
ally unresolved. Therefore, in our simulation we have not explicitly included rotational
excitations but rather considered both elastic and rotational excitation processes as a sin-
gle rotationally unresolved elastic process (see Section 3.2 for further details). Moreover,
Song et al. [22] recommended DCSs values are reported between 10–20◦ and 130◦ scat-
tering angles, based on the R-matrix calculation of Faure et al. [29] to complement the
experimental DCSs from Matsui et al. [33]. However, not all of the data required to ei-
ther extend the available DCS values to all the scattering angles or to interpolate to all
the required energies are available from ref. [29]. For this reason, we have repeated the
calculation of elastic electron scattering cross sections for a larger number of scattering
energies employing exactly the same model used by Faure et al. (see Section 3.3).
With these additional results (available online1), we have extrapolated, after appropri-
ate scaling, the recommended DCSs to 0◦ and 180◦ covering thus the whole angular range
for electron impact energies below 15 eV. Above this energy, we followed a similar proce-
dure by using the sum of our elastic IAM-SCAR+I [45–47] calculation and the rotational
excitation cross sections calculated within the first Born approximation [48,49]. In Figure 1
we show the results of our calculated DCSs and the recommended experimental values for
some selected incident energies.
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Figure 1. Rotationally summed differential cross sections calculated with the R-matrix method for 
energies below 15 eV and differential elastic IAM-SCAR+I plus rotational (Born) cross sections for 
higher energies, compared to the recommended experimental values at 4, 10, 30, and 50 eV [33]. 
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Figure 2. Theoretical elastic differential cross sections for H O. (a) Uncorrected (see text) R-matrix results in the electron 
energy range 1–15 eV. (b) IAM-SCAR+I results in the electron energy range 20–100 eV. 
Another requirement for the input of our simulation code is an energy loss distribu-
tion function for each inelastic process considered (see Figure 3). We have used the exper-
imental averaged energy loss spectrum from Muñoz et al. [18] for the ionization energy 
loss distribution, as well as for the electronic excitation and neutral dissociation processes. 
For vibrational excitations, we have used the electron energy loss spectrum from El-Zein 
et al. [50] following the same procedure as noted by Blanco and co-workers [51]. 
Finally, it is also important to note that the present TCSs are given by the sum of the 
partial ICS for each of the physical processes considered in the simulation. Therefore, our 
TCSs do not exactly match those recommended by Song et al. [22], although these values 
Figure 1. Rotationally summed differential cross sections calculated with the R-matrix meth d for
energies below 15 eV and differential elastic IAM-SCAR+I plus rotational (Born) cross sections for
higher energies, compared to the recommended experimental values at 4, 10, 30, and 50 eV [33].
A very important input dataset which was not considered at all in the recent re-
view [22] pertains to DCSs for the inelastic processes, from which the inelastic angular
distribution function can be derived. As it is required for our simulations, and in order
to show the relevance of these data for the shape and magnitude of the transmission
spectra, we have considered two different cases. In case A, we assumed that all inelastic
processes lead to isotropic scattering, whereas in case B, the inelastic angular distribution
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is assumed to be the same as that of the elastic scattering. In the latter case, we have used
the ‘uncorrected’ (see Section 3.3 R-matrix DCSs for electron energies below 15 eV and the
IAM-SCAR+I (pure elastic) DCSs for energies above 15 eV (see Figure 2).
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nother requirement for the input of our simulation code is an energy loss distri-
bution function for each inelastic process considered (see Figure 3). We have used the
experimental averaged energy loss spectrum from Muñoz et al. [18] for the ionization
energy loss distribution, as well as for the electronic excitation and neutral dissociation
processes. For vibrational excitations, we have used the electron energy loss spectrum from
El-Zein et al. [50] following the same procedure as noted by Blanco and co-workers [51].
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Finally, it is also important to note that the present TCSs are given by the sum of the
partial ICS for each of the physical processes considered in the simulation. Therefore, our
TCSs do not exactly match those recommended by Song et al. [22], although these values
lie in the 7% range of reasonable uncertainty which can be generally attributed to obtaining
TCS data. Table 1 summarizes the ICS and TCS used as input data for our simulation.
Table 1. Integral cross sections (ICS) for each considered physical process and total cross section (TCS), used as input data
for the present Monte Carlo simulation of electron transport through gaseous H2O together with TCS recommended values











0.1 987.8 0 0 0 0 0 987.8 987.8
0.2 533.1 0 0 0.096 0 0 533.2 533.1
0.3 368.1 0 0 2.764 0 0 370.9 368.1
0.4 282.1 0 0 2.509 0 0 284.6 282.1
0.5 229.0 0 0 1.446 0 0 230.4 229
0.6 193.0 0 0 0.945 0 0 193.9 193
0.7 166.9 0 0 0.948 0 0 167.8 166.9
0.8 147.2 0 0 0.951 0 0 148.15 147.2
0.9 131.7 0 0 0.861 0 0 132.6 131.7
1 119.3 0 0 0.830 0 0 120.13 119.3
1.2 101.8 0 0 0.826 0 0 102.7 100.6
1.5 81.6 0 0 0.826 0 0 82.4 81.8
2 63.1 0 0 0.489 0 0 63.6 63.1
3 43.6 0 0 0.674 0 0 44.3 43.6
4 36.2 0 0 0.598 0 0 36.8 36.2
5 31.5 8.2 × 10−4 0 0.760 0 0 32.3 31.5
6 28.6 0.0328 0 1.005 0 0 29.6 28.6
7 25.5 0.0331 0 1.122 0.01 0 26.6 25.5
8 22.8 0.0128 0 1.112 0.10 0 24.0 22.8
9 21.2 0.0144 0 1.047 0.180 0.034 22.5 21.2
10 20.8 0.0054 0 0.955 0.268 0.103 22.13 20.9
12 19.0 0.0054 0 0.738 0.225 0.213 20.17 19.5
15 16.5 3.6 × 10−4 0.126 0.438 0.193 0.330 17.6 17.2
17 15.1 1.0 × 10−4 0.245 0.316 0.175 0.390 16.3 16.5
20 13.6 0 0.428 0.225 0.155 0.481 14.9 15.7
25 11.7 0 0.761 0.15309 0.129 0.681 13.4 14.1
30 10.1 0 1.02 0.1217 0.148 0.893 12.3 12.9
35 8.9 0 1.26 0.10089 0.133 1.056 11.4 12.2
40 7.9 0 1.43 0.08432 0.131 1.169 10.7 11.5
45 7.3 0 1.59 0.07144 0.129 1.245 10.3 10.9
50 6.6 0 1.72 0.0617 0.126 1.30 9.8 10.2
75 4.4 0 2.04 0.04101 0.112 1.44 8.10 8.6
100 3.4 0 2.16 0.0168 0.098 1.41 7.11 7.4
a Sum of the partial ICSs used in the present simulation. b Recommended TCS values from Song et al. [22].
2.3. Experiment vs. Simulation
The main goal of this study is to evaluate the reliability of a recently recommended
dataset of cross sections for electron scattering from H2O to be used for modelling purposes.
A well-proven procedure to validate the accuracy of a given cross sections dataset is via
event-by-event Monte Carlo simulations of the magnetically confined electron transport
through a gas cell, as proven in previous studies [19–21]. As described in Section 3.1, under
these conditions, after any collision event the expected scattering angle is transformed into
an energy loss in the axial direction. Therefore, the results given by the simulations are
very sensitive to both the integral and the differential cross sections used as input data. As
the cross sections for elastic processes have only been recommended up to 100 eV [22], we
focused our analysis in the low-energy range to make a comparison between the results
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from the simulation and the experiment for three different electron energies (viz. 3, 10,
and 70 eV). Moreover, for each incident energy, we considered two different cases for
the pressure in the gas cell, except for the lowest energy (see below). This methodology
provides some insight into the effect of increasing the number of multiple collisions, which
is relevant for the accuracy and reliability of the input data dependent simulation results.
In Figures 4–6 we depict the integrated transmission curves obtained from our sim-
ulations and from Geant4DNA for electron beam incident energies of 3, 10, and 70 eV,
respectively. The experimental distributions obtained with the magnetically confined elec-
tron beam system are also plotted in these figures for comparison. For 3 eV, we restrict the
transmitted spectrum to a gas pressure of 2.5 mTorr given that at higher pressures we have
encountered reasonable instabilities; for 10 eV, the electron transmission was obtained at
5.0 and 10.0 mTorr; and for 70 eV, at 10.0 and 20.0 mTorr.
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gaseous H2O.
For each incident energy we obtained, in general, a good agreement between the
simulations and the experimental results for the lowest pressure values considered, while
significant discrepancies were found for the highest-pressure values. The results obtained
from the simulations performed with Geant4DNA are qualitatively similar to ours but
with some systematic discrepancies, which can be attributed to the differences between our
input cross sections and those derived from the models considered by Geant4DNA at low
energies (see Section 3.2 for further details).
With respect to the results at 3 eV, the main discrepancy appears in the low retarding
potential region of the spectra, particularly below 1 V (i.e., where electrons with xial
kinetic energies below 1 eV are ncorporated to the integral tr smission u ve), where
o r simulation shows a significant nhancemen which is ot visible in the Geant4DNA
results n is just slightly appreciable in the exp imental data. This suggests that the
recommended rotationally unresolved DCSs are overestimating the high angle contribution.
However, as we mentioned in a previous study dealing with a larger polyatomic molecule,
para-benzoquinone [20], a lower probability of the low-energy electrons reaching the
detector would also contribute to such discrepancy.
At 10 eV we notice that both our simulation and the Geant4DNA results remain
systematically below the experimental transmission curve. At this energy, elastic processes
are still predominant, such that the observed systematic underestimation suggests a sub-
stantial overestimation of the recommended integral elastic cross sections. In addition, at
this energy both electronic excitation and neutral dissociation channels are becoming more
significant, so perhaps the overestimation of the elastic cross section at 10 eV is accompa-
nied by an underestimation of the cross section of one of these inelastic processes. Hence,
a more accurate cross sections dataset of these processes might significantly improve the
agreement between simulations and experiment.
For an incident energy of 70 eV, all inelastic channels are now open, and their influence
in the transmission spectra becomes at least as important as that of the elastic one. Our
simulations reproduce the experimental results with excellent agreement for retarding
potentials above 60 V, suggesting reasonably accurate integral cross sections. However,
some discrepancies appear below that energy, which can be attributed to the contribution
of the DCSs. As we mentioned in Section 2.1, a set of DCSs for the inelastic processes was
absent from the recommended dataset [22], which we are using as input for our simulation.
When comparing the present simulations using the two limit assumptions for the inelastic
angular distributions (Case A, isotropic; and Case B, the same as that for pure elastic
processes) with the experimental results, we observe a significant discrepancy in the slope
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of the transmission spectrum in the 20–60 V retarding potential range for both cases. In
fact, the experimental results seem to lie somewhere in-between these two cases. Moreover,
the results obtained with Geant4DNA, in no better agreement with the experimental data
than ours, also show a transmission slope which lies in-between our two simulation cases.
The discrepancies below 20 V (i.e., where electrons with axial kinetic energies below 20 eV
are incorporated to the integral transmission curve) can again be mainly explained by the
lower probability of low-energy electrons reaching the detector. Therefore, the results at
this incident energy suggest that the inelastic angular distributions play a major role in
shaping the transmission spectra. Taking this into account, the incorporation of inelastic
DCSs to the cross section compilation of H2O should lead to a major improvement in the
simulation of electron tracks through gaseous water.
Finally, in order to better illustrate the magnitude of the discrepancies found between
the present simulated and experimental results as a function of pressure, Table 2 shows
the number of processes and the total deposited energy per incident electron for different
electron energies and gas pressures. A close inspection of this table reveals that the number
of total interactions notably increase with pressure (by a factor of 3 or 4, at 10 and 70 eV,
respectively). As the number of total interactions per incident electron increases, the
discrepancies between the simulation and experiment are magnified due to the higher
number of times that the cross sections data, with their respective uncertainties, are used.
At 70 eV incident energy, ionization processes are significant and, accordingly, a high
number of secondary electrons are produced, thus making the simulation more challenging.
In addition, at the highest pressure considered (20.0 mTorr), the formation of water clusters,
which are not considered in our simulations, might be playing a non-negligible role. It is
important to note that despite the simulation including all inelastic processes, electronic
excitations and electron attachment have such a low rate in the considered experimental
conditions that their influence in the shape of the transmission curve is too small to enable
evaluation of the accuracy of the associated recommended cross sections from this study.
Table 2. Average number of interactions for each physical process and total energy deposited (bottom
row) per initial electron at different incident energy and gas pressure conditions. Simulations were
performed for case A (isotropic inelastic scattering assumption).









Elastic + Rotational 1.99 2.41 6.07 3.77 14.43
Ionization 0.0 0.0 0.0 0.36 0.70
Electronic Exc. 0.0 0.03 0.06 0.03 0.09
Vibrational Exc. 0.03 0.10 0.23 0.07 0.32
Attachment 0.0 0.001 0.002 0.001 0.002
Neutral Dissociation 0.0 0.01 0.02 0.27 0.55
Total Interactions 2.02 2.54 6.38 4.50 16.09
Deposited Energy 0.009 eV 0.271 eV 0.620 eV 5.002 eV 9.902 eV
3. Materials and Methods
In this study we have combined the use of experimental and computational methods
in a powerful procedure to validate the accuracy of a given cross sections dataset for
electron scattering from gaseous water molecules. Such procedure has previously been
applied with success to other molecules of biological interest, such as furfural [19], para-
benzoquinone [20], and pyridine [21]. In the following subsections, we briefly describe the
experimental setup used, as well as the simulation and computational procedures.
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3.1. Magnetically Confined Electron Beam Experiment
The experimental results of the transmitted electron intensity spectra through gaseous
H2O have been performed in a state-of the art magnetically confined electron beam ex-
periment (see Figure 7) which has been described in detail elsewhere [23]. Some recent
improvements in the performance of this experimental setup have been achieved after
introducing small modifications consisting mainly on the replacement of the grids by
collimators with apertures of 1.5 mm in diameter, which are depicted in Figure 7 as Ci
(i = 1–7). This modification allows one to apply the potentials along the electrons’ path
avoiding the formation of secondary electrons and it does not affect the working princi-
ple of this setup, which consists of the axial magnetic confinement of the electron beam
(around 0.1 T) inside both the nitrogen gas trap and the scattering chamber (see Figure 7).
As reported before [23], under these conditions, any collision event converts the expected
scattering angle into an energy loss in the axial direction. A hairpin filament generates
the electron beam which is guided through a nitrogen gas trap where it can be cooled,
thereby reducing its initial energy spread of 500 meV down to about 100–200 meV in the
optimal working conditions. Subsequently, before entering the scattering chamber, where
a constant pressure of gaseous H2O is introduced through a leak valve, the electron beam
is pulsed. Using a retarding potential analyzer (RPA), at the exit of the scattering chamber,
the integrated transmission for electrons up to a given axial kinetic energy is recorded and,
by performing an energy scan, the integrated transmission curves can be obtained.
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3.2. Simulation Procedure
A specifically designed and developed event-by-event Monte Carlo code, fully built
and implemented in Python, has been used to simulate the transmitted intensity of mag-
netically confined electrons through gaseous H2O.
This code has a modular structure that allows one to easily implement, revise, and
modify each of the physical processes involved in a specific simulation. When simulating
charged particles tracks, the code considers the different physical processes by sampling
the step length between collisions, the interaction type, the energy loss, and the angular
deflection of the scattered particles. This sampling procedure is performed from the
probability distributions derived from the input dataset consisting of the total cross sections,
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the partial integral cross sections, the energy loss spectra, and the differential cross sections.
Special attention is needed for sampling the scattering angle of the rotational excitations
as their DCS are very strongly peaked in the forward scattering direction and a double
logarithmic fitting for the interpolation at low angles is required in order to perform an
accurate sampling. This is especially important in the present simulations, where rotational
excitations and pure elastic collisions are merged into one single quasi-elastic process.
In the present study, we generated 104 incident electrons with an initial energy distri-
bution obtained from the experimental transmission measurements with no gas (0 mTorr)
in the collision chamber for each specific condition (incident energy and gas pressure)
investigated. Although we could have achieved an electron beam energy resolution of
around 100–200 meV, for the present study we have worked with suboptimal conditions
(see Supplementary Information in Supplementary Materials for the precise energy resolu-
tion determination) in order to make even more challenging for the simulation to reproduc
the transmitted energy spectra. This number of electrons was found to be enough to ensure
that statistical uncertainties on the simulated transmitted intensities are less than 1%. It is
also important to note that the RPA only affects the axial component of the emerging elec-
trons’ momentum. Therefore, the simulated transmitted intensity is obtained by measuring
only the kinetic energy associated with such component.
We have also performed simulations using the Geant4DNA [2,26] code, which is an
extension of the well-known multipurpose Monte Carlo simulation toolkit Geant4 [52]. This
extension includes models for processes relevant to the simulation of biological damage
induced by ionizing radiation at the DNA scale. These processes mainly account for
low-energy electron collisions with water and other DNA analogue molecules such as
tetrahydrofuran (THF) and pyrimidine. The Geant4DNA simulation procedure has been
thoroughly described by the Geant4DNA collaboration [2,3] so no further details will
be given here. Among the available models for low-energy electron transport through
water, we have selected those which have the lowest energy limit in their applicability. For
elastic processes, we have used the Screened Rutherford model; for electronic excitations
and ionizations we have selected the Emfietzoglou model; and for vibrational excitations
and electron attachment we have applied the Sanche Excitation model and the Melton
Attachment model, respectively.
3.3. Theoretical Calculation of Elastic and Rotational Cross Sections
The electronically elastic cross sections below 15 eV were calculated using the R-matrix
method, as implemented in the UKRmol1 suite [53], within the fixed-nuclei approximation.
As mentioned above, the model used in these calculations is identical to that employed
by Faure et al. [29]. The model can be briefly summarized as follows (see [54] for more
details): the molecular geometry corresponds to rOH = 1.81a0 and an angle between the OH
bonds α = 104.5◦. The Dunning DZP basis set was used for O and the TZP for H, this latter
augmented with one diffuse s and two p functions, to generate pseudonatural orbitals
that best describe (within this basis) the ground state and lowest six excited states of H2O.
Seven target states were included in the close-coupling expansion: a complete active space
configuration interaction model was used to expand the electronic state wavefunctions, in
which the 1s orbitals of O were kept frozen and the eight remaining electrons were allowed
to occupy the orbitals in the active space (2a1, 3a1, 4a1, 5a1, 1b1, 2b1, 1b2). This model
produces a good description of the target states [54]: the ground state dipole moment
(a critical quantity when describing electron scattering from a polar molecule) obtained
is µ = 0.7334 a.u. (the experimental value is µ = 0.7295 a.u.). An R-matrix radius of 10 a0
was sufficient to ensure the electronic density associated to these states was negligible
outside the R-matrix sphere. Gaussian type orbitals with angular momentum l ≤ 4 were
used to describe the continuum. Using this model, K- and T-matrices were generated
and used as input to a modified version of POLYDCS [55]. This modification enables
the use of T-matrices and therefore the accurate calculation of elastic DCS above the first
electronic excitation threshold. K-matrices were used to calculate DCS below the first
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excitation threshold (as done by Faure et al.) and T-matrices were employed to perform the
calculations above it.
The DCS are determined (by POLYDCS) using a closure formula which compensates
for the truncation of the partial wave expansion of the continuum and, at the same time,
removes the divergence of this expansion in the fixed-nuclei approximation [56]. The
dipolar Born approximation is used to calculate the contribution of partial waves not
included in the R-matrix calculation: the cross sections thus determined are said to be
‘Born-corrected’. The cross sections thus obtained are not rotationally elastic: they are
rotationally summed over a number of final states (the initial rotational state was assumed
to be the one corresponding to J = 0 in our calculations). The ‘uncorrected’ cross sections for
energies ≤7 eV presented in Figure 2. Correspond to performing a POLYDCS calculation
assuming the molecule is non-polar, i.e., no Born-approximation based terms are added to
the differential cross sections, but the frame transformation is performed. The uncorrected
results for 7 eV < E ≤ 15 eV were calculated using the T-matrices and a different program
that implements a similar approach, DCS [57].
4. Conclusions
The accuracy of the cross sections dataset for electron collisions with H2O recom-
mended by Song et al. [22] has been critically evaluated by simulating the transmission
of magnetically confined electrons with 3, 10, and 70 eV kinetic energy through different
pressures of water vapor using their data as input. Also, simulations using Geant4DNA
have been performed and compared with the experimental results and those from our own
Monte Carlo simulation code.
The recommended dataset from ref. [22] presents two main deficiencies to serve as
input for our simulation code: (a) the elastic DCSs recommended are experimental values
and do not extend either to angles below 10–20◦ or above 130◦. Thus, we had to extrapolate
these by using an extended R-matrix dataset for incident energies up to 15 eV and a
dataset calculated with the IAM-SCAR+I method for electron energies in the range of
15–100 eV; (b) angular DCSs for the inelastic processes are absent in the recommended
dataset, so we have performed simulations considering two limit cases (A and B) in order
to gain a better understanding of the role played by the inelastic angular distributions in
shaping the transmission curves. Case A considered that all inelastic processes yielded an
isotropic scattering distribution, while case B assumed that the inelastic angular distribution
contributes equally as the pure elastic scattering.
In general, a good agreement in the transmission spectra, although with some discrep-
ancies, has been obtained for all incident energies at the lowest pressures considered here.
Nonetheless, some insight as to how to improve the cross section dataset has been gained
by considering the observed discrepancies. Some inaccuracy in the rotationally unresolved
elastic DCSs at 3 eV is suggested by the disagreement found in the low energy region of
the transmission spectra. At 10 eV, the results suggest an overestimation of the integral
elastic cross sections. The results obtained at 70 eV with our two simulations assuming
different angular distributions for the inelastic processes revealed the importance of these
DCSs for an accurate simulation of the electron transport process. Therefore, the present
results clearly show the need to incorporate recommended data for those inelastic DCSs in
order to improve the simulations of electron transport through gaseous H2O.
Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/atoms9040098/s1. Table S1: IAM-SCAR+I elastic DCS H2O; Table S2: FBA rotational DCS H2O;
Table S3: Simulation input elastic+rotational DCS H2O, SI: Transmitted Spectra No Gas. The elastic
DCS and integral cross section calculated with the R-matrix method are available for download here:
https://doi.org/10.5281/zenodo.5566537.
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