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Spin Dependence of D0-brane Interactions
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The long-range, spin-dependent forces between D0-branes are related to long-range fundamental string in-
teractions using duality. These interactions can then be computed by taking the long distance non-relativistic
expansion of string four-point amplitudes. The results are in accord with the general constraints of Matrix Theory.
1. Introduction
It is commonly stated that there is a vanish-
ing static force between BPS states in supersym-
metric theories and this is reflected in the fact
that there often exist exact multiparticle solu-
tions to the classical BPS equations for super-
symmetric configurations. This simple picture is
however modified by quantum and relativistic ef-
fects. Quantum effects associated with fermion
zero modes give soliton multiplets with spin which
lie in representations of the spacetime supersym-
metry algebra. Spin dependent static forces be-
tween BPS states are then formally of the same
order in an expansion in powers of 1/c as velocity
dependent interaction terms which are indepen-
dent of spin, a fact which should be familiar from
the study of relativistic corrections to the hydro-
gen atom spectrum where p4 corrections to the
Hamiltonian and spin-orbit interactions arise at
the same order in 1/c. Thus we must include
these spin-dependent interactions to have a con-
sistent supersymmetric description of the long-
range interactions between BPS states.
An example of this phenomenon occurs in
the long-range interactions between magnetic
monopoles in N = 4 gauge theory. The su-
persymmetric quantum mechanics on the two
monopole moduli space contains a four fermion
term proportional to the curvature tensor on the
moduli space. Upon quantizing the fermion fields
∗Supported in part by NSF Grant No. PHY 9600697
this interaction gives a static spin-dependent in-
teraction between two monopoles. The existence
of this long-range interaction is crucial for the ex-
istence of BPS bound states in this system as can
be seen from the analysis in [1].
In this talk I will discuss the long-range spin de-
pendent interactions between D0-branes in type
IIA string theory.
2. D0-branes and duality
We first recall a few basic facts about D0-
branes. These are BPS states which fall into
a 256 dimensional short representation of the
N = (1, 1) supersymmetry algebra in D = 10.
This representation consists of states transform-
ing as 128 ⊕ 84 ⊕ 44 under the SO(9) rotation
group. The D0-branes can be viewed as the
Kaluza-Klein momentum modes of the Rarita-
Schwinger field (ψM ), third rank antisymmetric
tensor field (AMNP ), and graviton field (gMN ) of
D = 11 supergravity compactified on S1 [2,3].
The leading spin independent static force be-
tween D0-branes vanishes as shown in [4]. The
leading non-zero long-range interaction between
D0-branes goes as v4/r7 with v the D0-brane
velocity and r their separation [5]. The fact
that Matrix theory reproduces this interaction
through a one-loop calculation in quantum me-
chanics was one of the first pieces of evidence for
the correctness of the proposal of [6]. The v4/r7
interaction is universal, that is independent of the
2spin state of the D0-brane. There are a number
of approaches to computing the spin dependent
long-range interactions. At large distances only
exchanges of massless states contribute so one
needs only to compute the t-channel diagrams
from exchange of the massless fields of IIA su-
pergravity. The various normalizations that en-
ter into such a computation are most easily or-
ganized by performing the computation directly
in string theory. This could be done by gener-
alizing the computation of [4] to include the ef-
fects of fermion boundary states. Here we will
take a more indirect route using string duality.
The spin-dependent interactions should also fol-
low from Matrix theory by generalizing the com-
putation of [5] to include the terms which are re-
quired to supersymmetrize the v4/r7 interaction.
To compute the spin dependent interactions we
first compactify the IIA theory on a S1 of radius
R9 with coordinate x9. A T-duality transforma-
tion along x9 turns the D0-brane into a D1-brane
wrapped on the S1 in IIB theory. An S-duality
transformation then turns the D1-brane into a
fundamental IIB string wrapped on the S1. Since
the long-range forces between BPS states are dic-
tated by their coupling to massless states and
these couplings are protected by supersymmetry,
the long-range interaction between D0-branes can
be computed by computing the long-range inter-
actions between wound IIB fundamental strings.
One disadvantage of this approach is that massive
states in D = 9 are classified by SO(8) so that
the answer will be expressed in terms of SO(8)
invariants rather than SO(9) invariants.
3. Kinematics
For IIB string on S1 half-saturated BPS states
satisfy NL = NR = 0 (in Green-Schwarz for-
malism) and hence mn = 0 with m the mo-
mentum and n the winding on S1. We consider
m = 0 and n arbitrary. Under the duality de-
scribed above n labels the D0-brane charge. The
SO(9) spin states for D0-branes decompose under
SO(9)→ SO(8) as
44 → (1+ 35v)NSNS + (8v)RR (1)
84 → (28)NSNS + (56v)RR (2)
128 → (8c + 8s + 56c + 56s)NSR+RNS (3)
where the subscripts indicate which sector (RR,
NSNS, RNS, NSR) of IIB string theory the states
come from.
We want to compute four-point string ampli-
tudes for the scattering of such states. These
states are labelled by the left and right-moving
spinors or polarization vectors to be discussed
momentarily and by their ten-dimensional mo-
menta
pR,L1 = (
1
2
pˆ1,±nR) (4)
pR,L2 = (
1
2
pˆ2,±nR) (5)
pR,L3 = (
1
2
pˆ3,∓nR) (6)
pR,L4 = (
1
2
pˆ4,∓nR) (7)
Here the hatted quantities are nine-dimensional
momenta which in the center of mass frame are
given by
pˆ1 = E(1, ~v), pˆ2 = E(1,−~v) (8)
pˆ3 = −E(1, ~w), pˆ4 = −E(1,−~w) (9)
with |~v| = |~w| = v, ~v · ~w = v2 cos θ, and E2(1 −
v2) = M2 ≡ 4n2R2. It will also be useful to
define the eight-momentum transfer ~q = M(~v+~w)
and the vector ~k = M(~v − ~w) which as ~q goes to
zero reduces to 2M~v with ±~v the velocity of the
incoming D0-branes.
Note that the ten-dimensional Mandelstam in-
variants are the same for left and right-movers
since there are no directions with both momen-
tum and winding.
We also define nine-dimensional Mandelstam
invariants
sˆ ≡ −(pˆ1 + pˆ2)
2 (10)
tˆ ≡ −(pˆ2 + pˆ3)
2 (11)
uˆ ≡ −(pˆ1 + pˆ3)
2 (12)
3.1. Polarization vectors and spinors
We will also need some details about polariza-
tion vectors and spinors. With the above kine-
matics we can consider a t-channel process in
3which particle 1 exchanges massless fields with
particle 2 and the particles labelled 4 and 3 are
the final states of particles 1 and 2 respectively.
To compute the long-range force we are interested
in a configuration where the spins of particles 1
and 4 are the same in their rest frame as are those
of particles 2 and 3. Because we need to compute
at non-zero momentum transfer, the spins of par-
ticles 1 and 4 (and 2 and 3) will not be the same,
rather they will differ by the fact that we need to
boost their identical rest frame spins by different
velocities. Thus with the previous center of mass
kinematics the polarization vectors labelling the
bosonic components of the left or right-moving
states will be boosts of a polarization vector ~ζ1
by ~v and −~w respectively and similarly for par-
ticles 2 and 3. To the order in velocity required
here this gives
pˆ1 =M(1 + v
2/2, ~v), ζ1 = (~ζ1 · ~v, ~ζ1) (13)
pˆ2 =M(1 + v
2/2,−~v), ζ2 = (−~ζ2 · ~v, ~ζ2) (14)
pˆ3 = −M(1 + w
2/2, ~w), ζ3 = (~ζ2 · ~w, ~ζ2) (15)
pˆ4 = −M(1 + w
2/2,−~w), ζ4 = (−~ζ1 · ~w, ~ζ1)(16)
Similar remarks apply to the spinors which la-
bel these states, that is we again take them to be
equal for particles 1 and 4 and for 2 and 3 in the
rest frame and then boost these spinors by ±v,
±w to obtain the correct center of mass frame
spinors. Our conventions for ten-dimensional
gamma matrices are as follows. Define
γ¯i = i
(
0 γi
γi 0
)
(17)
where the γi are as in [8]. We take
γ¯9 = i
(
1 0
0 −1
)
(18)
The 32 by 32 SO(9, 1) gamma matrices are then
Γ0 = i
(
0 1
−1 0
)
, Γm =
(
0 γ¯m
γ¯m 0
)
(19)
with m = 1, . . . 9. Note that this representation
is purely imaginary. We also define
Γ11 = −Γ0Γ1 · · ·Γ9 = diag(1,−1) (20)
In IIB string theory we start with both left and
right spinors tramsforming as the 16+ of SO(9, 1),
that is with Γ11 eigenvalue +1.
The Dirac equation is
ΓµpL,Rµ u
L,R(p) = 0 (21)
where it is to be understood that u transforms as
16+ and hence can be written as the transpose
of (λL,R, 0) with λL,R a 16 component spinor. In
the rest frame we have pR,L = (M/2,~0,±R) so
that
(M/2)(Γ0 ∓ Γ9)uR,L = 0 (22)
which using the given basis for the gamma matri-
ces is equivalent to the equation
− iγ¯9λR,L = ∓λR,L (23)
Thus if we define the 8s of the SO(8) little group
of a massive particle to be states with −iγ¯9 eigen-
value +1 then this shows that λR ∼ 8c and
λL ∼ 8s. Note that we could also have used mo-
mentum states in the IIA string and would have
found the same representations. Thus we con-
clude that the rest frame spinors are given by
λL =
√
M/2
(
ξLa
0
)
, λR =
√
M/2
(
0
ξRa˙
)
(24)
Boosting then gives the left-handed spinors to
order velocity squared:
λL1 =
√
M/2
(
(1 + v2/4)ξL1
−(~v · ~γ/2)ξL1
)
(25)
λL2 =
√
M/2
(
(1 + v2/4)ξL2
(~v · ~γ/2)ξL2
)
(26)
λL3 =
√
M/2
(
(1 + w2/4)ξL2
−(~w · ~γ/2)ξL2
)
(27)
λL4 =
√
M/2
(
(1 + w2/4)ξL1
(~w · ~γ/2)ξL1
)
(28)
with similar formulae for the right-moving com-
ponents.
44. Four point string amplitude
The four point amplitude is calculated by
sewing together two open string four point am-
plitudes using the formalism of [9]. This gives
A(1, 2, 3, 4) = κ2 sin(πtˆ/8)AL4 ×A
R
4 (29)
where AL,R4 are open string four point functions.
In terms of nine-dimensional kinematics we have
AL4 =
Γ(−sˆ/8 +M2/2)Γ(−tˆ/8)
Γ(1− tˆ/8− sˆ/8 +M2/2)
KL(1, 2, 3, 4)(30)
and
AR4 =
Γ(−tˆ/8)Γ(−uˆ/8)
Γ(1− tˆ/8− uˆ/8)
KR(1, 2, 3, 4) (31)
where KL,R(1, 2, 3, 4) are kinematical factors de-
pending on the momenta, polarization vectors,
and spinors depending on whether the left or
right-moving amplitude involves scattering of
four vector states, four fermion states, or two
vectors and two fermions. We will denote these
as KL(ζ1L, ζ2L, ζ3L, ζ4L),
LK(u1L, u2L, u3L, u4L)
and KL(u1L, ζ2L, ζ3L, u4L) respectively and simi-
larly for the right-moving factor.
Expanding the sine and gamma functions in the
non-relativistic limit gives
A(1, 2, 3, 4) ∼ (32)
κ2π83
uˆtˆ(sˆ− 4M2)
KL(1, 2, 3, 4)KR(1, 2, 3, 4) (33)
In order to extract the long-range interactions we
need to extract the tˆ channel poles in this expres-
sion and then Fourier transform with respect to ~q.
As a result, any terms in KL,R which are propor-
tional to tˆ will not contribute to the tˆ channel pole
and can be dropped for the purpose of extracting
the long-range interactions (they may contribute
to contact interactions).
As an example consider the interaction of two
states arising from the (NS)2 sector. In this
case we need the non-relativstic expansion of
KL(ζ1L, ζ2L, ζ3L, ζ4L)K
R(ζ1R, ζ2R, ζ3R, ζ4R). Us-
ing the previous expansions for the polarization
tensors and momenta and dropping terms propor-
tional to tˆ we find
KL(ζ1L, ζ2L, ζ3L, ζ4L) =
uˆ
64
× (34)
[
~k2 − 2(~q · ~ζ1L)
2 − 2(~q · ~ζ2L)
2
]
(35)
For the scattering of two (NS)2 states we then
have for the t-channel pole
A4 = −
πκ2
8~q2
[
~k2 − 2(~q · ~ζ1)
2 − 2(~q · ~ζ2)
2
]2
(36)
where the square on the term in square brackets
indicates the product of two terms with left and
right-moving polarization vectors respectively.
Fourier transforming this amplitude with re-
spect to ~q, then gives the potential
V ∼ (37)[
4M2~v2 + 2(~∇ · ~ζ1)
2 + 2(~∇ · ~ζ2)
2
]2 1
r6
(38)
This exhibits the spin-independent v4 interac-
tion, here going like 1/r6 instead of 1/r7 because
we have dimensionally reduced to D = 9. In ad-
dition we see that there is a spin-dependent term
proportional to v2 which goes like 1/r8 (1/r9 in
D = 10) and a static spin-dependent term going
like 1/r10 (1/r11 in D = 10). Note that since this
expression is symmetric in ζL and ζR the spin-
dependent terms vanish for (NS)2 states in the
28 of SO(8) since this occurs in the antisymmet-
ric tensor product of 8v × 8v.
As a second example consider the interaction
of two bosons which arise from the (R)2 sector.
For these states we need the non-relativistic ex-
pansion of
KL(u1L, u2L, u3L, u4L)K
R(u1R, u2R, u3R, u4R)(39)
with
K(u1, u2, u3, u4) =
[
(−sˆ/8 +M2/2)u¯2Γ
µu3u¯1Γµu4
]
(40)
where we have again dropped terms proportional
to tˆ.
Using the previous expressions for the spinor
fields one finds after some algebra that
KL(u1L, u2L, u3L, u4L) =
sˆ− 4M2
8
× (41)[
~k2
8
+
5
16
kiqj(R
ij
1L +R
ij
2L)−
1
16
qjqkR
ij
1LR
ik
2L
]
(42)
and similarly for right-movers where Rij
1L =
ξ†
1Lγ
ijξ1L/4. Combining left and right-moving
5parts then gives for the four point amplitude
A4 = −
πκ2
8~q2
× (43)
[
~k2 +
5
2
kiqj(R
ij
1 +R
ij
2 )−
1
2
qjqkR
ij
1 R
ik
2
]2
(44)
We again see the universal spin-independent v4
term as in the expression for scattering of (NS)2
states and additional spin dependent terms in-
volving v3, v2, v, and a static term. Extrapolat-
ing to D = 10 the Fourier transform of A4 has
the schematic form
V ∼
v4
r7
+
v3R
r8
+
v2R2
r9
+
vR3
r10
+
R4
r11
(45)
with R a tensor bilinear in spinor fields.
Scattering of fermionic D0-branes in the R-
NS sector can also be computed in an analogous
manner. We consider scattering of states in the
NS − R sector with states in the NS − R sec-
tor. The four point amplitude then factorizes as
in eqn. (34) with KL given by eqn. (35) and KR
by eqn. (41). The four point amplitude expanded
in velocity as before is then
A4 = −
πκ2
8~q2
× (46)[
~k2 − 2(~q · ~ζ1)
2 − 2(~q · ~ζ2)
2
]
× (47)[
~k2 +
5
2
kiqj(R
ij
1 +R
ij
2 )−
1
2
qjqkR
ij
1 R
ik
2
]
(48)
Fourier transforming with respect to ~q then gives
the spin dependent potential between fermionic
D0-branes.
5. Comparison with Matrix theory
These interactions should also be computable
from the Matrix model proposed in [6] by gen-
eralizing the one-loop computation of [5,7] to in-
clude the fermion terms which are related to the
v4/r7 term by supersymmetry. Such a compu-
tation has not yet appeared in the literature, so
here we will be content to compare these results
with the structure of the matrix model which can
be determined from simple scaling arguments.
If we rescale fields so that the matrix model
action takes the form (with φ the boson fields, ψ
the fermion fields and ∂ denoting time derivative)
S =
1
gs
∫
dt
(
(∂φ)2 + φ4 + ψ∂ψ + ψ2φ
)
(49)
then we can do dimensional analysis by assigning
the following dimensions to the fields, couplings,
and derivatives:
[gs] = −3, [φ] = −1, [∂] = −1, [ψ] = −3/2(50)
The loop expansion for the effective action then
has the form
S = gs
−1S0 + S1 + gsS2 + · · · (51)
and the Lagrangian density Li has dimension
−4 + 3i.
We can also organize terms by the parame-
ter N = n∂ + 2nf with n∂ the number of time
derivatives and nf the number of fermion fields.
The supersymmetry transformations preserve N
so terms paired by supersymmetry must all have
the same value of N . The v4/r7 term occurs
at one-loop and thus has dimension −1. It also
cleary has N = 4. If all the terms we have com-
puted have dimension −1 and N = 4 then it
is plausible that they all arise from supersym-
metrization of the v4/r7 term. To check this note
that in the matrix model both the spinor bilinear
R and any polarization tensors ζ have to arise as
expectation values of operators which are bilin-
ear in the fermion fields ψ. The potential terms
we have computed when extrapolated to D = 10
then all have dimension −1 andN = 4 and match
on to terms in the one-loop matrix model effective
action of the schematic form
L1 ∼
v4
r7
+
v3ψ2
r8
+
v2ψ4
r9
+
vψ6
r10
+
ψ8
r11
(52)
6. Acknowledgements
I would like to thank H. Awata, S. Chaudhuri,
M. Li, D. Minic, G. Moore, E. Novak, J. Polchin-
ski, and S. Shenker for discussions. I am particu-
larly grateful to C. Bachas and M. Green for dis-
cussions of their work on similar topics. I would
also like to thank the organizers of Strings ’97 for
the invitation to present these results.
6REFERENCES
1. A. Sen, Phys. Lett. B329 (1994) 217; hep-
th/9402032.
2. P. Townsend, “The eleven-dimensional su-
permembrane revisited”, Phys. Lett. B350
(1995) 184; hep-th/9501068.
3. E. Witten, “String theory dynamics in var-
ious dimensions”, Nucl. Phys. B443 (1995)
85; hep-th/9503124.
4. J. Polchinski, S. Chaudhuri and C. V. John-
son, “Notes on D-Branes,” hep-th/9602052;
J. Polchinski, “TASI Lectures on D-Branes,”
hep-th/9611050.
5. M. R. Douglas, D. Kabat, P. Pouliot and S.
H. Shenker, “D-Branes and Short Distances
in String Theory,” Nucl. Phys. B485 (1997)
85.
6. T. Banks, W. Fischler, S. H. Shenker and L.
Susskind, “M Theory as a Matrix Model: A
Conjecture,” Phys. Rev. D55 (1997) 5112.
7. K. Becker and M. Becker, “A Two-Loop Test
of M(atrix) Theory”, hep-th/9705091.
8. M. B. Green, J. H. Schwarz and E. Witten,
Superstring Theory, Vol. I, Cambridge Uni-
veristy Press, 1987.
9. H. Kawai, D. C. Lewellen and S.-H. H. Tye,
“A Relation Between Tree Amplitudes of
Closed and Open Strings,” Nucl. Phys. B269
(1986) 1.
