Postapproval drug safety studies often use propensity scores (PSs) to adjust for a large number of baseline confounders. These studies may involve examining whether treatment safety varies across subgroups. There are many ways a PS could be used to adjust for confounding in subgroup analyses. These methods have trade-offs that are not well understood. We conducted a plasmode simulation to compare relative performance of 5 methods involving PS matching for subgroup analysis, including methods frequently used in applied literature whose performance has not been previously directly compared. These methods varied as to whether the overall PS, subgroup-specific PS, or no rematching was used in subgroup analysis as well as whether subgroups were fully nested within the main analytical cohort. The evaluated PS subgroup matching methods performed similarly in terms of balance, bias, and precision in 12 simulated scenarios varying size of the cohort, prevalence of exposure and outcome, strength of relationships between baseline covariates and exposure, the true effect within subgroups, and the degree of confounding within subgroups. Each had strengths and limitations with respect to other performance metrics that could inform choice of method.
The United States Food and Drug Administration's Sentinel system is a national program for medical-product safety monitoring involving a large distributed network of health-care databases and a suite of routine querying tools (1, 2) . These tools enable semiautomated prospective and one-time assessments with multivariable-adjustment via propensity score (PS) matching and other adjustment strategies. The Cohort Identification and Descriptive Analysis + Propensity Score (CIDA + PS) matching tool was extensively validated for fidelity of code to intended design, and it has been tested with numerous known positive and negative associations. The tool is now being used for several postapproval-safety surveillance activities (3) (4) (5) . One of the key strengths of Sentinel's distributed database is the ability to include large numbers of patients in an analysis, which can potentially support a number of subgroup analyses. Routine surveillance activities often involve evaluation of prespecified subgroups because the Food and Drug Administration is interested in examining treatment effects in defined subgroups as well as in all patients for whom compared treatments are alternatives (6) (7) (8) .
Currently CIDA + PS uses the PS estimated in the full cohort to perform matching for the main analysis and rematching in prespecified subgroups. However, there are multiple ways that a PS could be used for subgroup analyses. A systematic review found that PS matching approaches for subgroup analyses compared in methods papers did not include evaluation of commonly used subgroup PS matching methods in applied studies (9) . These methods have trade-offs that are not well understood.
The objective of this study was to compare the relative performance of alternative methods for using PS matching in subgroup analysis, including methods used in applied literature whose performance has not previously been directly compared.
METHODS
We evaluated 5 PS matching strategies for subgroup analysis:
A. Use overall PS to match in full cohort; use same PS to rematch subgroups (ignore matching from full cohort). B. Use overall PS to match in full cohort; use same PS to rematch subgroups (restrict to those matched in full cohort). C. Fit separate PS within unique combinations of subgroup strata; match within strata, and aggregate for main analysis. D. Use overall PS to match within unique combinations of subgroup strata; aggregate to create the full matched cohort. E. Use overall PS to match for main analysis; break matches; conduct subgroup analyses without additional adjustment.
These were selected from a prior literature review (9) of methods and applied papers that used PS matching for subgroup analyses.
Only strategies A and B were compared in the methods literature (10) (11) (12) (13) (14) . Strategies C-E were reported in the applied literature review, although strategy E was the most commonly reported method of doing subgroup analysis after PS matching, used in over one-third of papers included in the review. In order to evaluate PS matching strategies for subgroup analysis, we designed a "plasmode" simulation (details in Web Table 1 , available at https://academic.oup.com/aje). In contrast to simulation where all variables are generated based on probability distributions, the complexity and correlation of covariates observed in a real data set are retained in plasmode simulation (15) . However, the magnitude of the true effect size and confounding are still specified by the investigator. We conducted a plasmode simulation in order to retain realistic correlation among covariates in our evaluation of PS matching methods for subgroup analysis.
Base cohort for simulations
The base cohort for simulation was extracted from a large administrative health-care claims database converted to the Sentinel Common Data Model via CIDA + PS (version 5.0). We chose to use the protocol for evaluating the known positive relationship between angiotensin-converting enzyme (ACE) inhibitors versus β-blockers on risk of angioedema used in prior Sentinel evaluations because it was a thoroughly studied and uncontroversial example (6) (7) (8) . The base cohort included new users of ACE inhibitors or β-blockers between January 1, 2009, and December 31, 2012, enrolled with medical and prescription benefits for at least 183 days (30-day gaps allowed) without exposure to either study drug of interest or diagnosis of angioedema (International Classification of Diseases, Ninth Revision, Clinical Modification, code 995.1) in any care setting. Follow-up began on the date of initiation and continued until any censoring criteria were met. Censoring criteria included the outcome of interest (angioedema diagnosis in any care setting), discontinuation or switching of study drugs, disenrollment, 365 days elapsed, or end of study period. Baseline covariates were assessed in the 183 days prior to the index date and included age, sex, and a history of allergic reactions, diabetes mellitus, heart failure, ischemic heart disease, and use of prescription nonsteroidal antiinflammatory drugs. Additional details of the protocol are available on the Sentinel website (8) .
Generating simulated data with known truth Each of our simulation scenarios maintained the observed baseline covariate structure by resampling from the observed covariate matrix rather than generating each covariate from a probability distribution. In order to reduce the run time for simulations, as well as mimic a moderate-sized cohort, the base scenario used a random sample of 50,000 from the observed covariate vectors. We generated exposure based on a true PS model with intercept and coefficients selected such that the proportion exposed was the same as observed in the real data. We fitted a Cox proportional hazards model for the outcome and a Cox model for censoring in the data with simulated exposure and observed baseline risk factors. The baseline hazard of the outcome model was modified so that the incidence of the outcome was 0.01. We then modified the observed coefficient for treatment effect to generate survival curves for each patient based on simulated exposure. For some scenarios, we also added coefficients for interactions between exposure and a subgroup variable when generating survival curves. For each patient, the simulated outcome was 1 if the survival time was less than the censoring time; otherwise it was set to 0. The magnitude of the true conditional hazard ratio was set to 2.0. However, due to confounding, the observed hazard ratio in unadjusted analyses was 3.0. Example simulation code is available in Web Appendix 1.
We then investigated 12 simulation scenarios, each varying 1 or more parameters from the base scenario (Web Tables 1 and  2 ). Confounding that varied according to subgroup was generated by including terms for interaction between baseline characteristics and the prespecified subgroup variables in the true PS model when generating the exposure data. Heterogeneity in the true hazard ratio was generated by including interactions between exposure and the subgroup variables in the outcome model. We generated 500 bootstrap samples under the specifications for each simulation scenario.
For each of the simulated scenarios, we varied the number of prespecified subgroups to evaluate (1 or 3) as well as whether the predefined PS model included interactions (none versus all pairwise interactions between subgroup variables and other covariates in the model included) (Web Table 2 ). The subgroups we considered were age (3 categories), sex, and history of heart failure.
We applied each of the 5 PS matching strategies for subgroup analysis outlined above (Web Table 2 ). For each of the strategies, PSs were generated using logistic regression with exposure as the dependent variable and confounders as independent variables. We implemented nearest neighbor, 1:1 matching using SAS-based macros from a publically available PharmacoEpi Toolbox (16) . Each PS model included all true confounders as main terms. However, in some scenarios the true PS varied by subgroup and in others it did not. We evaluated performance for each scenario using PS models fitted with and without subgroup interaction terms.
Strategies C and D required matching within subgroup and then aggregating to form the cohort for the main analysis. We implemented strategies C and D as if the prespecified subgroup was age, sex, or heart failure separately (i.e., single, prespecified subgroup) as well as simultaneously (i.e., 3 prespecified subgroups in the analysis). The former required estimation within 2 subgroup strata for sex and heart failure or 3 subgroup strata for age. The latter required fitting a PS within 12 unique strata formed by the subgroups (Table 1) . Because strategy C involves matching on stratum-specific PS, a separate PS was estimated within each unique combination of subgroups prior to matching. In contrast, for strategy D, the overall PS was used to match within each unique subgroup combination. Using different prespecified subgroups for these strategies produced different aggregated cohorts for the main analysis.
We estimated overall and subgroup-specific hazard ratios by fitting a Cox proportional hazards model regressing time to event on treatment in a 1:1-matched population. The models did not condition on matched set.
Performance metrics
We evaluated balance in unmatched and matched cohorts via the average standardized absolute mean difference (ASAMD) for baseline covariates as well as the C statistic. A larger ASAMD indicates greater imbalance. For considering the standardized differences between compared exposure groups to indicate meaningful imbalance, a rule of thumb sets the threshold at values over 0. 10 (17) . C statistics are a measure of concordance that range between 0.5 and 1 (18) . The further the C statistic is from 0.5, the worse the covariate balance between exposure groups. A model containing baseline characteristics as independent variables and exposure status as the dependent variable with a C statistic of 0.5 indicates poor discriminative ability or good balance because baseline characteristics do not predict exposure status better than chance.
We also evaluated bias, precision, and coverage of the parameter estimate in the unconditional Cox proportional hazards model for each PS-matching subgroup strategy. Bias was measured as the difference between the estimated feasible sample average treatment effect in the treated (ATT, from the model coefficient) and the simulated true counterfactual ATT in the matched treated population based on the true outcome model. These were evaluated overall as well as within each subgroup. Values further from 0.0 reflect greater bias. Precision was measured by the model-based standard error from unconditional Cox proportional hazard models. Coverage was calculated as the proportion of bootstrap samples for which the feasible sample ATT and 95% confidence intervals from outcome models contained the simulated true counterfactual ATT.
Some approaches can result in different numbers of patients or outcomes included in the main analysis compared with subgroup analyses, such that the numbers in matched subgroup analyses do not sum to the number of outcomes in the main analysis. We evaluated the consistency of main and subgroup populations for each PS matching strategy by comparing the number of exposed patients or outcomes included in the matched main analyses with the sum included across subgroup analyses.
RESULTS
The cohort extracted from a large administrative claims health-care database included 385,649 new initiators of ACE inhibitors and 274,977 new initiators of β-blockers (Table 2) . β-blocker initiators tended to have fewer comorbid conditions than ACE-inhibitor initiators, with standardized differences greater than 0.2 for several baseline covariates (data not shown). The C statistic of 0.67 indicated modest discrimination between new initiators of ACE inhibitors and β-blockers based on the characteristics included in the PS. This separation was also observed in the PS distribution ( Figure 1) .
With respect to subgroup variables, β-blocker initiators tended to be older than ACE-inhibitor initiators, and a larger proportion were female. The proportion of ACE-inhibitor initiators with prior heart failure was 1.3% compared with 4.5% for β-blocker initiators. The distribution of subgroup characteristics was retained via bootstrap resampling with replacement for the simulation scenarios.
Details about the specifications for the 12 simulated cohort scenarios based on this extracted cohort are available in Web Tables 1 and 2 .
Balance: ASAMD Figures 2-4 shows the distribution of ASAMD of baseline covariates in 500 bootstrap samples for the base simulation scenario (scenario 0). The ASAMD in the full unmatched cohort was above 0.20, and the ASAMD within unmatched age subgroups was over 0.15 ( Figure 2A ). After matching on PS with and without interactions ( Figure 2B and 2C) , regardless of subgroup matching strategy, the ASAMD was near 0.0 within the matched full cohort and subgroup analyses. These ASAMD results were similar for subgroups based on sex and baseline heart-failure status, although the ASAMD was larger and had greater variability for the low-prevalence subgroup with heart failure at baseline (Figures 3 and 4) .
The results from the baseline scenario were paralleled in scenarios 1-9, which varied size of the cohort, prevalence of exposure or outcome, and presence of treatment-effect heterogeneity. Scenarios 10-12 included confounding that varied according to subgroup. The pattern of ASAMD in these scenarios showed that, although balance was better when interactions were included in the PSs, all approaches resulted in ASAMD that was well below 0.05, regardless of the subgroup matching strategy (Web Figures 1K, 2K , and 3K). However, the worstperforming strategy was strategy E, which split the 1:1-matched cohort into subgroup strata and analyzed without further matching within subgroup. A full set of figures for each scenario is available in Web Figures 1-3 .
In the base simulation scenario (scenario 0), the mean C statistic in the full, unmatched cohort was 0.74 and the mean C statistic within unmatched age subgroups ranged between 0.69 and 0.77. The pattern of results was very similar to the pattern for ASAMD after matching on PS with and without interactions, for sex and heart-failure subgroups, and across simulated scenarios.
Bias: difference between estimated feasible sample ATT and counterfactual ATT In the base simulation scenario (scenario 0), the mean bias in the full, unmatched cohort was approximately 0.5 in the full cohort and age subgroups (Web Figure 4A, left panel) . After matching on PS with and without interactions (middle and right panels), regardless of subgroup matching strategy, the bias was near 0.0 within the matched full cohort and subgroup analyses. These bias results were similar for subgroups based on sex and baseline heart-failure status; however, there was greater variability for the low-prevalence subgroup with heart failure prior to In the base simulation scenario (scenario 0), the mean modelbased standard error in the full unmatched cohort was approximately 0.1 in the full cohort and up to 0.2 in age subgroups. As expected, in the matched cohorts, the standard errors overall and in subgroups were larger. However, matching on the PS with and without interactions (middle and right panels in web figures), regardless of subgroup matching strategy, produced nearly identical standard errors. The precision was similar for subgroups based on sex and baseline heart-failure status, but there was greater variability for the low-prevalence subgroup with heart failure prior to baseline. The results from the baseline scenario were paralleled in scenarios 1-12.
Coverage
In unmatched data, the coverage was around 0.0. The coverage for unmatched data within strata of age, sex, or lack of prior heart failure tended to lie in the 0.2-0.5 range. Coverage in the low-prevalence subgroup with heart failure at baseline was higher, in some scenarios over 0.95 prior to matching. In matched data, the coverage largely hovered just Age, years ASAMD Figure 2 . Distribution of average standardized absolute mean difference (ASAMD) for the baseline scenario broken down by age group (500 bootstrap samples), using simulated data. The ASAMD is presented for the unmatched cohort, a cohort 1:1 matched on a propensity score from a model that included only main terms for predictors, and a cohort 1:1 matched on a propensity score from a model that included interactions. A) ASAMD for unmatched cohorts; B) ASAMD for cohorts 1:1 matched on a propensity score from a model without interactions between predictors; C) ASAMD for cohorts 1:1 matched on a propensity score from a model with interactions between age, gender, heart failure status, and other baseline characteristics. For (B) and (C), the ASAMD is shown after applying each propensityscore matching strategy from Web Table 2 Heart Failure ASAMD Figure 4 . Distribution of average standardized absolute mean difference (ASAMD) for the baseline scenario broken down by heart failure status at baseline (500 bootstrap samples), using simulated data. The ASAMD is presented for the unmatched cohort, a cohort 1:1 matched on a propensity score from a model that included only main terms for predictors, and a cohort 1:1 matched on a propensity score from a model that included interactions. A) ASAMD for unmatched cohorts; B) ASAMD for cohorts 1:1 matched on a propensity score from a model without interactions between predictors; C) ASAMD for cohorts 1:1 matched on a propensity score from a model with interactions between age, gender, heart failure status, and other baseline characteristics. For (B) and (C), the ASAMD is shown after applying each propensity score matching strategy from Web Table 2 Figure 3 . Distribution of average standardized absolute mean difference (ASAMD) for the baseline scenario broken down by sex (500 bootstrap samples), using simulated data. The ASAMD is presented for the unmatched cohort, a cohort 1:1 matched on a propensity score from a model that included only main terms for predictors, and a cohort 1:1 matched on a propensity score from a model that included interactions. A) ASAMD for unmatched cohorts; B) the ASAMD for cohorts 1:1 matched on a propensity score from a model without interactions between predictors; C) ASAMD for cohorts 1:1 matched on a propensity score from a model with interactions between age, gender, heart failure status, and other baseline characteristics. For (B) and (C), the ASAMD is shown after applying each propensity score matching strategy from Web below 0.95 across scenarios, with a few exceptions. Coverage was very similar across the evaluated PS matching strategies within matched subgroups. Model-based standard errors for the treatment effect were smaller than the standard deviations of treatment-effect estimates (overall and within subgroup) from the 500 simulated data sets in each scenario. While not the focus of this paper, appropriate measures of variability in estimates of 1:1-matched time-to-event analyses in settings of rare outcomes should be further evaluated-for example, use of robust standard errors or otherwise accounting for variability from estimating the PS.
Concordance of subgroup and main analysis populations
PS matching strategies C, D, and E forced the same individuals to contribute to the main and subgroup analyses. PS matching strategies A and B resulted in some exposed patients being included in the main analysis that were not included in the subgroup analysis. PS matching strategy A also included exposed patients who were matched in the subgroup analyses but not the main analysis. Nevertheless, even when the exact individuals in the matched analysis varied, the total proportion of exposed patients who were matched in the main and subgroup analyses for each PS matching strategy was similar across simulation scenarios (Web Figure 7A) .
The pattern of matched outcomes that contributed to the main and subgroup analyses was similar to the pattern for exposed patients (Web Figure 7B) .
Broken matches
We evaluated the proportion of matched sets where the 1:1-matched pairs in the main analyses belonged to different subgroup strata. Across scenarios, the level of discordancy in subgroup membership was less than 2%. The proportion of matched pairs with members in different subgroup strata was highest in scenarios with a small cohort (scenario 1), rare exposure (scenario 3), and where confounding varied by subgroup (scenarios 10-12).
Convergence
The only PS matching strategy with convergence warnings from fitting the PS was strategy C, which involved fitting the PS within unique strata formed by the prespecified subgroups. When heart failure was prespecified as the sole subgroup for strategy C, 14% of the models fitted in the group with heart failure at baseline had convergence warnings in scenario 1 (small cohort), and 41% had convergence warnings or failure in scenario 4 (strong discrimination). When 3 subgrouping variables were prespecified, between 0.2% and 83.0% of the unique strata within scenarios had convergence warnings or failure.
DISCUSSION
We conducted a plasmode simulation to compare the performance of 5 methods for using PS matching for subgroup analysis, including those not previously evaluated. We examined numerous factors that could influence balance, bias, and precision of effect estimation. In general, the matching strategies were affected similarly on those metrics across 12 scenarios. However, when confounding or treatment effect varied across subgroups, balance metrics were modestly improved when interactions by subgroup were included in the PS. Prior studies comparing a subset of the evaluated strategies had similar findings (10) (11) (12) (13) (14) .
Comparing the relative strengths and limitations of the methods we evaluated against the PS matching method for subgroup analysis already available with CIDA + PS matching (strategy A) (Table 3) , we noted that although strategy E did not require rematching within subgroup, it tended to have worse performance on several metrics. Strategies B, C, and D had subgroups that were nested within the main analysis cohort, but strategy C The new main analysis cohort could include different numbers of matches and outcomes from the original. Strategy C, which involved matching on a PS model fitted within unique strata of prespecified subgroups, was the only method that had warnings about convergence when fitting the PS. A major limitation of this strategy is that with more prespecified subgroups, the unique subgroup strata could become quite small, resulting in issues with convergence of models for PS estimation. While performance was quite similar across the 5 compared methods in terms of balance, bias, and precision, other factors merit consideration when choosing which method to implement. All but one of the compared methods required fitting only 1 PS model, which reduces concern about running into convergence issues. Some methods involved matching for the main analysis and rematching of patients for subgroup analysis, resulting in different exposed patients or outcomes being included in the matched main versus subgroup analyses. While this did not have an impact on balance, bias, or precision, the number of exposed patients or outcomes across subgroups sometimes did not sum up to the total in the main analysis. Other methods ensured that subgroups were fully nested in the main analytical cohort by matching within subgroups and aggregating for the main analysis. However, if the investigators identify additional subgroups to evaluate after running the preplanned analyses, then using some subgroup matching strategies would result in a different main analysis cohort, because the main analysis cohort is created by aggregating matched sets within subgroups. For other strategies, using rematching within subgroups, irrespective of the main analysis matches, the patients matched in the subgroup analysis may differ from those matched in the main analysis.
Prior simulation studies have evaluated use of overall versus subgroup-specific PS in situations where the true PS varied by subgroup, but they have not compared the performance of methods frequently used in applied studies (10) (11) (12) (13) (14) . These studies have focused on covariate balance as a metric rather than bias, precision, and coverage, or have evaluated use of PS adjustment in the outcome model rather than matching. To our knowledge, our simulation was the first to compare the performance of 5 PS matching methods for subgroups commonly implemented in the literature. We evaluated performance of these matching methods in a variety of plausible scenarios that included variation in exposure and outcome prevalence, the type of heterogeneity in effect on a relative scale, and whether confounding varied by subgroup. We considered numerous metrics when evaluating the relative performance of the 5 evaluated methods, including balance of baseline covariates, bias, precision, coverage, concordance of subgroup and main analysis populations, convergence issues, and broken matches in subgroup analyses. These metrics provided insight into statistical issues as well as logistical concerns with implementation and interpretation of results.
Our study has some limitations. The simulation involved only 7 binary covariates as potential confounders. In real studies, there can be dozens or hundreds of binary, categorical, and continuous covariates. The generally comparable performance of strategy E in our simulation may be related to the low prevalence of broken matches observed in our simulated scenarios. We theorize that the low prevalence of broken matches with strategy E would not be observed in a higher-dimensional PS that includes more covariates (or continuous covariates). While our simulations included a range of plausible scenarios that might be encountered in applied database studies, more extreme scenarios in terms of sample size, strength of confounding across subgroups, or other factors could result in greater divergence in performance of the evaluated subgroup PS matching strategies. The performance of subgroup matching methods in other scenarios could be evaluated in future work.
The methods evaluated for using PS to match for subgroup analyses in this simulation study are all commonly used in the literature and performed similarly in terms of balance, bias, and precision in scenarios varying size of the cohort, prevalence of exposure and outcome, strength of relationships between baseline covariates and exposure, the true effect within subgroups, and the degree of confounding within subgroups. However each had strengths and limitations with respect to other performance metrics that could inform choice of method. Future work could evaluate whether or how prevalence of broken matches correlates with bias and precision of strategy E.
In theory, using subgroup-specific PS to match within subgroups would be a preferred strategy. However, in practice, small subgroup sizes or numerous prespecified subgroups will preclude this approach. Using an overall PS (with interaction terms) to match within subgroups and then aggregating to form the main analytical cohort is more feasible analytically and ensures that subgroups sum to the overall matched cohort. That said, each of the 5 subgroup PS-matching methods evaluated were reasonable alternatives with similar performance in terms of balance, bias, and precision in our simulations. Because none of the subgroup PS-matching methods was clearly superior in terms of balance, bias, or precision, the decision of which to use can be context-dependent. For some investigators, it will be more important to have subgroups that are fully nested in the main analysis than to have main analyses based on finding the best overall matches (independent of subgroups). For others, the reverse will be true. The choice of matching strategy may also depend on the size of the study population, how many subgroups have been prespecified, and the how strongly confounding is expected to differ within subgroup strata.
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