Abstract-Feature extraction and similarity measure in feature space are two basic steps in a texture based image retrieval system. In this paper, we propose to extract statistical model-based features in wavelet domain where we use dual tree complex wavelet transform (DT-CWT). To this end, we employ generalized Gaussian density (GGD) to describe the statistical characteristics of DT-CWT coefficients. On the other hand, we utilize Bayesian classifier for measuring similarity and so texture classification. In addition, for improving the classification rate and computational complexity we project the features onto a low dimensional space using three methods: linear discriminate analysis (LDA), locality preserving projections (LPP) and kernel LDA (KLDA). Our experiments are conducted on two different texture databases, i.e. VisTex and Brodatz. We achieve the classification rates up to 97.5% and 96.54% for these two databases respectively which validate the robustness of the proposed method.
I. INTRODUCTION
Recent years have seen an increasing interest in developing efficient approaches for browsing through digital image databases utilized in different areas, such as industry, medicine, crime detection, digital libraries etc. Since the sizes of these databases have been growing, traditional textbased image retrieval methods in which images are manually annotated by text seem to be inefficient due to their subjectivity, inaccuracy and high costs.
To prevent such drawbacks, content-based image retrieval in which images are indexed based on their visual content is introduced. The main goal in CBIR is to develop approaches to achieve the highest possible retrieval precision in the shortest possible length of time. A recent extensive review on the subject can be found in [1] .
There are two main processes in a CBIR system: feature extraction and similarity measurement. In the first process a set of features, called image signatures, is generated to accurately represent the content of each image in the database. The set has to be much smaller in size than the original image while capturing as much of the image information as possible. These features are usually extracted from shape [2] , color [3] or texture [4] of images among which texture features play an important role in characterizing the image content. The second process requires a similarity measure criterion including different distance and correlation metrics and also classification algorithms to determine how similar each image in the database is to a query image. In the present work, we focus on the texture classification as one of the most important parts in a CBIR system. Some of the most popular texture extraction methods are based on filtering or transform domain methods among which two dimensional discrete wavelet transform (2-D DWT) has been widely used for this application for years [4] - [6] .The basic assumption of these approaches is that the energy distribution in the frequency domain identifies a texture. According to this assumption which is supported by physiological studies of the visual cortex [7] , traditional approaches computed energies of wavelet subbands as texture features. Do et al. [8] proposed an extension of the energy method by modeling a texture using the marginal densities of wavelet subbands coefficients. They used generalized Gaussian density (GGD) modeling of wavelet coefficients and Kullback-Leibler distance metric to perform texture retrieval. Some recent work applied this statistical modeling based image signature in wavelet domain [9] . However, the effectiveness of DWT in complex texture analysis is seriously undermined due to a lack of directionality and shift sensitivity. In other words, DWT only gives the edge information in the horizontal, vertical and diagonal directions. Additionally, since small shifts in the input signal can result in large differences of DWT coefficients at different scales, same two patterns with small spatial shifts will produce widely different feature vectors. Consequently, Gabor wavelet transform (GWT) which is both directionally selective and shift invariant can be applied as an alternative to traditional DWT [10] . However, non-orthogonality of GWT's basis function leads to high redundancy in transformed images which increases memory requirement and limits retrieval and classification speed.
All afore-mentioned problems can be overcome using dual tree complex wavelet transform (DT-CWT) which gives texture information oriented in six different directions at each scale with approximately shift invariance property and limited redundancy [11] . Some recent work has shown that by using DT-CWT retrieval performance is improved in WT using two me data [13] .
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B. Kernel LDA
The reason why nonlinear methods are developed is the poor performance of linear methods for samples which cannot be discriminated linearly. As a nonlinear extension of LDA, KLDA defines a nonlinear mapping from the original space to a high dimensional space to obtain a linearly separable distribution in the new space. In kernel based methods, nonlinear mapping which is not available is estimated using kernel trick, i.e., inner product of mapped data and an uncertain nonlinear function.
The between and within class covariance matrices in mapped space is computed by (5) and (6), respectively. In addition, the objective function maximized based on (7).
Where all parameters are the same as in (2) to (4) and 'φ' denotes the quantities in the mapped space [16] .
C. Locality Preserving Projections (LPP)
While PCA aims to preserve the global structure of data, and LDA aims to preserve the discriminating information, the goal of LPP method is to preserve the local structure of samples.
The procedure of LPP can be simply summarized as follows [20] :
(1) Constructing the adjacency graph. The graph G can be constructed in three different manners:
 K-nearest neighbors (KNN): An edge will be put between two nodes if and only if they are among the k nearest neighbors of each other.
 ɛ-neighborhoods: Nodes i and j will be connected by an edge if x i -x j 2 ≤ε.
 Supervised manner: An edge will be put between two nodes if and only if they belong to the same class. (2) Choosing the weights: The weights evaluate the local structure of the data space. W is a sparse and symmetric n×n matrix. In the simplest case the weight wij is 1 if there is an edge joining the nodes i and j and 0 if there is no connection between them. (3) Eigenmaps: Consider the problem of mapping the weighted graph G to a line so that connected points stay as close together as possible. Let y=(y 1 ,y 2 ,⋯,y m ) T be such a map. The optimal projection preserving the locality can be solved by minimizing the following objective function based on the standard spectral graph theory [21] .
This minimization problem is to ensure that if x i and xj are close, then yi and yj are close as well. The objective function can be modified as Where D is a diagonal matrix, L is the Laplacian matrix and a denotes a transformation vector, that is, y T = a T X, where the i th column vector of X is x i . The larger the value of dii (corresponding to yi ), the more "important" yi is. Therefore, a constraint is imposed
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V. EXPERIMENTAL RESULTS
The efficiency of proposed texture classification approach is evaluated on two commonly-used databases. D1 database consists of the same 40 textures used in [8] from MIT Vision Texture (VisTex) database [22] and D2 database includes 110 monochrome textures from Brodatz album [23] .
Each of 512×512 images is divided into 16 nonoverlapping 128×128 subimages among which 4 ones are chosen randomly for testing and the twelve others are used for training. Consequently, there are a total number of 480 images in training set and 160 images in test set generated from D1 database. Similarly, we obtain 1320 images for training and 440 images for testing from D2 database.
In implementation we set the number of decomposition scales to 3 because the transformed images obtained in next scales are too small to have reliable model estimation.
We conduct different sets of experiments using two different databases and different texture features to evaluate the proposed approach performance.
In the first set of experiments, D1 database is used to compare the Bayesian classification (BC) of F1 , F2 and F3 feature vectors and the approach proposed by Do et al. [8] that used F2 texture features and kullbach-leibler (K-L) distance metric.
As it is shown in Table I , our proposed approach has the best classification gain (96.87%) in comparison with three other methods. Additionally, using Bayesian classifier causes a 3.75% increase in classification rate of F2 compared to when K-L distance is applied. Table II shows the results obtained from the second set of experiments in which D2 database is used to compare the Bayesian classification of F1, F2 and F3feature vectors. According to the results, the proposed approach still outperforms others with an average classification rate up to 92.5%.
Finally, we explore how dimensionality reduction techniques affect the classification performance. In this experiment, we apply two linear techniques, i.e. LDA and LPP and a nonlinear technique, i.e. KLDA only to our proposed statistical model-based features which result in the best classification rates in two previous experiments. We use the supervised method to construct the adjacency graph in LPP and Gaussian kernel function in KLDA. The target dimensionalities of features is set to be 20 and 40 for D1 and D2 databases respectively as they give the best performance empirically. The classification results of their projected feature vectors are compared in Table III and  Table IV . Clearly, the linear techniques outperform KLDA in all cases. While LDA and LPP projected features have comparable classification rates, they lead to a considerable improvement over non-projected ones. Additionally, low dimensional feature vectors have advantages over original ones from computational point of view. According to Table V, the average classification time of one image in both D1 and D2 databases is reduced by using dimensionality reduction techniques. In this paper, we propose a new efficient method for Bayesian based texture classification. The GGD which has been proved to be a proper model of DWT subbands histogram is used to model the complex subbands of DT-CWT, a recently-used multiresolution transform which has important advantages over the traditional DWT. It is shown that GGD has a good capability to model the distribution of both real and imaginary parts of coefficients obtained from DT-CWT. Furthermore, we apply three effective dimension reduction techniques including LDA, LPP and KLDA to our model based feature vectors. Our experiments show that LDA and LPP projected features give both of high speed and high texture classification rates.
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TABLE VI. LIST OF ABBREVIATIONS USED IN EXPERIMENTS

F1
Feature vector consisting of GGD parameters estimated from DT-CWT coefficients distribution
F2
Feature vector consisting of GGD parameters estimated from DWT coefficients distribution
F3
Feature vector consisting of mean and standard deviation of DT-CWT subbands
D1
Database comprised of 40 textures from VisTex database used in [8] 
D2
Database comprised of 110 textures from Brodatz database
BC
Baysian classification
K-L kullbach-leibler distance
