Abstract-Currently, user centered transfer function design begins with the user interacting with a one or two-dimensional histogram of the volumetric attribute space. The attribute space is visualized as a function of the number of voxels, allowing the user to explore the data in terms of the attribute size/magnitude. However, such visualizations provide the user with no information on the relationship between various attribute spaces (e.g., density, temperature, pressure, x, y, z) within the multivariate data. In this work, we propose a modification to the attribute space visualization in which the user is no longer presented with the magnitude of the attribute; instead, the user is presented with an information metric detailing the relationship between attributes of the multivariate volumetric data. In this way, the user can guide their exploration based on the relationship between the attribute magnitude and user selected attribute information as opposed to being constrained by only visualizing the magnitude of the attribute. We refer to this modification to the traditional histogram widget as an abstract attribute space representation. Our system utilizes common one and two-dimensional histogram widgets where the bins of the abstract attribute space now correspond to an attribute relationship in terms of the mean, standard deviation, entropy, or skewness. In this manner, we exploit the relationships and correlations present in the underlying data with respect to the dimension(s) under examination. These relationships are often times key to insight and allow us to guide attribute discovery as opposed to automatic extraction schemes which try to calculate and extract distinct attributes a priori. In this way, our system aids in the knowledge discovery of the interaction of properties within volumetric data.
INTRODUCTION
O NE common method that allows scientists to visually query their volume rendered data is the interactive transfer function widget. Typically, the transfer function widgets rely on either a one-dimensional (1D) or 2D histogram frequency plot of the volumetric data (e.g., [1] , [2] , [3] ), and it is often assumed that users will have an underlying knowledge of regions of interest within the data. By using this underlying knowledge, users will then be able to create an appropriate transfer function that maps voxel values to a given attribute structure. While scientists exploring their volumetric data do have an underlying knowledge of their data, they are often novice transfer function designers.
A typical 1D transfer function widget is shown in Fig. 1(top) . This widget was presented to five novice users (but domain experts) as part of an informal user opinion survey. The users were asked to interactively select an area of interest based solely on the histogram distribution. All users selected the singular peak of the 1D histogram. However, as shown in the resultant volume rendering of Fig. 1(top) , the peak in this particular histogram is actually the least interesting portion of the data. When asked to further suggest areas of interest, the users indicated that they would be unsure of where to explore next within this data. Three users selected various ranges that would be of interest to them; however, all users indicated that they were likely to start exploring such data at peak values.
In order to overcome such issues, we propose to enhance the conventional 1D and 2D histogram transfer function widgets to better capture attributes and correlations that exist in the data. To do this, we create a new mapping of the statistical properties found within the histogram bins and overlay this as a new visual representation within the traditional histogram views. Essentially, an underlying statistical property of the voxels within each histogram bin is computed with respect to a user selected attribute of interest. This statistical value is then used to guide interaction within the transfer function space, providing a visualization of the abstracted attribute space representation. No new attribute spaces are being created; instead, the user is presented with more information about the statistical relationships between volumetric attributes.
The same five users were presented with the new abstracted attribute space shown in Fig. 1(bottom) . Again, they were asked to interactively select an area of interest. In the abstracted attribute space, the users now have a variety of peaks to choose from, and many of these peaks map to interesting features of their data. Fig. 1(bottom) illustrates the resultant rendering of the most common peak chosen by the users. Other areas chosen include the leftmost area of high slope and the rightmost area of high slope.
Such an abstraction does not improve the user's ability to separate previously inseparable features. In fact, the traditional 1D histogram widget and the abstracted 1D histogram widget map the exact same voxels to the same histogram bin. Thus, if features of the volume (e.g., skin, bone) were to map to the same density bin in the original histogram, they would still map to the same bin in the abstracted space. The benefit of abstracting the histogram space is that it can provide insight to novice users with regards to the initial creation of an appropriate transfer function. Furthermore, such an abstraction is also beneficial for expert users as these statistics provide more information helping target search and analysis while exploring relationships between variables that cannot be shown with the traditional 1D histogram.
For example, extracting, representing, and understanding the properties and interactions within computational fluid dynamic (CFD) simulations has generally proven to be a difficult problem. Scientists are interested in locating critical points, vortices, shocks, and other attributes within their data and understanding the effects that various attributes (temperature, pressure, velocity, etc.) have on the volumetric flow structure. However, locating and visualizing such attributes is extremely difficult as the criteria defining flow features (e.g., shock) are often not well understood, imprecisely defined, and complex to extract volumetrically. For example, Banks and Singer [4] review eight different schemes for identifying vortices, and Ma et al. [5] listed three data properties that indicate the presence of a shock within the data. Thus, in extracting flow properties there is a need for enhanced information in understanding the interactions between the volumetric flow attribute values.
Furthermore, scientists are not only interested in the volumetric shapes and locations of the attributes, but also how these attributes interact and influence other attributes. Examples of questions that scientists may want to ask of their data are: "What effect do pressure and temperature have on velocity, and what does this correlation reveal about the physical domain?" By providing domain experts with an overlay of statistical relationships between variables in the histogram space, hypotheses can be formed and insights confirmed.
Thus, our work focuses on the mapping of statistical properties in combination with the traditional histogram widgets, thereby providing users with more information and cues on where they can begin volume exploration, as well as aiding in both transfer function design and knowledge discovery. The contribution of this work is the algorithm for generating the abstracted attribute space as well as the introduction of this space into the traditional 1D and 2D histogram widgets. By using our algorithm and modified widgets, users are able to explore the 1D abstracted transfer function space combining a variety of attributes (e.g., density, temperature, pressure, or x, y, and z dimensions simultaneously). Users can also toggle between the conventional 2D transfer function view, (in which the entries in the 2D histogram are colored by the number of voxels that map to a location) and the abstracted transfer function view, (in which the entries are colored by a derived statistical relationship). In this manner, we explore the usefulness of abstracting statistical properties in transfer function widgets and illustrate the effects on the exploration of the attribute space. We discuss the benefits and drawbacks of such an approach and illustrate our results across various volumetric data sets.
RELATED WORK
Interactive transfer function design has been addressed with many different approaches, ranging from simple (yet Fig. 1 . Comparing explorations of the X38 experimental aircraft data using a traditional 1D histogram widget (top) and the pressure skewness abstracted 1D histogram widget (bottom). In the top image, the user is presented with only the velocity histogram. By selecting the area with the largest number of voxels, no interesting structures will be visible. By selection, we mean that the red line shown will now map opacity to the corresponding voxels. In bottom image, the user is presented with the abstracted histogram showing the skewness of the velocity histogram bins with respect to the pressure distribution in each bin. Here, the user explores the noticeable peak in the data and finds that it corresponds to the vortex cores in the data. Note that some of these regions correspond to interesting isosurface values that would be less intuitive to select when looking at the nonabstracted histogram plot. However, the same transfer function design in either widget would result in the same volume rendering.
intuitive) 1D transfer functions (e.g., [1] , [2] ) in which a scalar data value is mapped to color and opacity, to more complex multidimensional transfer functions in which color and opacity are mapped across multiple variables. Early work by Kindlmann and Durkin [6] and Kniss et al. [3] applied the idea of a multidimensional transfer function [7] to volume rendering. This work identified key problems in transfer function design, noting that many interactive transfer function widgets lack the information needed to guide users to appropriate selections, making the creation of an appropriate transfer function essentially trial-anderror which is further complicated by the large degrees of freedom available in transfer function editing. While many volume rendering systems have adopted multidimensional transfer function editing tools, the creation of an appropriate transfer function is still difficult as the user must understand the dimensionalities of the attribute space that they are interacting with.
Recent work on transfer function design has proposed higher dimensional transfer functions based on mathematical properties of the volume. Examples include the Contour Spectrum by Bajaj et al. [8] which proposed a user interface for displaying computed contour attributes using the surface area, volume, and the gradient integral of the contour. Work by Kindlmann et al. [9] employed the use of curvature information to enhance multidimensional transfer functions, and Tzeng et al. [10] focused on higher dimensional transfer functions which use a voxel's scalar value, gradient magnitude, neighborhood information, and the voxel's spatial location. Work by Potts and Mö ller [11] suggested visualizing transfer functions on a log scale in order to better enhance attribute visibility. Lundströ m et al. introduced the sorted histogram [12] , the partial range histogram [13] , and the -histogram [14] as means for incorporating spatial relations into the transfer function design. Correa and Ma introduced size-based transfer functions [15] which incorporate the magnitude of spatial extents of volume attributes into the color and opacity channels and visibility-based transfer functions [16] where the opacity transfer function is modified to provide better visibility of attributes. Maciejewski et al. [17] proposed a method to structure attribute space in order to guide users to regions of interest within the transfer function histogram, and Bruckner and Mö ller [18] depicted similarities of isosurfaces through the use of mutual information theory. While such extensions enhance the volume rendering and provide a larger separability of volumetric attributes, they still fail to provide users with information about the structures within a given attribute space. In fact, the addition of more dimensionality into the transfer function is often automatically incorporated into the rendering parameters, obscuring the relationship between the volumetric properties and the volume rendering.
Other work has focused on means of better displaying the data dimensionality to users, aiding the attribute space exploration. Shamir [19] applied attribute-space cluster analysis to unstructured meshes in order to automatically incorporate spatial information for identify structures within the volume. This clustering is performed across a 5D space (the x, y, and z components of the volume and the value versus value gradient magnitude attribute space), where as we only perform this on the attribute space.
However, the goal of Shamir's work was volume segmentation as opposed to transfer function design and interactive attribute extraction. Work by Roettger et al. [20] also generated transfer functions through attribute space analysis. They enable the automatic setup of multidimensional transfer functions by adding spatial information to the histogram of the underlying data set. Work by Henze [21] developed a system in which users can interact with a variety of attribute space views, interactively brushing and linking data, thereby allowing the user to define a set of data conditions over a variety of attributes. Woodring and Shen [22] proposed a method in which the user is presented with several different volumetric renderings and is able to compare values from these data sets over space and time, and combine various rendering attributes into one volumetric rendering. Akiba et al. [23] , [24] utilized parallel coordinate plots to create a volume rendering interface for exploring multivariate time-varying data sets. By means of a prediction-correction process, Muelder and Ma [25] proposed to predict the attribute regions in the previous frame, making the attribute tracking coherent and easy to extract the actual attribute of interest.
In all of this related work, one can note that various statistical properties of the volumes are being used in order to extract attributes of interest and segment properties of the volume. Unfortunately, as the number of dimensions increases, interaction in n-dimensional space becomes cumbersome to the point that few systems exceed 2D transfer functions; instead, the extra dimensionality is incorporated automatically, somewhat limiting the user's control. In order to enhance the information provided in the transfer function histogram widget, our work focuses on incorporating statistical properties of user selected attributes into the projected attribute space domain. Recent work on incorporating statistical and information metrics into time-varying volumetric data includes work by Fang et al. [26] on the time activity curve, Jänicke et al. on local statistical complexity analysis [27] , and Haidacher et al. [28] on utilizing information theory for fusing traditional transfer function space with information enhanced transfer function spaces.
In exploring volumetric attribute space, one can think of the 2D histogram widget as a special form of a scatterplot where the points are binned as opposed to plotted individually. Scatterplots have long been recognized as a useful tool for multidimensional visualization due to their relative simplicity and high visual clarity [29] , [30] , and have been incorporated in a number of multidimensional visualization toolkits (e.g., Tableau/Polaris [31] , GGobi [32] , XmdvTool [33] ). While recent work explored methods to enhance user interactions across the entire attribute space of a multidimensional data set using scatterplot matrices [34] , little work has been done in regards to incorporating attribute relationship visualizations into scatterplots. Some work in that area includes methods by Wang et al. [35] that introduces an importance-driven time-varying data approach, work in brushing moments by Kehrer et al. [36] , and the statistical transfer-function space work by Haidacher et al. [37] . In Wang et al. [35] , a user is presented with importance curves based on the temporal component of the data. Other work on analyzing statistical properties within transfer function space includes the work by Bachthaler and Weiskopf. Their work includes a method to create a continuous scatterplot [38] relating traditional discrete histograms to the histograms of isosurface statistics and they extend this work [39] to utilize subdivision within the spatial domain for creating continuous scatterplots and show their applications in volumetric rendering. In Kehrer et al. [36] the authors estimate statistical moments of the data including the mean, standard deviation, skewness, and kurtosis and apply this to the analysis of multivariate scientific data. In Haidacher et al. [37] the authors adaptively estimate statistical properties including the mean and standard deviation of the data values within a given neighborhood. The authors perform similarity tests within regions to determine if a material within a neighborhood is homogenous and create a new statistical transfer function space. Our work is similar to previous work where the user is presented with a variety of information metrics based on user defined specifications; however, work by Haidacher et al. creates a new transfer function space to enable the distinction of new materials. Our method does not enable the distinction of new materials. Instead, our method overlays the relationship of the current attribute being visualized in the histogram with another user selected attribute, thus providing fundamentally different views and functionality to the user.
ABSTRACT ATTRIBUTE SPACE GENERATION
Current transfer function design widgets typically present users with a low-dimensional projection of the volumetric attribute space onto an interactive one or 2D histogram widget. These projections represent the magnitude of a given attribute (i.e., the number of voxels that map to a given attribute). Attribute selection is then accomplished through traditional brushing of the histogram, and the voxels that map to a given attribute are assigned a color and opacity by the user.
In this work, we propose a modification to the traditional histogram transfer function design widgets. Instead of visualizing the attribute space as a function of the magnitude of the number of voxels, our work utilizes a novel pipeline that presents users with information metrics about a given attribute set. We refer to this information enhanced attribute space as an abstract attribute space. In our transfer function widget, a user is presented with information about the interactions between attributes within their data set as opposed to the magnitude of the volumetric attributes. Previous work has shown that there are links between the geometric properties of isosurfaces and the statistical properties of data [40] , [41] , and our information enhanced transfer function widgets help aid scientists in understanding these (and other) links. These tools aid the users by promoting new insights into volumetric data and enhance the knowledge discovery process. Fig. 2 illustrates our abstraction pipeline in the 1D histogram attribute space case (note that the 2D abstraction process is exactly the same). Beginning with the volumetric data, each voxel consists of a set of N measured or derived attributes, ff 1 ; . . . ; f N g. The user chooses any one of these volumetric attributes, ff j g in Fig. 2 (for example, f j could be density), and a histogram distribution of this attribute is created. This histogram is typically found in the 1D transfer function editor widget common in many volume rendering systems.
We modify the histogram by taking the voxels that map to a given bin in the ff j g attribute space histogram and derive an information metric about that attribute space with respect to one or more of the remaining attributes in the attribute space set, ff k g (for example, f k could be temperature). Since the voxels corresponding to each bin in the ff j g histogram are known, we are able to map these voxels to a 1D distribution with respect to the user defined attribute of interest, f k . This mapping is never shown to the user; instead, it is used to derive a set of information metrics, this information metric can then be presented to the user as a 1D plot, as shown in Fig. 2 . Thus, the user is presented not with the magnitude of an attribute, but with a derived set of information about the attribute with respect to a secondary volumetric feature.
We have also extended our process to the 2D histogram widget as well. In the case of the 2D widget, the traditional 2D transfer function editor widget utilizes two attributes of the volume data ff i ; f j g. The original histogram is plotted such that each bin is colored based on the number of voxels in each bin. The application of our algorithm will utilize a third attribute of the volume data ff k g and calculate the statistical properties of this feature for all voxels found in a given bin in the 2D histogram. The original histogram is then redrawn, where the color is now mapped to the derived statistical property. Examples of both the 1D and 2D abstract attribute space generation are shown throughout this paper.
In this work, we survey the use of four information metrics: mean, standard deviation, skewness, and entropy. This section details the information metric computations used, thereby formalizing the final (calculate information metric) step in our abstraction pipeline (Fig. 2) . This final step in our pipeline is extensible, and future work will explore the use of other information metrics for transfer function design.
All information metrics are calculated as a precomputation step during volume loading and the resulting attribute space plots can be toggled between in real time. Precomputation time for a 512 Â 256 Â 128 floating point data set takes approximately 9,093 ms for the combined 2D skewness calculations, 513 ms for the combined 2D entropy calculations, 97 ms for the combined 1D skewness calculations, and 20 ms for the combined 1D entropy calculations. Note that the mean and standard deviation calculations are incorporated as part of the skewness calculation. Results are from a 256 Â 256 Â 256 data set on an Intel Xeon(R) CPU E5335 2.00 Ghz machine with 4 GB of RAM. Timings scale linearly with respect to the number of voxels.
Mean
Given an entry m in the attribute space ff j g, we define S V ¼ fV 1 ; . . . ; V Z g to be the set of voxels that map to this given volume attribute. There are Z voxels that will map to this space. Within S V , we calculate the mean, ðS V Þ, with respect to the user chosen secondary attribute ff k g
The calculated mean thus depicts the average value of the f k attribute with respect to a value range for f j . Furthermore, this mapping provides users with more information about their data by showing them how a certain value of attribute f j is related to values in f k .
Standard Deviation
Once the mean is calculated, we can then determine the standard deviation, ðS V Þ, with respect to the secondary attribute ff k g.
The standard deviation of the set, S V with respect to the f k attribute of the voxels is then mapped back to the corresponding bin in the ff j g histogram attribute space. The standard deviation thus depicts the variance of the f k attribute values corresponding to a particular value of f j . Areas of low standard deviation typically indicate a high correlation between the bin range of f j and the average value of f k found with respect to that bin. Such information can reveal relationships between data. For example, a scientist may wish to explore temperature ranges of their data in which the pressure is highly fluctuating. To do this, they would interactively select the temperature ranges where the standard deviation of the pressure is found to be large. By using this attribute mapping, such ranges can be immediately found, whereas in the traditional 1D histogram users would only be unable to see such relationships.
Skewness
Skewness is a measure of the asymmetry of the distribution of the underlying data. The skewness of a random variable is the third standardized moment about the mean and standard deviation of an underlying data distribution. Given the set of voxels S V that map to the attribute space ff j g at m in the attribute space histogram, the skewness, ðS V Þ, of the voxels at that location with respect to an attribute ff k g (e.g., velocity, enstrophy) is calculated.
Our choice of utilizing skewness as an attribute space abstraction metric is influenced by the work of Patel et al. [42] in which the authors demonstrate the effectiveness of using high order statistical moments for transfer function generation. Skewness may be either positive or negative. In the 1D transfer function case, we add a secondary axis to the plots to show positive and negative skewness. In the 2D transfer function case, we utilize a blue to red color map with blue values representing negative skewness and red being positive. Areas with high skewness typically represent inhomogeneity in the data, while areas of low skewness typically represent regions where the data are normally distributed implying some underlying structural homogeneity.
Entropy
For the entropy calculation, given the set of voxels S V that map to the attribute space ff j g at m in the attribute space histogram, the entropy, HðS V Þ, of the voxels at that location with respect to a user chosen secondary attribute ff k g can also be calculated
Here, pðf k ðxÞÞ is the probability that a voxel in the set S V has a value f k ¼ x. Since S V is known, we can simply use the one-dimensional histogram of these voxels with respect to their f k attribute values to calculate the probability distribution. For example, if three voxels within S V map to f k ¼ q, then pðf k ¼ qÞ ¼ 3=Z where Z is the total number of voxels in S V . Once H S ðÃÞ is calculated, the entropy value is mapped back to the ff j g histogram attribute space. The entropy depicted at each position in the abstract attribute space provides information about the extent of the corresponding set of voxels.
With regards to spatial attributes (x, y, and z), spatially isolated structures often define an attribute and low spatial entropy is well suited to indicate them. High entropy, on the other hand, is reached with a uniform distribution of voxels over the physical domain. In this case, the combination of values is likely to belong to background dynamics and corresponding positions are often irrelevant for the user.
Histogram Binning Effects
In creating the abstracted attribute space, the results are directly related to the voxels that map to a given histogram bin. Thus, the bin size (or number of bins used) will directly impact the resultant abstracted attribute space visualization. In order to understand and explore the impact that histogram binning will have on our proposed method, we have modified the number of bins used and compared the resultant abstracted attribute space plots, as shown in Fig. 3 . As the number of bins decreases, the overall shape of the skewness curve remains intact; however, minor peaks are smoothed out and the bin skewness values change.
We have further explored the effects of bin sizes over all data sets presented in this paper. The shape of all abstracted attribute space curves remains consistent for all statistical measures used in our work (i.e., mean, standard deviation, entropy, and skewness). Overall, the changes to the abstracted attribute space curves seem to be minimal; however, we plan to explore adaptive histogram binning as a means of potentially extracting stronger statistical correlations.
As with all histograms, there is no such thing as a "best number" for bin size. Different choices in bin width can reveal different features about the data; however, the size of the bin will directly impact our underlying statistical measures. As the bin width gets smaller, the number of voxels that maps to each bin becomes sparser. Such sparsity can bias the data resulting in details that may appear to be random noise. Conversely, as the bins become larger, more data are being placed into each bin. In this manner, more voxels are being grouped together, and features within the volume will be less separable. Thus, it is important to choose a reasonable bin width when employing the use of our abstracted feature space metrics. Preliminary work indicates that using equal interval bins, where the number of bins is approximately the square root of the number of voxels in the volume is a reasonable approach.
ATTRIBUTE SPACE EXPLORATION TOOLS
In order to better facilitate volume exploration through transfer function design, we have developed a small suite of attribute space exploration tools to complement the traditional interactive transfer function design metaphors. Our tools include an expanded 1D histogram view, linked 1D and 2D histogram views for explorations into manual attribute segmentation, and an opacity brushing tool for highlighting complex attribute space structures such as arcs.
Expanded 1D Histogram View
The traditional 1D histogram view consists of the frequency space of the voxel data with a particular volumetric attribute (value, value gradient magnitude, etc.) being assigned to the x-axis of the histogram and the number of voxels this attribute maps to is assigned to the y-axis. Our expanded 1D histogram view utilizes this convention and plots the frequency distribution of both the value and value gradient magnitude space in a 1D histogram widget tool. This frequency plot is the gray background plot seen in the histograms of Fig. 4(left) . Note that the left set of histograms show the value versus frequency and the right set of histograms show the value gradient magnitude versus frequency. From top to bottom, the histograms are then overlaid with a statistical plot representing some spatial information (in this case the standard deviation) of the voxels with respect to their x, y, and z positions. User interaction in any of the three windows will modify the same transfer function applied to either the value or value gradient magnitude attribute space. However, only one transfer function (the value attribute space transfer function or the value gradient attribute space transfer function) is applied for volume rendering based on the most recently edited transfer function.
Linked 1D-2D Exploration View
While the user may create a 1D transfer function, work has shown that by increasing the dimensionality of the attribute space under exploration, the separability of more attributes Fig. 3 . Exploring the effect of the histogram bin size on abstracted attribute spaces. Here, we show the 1D density gradient histogram of the Bonsai CT data (in gray) and the skewness of the data (as a black line). As the number of bins increases, the statistical measures are smoothed.
becomes possible (although this is highly influenced by the choice of dimensions). As the user modifies the transfer function space in the 1D histogram views, a linked 2D histogram view is created in which the corresponding bins are highlighted by rectangular bounding boxes so that the user may explore further details within the 2D attribute space. This linked view is shown in Fig. 4(Middle-Left) . Here, the white rectangular regions depict the areas of nonzero opacity brushed by the user in the 1D histogram space.
Opacity Paintbrushing
Finally, to enhance user interaction, we utilize an opacity paintbrush tool for the 2D histogram widget similar to the painting tool described in Co et al. [43] . Traditional transfer function design widgets for 2D histograms include drawing a series of rectangular boxes and defining a color and opacity within the selected region. However, most structures that appear in the 2D attribute space are unable to easily fit within a rectangular widget. To overcome this, we utilize an opacity brushing tool in which the user has applied some underlying color map to the data, either automatically as done by Maciejewski et al. [17] or manually through rectangular widget creation or through the linked coloring from the 1D transfer function design. Fig. 4 (Middle-Right) demonstrates a user created transfer function through the use of our opacity brushing widget. The application of this transfer function for volume rendering is seen in Fig. 4 (Right).
Scaling by View Direction
In multivariate volumetric data, there are many attributes that can be utilized in the attribute abstraction process. In computational fluid dynamic simulations, users may have variables such as spatial position, temperature, pressure, vorticity, etc. However, in CT data, the attributes are often limited to only the density and the spatial position. While each coordinate of the spatial attribute could be mapped to its own separate value, this then requires the user to mentally integrate the three vector components. To handle this case, our system provides the users with two options: each component of the spatial attribute (x, y, and z) are plotted in a separate graph and presented to the user (as shown in Fig. 4 ), or the view direction is used to scale the information vector and the scaled value is shown to the user (Fig. 5) . The scaling of the spatial attribute vector based on the view direction is defined as follows: 5 . Exploring CT data using abstracted attribute spaces. The histogram shows the 1D density attribute space of the Engine data. Here, the user has selected various regions of high skewness for analysis and explores the effect the view direction has on the data skewness. Note that the underlying histogram distribution is the same in both the right and left image transfer functions; however, the overlaid skewness plot varies based on the viewing angle. The red line in the histogram widget is the user defined opacity.
where A x , A y , and A z are the information metrics calculated with respect to the spatial attributes (x, y, and z), and V is defined as the view directional vector calculated as
where M is the camera matrix. We illustrate the effect that scaling by view direction has on the data exploration process in Fig. 5 . Here, we explore skewness as an information metric in CT data utilizing the x, y, and z components of the voxels in the volumetric space and calculate the skewness with respect to each direction for each bin in the 1D histogram. The spatial skewness is then scaled and normalized based on the view directional vector of the volume and plotted as a black line on top of the density histogram plot. In the density 1D attribute space (Fig. 5(top) ), we can see that the skewness provides new peaks in the data to explore that are not evident in the traditional frequency plot (the underlying gray histogram).
In Fig. 5 (Top-Left) the user explores a peak of particular interest in the upper range of the density values. As the viewpoint changes, the user defined transfer function remains constant; however, the spatial skewness changes as is seen in Fig. 5(Top-Right) . Using the same view point in Fig. 5(Bottom-Left) , we highlight all the skewness plateaus and explore the resulting visualization. Again, we see that changing the viewpoint results in a change in the plotted spatial skewness Fig. 5(Bottom-Right) .
Here, the user has interactively selected various areas in the plots based on either high skewness peaks or rates of change in the skewness. This process is similar to that shown in Fig. 1 where the user explores various peaks in the abstracted space. Our final rendering shows only a subset of the peaks after exploration was done. From this we can see that the information metric provides new cues as to which regions in a data set may be of interest for visualizing results. Depending on the data alignment, different information about material boundaries and segmentation regions can be found. Future work will look at incorporating these various information metrics as a means of shading parameters.
ATTRIBUTE SPACE EXPLORATION EXAMPLES
In this section, we survey the meaning of our abstract attribute space representations in the context of the related volumetric properties. First, we illustrate the effect of using the abstract attribute space in a traditional CT data set in order to illustrate the meaning of the attribute space entropy. Second, we present a case study exploration of CFD data using the derived abstract attribute space representations. Finally, we explore the effect of noisy data on our derived abstract attribute space representations.
Spatial Abstract Attribute Spaces

Entropy and Standard Deviation
A key step in utilizing the abstract attribute space representation effectively for volume exploration is understanding the notion of entropy. As stated in Section 3.3, locations in the attribute space that consist of high spatial entropy are unlikely to represent structures within the data. In Fig. 6(Top) , the user is comparing the traditional voxel magnitude-based attribute space representation to the entropy-based representation. Here, we can quickly see that the area of the highest entropy maps to that of the highest number of voxels. As this is likely the air surrounding the volumetric data, the user chooses to segment the data by utilizing a square opacity filter in the entropy attribute space. The underlying colors are based on the nonparametric transfer function generation of Maciejewski et al. [17] . Here, we see that the most spatially coherent volumetric structures are able to be quickly extracted from the data.
Given the spatial randomness of the leaves, it is likely that the spatial standard deviation will be able to guide the user in segmenting the leaves. In Fig. 6(bottom) , the user switches to the spatial standard deviation attribute space. In the lower right corner, a particularly high band of standard deviation is evident to the user. Again, using a combination of square opacity filters, the user is able to directly segment the leaves. As such, one can see that by using a combination of abstract attribute space representations, a user is able to quickly and effectively explore their volumetric data.
While the use of abstract attribute spaces does allow the user to find very clean segmentation areas within the volume, in CT and MRI data, there are known properties of the density versus density gradient attribute space that allow users to create transfer functions by selecting the arc like structures within the attribute space. These arc-like structures correspond to material boundaries, and these cues have been shown to aid users in attribute extraction. However, CFD data do not have well-defined boundaries, and such methods are unable to extract structures such as shocks and vortices. Furthermore, when looking at an arbitrary attribute space, such as Pressure versus Velocity Magnitude, the relationships between data values may not be apparent. Fig. 7 illustrates the application of our abstract attribute space representation when applied to the turbulent vortex data set. The data set is sized at 128 Â 128 Â 128 and is a fluid flow simulation that has been used in many studies [25] , [44] , [45] . Here, we explore regions of near zero skewness in the value gradient magnitude attribute space of the data and the area of high skewness change in the value magnitude attribute space with respect to the y-directional component, see the transfer function designs in Fig. 7(left) . Next, we change to the 2D attribute space of value versus value gradient magnitude and highlight the regions of high skewness within the bins chosen from the 1D attribute space interactions, Fig. 7(right) . This method allows us to further refine the visualization that is of particular importance with turbulent flow simulations. Areas in turbulent flow where there is a high skew level represent potential attribute areas and should be more closely explored. This high skew level highlights change in the flow. Since turbulent flow attributes can be difficult or impossible to analytically describe, highlighting regions in the flow that have attributes of interest is a powerful tool for gaining insight to these data sets.
Skewness
Nonspatial Abstract Attribute Spaces
Skewness
As previously stated, it is often that CFD data does not have well defined boundaries. Furthermore, scientists are often interested in relationships between not only position, but also measured properties, such as temperature and velocity. Fig. 8 demonstrates the abstraction of the attribute space with respect to nonspatial properties. In Fig. 8(top) , the user is exploring the relationship between the velocity and the velocity gradient skewness. We create an oscillating transfer function, the peaks of which map to the skewness peaks in the gradient, creating an advection rendering similar to work by Svakhine et al. [46] .
In Fig. 8(bottom) , the user is exploring the relationship between the velocity and the temperature skewness. Here, the user has selected regions of highly variable temperature (both the highest and lowest range of skewness). The blue line in the bottom part of Fig. 8 is the skewness of temperature with respect to velocity. At high velocities, we can see that the temperature is nonconstant. Visualizing these values in abstract attribute space allows us to highlight areas of mixing. When discussing these plots with a domain scientist, they were able to point out that convective heat transfer takes place through both diffusion and advection, each of which can be highlighted in the abstract attribute space. The domain expert indicated that such plots were useful to her in exploring the data as it provided her with details about the underlying data relations as opposed to only a singular value distribution. In this case, the domain expert was a transfer function design expert as well. While the expert had certain value ranges in mind to explore as part of the transfer function design phase, the expert indicated that the enhanced information view presented was valuable for explaining phenomenon within the data. Furthermore, the expert indicated that such plots would be useful for detecting anomalies within simulations.
Standard Deviation
Our next data exploration example utilizes a cumulus cloud simulation. In Fig. 9 , the user is presented with a histogram of the water content of the cloud. A conventional histogram (Left) does not provide the user with the information needed to quickly extract the boundary of the clouds evolution. However, if the user chooses to overlay this histogram with the abstracted attribute of the water vapor (Right), it is easier to extract the precise boundary of the cloud evolution.
The user analyzes the standard deviation of the change in water vapor with respect to the water content distribution. From this analysis, the user selects the discontinuity where the abrupt change in the standard deviation indicates a movement from regions of highly varying water vapor to regions of constant water vapor values. The resultant rendering allows the user to visualize the boundary of the cloud evolution, showing a boundary where there is condensation from vapor to water droplets. The discontinuity would be somewhat near the edges of the visible boundary of the cloud and, as the cloud further evolves, this area may become quite turbulent. This helps show the initial entrainment of dry air into the cloud formation. Using the addition of the water vapor information, the user indicates that they are better able to match their mental model of the simulation to the rendering parameters. Here, the user has a concept of how the water content and water vapor will interact. By adding this information into the histogram visualization and transfer function design phase, the user can feel more comfortable in transfer function exploration and explore more properties of the data simultaneously.
Our final CFD example utilizes the X38 data set based on a tetrahedral finite element viscous calculation computed on geometry configured to emulate the X38 Crew Return Vehicle. The geometry and the simulation were computed at the Engineering Research Center at Mississippi State University by the Simulation and Design Center. This data set represents a single time step in the reentry process into the atmosphere. The simulation was computed on an unstructured grid containing 1,943,483 tetrahedra at a 30 degree angle of attack. however, for ease of testing in collaboration with the CFD researchers to guarantee accuracy, we resampled the data onto a 512 Â 256 Â 128 regular grid. Fig. 10 illustrates the application of our abstract attribute space representation when applied to the X38 data set. Here, the user compares the distribution of pressure values around the X38 to the underlying air velocity. In discussing with the domain scientist, we chose to view the standard deviation of the air velocity with respect to pressure. When looking at the plots, the domain scientist was interested in first exploring the high standard deviation of velocity in the low pressure area. This represented the body and the vortex cores (both rendered in blue). Next, the domain expert also wanted to explore the sharp standard deviation peak in velocity which appears almost as a discontinuity. By interactively selecting these two regions, the scientist can visualize the bow shock, the vortex cores, and the secondary shocks.
While such properties could have been found while exploring the pressure histogram alone, the domain scientist indicated that they like the ability to overlay secondary attributes on the data. The derived properties allowed them to visualize the interaction between pressure and temperature. By seeing these properties matched together, the scientist is able to relate the transfer function design to the physical interaction of properties and found this to be a natural means of analysis.
Abstracting Attributes in Noisy Data
The final analysis we performed was to explore the effect that noisy data would have on our abstracted attribute derivations. For this, we created a 64 Â 64 Â 64 cube volumetric data set. The data set contained two small spheres; however, the voxels were distributed within the data set such that the overall histogram distribution of the volume density would be a uniform random distribution. The synthetic data set is shown in Fig. 11 . Fig. 11 explores the derived entropy, standard deviation, and skewness measures of the x, y, and z spatial attributes of our synthetic data set. As expected, the resultant entropy calculations showed a constant high entropy value (the entropy of the uniform random distribution function will be the maximum value entropy can obtain). The standard deviation and skewness also showed properties associated with a uniform random distribution, with the standard deviation being a high constant and the skewness being zero (as the data are symmetrically distributed). Based on these results, the abstraction of the spatial volumetric attributes provides little insight into the data; however, this is as expected given that the underlying data should approximate a uniform random distribution.
Of interest, though, was the 2D histogram showing the density versus density gradient values shown in Fig. 11 .
When using the standard deviation and the x, y, and z directional components scaled by the view direction, we are able to find small areas in the histogram with a very low standard deviation. From previous examples, areas of low standard deviation represent compact structure within the volume. By selecting these areas, a reasonable rendering of the data can be produced.
Clearly, the application of the abstracted attribute space is sensitive to noise; however, this example was provided to highlight the worst case scenario. As the amount of noise in the data set increases, the amount of information that can be extracted decreases. Assume you have a volumetric feature, with property f k ¼ i, where i would be the histogram bin to which the N voxels making up this feature of interest map to, for example, a velocity, density, etc., that is known to map to a volumetric feature. If there exist M noisy voxels placed randomly in the volume that also have the property f k ¼ i, then this strategy fails if M is greater than :5N.
While the results of our abstraction were unsurprising for the uniform random distribution, we also chose to explore noisy CT data in order to evaluate the potential effect of noise. In Fig. 12 , we explore a noisy CT foot data set. From our results, we see that the noise found in this data does little to affect the resulting attribute statistics. Moreover, using the spatial skewness close to zero in the 2D histogram (bottom) allows us to avoid choosing noise in the data compared to the traditional transfer function (top).
From these experiments, it is clear that noise will affect the underlying statistical calculations in the abstract attribute space. However, the degree to which this will affect the calculations is based on how the noise is distributed through the entire data set. Our calculations are performed for each bin in the histogram. For any bin in which the distribution is approximately normal, our calculations will return the expected values. However, this is not to say that such a calculation is meaningless. Our attribute space abstraction provides insight into another attribute distribution with respect to value ranges in the primary attribute being analyzed. In this manner, insight Fig. 11 . Comparing the effects of noise on the abstract attribute space. Here, the user is exploring a volumetric data set with a density that approximates a uniform distribution; however, two small spheres are embedded in this distribution. As expected, the results for entropy, standard deviation and skewness match that of a uniform random distribution. However, in the 2D standard deviation abstraction, areas of low standard deviation value become visible indicating areas of interest.
can be gleaned from the data as shown in the previous sections.
CONCLUSIONS AND FUTURE WORK
Traditionally, the appropriate selection of attributes in multidimensional transfer functions is a difficult task, often requiring the user to have an underlying knowledge of the data set under exploration. By providing users with enhanced information about other attributes of their data in an abstracted attribute space (e.g., density, value versus value gradient magnitude) we are able to enhance the exploration, allowing users to better discover attributes within their data set. Users are able to quickly visualize and explore relationships within a given attribute space, enhancing their knowledge about interactions between the attribute space variables.
Our interactions with domain experts showed that these users tended to favor the mean and standard deviation plots as they were more comfortable with those metrics. Domain experts indicated that they liked the overlay of the abstracted attribute space, and that the added plot enabled them to think about transfer function design as more than a selection of value ranges, but also as a selection of variable interaction ranges. Experiences with the various data sets indicates that entropy was the least used statistical measure for exploration. Skeweness and standard deviation were useful for showing boundary areas and changes in data ranges, while the mean value was useful for direct comparison between two attributes. Often, the mean value calculation was used by domain experts in comparing velocity and pressure, water content and water vapor, etc. Future work will focus on deriving other information metrics including interaction information and cross entropy for measuring attribute complexity. Furthermore, we plan to utilize abstracted attribute space measures for novel volume rendering parameters in order to reduce the burden of transfer function design on the user. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
