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PROBABILISTIC MAX-PLUS SCHEMES FOR SOLVING
HAMILTON-JACOBI-BELLMAN EQUATIONS
MARIANNE AKIAN AND ERIC FODJO
Abstract. We consider fully nonlinear Hamilton-Jacobi-Bellman equations as-
sociated to diffusion control problems involving a finite set-valued (or switch-
ing) control and possibly a continuum-valued control. In previous works (Akian,
Fodjo, 2016 and 2017), we introduced a lower complexity probabilistic numerical
algorithm for such equations by combining max-plus and numerical probabilistic
approaches. The max-plus approach is in the spirit of the one of McEneaney,
Kaise and Han (2011), and is based on the distributivity of monotone operators
with respect to suprema. The numerical probabilistic approach is in the spirit of
the one proposed by Fahim, Touzi and Warin (2011). A difficulty of the latter
algorithm was in the critical constraints imposed on the Hamiltonian to ensure
the monotonicity of the scheme, hence the convergence of the algorithm. Here,
we present new probabilistic schemes which are monotone under rather weak as-
sumptions, and show error estimates for these schemes. These estimates will be
used in further works to study the probabilistic max-plus method.
1. Introduction
We consider a finite horizon diffusion control problem on Rd involving at the same
time a “discrete” control taking its values in a finite setM, and a “continuum” control
taking its values in some subset U of a finite dimensional space Rp (for instance a
convex set with nonempty interior), which we next describe.
Let T be the horizon. The state ξs ∈ Rd at time s ∈ [0, T ] satisfies the stochastic
differential equation
(1) dξs = f
µs(ξs, us)ds+ σ
µs(ξs, us)dWs ,
where (Ws)s≥0 is a d-dimensional Brownian motion on a filtered probability space
(Ω,F , (Fs)0≤s≤T , P ). The control processes µ := (µs)0≤s≤T and u := (us)0≤s≤T
take their values in the setsM and U respectively and they are admissible if they are
progressively measurable with respect to the filtration (Fs)0≤s≤T . We assume that, for
all m ∈M, the maps fm : Rd×U → Rd and σm : Rd×U → Rd×d are continuous and
satisfy properties implying the existence of the process (ξs)0≤s≤T for any admissible
control processes µ and u.
Given an initial time t ∈ [0, T ], the control problem consists in maximizing the
following payoff:
J(t, x, µ, u) :=E
[∫ T
t
e−
∫
s
t
δµτ (ξτ ,uτ )dτ ℓµs(ξs, us)ds
+e−
∫
T
t
δµτ (ξτ ,uτ )dτψ(ξT ) | ξt = x
]
,
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where, for all m ∈ M, ℓm : Rd × U → R, δm : Rd × U → [0,+∞), and ψ : Rd → R
are given continuous maps. We then define the value function of the problem as the
optimal payoff:
v(t, x) = sup
µ,u
J(t, x, µ, u) ,
where the maximization holds over all admissible control processes µ and u.
Let Sd denotes the set of symmetric d × d matrices and let us denote by ≤ the
Loewner order on Sd (A ≤ B if B−A is nonnegative). The Hamiltonian H : Rd×R×
Rd × Sd → R of the above control problem is defined as:
H(x, r, p,Γ) := max
m∈M
Hm(x, r, p,Γ) ,(2a)
with
Hm(x, r, p,Γ) :=max
u∈U
Hm,u(x, r, p,Γ) ,(2b)
Hm,u(x, r, p,Γ) :=1
2
tr
(
σm(x, u)σm(x, u)T Γ
)
+ fm(x, u) · p
− δm(x, u)r + ℓm(x, u) .(2c)
Under suitable assumptions, the value function v : [0, T ]× Rd → R is the unique
(continuous) viscosity solution of the following Hamilton-Jacobi-Bellman equation
− ∂v
∂t
−H(x, v(t, x), Dv(t, x), D2v(t, x)) = 0, x ∈ Rd, t ∈ [0, T ),(3a)
v(T, x) = ψ(x), x ∈ Rd,(3b)
satisfying also some growth condition at infinity (in space).
In [6], Fahim, Touzi and Warin proposed a probabilistic numerical method to solve
such fully nonlinear partial differential equations (3), inspired by their backward sto-
chastic differential equation interpretation given by Cheridito, Soner, Touzi and Victoir
in [5]. This method consists in two steps, the first one beeing a time discretization of
the partial differential equation using the Euler discretization of the stochastic differ-
ential equation of an uncontrolled diffusion (thus different from the controlled one).
The second step of the method is based on the simulation of the discretized diffu-
sion and linear regression estimations which can be seen as an alternative to a space
discretization.
In [8, 10], McEneaney, Kaise and Han proposed an idempotent numerical method
which works at least when the Hamiltonian with fixed discrete control, Hm, correspond
to linear quadratic control problems. This method is based on the distributivity of
the (usual) addition operation over the supremum (or infimum) operation, and on a
property of invariance of the set of quadratic forms. It computes in a backward manner
the value function v(t, ·) at time t as a supremum of quadratic forms. However,
as t decreases, the number of quadratic forms generated by the method increases
exponentially (and even become infinite if the Brownian is not discretized in space)
and some pruning is necessary to reduce the complexity of the algorithm.
In [1], we introduced an algorithm combining the two above methods at least in
their spirit. The algorithm applies the first step (the time discretization) of the method
of [6] to the HJB equations obtained when the discrete control is fixed, then using the
simulation of as many uncontrolled stochastic processes as discrete controls, it applies
a max-plus type space discretization in the spirit of the method of [8, 10]. Then,
without any pruning, the number of quadratic forms representing the value function is
bounded by the sampling size [1]. Hence, the complexity of the algorithm is bounded
polynomially in the number of discretization time steps and the sampling size.
The convergence of the probabilistic max-plus algorithm proposed in [1] is based,
as for the one of [6], on the monotonicity of the time discretization scheme. In particu-
lar [6], this monotonicity allows one to apply the theorem of Barles and Souganidis [3].
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However, for this monotonicity to hold, critical constraints are imposed on the Hamil-
tonian: the diffusion matrices σm(x, u)σm(x, u)T need at the same time to be bounded
from below (with respect to the Loewner order) by a symmetric positive definite ma-
trix a and bounded from above by (1 + 2/d)a. Such a constraint is restrictive, in
particular it may not hold even when the matrices σm(x, u) do not depend on x and u
but take different values for m ∈ M. In [7], Guo, Zhang and Zhuo proposed a mono-
tone scheme exploiting the diagonal part of the diffusion matrices and combining a
usual finite difference scheme to the scheme of [6]. This scheme can be applied in more
general situations than the one of [6], but still does not work for general control prob-
lems. In [2], we proposed a new probabilistic discretization scheme of the second order
derivatives which allowed us to obtain the monotonicity of the time discretization of
HJB equations (3) with bounded coefficients and an ellipticity condition. Indeed, the
monotonicity holds when the first order terms of the HJB equation are dominated by
the second order ones.
Here, we propose a new probabilistic scheme for the first order derivatives which
is in the spirit of the upwind discretizations used by Kushner for optimal control
problems, see for instance [9]. This allows one to solve also degenerate equations or to
use time discretizations based on the simulation of a diffusion with same variance as
the controlled process.
As soon as the convergence of the algorithm holds, one may expect to obtain es-
timates on the error leading to bounds on the complexity as a function of the error.
Both depend on the error of the time discretization on the one hand, and the error of
the “space discretization” on the other hand. We shall only study here the error of
the time discretization, for which we obtain error estimates similar to the ones in [6],
using the results of Barles and Jakobsen [4]. We shall also show how to adapt the
method of [1, 2] with the new time discretization scheme.
The paper is organized as follows. In Section 2, we recall the scheme of [6]. Then,
monotone probabilistic discretizations of second order and first order derivatives are
presented in Section 3, with error estimates for regular functions. These discretizations
and error estimates are applied to Hamilton-Jacobi-equations in Section 4, for which
the error on a bounded Lipschitz solution is obtained by using the results of Barles
and Jakobsen [4]. In Section 5, we recall the algorithm of [1, 2] and show how it can
be combined with the scheme of Section 4.
2. The probabilistic time discretization of Fahim, Touzi and Warin
Let us first recall the first step of the probabilistic numerical scheme proposed by
Fahim, Touzi and Warin in [6], which can be viewed as a time dicretization.
Let h be a time discretization step such that T/h is an integer. We denote by
Th = {0, h, 2h, . . . , T − h} and T h = {0, h, 2h, . . . , T } the set of discretization times
of [0, T ) and [0, T ] respectively. Let H be any hamiltonian of the form (2). Let us
decompose H as the sum of the (linear) generator L of a diffusion (with no control)
and of a nonlinear elliptic Hamiltonian G, that is H = L+ G with
L(x, , r, p,Γ) = L(x, p,Γ) :=1
2
tr (a(x)Γ) + f(x) · p ,
a(x) = σ(x)σ(x)T and G such that a(x) is positive definite and ∂ΓG is positive semi-
definite, for all x ∈ Rd, r ∈ R, p ∈ Rd,Γ ∈ Sd. Denote by Xˆ the Euler discretization
of the diffusion with generator L:
(4) Xˆ(t+ h) = Xˆ(t) + f(Xˆ(t))h+ σ(Xˆ(t))(Wt+h −Wt) .
The time discretization of (3) proposed in [6] has the following form:
(5) vh(t, x) = Tt,h(v
h(t+ h, ·))(x), t ∈ Th ,
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with
(6) Tt,h(φ)(x) = D0t,h(φ)(x) + hG(x,D0t,h(φ)(x),D1t,h(φ)(x),D2t,h(φ)(x)) ,
where, for i = 0, 1, 2, Dit,h(φ) is the approximation of the ith differential of ehLφ
obtained using the following scheme:
Dit,h(φ)(x) = E(Diφ(Xˆ(t+ h)) | Xˆ(t) = x)(7a)
= E(φ(Xˆ(t+ h))P it,x,h(Wt+h −Wt) | Xˆ(t) = x) ,(7b)
where, Di denotes the ith differential operator, and for all t, x, h, i, P it,x,h is the poly-
nomial of degree i in the variable w ∈ Rd given by:
P0t,x,h(w) = 1 ,(8a)
P1t,x,h(w) = (σ(x)T )−1h−1w ,(8b)
P2t,x,h(w) = (σ(x)T )−1h−2(wwT − hI)(σ(x))−1 ,(8c)
where I is the d× d identity matrix. Note that the second equality in (7) holds for all
φ with exponential growth [6, Lemma 2.1].
In [6], the convergence of the time discretization scheme (5) is proved by using the
theorem of Barles and Souganidis of [3], under the above assumptions together with
the critical assumption that ∂ΓG is lower bounded by some positive definite matrix
(for all x ∈ Rd, r ∈ R, p ∈ Rd,Γ ∈ Sd) and that tr(a(x)−1∂ΓG) ≤ 1.
Indeed, let us say that an operator T between any partially ordered sets F and F ′
of real valued functions (for instance the set of bounded functions from some set Ω to
R, or Rn) is L-almost monotone, for some constant L ≥ 0, if
(9) φ, ψ ∈ F , φ ≤ ψ =⇒ T (φ) ≤ T (ψ) + L sup(ψ − φ) ,
and that it is monotone, when this holds for L = 0.
The above conditions together with the boundedness of ∂pG are used to show (in
Lemma 3.12 and 3.14 of [6]) that the operator Tt,h is a Ch-almost monotone operator
over the set of Lipschitz continuous functions from Rd to R. Then, this property,
together with other technical assumptions, are used to obtain the assumptions of the
theorem of Barles and Souganidis of [3], and also estimates in the same spirit as in [4].
In [1], we proposed to bypass the critical constraint, by assuming that the Hamil-
tonians Hm (but not necessarily H) satisfy the critical constraint, and applying the
above scheme to the Hamiltonians Hm.
In [2], we proposed an approximation of E(D2φ(Xˆ(t + h)) | Xˆ(t) = x) or D2φ(x)
that we recall in the next section. It is expressed as a conditional expectation as
in (7b) but depend on the derivatives of G with respect to Γ at the given point, via the
matrices σm(x, u) of the control problem. Below, we also propose an approximation of
E(Dφ(Xˆ(t+h)) | Xˆ(t) = x) or Dφ(x) which is monotone in itself and thus allows one
to consider the case where the derivatives of G with respect to Γ are zero or degenerate
nonnegative matrices.
3. Monotone probabilistic approximation of first and second order
derivatives and their estimates
We first describe the approximation of the second order derivatives proposed in [2].
Consider any matrix Σ ∈ Rd×ℓ with ℓ ∈ N and let us denote by Σ.j, j = 1, . . . ℓ,
its columns. We denote by Ck([0, T ] × Rd) or simply Ck the set of functions from
[0, T ]× Rd to R with continuous partial derivatives up to order k in t and x, and by
Ckb([0, T ]×Rd) or Ckb the subset of functions with bounded such derivatives. Then, for
any v ∈ C2, we have
1
2
tr(σ(x)ΣΣT σT (x)D2v(t, x)) =
1
2
ℓ∑
j=1
ΣT·j σ
T (x)D2v(t, x)σ(x)Σ·j .(10)
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For any integer k, consider the polynomial:
P2Σ,k(w) =
ℓ∑
j=1
‖Σ.j‖22
(
ck
(
[ΣT w]j
‖Σ.j‖2
)4k+2
− dk
)
,(11a)
with
ck :=
1
(4k + 2)E [N4k+2]
, dk :=
1
4k + 2
,(11b)
where N is a one dimensional normal random variable, and where we use the conven-
tion that the jth term of the sum is zero when ‖Σ.j‖2 = 0. This is the sum of the
same expression defined for each column Σ.j instead of Σ.
Let v ∈ C4b, and Xˆ as in (4), then, the following expression is an approximation
of (10) with an error in O(h) uniform in t and x [2, Th. 1]:
h−1E
[
v(t+ h, Xˆ(t+ h))P2Σ,k(h−1/2(Wt+h −Wt)) | Xˆ(t) = x
]
.(12)
In order to obtain error estimates, we need the more precise following result. For p
and q two integers and φ a function from [0, T ]× Rd to R with partial derivatives up
to order p in t and q in x, we introduce the following notation :
|∂ptDqφ| = sup
(t,x)∈[0,T ]×Rd
(βi)i∈N
d,
∑
i βi=q
∣∣∣∣∣ ∂
i+qφ
∂tp∂xβ11 . . . ∂x
βd
d
(t, x)
∣∣∣∣∣
In the sequel, ‖·‖ will denote any norm on Rd or on Rd×d. Also [x]i will denote the ith
coordinate of any vector x ∈ Rd, and [A]ij will denote the (i, j) entry of any matrix
A ∈ Rd×ℓ.
Theorem 3.1. Let Xˆ as in (4), and denote W th =Wt+h −Wt. Consider any matrix
Σ ∈ Rd×ℓ with ℓ ≤ d. Assume that f and σ are bounded by some constant C uniformely
in (t and) x, and let M be an upper bound of ‖ΣΣT ‖. Then, there exists K =
K(C,M) > 0 such that, for all v ∈ C4
b
([0, T ]× Rd), we have, for all (t, x) ∈ Th × Rd,∣∣∣∣∣h−1E
[
v(t+ h, Xˆ(t+ h))P2Σ,k(h−1/2W th) | Xˆ(t) = x
]
− 1
2
tr(σ(x)ΣΣT σT (x)D2v(t, x))
∣∣∣∣∣
≤ K(1 +
√
h)4
[
h(|∂1tD2v|+ |∂0tD3v|+ |∂0tD4v|)+
h
√
h|∂1tD3v|+ h2|∂2tD2v|+ h2
√
h|∂3tD1v|+ h3|∂4tD0v|
]
.
Sketch of proof. The proof follows from the following lemma and the property that
h−1/2W th is a normal random vector and that normal random variables have all their
moments finite. 
Lemma 3.2. Let v, W th and Σ be as in Theorem 3.1. We have, for all (t, x) ∈ Th×Rd,
h−1E
[
v(t+ h, Xˆ(t+ h))P2Σ,k(h−1/2W th) | Xˆ(t) = x
]
=
1
2
tr(σ(x)ΣΣT σT (x)D2v(t, x)) +
h
2
tr(σ(x)ΣΣT σT (x)
∂D2v(t, x)
∂t
)
+
h
2
∑
i,j,p
(
∂3v
∂xi∂xj∂xp
(t, x)[σ(x)ΣΣT σT (x)]ij [f(x)]p
)
+ E
[
M4(v, t, x,W th)P2Σ,k(h−1/2W th)
]
,
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where there exists (s, ξ) (random) equal to a convex combination of (t, x) and (t +
h, x+ f(x)h + σ(x)W th) such that:
M4(v, t, x,W th) =
h3
24
∂4v
∂t4
(s, ξ)
+
h2
6
d∑
i=1
∂4v
∂t3∂xi
(s, ξ)[f(x)h+ σ(x)W th]i
+
h
4
∑
i,j
∂4v
∂t2∂xi∂xj
(s, ξ)[f (x)h+ σ(x)W th]i[f(x)h+ σ(x)W
t
h]j
+
1
6
∑
i,j,p
∂4v
∂t∂xi∂xj∂xp
(s, ξ)[f(x)h+ σ(x)W th]i[f(x)h+ σ(x)W
t
h]j
[f(x)h + σ(x)W th]p
+
1
24h
∑
i,j,p,q
∂4v
∂xi∂xj∂xp∂xq
(s, ξ)[f(x)h+ σ(x)W th]i[f(x)h + σ(x)W
t
h]j
[f(x)h + σ(x)W th]p[f(x)h + σ(x)W
t
h]q .
Sketch of proof. Apply a Taylor expansion of v around (t, x) and use the property
that for each j, there exists a unitary matrix U with jth column equal to Σ.j/‖Σ.j‖2,
so that UT (h−1/2W th) is a d-dimensional normal random vector with jth coordinate
equal to [ΣT (h−1/2W th)]j/‖Σ.j‖2. 
Let us also introduce the following approximation of the first order derivatives. For
any vector g ∈ Rd, consider the piecewise linear function P1g on Rd :
P1g (w) =2(g+ · w+ + g− · w−) ,(13)
where for any vector µ ∈ Rd, µ+, µ− ∈ Rd are defined such that [µ+]i = max([µ]i, 0),
[µ−]i = −min([µ]i, 0). Note that P1g is nonnegative. We shall show that
(14) E
[
(v(t+ h, Xˆ(t+ h))− v(t, x))P1g (h−1W th)
]
is a monotone approximation of
(σ(x)g) ·Dv(x) .
Before this, let us note that if σ(x) = 1, f(x) = 1 and h−1/2W th is discretized by a
random variable taking the values 1 and −1 with probability 1/2, then the discretiza-
tion Dit,h(v(t + h, ·))(x) defined in (7b) is equivalent to a centered discretization of
Dv(x) with space step ∆x = h1/2, whereas (14) corresponds to the Kushner (upwind)
discretization [9]
d∑
i=1
[
[gi]+
v(t+ h, x+ h1/2ei)− v(t, x)
h1/2
+ [gi]−
v(t+ h, x− h1/2ei)− v(t, x)
h1/2
]
.
Using the same proof arguments as above we obtain the following results, where
Theorem 3.3 uses Lemma 3.4.
Theorem 3.3. Let Xˆ as in (4), and denote W th = Wt+h −Wt. Consider any vector
g ∈ Rd. Assume that f and σ are bounded by some constant C uniformely in (t and)
x, and let M be an upper bound of ‖g‖. Then, there exists K = K(C,M) > 0 such
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that, for all v ∈ C2
b
([0, T ]× Rd), we have, for all (t, x) ∈ Th × Rd,∣∣∣(σ(x)g) ·Dv − E[(v(t+ h, Xˆ(t+ h))− v(t, x))P1g (h−1W th)]∣∣∣
≤ K(1 +
√
h)2
[√
h(|∂1tD0v|+ |∂0tD1v|+ |∂0tD2v|)
+h(|∂1tD1v|) + h
√
h|∂2tD0v|
]
.
Lemma 3.4. Let v, W th and g be as in Theorem 3.3. For all (t, x) ∈ Th × Rd, there
exists (s, ξ) (random) equal to a convex combination of (t, x) and (t+ h, x+ f(x)h +
σ(x)W th) such that:
(σ(x)g) ·Dv = 2E
[
(v(t+ h, Xˆ(t+ h))− v(t, x))P1g (h−1W th)
]
− 2h(∂v
∂t
(t, x) + f(x) ·Dv(t, x))E[P1g (h−1W th)]
− h2E[∂
2v
∂t2
(s, ξ)P1g (h−1W th)]
− 2hE[(f(x)h + σ(x)W th) ·
∂
∂t
Dv(s, ξ)P1g (h−1W th)]
− E[(f(x)h+ σ(x)W th)⊺D2v(s, ξ)(f(x)h+ σ(x)W th)P1g (h−1W th)] .
We shall also need the following bound, that can be proved along the same lines as
the previous theorems. We do not give the proof since it can be bypassed by using
alternatively the proof of Lemma 3.22 in [6].
Lemma 3.5. Let L, Xˆ and D0t,h be as in Section 2. Denote W th = Wt+h − Wt.
Assume that f and σ are bounded by some constant C uniformely in (t and) x. Then,
there exists K = K(C) > 0 such that, for all v ∈ C4
b
([0, T ] × Rd), we have, for all
(t, x) ∈ Th × Rd,∣∣h−1(D0t,h(v(t+ h, ·))− v(t, x)) − (∂1t v + L(x,Dv(t, x), D2v(t, x)))∣∣ =∣∣∣h−1(E(v(t + h, Xˆ(t+ h)) | Xˆ(t) = x)− v(t, x)) − (∂1t v + L(x,Dv(t, x), D2v(t, x)))∣∣∣
≤ K(1 +
√
h)4
[
h(|∂0tD2v|+ |∂1tD1v|+ |∂2tD0v|+ |∂0tD3v|+ |∂1tD2v|+ |∂0tD4v|)
+ h
√
h|∂1tD3v|+ h2(|∂2tD2v|+ |∂2tD1v|) + h2
√
h|∂3tD1v|+ h3|∂4tD0v|
]
.
4. Monotone probabilistic schemes for HJB equations
We shall apply the above approximations of the first and second order derivatives
in (3) in the same way as in [2]. Let us decompose the hamiltonian Hm,u of (2c) as
Hm,u = Lm + Gm,u with
Lm(x, p,Γ) :=1
2
tr (am(x)Γ) + fm(x) · p ,
and am(x) = σm(x)σm(x)T , and denote by Xˆm the Euler discretization of the diffusion
with generator Lm. We may choose the same linear operator Lm for different values
of m, which is the case in Algorithm 5.4 below. Assume that am(x) is positive definite
and that am(x) ≤ σm(x, u)σm(x, u)T for all x ∈ Rd, u ∈ U , and denote by Σm(x, u)
any d× ℓ matrix such that
(15) σm(x, u)σm(x, u)T − am(x) = σm(x)Σm(x, u)Σm(x, u)T σm(x)T .
One may use for instance a Cholesky factorization of the matrix
σm(x)−1(σm(x, u)σm(x, u)T − am(x))(σm(x))T )−1 in which zero columns are
eliminated to obtain a rectangular matrix Σm(x, u) of size d× ℓ when the rank of the
initial matrix is equal to ℓ < d.
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Denote also by gm(x, u) the d-dimensional vector such that
(16) fm(x, u)− fm(x) = σm(x)gm(x, u) .
Define
Gm1 (x, p, g) := (σm(x)g) · p(17a)
Gm2 (x,Γ,Σ) :=
1
2
tr
(
σm(x)ΣΣT σm(x)T Γ
)
(17b)
so that
Gm,u(x, r, p,Γ) = ℓm(x, u)− δm(x, u)r + Gm1 (x, p, gm(x, u)) + Gm2 (x,Γ,Σm(x, u)) .
Applying Theorems 3.1 and 3.3 and Lemma 3.5, we deduce the following result
which shows the consistency of the scheme (18), together with estimates that are
necessary to apply the results of Barles and Jakobsen in [4].
Theorem 4.1. Let σm, fm, Xˆm and Lm be as above. Let us consider the following
“discretization” operators from the set of functions from T h × Rd to R to the set of
functions from Th × Rd to R :
D0t,h,m(φ)(t, x) := E
[
φ(t+ h, Xˆm(t+ h)) | Xˆ(t) = x
]
D1t,h,m,g(r, φ)(t, x) := E
[
(φ(t+ h, Xˆm(t+ h))− r)P1g (h−1(Wt+h −Wt)) | Xˆ(t) = x
]
D2t,h,m,Σ,k(φ)(t, x) := h−1E
[
φ(t+ h, Xˆm(t+ h))P2Σ,k(h−1/2(Wt+h −Wt)) | Xˆm(t) = x
]
,
with P1g and P2Σ,k as in (13) and (11) respectively.
Then, consider the following discretization of (3):
(18) K(h, t, x, v(t, x), v) = 0, (t, x) ∈ Th × Rd ,
where v is a map T h × Rd to R, and K is defined by:
K(h, t, x, r, φ) = − max
m∈ M, u∈U
{
h−1(D0t,h,m(φ)(t, x) − r)
+ ℓm(x, u)− δm(x, u)r +D1t,h,m,gm(x,u)(r, φ)(t, x) +D2t,h,m,Σm(x,u),k(φ)(t, x)
}
.
Assume that σm, fm, gm and Σm are bounded maps (in x and u). Then, there exists
K depending on these bounds, such that, for any 0 < ǫ ≤ 1, K˜ and v ∈ C∞
b
satisfying
|∂ptDqv| ≤ K˜ǫ1−2p−q for all p, q ∈ N ,
we have,
|K(h, t, x, v(t, x), v) + ∂v
∂t
(t, x) +H(x, v(t, x), Dv(t, x), D2v(t, x))| ≤ E(K˜, h, ǫ) ,
for all t ∈ Th and x ∈ Rd, with
E(K˜, h, ǫ) = KK˜
(
hǫ−3(1 +
√
h)4(1 +
√
hǫ−1)4 +
√
hǫ−1(1 +
√
h)2(1 +
√
hǫ−1)2
)
.
Lemma 4.2. If δm ≥ 0, or if δm is lower bounded and h is small enough, the dis-
cretized equation (18) can be rewritten as the solution of the iterative equation (5) with
Tt,h defined by:
Tt,h(φ)(x) = max
m∈ M, u∈U
TNt,h,m,u(φ)(x)
TDt,h,m,u(x)
,(19)
with
TNt,h,m,u(φ)(x) =D0t,h,m(φ)(t, x) + h
{
ℓm(x, u)
+D1t,h,m,gm(x,u)(0, φ)(t, x) +D2t,h,m,Σm(x,u),k(φ)(t, x)
}}
TDt,h,m,u(x) =1 + hδ
m(x, u) + hE
[
P1gm(x,u)(h−1(Wt+h −Wt))
]
.
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Note that TDt,h,m,u(x) = 1 +O(
√
h) when δm and gm are upper bounded.
Remark 4.3. When δm(x, u) and gm(x, u) are zero, the above operator Tt,h coincides
with the operator proposed in [2], which corresponds to
Tt,h(φ)(x) = max
m∈ M, u∈U
Tt,h,m,u(φ)(x)(20a)
Tt,h,m,u(φ)(x) =D0t,h,m(φ)(t, x)(1 − δm(x, u)h) + h
{
ℓm(x, u)(20b)
+ D˜1t,h,m,gm(x,u)(φ)(t, x) + D2t,h,m,Σm(x,u),k(φ)(t, x)
}}
,(20c)
with
D˜1t,h,m,g(φ)(t, x) := E
[
φ(t+ h, Xˆm(t+ h))g · (h−1(Wt+h −Wt)) | Xˆ(t) = x
]
.
When k = 0, and Lm = L does not depend on m, the former operator coincides
with the operator (6) proposed in [6], see [2]. Note that when δm(x, u) 6= 0, one need
to replace −δm(x, u)r by −δm(x, u)D0t,h,m(φ)(t, x) in the expression of K in order to
recover the operators of [6] and [2].
When the sign of δm is not fixed or δm is not lower bounded, one can replace
−δm(x, u)r by
−δm(x, u)+r + δm(x, u)−D0t,h,m(φ)(t, x)
in the expression of K so that in all cases, the discretized equation (18) can be rewritten
as the solution of the iterative equation (5) with Tt,h defined by (19) and
TNt,h,m,u(φ)(x) =D0t,h,m(φ)(t, x) + h
{
ℓm(x, u) + δm(x, u)−D0t,h,m(φ)(t, x)
+D1t,h,m,gm(x,u)(0, φ)(t, x) +D2t,h,m,Σm(x,u),k(φ)(t, x)
}}
TDt,h,m,u(x) =1 + hδ
m(x, u)+ + hE
[
P1gm(x,u)(h−1(Wt+h −Wt))
]
.
In [2, Theorem 3.3], we proved that the operator Tt,h is monotone for h small
enough over the set of bounded continuous functions Rd → R, under the assumption
that a¯ < 4k + 2 with a¯ an upper bound of tr(Σm(x, u)Σm(x, u)T ) (for all x and
u) and that δm is upper bounded, and that there exists a bounded map g˜m such
that gm(x, u) = Σm(x, u)g˜m(x, u). This was already a generalization of [6, Lemma
3.12], since the latter corresponds to the case where k = 0. Here, we shall only
need that gm is bounded. This will allows to apply the result to degenerate matrices
Σm(x, u)Σm(x, u)T . Also δm need not to be upper bounded at this point because the
expression of K uses −δm(x, u)r instead of −δm(x, u)D0t,h,m(φ)(t, x).
Theorem 4.4. Let K be as in Theorem 4.1. Assume that the map
tr(Σm(x, u)Σm(x, u)T ) is upper bounded in x and u and let a¯ be an upper bound.
Assume also that δm is lower bounded. Then, for k such that a¯ ≤ 4k + 2, K is mono-
tone in the sense of [4]. Also, there exists h0 such that the operator Tt,h of Lemma 4.2
is monotone for h ≤ h0 over the set of bounded continuous functions Rd → R.
Proof. Adapting the definition of monotonicity of [4, (S1)] to our setting (backward
equations and a time discretization only), we need to prove that there exists λ, µ ≥ 0,
h0 > 0 such that if h ≤ h0, v, v′ are bounded continuous functions from T h×Rd to R
such that v ≤ v′ and ψ(t) = eµ(T−t)(a+ b(T − t)) + c with a, b, c ≥ 0, then :
(21) K(h, t, x, r + ψ(t), v + ψ) ≥ K(h, t, x, r, v′) + b/2− λc in Th × Rd .
Let us first show the inequality for ψ = 0. Using the notations of Lemma 4.2, we have
(22) K(h, t, x, r, φ) = − max
m∈ M, u∈U
h−1
(
TNt,h,m,u(φ(t + h, ·))(x)− TDt,h,m,u(x)r
)
.
Also
TNt,h,m,u(φ)(x) =hℓ
m(x, u)
+ E
[
φ(Xˆm(t+ h))Ph,m,u,x(h−1/2(Wt+h −Wt)) | Xˆm(t) = x
]
,
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where
Ph,m,u,x(w) =1 + hP1gm(x,u)(h−1/2w) + P2Σm(x,u),k(w) .
Since P1g ≥ 0 for all g and P2Σ ≥ − tr(ΣΣ
T )
4k+2 for all Σ, we get that Ph,m,u,x(w) ≥
1 − a¯4k+2 . Assume now that a¯ ≤ 4k + 2. Then, Ph,m,u,x(w) ≥ 0, so if v ≤ v′, then
TNt,h,m,u(v) ≤ TNt,h,m,u(v′) and K(h, t, x, r, v) ≥ K(h, t, x, r, v′).
To show (21), it is now sufficient to show the same inequality for v = v′. We have
K(h, t, x, r + ψ(t), v + ψ)−K(h, t, x, r, v) ≥ − max
m∈ M, u∈U
{
h−1(ψ(t+ h)− ψ(t))
− δm(x, u)ψ(t) + (ψ(t+ h)− ψ(t))E[P1gm(x,u)(h−1(Wt+h −Wt))]
}
.
Let us take for λ an upper bound of −δm. From ψ(t+ h)− ψ(t) ≤ 0, and P1g ≥ 0 for
all g, we deduce
K(h, t, x, r + ψ(t), v + ψ)−K(h, t, x, r, v)
≥ −h−1(ψ(t+ h)− ψ(t))− λψ(t)
= beµ(T−t−h) + eµ(T−t)(
1− e−µh
h
− λ)(a + b(T − t))− λc
≥ b− λc ,
if 1−e−µh ≥ λh. Taking µ > λ, there exists h0 such that 1−e−µh ≥ λh for all h ≤ h0,
leading to the previous inequality and so to (21) for v = v′. This shows the that K is
monotone in the sense of [4].
Since P1g ≥ 0 for all g, and λ ≥ −δm, we get also that TDt,h,m,u(x) ≥ 1 − λh and
so TDt,h,m,u(x) > 0 for h ≤ h0 if h0 < 1/λ. Since we already proved that TNt,h,m,u is
monotone, for all m,u, we obtain that the operator Tt,h of Lemma 4.2 is well defined
and monotone for h ≤ h0 over the set of bounded continuous functions Rd → R. 
We shall say that an operator T between any sets F and F ′ of partially ordered
sets of real valued functions, which are stable by the addition of a constant function
(identified to a real number), is additively α-subhomogeneous if
(23) λ ∈ R, λ ≥ 0, φ ∈ F =⇒ T (φ+ λ) ≤ T (φ) + αλ .
Lemma 4.5. Assume that δm is lower bounded in x and u and let Tt,h be as in
Lemma 4.2. Then, there exists h0 > 0 such that for h ≤ h0, Tt,h is additively αh-
subhomogeneous over the set of bounded continuous functions Rd → R, for some con-
stant αh = 1 + Ch with C ≥ 0.
Proof. If λ is an upper bound of −δm, take C = 2λ and h0 such that 1−λh0 ≥ 1/2. 
With the monotonicity, the αh-subhomogeneity implies the αh-Lipschitz continu-
ity of the operator, which allows one to show easily the stability as follows, see [2,
Corollary 3.5] for the proof.
Corollary 4.6. Let the assumptions and conclusions of Theorems 4.1 and 4.4 hold
and assume also that ψ and ℓm are bounded. Then, there exists a unique function
vh on Th × Rd satisfying (18) or equivalently (5) with Tt,h as in Lemma 4.2 and
vh(T, x) = ψ(x) for all x ∈ Rd. Moreover vh is bounded (independently of h).
Note that the assumptions can be summerized in “all the maps ψ, ℓm, σm, fm, gm
and Σm are bounded, and the map δm is lower bounded (which is equivalent to say
that the map e−δ
m
is bounded). This implies that fm and σm(σm)T are bounded,
and, if σm is symmetric then σm is also bounded, but we do not need this directly.
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Corollary 4.7. Let the assumptions and conclusions of Corollary 4.6 hold. Assume
also that all the maps ψ, δm, ℓm, σm, fm, gm and Σm are continuous with respect to
x ∈ Rd, uniformely in x and u ∈ U . Then the unique solution vh of (18), with the
initial condition vh(T, x) = ψ(x) for all x ∈ Rd, is uniformely continuous on T h×Rd.
Proof. Since T h is finite, we just need to show that vh(t, ·) is uniformely continuous
on Rd for all t ∈ T h. Since vh(T, ·) = ψ which is already bounded and uniformely
continuous on Rd, we only need to show that the operator Tt,h of Lemma 4.2 sends the
set of bounded and uniformely continuous functions on Rd to itself. From the proof
of Corollary 4.6, it sends bounded functions to bounded functions. So, it is sufficient
to show that TDt,h,m,u is uniformely continuous, uniformely in u ∈ U and that TNt,h,m,u
sends bounded uniformely continuous functions on Rd to functions that are uniformely
continuous in x uniformely in u ∈ U . The first property is due to the uniform continuity
of δm and gm uniformely in u ∈ U . For the second one, one uses that if Xˆm(t) = x,
then Xˆm(t + h) = x + fm(x)h + σm(x)(Wt+h −Wt) which is uniformely continuous
in x, for all given values of Wt+h −Wt, since σm and fm are uniformely continuous
in x. Hence, when φ is bounded and uniformely continuous with respect to x, then
φ(Xˆm(t + h)) is bounded and uniformely continuous with respect to x, for all given
values of Wt+h−Wt. Since all moments of Wt+h−Wt are finite and the maps ℓm, gm
and Σm are uniformely continuous with respect to x ∈ Rd, uniformely in u ∈ U , we
deduce that TNt,h,m,u(φ) is uniformely continuous in x, uniformely in u ∈ U . 
The previous result shows that the map vh can be extended in a continuous function
over [0, T ] × Rd. Then, the convergence of the scheme can be obtained as in [2] by
applying the theorem of Barles and Souganidis [3]:
Corollary 4.8. Let the assumptions of Corollary 4.7 hold. Assume also that (3) has
a strong uniqueness property for viscosity solutions and let v be its unique viscosity
solution. Let vh be the unique solution of (18), with the initial condition vh(T, x) =
ψ(x) for all x ∈ Rd. Let us extend vh on [0, T ] × Rd as a continuous and piecewise
linear function with respect to t. Then, when h → 0+, vh converges to v locally
uniformely in t ∈ [0, T ] and x ∈ Rd.
To apply the theorem of Barles and Jakobsen [4], we also need the following regu-
latity result (corresponding to (S2) in [4]) which is comparable to the previous one.
Lemma 4.9. Let the assumptions of Corollary 4.7 hold. Assume also that δm is
bounded. Then, for all continuous and bounded function v on T h × Rd, the function
(t, x) 7→ K(h, t, x, v(t, x), v) is bounded and continuous in Th × Rd. Moreover, the
function r 7→ K(h, t, x, r, v) is uniformly continuous for bounded r, uniformly in (t, x) ∈
Th × Rd.
Proof. Using the arguments of the proof of Corollary 4.7 and the rewritting of K
in (22), one gets that x 7→ K(h, t, x, r, v) is uniformely continuous in x, uniformely in
r bounded. Also since δm and gm are bounded, then TDt,h,m,u is bounded, so (x, r) 7→
K(h, t, x, r, v) is uniformely continuous in x ∈ Rd and r in a bounded set of R. This
shows in particular that r 7→ K(h, t, x, r, v) is uniformely continuous in r bounded,
uniformely in x ∈ Rd. Also, since v is bounded and uniformely continuous, this
implies that x 7→ K(h, t, x, v(t, x), v) is bounded and continuous in Rd. Since Th is a
finite set, the assertions of the lemma follow. 
We also need the following assumptions which correspond to the assumptions with
same names in [4].
For a function v defined on Rd, |v|0 and |v|1 will denote respectively the norm on
the space of bounded functions (that is the sup-norm) and the norm on the space of
bounded Lipschitz continuous functions on Rd (that is the sup-norm plus the minimal
Lipschitz constant). More generally, for a function defined on Q = [0, T ]×Rd, |v|0 will
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denote the sup-norm, while |v|1 will denote a norm on the space of bounded functions
that are Lipschitz continuous with respect to x and 1/2-Ho¨lder continuous with respect
to t:
|v|0 = sup
(t,x)∈Q
|v(t, x)| , |v|1 = |v|0 + sup
(t,x)∈Q
(t′,x′)∈Q′
(t,x) 6=(t′,x′)
|v(t′, x′)− v(t, x)|
(t′ − t)1/2 + |x′ − x| .
(A1) There exists a constant K > 0, such that
|φ|1 ≤ K
for φ = ψ and for all the maps φ = h(·, u) with h beeing any coordinate of the
maps fm, σm, δm, ℓm, and any m ∈M and u ∈ U .
(A2) For every δ > 0, there is a finite subset UF of U such that for any u ∈ U ,
there exists uF ∈ UF such that
|h(·, u)− h(·, uF )|0 ≤ δ
for all the maps h beeing any coordinate of the maps fm, σm, δm, ℓm, and any
m ∈M.
Applying [4, Theorem 3.1], we obtain the following estimations which are of the
same order as the ones obtained for usual explicit finite difference schemes with ∆x in
the order of
√
h [4] or for the scheme of [6].
Corollary 4.10. Let the assumptions of Corollary 4.7 hold. Assume also (A1) and
(A2). Let v be the unique viscosity solution of (3) and vh be the unique solution
of (18), with the initial condition vh(T, x) = ψ(x) for all x ∈ Rd. Then, there exists
C1, C2 depending on |v|1 such that, for all (t, x) ∈ T h × Rd, we have
−C1h1/10 ≤ (vh − v)(t, x) ≤ C2h1/4 .
5. The probabilistic max-plus method
In [6], the solution vh of the time discretization (5) of the partial differential equa-
tion (3) is obtained by using the following method which can be compared to a space
discretization. The conditional expectations in (7) are approximated by any proba-
bilistic method such as a regression estimator: after a simulation of the processes Wt
and Xˆ(t), one apply at each time t ∈ Th a regression estimation to find the value of
Dit,h(vh(t + h, ·)) at the points Xˆ(t) by using the values of vh(t + h, Xˆ(t + h)) and
Wt+h−Wt. The regression can be done over a finite dimensional linear space approx-
imating the space of bounded Lipschitz continuous functions, for instance the linear
space of functions that are polynomial with a certain degree on some “finite elements”.
Hence, the value function vh(t, ·) is obtained by an estimation of it at the simulated
points Xˆ(t). This method can also be used for the scheme (5) obtained in the previous
section, since the new one also involve conditional expectations.
In the probabilistic max-plus method proposed in [1] and used in [2], the aim was
to replace the (large) finite dimensional linear space of functions used in the regression
estimations by the max-plus linear space of max-plus linear combinations of functions
that belong to a small dimensional linear space (such as the space of quadratic forms).
The idea is that stochastic control problems involve at the same time an expectation
which is a linear operation and a maximization which is a max-plus linear operation.
Note that a direct regression estimation on such a non linear space is difficult. We
rather used the distributivity property of monotone operators over suprema operations,
recalled in Theorem 5.1 below, a property which generalizes the one shown in Theorem
3.1 of McEneaney, Kaise and Han [10]. This allowed us to reduce the regression
estimations to the small dimensional linear space of quadratic forms.
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The algorithm of [1] was based on the scheme of [6], that is (5) with Tt,h as in (6).
The one of [2] was based on (5) with Tt,h involving the discretization of second order
terms as in Theorem 3.1 with k large enough in such a way that the scheme is mono-
tone, that is the scheme of Theorem 4.1 but with a discretization of zero and first
order terms as in (6), see Remark 4.3. Here, we shall explain how the algorithm can
be adapted to the case of the discretization of Theorem 4.1.
In the sequel, we denote W = Rd and D the set of measurable functions from
W to R with at most some given growth or growth rate (for instance with at most
exponential growth rate), assuming that it contains the constant functions.
Theorem 5.1 ([1, Theorem 4]). Let G be a monotone additively α-subhomogeneous
operator from D to R, for some constant α > 0. Let (Z,A) be a measurable space, and
let W be endowed with its Borel σ-algebra. Let φ : W × Z → R be a measurable map
such that for all z ∈ Z, φ(·, z) is continuous and belongs to D. Let v ∈ D be such that
v(W ) = supz∈Z φ(W, z). Assume that v is continuous and bounded. Then,
G(v) = sup
z¯∈Z
G(φ¯z¯)
where φ¯z¯ :W → R, W 7→ φ(W, z¯(W )), and
Z ={z¯ :W → Z, measurable and such that φ¯z¯ ∈ D}.
To explain the algorithm, assume that the final reward ψ of the control problem can
be written as the supremum of a finite number of concave quadratic forms. Denote
Qd = S−d ×Rd ×R, where S−d is the set of nonpositive symmetric d× d matrices, and
let
(24) q(x, z) :=
1
2
xTQx+ b · x+ c, with z = (Q, b, c) ∈ Qd ,
be the quadratic form with parameter z applied to the vector x ∈ Rd. Then for gT = q,
we have
vh(T, x) = ψ(x) = sup
z∈ZT
gT (x, z)
where ZT is a finite subset of Qd.
The application of the operator Tt,h of Lemma 4.2 to a (continuous) function φ :
R
d → R, x 7→ φ(x) can be written, for each x ∈ Rd, as
Tt,h(φ)(x) = max
m∈M
Gmt,h,x(φ˜
m
t,h,x) ,(25a)
where
Smt,h : R
d ×W → Rd, (x,W ) 7→ Smt,h(x,W ) = x+ fm(x)h+ σm(x)W ,(25b)
φ˜mt,h,x = φ(S
m
t,h(x, ·)) ∈ D if φ ∈ D ,(25c)
and Gmt,h,x is the operator from D to R given by
Gmt,h,x(φ˜) = max
u∈U
GNt,h,x,m,u(φ˜)
TDt,h,m,u(x)
,(26)
with
GNt,h,x,m,u(φ˜) = D
0
t,h(φ˜) + h
{
ℓm(x, u) +D1t,h,gm(x,u)(φ˜) +D
2
t,h,Σm(x,u),k(φ˜)
}
,(27)
D0t,h(φ˜) = E(φ˜(Wt+h −Wt)) ,
D1t,h,g(φ˜) = E(φ˜(Wt+h −Wt)P1g (h−1(Wt+h −Wt)) ,
D2t,h,Σ,k(φ˜)(x) := h
−1
E
[
φ˜(Wt+h −Wt)P2Σ,k(h−1/2(Wt+h −Wt))
]
,
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gm(x, u) and Σm(x, u), as in Section 4, and P1g and P2Σ,k as in (13) and (11) respec-
tively. Indeed, the Euler discretization Xˆm of the diffusion with generator Lm satisfies
(28) Xˆm(t+ h) = Smt,h(Xˆ
m(t),Wt+h −Wt) .
Using the same arguments as for Theorem 4.4 and Lemma 4.5, one can obtain
the stronger property that for h ≤ h0, all the operators Gmt,h,x belong to the class of
monotone additively αh-subhomogeneous operators from D to R. This allows us to
apply Theorem 5.1. In [1], we shown the following result.
Theorem 5.2 ([1, Theorem 2], compare with [10, Theorem 5.1]). Consider the control
problem of Section 1. Assume that, for each m ∈M, δm and σm are constant, σm is
nonsingular, fm is affine with respect to (x, u), ℓm is concave quadratic with respect
to (x, u), and that ψ is the supremum of a finite number of concave quadratic forms.
Consider the scheme (5), with Tt,h as in (20), σ
m constant and nonsingular, Σm
constant and nonsingular and fm affine. Assume that the operators Gmt,h,x belong to
the class of monotone additively αh-subhomogeneous operators from D to R, for some
constant αh = 1 + Ch with C ≥ 0. Assume also that the value function vh of (5)
belongs to D and is locally Lipschitz continuous with respect to x. Then, for all t ∈ Th,
there exists a set Zt and a map gt : R
d × Zt → R such that for all z ∈ Zt, gt(·, z) is a
concave quadratic form and
(29) vh(t, x) = sup
z∈Zt
gt(x, z) .
Moreover, the sets Zt satisfy Zt =M×{z¯t+h :W → Zt+h | Borel measurable}.
Theorem 5.2 uses Theorem 5.1 together with the property that, for each m, the
operator Tmt,h such that T
m
t,h(φ)(x) = G
m
t,h,x(φ˜
m
t,h,x), with G
m
t,h,x defined in the same
way as in (26) but for Tt,h as in (20), sends a random (concave) quadratic form that
is upper bounded by a deterministic quadratic form into a (concave) quadratic form.
This means that if z¯ is a measurable function from W to Qd and q˜x denotes the
measurable map W → R, W 7→ q(Smt,h(x,W ), z¯(W )), with q as in (24), and if there
exists z¯ ∈ Qd such that q˜x ≤ q(x, z¯) for all x ∈ Rd, then the function x 7→ Gmt,h,x(q˜x)
is a concave quadratic form, that is it can be written as q(x, z) for some z ∈ Qd, see
[1, Lemma 3].
If we replace the operator Tt,h of (20) by the one of Lemma 4.2, the previous
property does not hold because of the expressions g+ and g− and so one cannot
deduce directly a result like Theorem 5.2. However, one can still obtain the following
result:
Lemma 5.3. Let us consider the notations and assumptions of Theorem 5.2, except
that Tt,h is replaced by the operator of Lemma 4.2. For each m, consider the operator
Tmt,h such that T
m
t,h(φ)(x) = G
m
t,h,x(φ˜
m
t,h,x) with G
m
t,h,x as in (26). Let z˜ be a measurable
function from W to Qd. Let q˜m,z˜t,h,x be the map W → R, W 7→ q(Smt,h(x,W ), z˜(W )),
with q as in (24). Assume that there exists z¯ ∈ Qd such that q(x, z˜(W )) ≤ q(x, z¯) for
all x ∈ Rd. Then, the function q¯ : x 7→ Gmt,x,h(q˜m,z˜t,x,h) is upper bounded by a quadratic
map and there exists C > 0 and z ∈ Qd, such that, for all x ∈ Rd,
q(x, z) ≤ q¯(x) ≤ q(x, z) + Ch
√
h(‖x‖2 + 1)3/2 .
This justify the application of the same algorithm as in [2], that we recall below for
completeness for the operator of Lemma 4.2. Recall that in the same spirit as in [6],
we proposed in [1] and [2] to compute the expression of the maps vh(t, ·) by using
simulations of the processes Xˆm. These simulations are not only used for regression
estimations of conditional expectations, which are computed there only in the case of
random quadratic forms, leading to quadratic forms, but they are also used to fix the
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“discretization points” x at which the optimal quadratic forms in the expression (29)
are computed.
Algorithm 5.4 ([2, Algorithm1]).
Input: A constant ǫ giving the precision, a time step h and a horizon time T such
that T/h is an integer, a 3-uple N = (Nin, Nx, Nw) of integers giving the numbers of
samples, such that Nx ≤ Nin, a subset M ⊂M and a projection map π :M→M.
A finite subset ZT of Qd such that |ψ(x) −maxz∈ZT q(x, z)| ≤ ǫ, for all x ∈ Rd, and
#ZT ≤ #M×Nin. The operators Tt,h and Gmt,x,h as in (25-26) and the process Xˆm(t)
satisfying (28) for t ∈ Th, with Lm (and thus Xˆm and Gmt,x,h) depending only on π(m).
Output: The subsets Zt of Qd, for t ∈ Th ∪ {T }, and the approximate value function
vh,N : (Th ∪ {T })× Rd → R.
• Initialization: Let Xˆm(0) = Xˆ(0), for all m ∈ M, where Xˆ(0) is random and
independent of the Brownian process. Consider a sample of (Xˆ(0), (Wt+h −Wt)t∈Th)
of size Nin indexed by ω ∈ ΩNin := {1, . . . , Nin}, and denote, for each t ∈ Th ∪ {T },
ω ∈ ΩNin , and m ∈ M, Xˆm(t, ω) the value of Xˆm(t) induced by this sample. Define
vh,N (T, x) = maxz∈ZT q(x, z), for x ∈ Rd, with q as in (24).
• For t = T − h, T − 2h, . . . , 0 apply the following 3 steps:
(1) Choose a random sampling ωi,1, i = 1, . . . , Nx among the elements of ΩNin and
independently a random sampling ω′1,j j = 1, . . . , Nw among the elements of ΩNin,
then take the product of samplings, that is consider ω(i,j) = ωi,1 and ω
′
(i,j) = ω1,j for
all i and j, leading to (ωℓ, ω
′
ℓ) for ℓ ∈ ΩNrg := {1, . . . , Nx} × {1, . . . , Nw}.
Induce the sample Xˆm(t, ωℓ) (resp. (Wt+h −Wt)(ω′ℓ)) for ℓ ∈ ΩNrg of Xˆm(t) with
m ∈ M (resp. Wt+h −Wt). Denote by WNt ⊂ W the set of (Wt+h −Wt)(ω′ℓ) for
ℓ ∈ ΩNrg .
(2) For each ω ∈ ΩNin and m ∈ M, denote xt = Xˆm(t, ω) and construct zt ∈ Qd
depending on ω and m as follows:
(a) Choose z¯t+h :WNt → Zt+h ⊂ Qd such that, for all ℓ ∈ ΩNrg , we have
vh,N(t+ h, Smt,h(xt, (Wt+h −Wt)(ω′ℓ)))
= q
(
Smt,h(xt, (Wt+h −Wt)(ω′ℓ)), z¯t+h((Wt+h −Wt)(ω′ℓ))
)
.
Extend z¯t+h as a measurable map from W to Qd. Let q˜t,h,x be the element of D given
by W ∈ W 7→ q(Smt,h(x,W ), z¯t+h(W )).
(b) For each m¯ ∈ M such that π(m¯) = m, compute an approximation of x 7→
Gm¯t,h,x(q˜t,h,x) by a linear regression estimation on the set of quadratic forms using the
sample (Xˆm¯(t, ωℓ), (Wt+h −Wt)(ω′ℓ)), with ℓ ∈ ΩNrg , and denote by zm¯t ∈ Qd the
parameter of the resulting quadratic form.
r(c) Choose zt ∈ Qd optimal among the zm¯t ∈ Qd at the point xt, that is such that
q(xt, zt) = maxπ(m¯)=m q(xt, z
m¯
t ).
(3) Denote by Zt the set of all the zt ∈ Qd obtained in this way, and define
vh,N(t, x) = max
z∈Zt
q(x, z) ∀x ∈ Rd .
Recall that no computation is done at Step (3), which gives only a formula to be
able to compute the value function at each time step and state x by using the sets Zt.
Contrarilly to what happened in [2], the map x 7→ Gm¯t,h,x(q˜t,h,x) is not necessarily a
quadratic form, but for x in a bounded set and h small enough, it can be approximated
by a quadratic form, see Lemma 5.3. Then, the regression estimation over the set of
quadratic forms gives an approximation of order O(h
√
h) which add an error in O(
√
h)
to the value function at time 0. In [1, Proposition 5], under suitable assumptions, we
shown the convergence limNin,Nrg→∞ v
h,N (t, x) = vh(t, x). Here, we may expect that
lim supNin,Nrg→∞ |vh,N (t, x)− vh(t, x)| ≤ C
√
h. However a further study is needed to
obtain a precise estimation of the error depending on Nin, Nrg and h.
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