The advent of NGS has intensified the need for robust pipelines to perform high-performance automated analyses. The required softwares depend on the sequencing method used to produce raw data (e.g. Whole genome sequencing, Genotyping By Sequencing, RNASeq) as well as the kind of analyses to carry on (GWAS, population structure, differential expression). These tools have to be generic and scalable, and should meet the biologists needs.
INTRODUCTION
Advances in Next-Generation Sequencing (NGS) technologies have provided a cost-effective approach to unravel many biological questions, and revolutionized our understanding of Biology. Nowadays, any laboratories can be involved in large-scale sequencing projects, delivering astonishing volumes of sequence data. Although NGS are powerful technologies, they have produced a paradigm shift from data acquisition to data management, storage and in fine biological analyses. This has intensified the need for robust and easy-to-use pipelines to perform high-performance automated analyses. However, most pipelines depend on the sequencing method used to generate raw data and on the type of analyses to perform (variant calling, GWAS, differential gene expression,...) (1, 2, 3, 4) .
To enable processing of large datasets, numerous pipelines frameworks are available, either web-based or command-lines based. The formers, Galaxy (5, 6) or Taverna (7) for instance, can be easily understood by lab biologists as it is accessible via a graphical interface. Accessible to non-programmers, they allow adding additional workflows, picking up various prepacked software, but with limited access to their options. In addition, managing more than a dozen of samples, or having access to different versions of the same software, are not possible without having a high-level access level to the host servers. Thus, they are generally used for small-scale analyses, prototyping or training (8) . The second type of frameworks such as Snakemake (9) , Bpipe (10), Ruffus (11) , ClusterFlow (12) targets programmers and expert users. Many of theses tools rely on non-standard, adapted programming languages (e.g. derived either from Python, Bash or Make). Even if bioinformaticians can write complex pipelines using those frameworks, they require high-level skills in programming and are not suitable for lab biologists. This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/ by-nc/2.0/uk/) which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.
TOGGLe (Toolbox for Generic NGS Analyses) is an alternate solution mixing advantages from the two kinds of workflow managers, offering a robust and scalable bioinformatic framework for a wide range of NGS applications. Compared to the previous version (version 2 (13)), the current TOGGLe (version 3) is a framework based on command-line, and no more hard-coded pipelines, targeting both biologists and bioinformaticians. Workflows are now designed through a simple text file specified by the user. TOGGLe is also highly flexible on the data type, working on sequencing raw data (Illumina, 454 or Pacific Biosciences), as well as on various other formats (e.g. SAM, BAM, VCF). Carrying out analyses does not require any programming skills, but only basic Linux ones. With TOGGLe, scientists can create robust, customizable, reproducible and complex pipelines, through an user-friendly approach, specifying the software versions as well as parameters. It thus offers access to a vast landscape of external bioinformatics software ( Figure  1 ).
DESIGN AND IMPLEMENTATION

Input data formats and Sample IDs
There is no limit to the number of input files, as soon as all the data are in the same unique directory and of the same format. Input data format can be either FASTA, FASTQ (pairedend, single-end and mate-pair; second-and third-generation), SAM, BAM, BED or VCF, either plain or compressed (i.e. gzip).
Sample IDs and read groups are automatically generated by TOGGLe using the file read name, and no dedicated nomenclature or external sample declaration is needed. For pair-end/mate-pair FASTQ data, no specific name or directory organization is required for pairs to be recognized as such.
Running a TOGGLe pipeline
TOGGLe workflows can be launch from start-to-end with a single command-line, with three mandatory arguments:
1. the input directory containing files to analyze, 2. the output directory that will contains files generated by TOGGLe, 3. the configuration file. According to the workflow (e.g. a mapping step of reads upon a reference), a transcriptome or genome reference sequence (FASTA), an annotation file (GFF or GTF) or a key file (for demultiplexing) must be also provided.
Configuration file
The configuration file plays a central role in TOGGLe, by enabling users to generate highly flexible and customizable workflows in a simple way. Indeed, this basic text file is composed of different parts allowing to build the workflow, to provide software parameters, to compress or remove intermediate data, and to set up a scheduler if needed ( Figure  2 ).
Building Workflow
Steps composing the pipeline (e.g. aligning reads upon a reference genome, calling variants) and their relative order are defined after the $order tag. Each line consists of the step number followed by an equal sign then by the software's name (e.g. 1=FastQC).
If the step number is lower than 1000, the analysis step is carried out for each sample separately, while the step is performed as a global analysis with the results of all the samples for a value higher or equal to 1000 (see Figure 2 and 3).
Providing software parameters and external tools usage The syntax for setting software parameters is identical to that used by each software using the command line. Indeed, these parameters can be provided after the line composed of the symbol $ followed by the software name (also called tag line; see Figure 2 ). If no software parameter is provided, the default ones are used. TOGGLe will handle itself the input and output files as well as the references (if needed).
The user can also use a software not included in TOGGLe with the generic tag followed by the command-line.
Compressing or removing intermediate data Analyses generating a large amount of data, we included the possibility to gzip compress or to remove some intermediate data ($compress and $cleaner tags), as specified by the user in the configuration file (see manual).
Setting jobs scheduler When analyzing large amounts of samples, TOGGLe workflows support parallel processing on high performance computing (HPC) systems. They run seamlessly on a workstation or clusters with either LSF, MPRUN, SLURM or SGE jobs schedulers. When the configuration file contains a tag composed of the symbol $ followed by one of the jobs scheduler name cited above, TOGGLe pipelines will be submitted as background parallel jobs; otherwise they will run in "local" linear mode. The parameters provided through the configuration file (i.e. queue name, number of processors allocated) will be transmitted to the job submission scheduler. The jobs (one per sample) will be submitted as bash scripts automatically generated. In addition, the $env tag can be used to provide specific environment variables to be transferred to the scheduler via these bash scripts (such as the paths or modules to be loaded). Finally, node data transfer is automatically managed by TOGGLe when requested by user ($scp tag).
Workflows Management
The core of TOGGLe is the toggleGenerator.pl script which (i) parses the configuration file, (ii) generates the pipeline scripts, and then (iii) executes them as parallel or global analyses (see Figure 4) . Basically, toggleGenerator.pl compiles blocks of code (themselves allowing the launching of the different tools) to create the requested pipeline. It allows the developer to easily add any new tool without having to modify the main code.
Platforms, Installation and Customization
TOGGLe currently runs on any recent GNU/Linux system (Debian Lenny and more, Ubuntu 12.04 and more, and CentOS 6 and more were tested). TOGGLe was developed to be straightforward to install in several ways : manually (git clone), through a bash script, or using a Docker machine (available as a pre-packed machine as well as a DockerFile).
A unique file (localConfig.pm) needs to be filled at installation to ensure the integration of the whole software list (path and version), allowing TOGGLe to run. However, the whole set of integrated tools is not required to run TOGGLe: one can use it only with SAMtools for instance, and does not need to install the other tools. More detailed information on the different installation procedures can be found at the TOGGLe website (http://toggle.southgreen.fr)
RESULTS
Analyses and post-analysis tools integrated in TOGGLe
Developed in Perl, TOGGLe incorporates more than 120 functions from 40 state-of-the-art open-source tools (such as BWA, Abyss or HT-Seq) and home-made ones (Table 1  and Supplementary Table S1 ), making it the command line workflow manager with the highest number of integrated tools by now ( Figure 1 ; Table 2 ).
Analyses Once installed, a large array of tools are ready to use with TOGGLe for various type of analyses: input data QC control, cleaning FASTQ, mapping, post-mapping treatment, SNP calling and filtration, structural variation analyses, assembly (genome and transcriptome). A more detailed list of tools implemented is listed in Table 1 and  Supplementary Table S1 .
Post-Analyses Post-analysis tools were added in the current version of TOGGLe, for population genetics, genomic duplication, transcriptomics (Table 1 and Supplementary  Table S1 ).
A tool targeting both biologists and bioinformaticians
Ease of use TOGGLe drastically simplifies NGS analyses (such as SNP calling, differential expression for RNA, in silico assembly). Workflows can be easily set up in a few minutes through a unique configuration file, and can be executed through a short command line. In addition, TOGGLe offers access to all parameters without restrictions (or name change) proposed by each software. Finally, users can provide any reference files, without any additional step to add them, at the opposite of ClusterFlow (12) for instance.
As prototyping optimized workflows (software order and parameters) requires a good knowledge of the tools to be used, numerous pre-defined validated configuration files are available on our website (http://toggle.southgreen.fr/) for various type of analyses.
In addition, the effective output files naming convention used by TOGGLe as the well-organized file tree make it easy for the user to identify the different dataset produced (see Supplementary Figure 1 ).
Ease of development and evolution: Simpler is Clever
TOGGLe is designed as a set of separated modules/functions and blocks of code, simplifying code integration and evolution. Each module is written either to run bioinformatic software (topHat2.pm, GATK.pm, for instance) or to ensure functionalities for a specific purpose (such as checking input file formats). The block files are composed of codes implementing a single function at a time. These blocks are then concatenated together following the user pipeline specifications by toggleGenerator.pl, to provide a dedicated script pipeline.
This code modularity as well as testing and development processes adopted in TOGGLe prevents the regressions and bugs, facilitating maintenance in a collaborative environment.
Production and development versions, and speed of releasing Two versions of TOGGLe are available, the production one and the development version. The former (http://toggle.southgreen.fr) is validated on a large set of test data before any release, while the latter (http://github.com/SouthGreenPlatform/TOGGLE-DEV/), more up-to-date, is not completely validated and may provoke errors. Nevertheless, the development version is merged to the production version on a monthly basis, after unitary and pipeline tests and true data validation.
A robust bioinformatics framework
As TOGGLe was developed initially for performing dataintensive bioinformatics analyses, our main aim was to build a robust workflow framework without sacrificing the simplicity of use and the ease of development (Table 2) .
Pipeline and data sanity controls Numerous automatic controls are carried out at different levels as transparent actions : validation of the workflow structure defined by the user (checking if the output file format by step n is supported by the step n+1), format control on input data provided by user, checking format of intermediate data.
Missing but requested steps for ensuring the pipeline running (such as indexing reference) are added automatically if omitted.
Reproducibility and traceability TOGGLe ensures that all experimental results are reproducible, documented as well as ready to be retrieved and shared. Indeed, results are organized in a structured tree of directories: all outputs are sorted into separate directories grouped by analyses type (sample or global analyses) and by workflow step (see supplementary figure 1 ).
All parameters, commands executed as well as software versions are kept in logs and reports. Files such as the pipeline configuration or the input data used (reference file e.g.) are duplicated in the output folder, in which are also produced the specific scripts used for the analyses. The original input files, at the opposite to reference and configuration files, are not duplicated to reduce disk usage. Finally, a PDF report for the whole analysis is produced, providing global and visual informations for each sample at each step of the workflow. This report provides also a view of the workflow, and all the parameters used.
Error tracking and reentrancy All errors and warnings encountered are recorded in audit logs, structured at sample and global levels. Hence, finding the origin of an error is simplified. If a sample provokes an error, this sample will be ignored for the rest of the analysis, and the failing reported in the error logs. Moreover, as TOGGLe can start from any format or tool, restarting jobs from the failure point is easy and avoid to re-launch the whole analysis.
Large numbers of sample analyzed There is no true limits to the number of samples or the sequencing depth of a project that TOGGLe can take in charge. TOGGLe was already used on hundreds of samples jointly, from different types of assays (RNAseq, GBS, WGS,...), different analyses (polymorphism detection, read count), and on different models (Table 3) . The only observed current limits are the data storage and the computing capacities available.
HPC and parallel execution TOGGLe supports different job scheduling systems and can be efficiently run either on a distributed computing system or on a single server (default behavior). According to the configuration file, TOGGLe can perform parallel analyses simultaneously, at the sample level. In addition, TOGGLe can transfer data on calculation nodes instead of working through NFS/network filesystem, in order to improve computation time and to reduce latency.
Documentation
Installation, quick and complete user manuals, screencasts and a complete developer documentation are available on our website http://toggle.southgreen.fr. In addition, we also provide pre-packed configuration files for different types of classical analyses.
DISCUSSION & PERSPECTIVES
Nowadays, data preprocessing and analyses are the main bottleneck of scientific projects based on the high-throughput sequencing technologies. To deal with this issue, various workflow managers have been proposed, with different philosophies. GUI tools (such as Galaxy) provides a graphical user interface to easily and quickly design workflows. They have been developed especially for users without any programming knowledge. While very useful for prototyping pipelines with a limited data set and for performing smallscale analyses, they are less suitable to carry out large scale analyses or to create highly flexible pipelines (e.g. access to the whole set of software options). In contrast, many of the recent published workflow managers are aimed at bioinformaticians (e.g. Bpipe (10)), based on an extension of a programming language, allowing to design highly customizable and complex workflows through a command line interface. This efficiency comes at the expense of the ease of use.
TOGGLe is an alternate solution taking advantages of these two kinds of tools. Based on a command line interface, it is suitable for bioinformaticians as well as biologists. Through a unique text file, it offers a simple way to build highly complex and completely customizable workflows for a broad range of NGS applications, from raw initial data to high-quality postanalyses ones. This ease of use allows to greatly reduce handson time spent on technical aspects and to focus on the analyses themselves.
Thus, to improve user experience, TOGGLe performs, in a transparent way, different actions requested to ensure the success of the analysis: automatic reference indexing, data format checking, workflow structure validation, and so on. In addition, the unique possibility offered by TOGGLe to carry out analyses at different levels (per samples then global) reduces the difficulty of use, the manipulation time, and the errors linked to file manipulations (Table 2) .
TOGGLe was used on numerous sequencing projects with high number of samples, or high depth sequencing or both (Table 3) , computing capacities and data storage being the only observed limits. It was shown to be very adaptable to various biological questions as well as to a large array of architecture, data, and users.
TOGGLe has some features to be enhanced, as a complete reentrancy after a failed run is not yet possible and request the user to modify the data organization before relaunch. We are working on a new management version allowing to relaunch directly without any other manipulations. Moreover, the current version of the configuration file is not exportable to another workflow system using CWL (Common Workflow Language), and it would be interesting to also provide in TOGGLe a translator to CWL. Finally, the current grain of parallelization is the sample level (as for ClusterFlow or Bpipe), and a lot of computation time can also be saved at that point. We are exploring the way to use embarrassingly-parallel approaches (splitting samples in numerous subsamples), in order to launch pipelines optimized on highly distributed infrastructures.
As NGS analyses and sequencing technologies are continuously evolving, the modularity and the ease of development of our tool is a true advantage to stay up-todate. For instance, the two-year old previous version of our software, TOGGLe v2 (13), integrated only 50 tools and was hard-coded. By now, more than 120 tools are available with TOGGLe v3, the pipeline creation system is much more flexible and robust, and new tools are under integration on a monthly basis to widen the scope of analyses possible using TOGGLe (metagenomics, pangenomics).
AVAILABILITY
The source code is freely available at http://toggle.southgreen.fr, under the double license GNU GPLv3/CeCiLL-C. The TOGGLe website comprises a comprehensive step-by-step tutorial to guide the users to install and run the software. An online issue request is also available under GitHub of the South Green platform(14) (http://github.com/SouthGreenPlatform/TOGGLE/issues/) to report bugs and troubleshooting.
• Project home page: http://toggle.southgreen.fr (Table S1) 2 -An example of results file tree created by TOGGLe ( Figure S1 ) This file is composed of 4 parts. Concerning the "Building workflow" section, the first 4 analysis (steps lower than 1000, in orange) will be carried out separately for each sample (parallel analyses, in pink) whereas the last two steps will be performed as a global common analysis. Table 3 . List of selected projects using TOGGLe.
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