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ABSTRACT 
For an oscillatory matrix A (that is, a totally positive matrix one of whose 
powers is strictly totally positive), we give an exact formula for the ratio of two 
successive eigenvalues of A, similar to the classical formula for the spectral radius, 
r(A) = limj_+a I/A 11 . i “j Related formulae are derived for strictly sign-regular 
matrices. 
We begin with the following definitions (see [3] for the analogous defini- 
tions in the more general context of a partially ordered vector space). 
DEFINITION 1. If B = (bij) is an n x n matrix with strictly positive 
real entries, define 
and 
hj bpq kc2(B) = max - 
i.j,p,q biqbpj 
N(B) = 
K(B) - 1 
K(B) + 1’ 
The quantity N(B) is called the Birkhoff contraction ratio or Hopf oscilla- 
tion ratio of B; note that 1 < K(A) and 0 5 N(B) < 1. 
We shall apply the following theorem, which is a special case of 
Theorem 2.3 and Corollary 2.1 in [2] (see [3, Theorem 6.11 for a proof 
that the definition of N used in [2] reduces in the matrix case to that given 
in Definition 1). 
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THEOREM 1. Let B be an n x n real matrix with nonnegative entries 
such that for some q E N, Bs has strictly positive entries. Denoting the 
eigenvalues of B by X1, X2,. . . , A,, repeated according to their multiplicities 
and ordered so that 1x11 2 lXa[ 2 .. . 2 [&,I, we have that X1 > 0, X1 is a 
simple eigenvalue, and 
(XZ] = Xr lim N(B j “j = X1 M&V(Bj)“j. ) 
.r+m 
The facts that Xi is positive and simple are, of course, part of the classical 
Perron theorem on positive matrices. The essential content of Theorem 1 
is the formula for 1x21. The history of this result is discussed in [3] and [2], 
which include many references to the literature. 
DEFINITION 2. Let B be an n x n matrix, and let p E N with p 5 n. The 
pth compound BP of B is defined as the (:)-square matrix of determinants 
of p-square submatrices of B. 
THEOREM 2 (Kronecker). Let X1, AZ, . . . , A, be the eigenvalues of the 
n x n matrix B, repeated according to their multiplicities. Then the set of 
eigenvalues of the pth compound B, is given by 
o(Br) = {Xj, Xj, . ' . Xjp : 1 5 ji < j2 < * . . < jp 5 n}. 
Proof. See Gantmacher [4, Chapter III, Section 8, Theorem 41. 
DEFINITION 3. A real square matrix B is called totally positive if the 
determinants of all of its minors of all orders (including 1) are nonnegative, 
or strictly totally positive if all of these determinants are strictly positive; 
B is called oscillatory if it is totally positive and for some q E N, Bq is 
strictly totally positive. 
Detailed accounts of the theory of oscillatory matrices can be found in 
[l], [7], or [4]. The classical theory states that the eigenvalues of an oscil- 
latory matrix are all simple and strictly positive, and that any eigenvector 
corresponding to the jth eigenvalue has exactly j - 1 sign changes. We shall 
apply Theorem 1 above to give a formula for the ratio of two successive 
eigenvalues of an oscillatory matrix. 
THEOREM 3. Let A be an n x n oscillatory matrix, and let its eigenval- 
ues be X1,X2,... , A,, counted according to their multiplicities and ordered 
so that (X11 2 1x21 2 ... 2 [X,1. Then for each p we have X, > 0, X, is a 
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simple eigenvalue, and 
Proof. Since A is oscillatory, there exists q E W such that AQ is strictly 
totally positive. Now, for each p = 1,2,. . , n we have that A, is a non- 
negative matrix and (Ap)q is strictly positive. 
Kronecker’s theorem (Theorem 2) shows that the leading eigenvalue of 
A, is Xi&. . . A,, which by Theorem 1 or by the classical Perron theorem 
is strictly positive, and that the second eigenvalue is Xi& . . . X,_~X,+~. 
It now follows immediately from the fact that X1X2 . . . X, > 0 for all p 
that X, > 0 for all p, and from Theorem 1 that 
as was claimed. Since the n x n matrix A has n distinct eigenvalues, they 
must all be simple. ??
As in Theorem 1, the simplicity and positivity of the eigenvalues are 
classical; the content of this theorem is the exact formula for the ratio of 
two successive eigenvalues. 
DEFINITION 4. Following Karlin [7], we say that an n x n matrix A 
is strictly sign-regular of order k (1 5 k 5 n) if there is a sequence 
E~(A),Q(A), . . ,&k(A) such that for each p = 1,2,. . , k, we have +(A) = 
fl and ep(A)A, is strictly positive. 
THEOREM 4. Let A be an n x n matrix, strictly sign-regular of order 
k, and let X1, X2,. . , A, be its eigenvalues, counted according to their mul- 
tiplicities and ordered so that 1x11 2 IX,\ > ... 2 1X,1. Then for 1 5 p 5 k, 
X, is a simple eigenvalue and E~X, > 0. For 1 5 p 5 k - 1, 
~~+i(A)&+i = ~p(A)X,)im~ N([E~(A)A,I~)~‘~ 
= ep(A)Xp::~N([~p(A)Ap]j)l’j, 
and finally 
I&+11 = Q(A)& !im N(MA)Ak] j “j = ts(A)Xkj:~N([~k(A)Ak]j)“i. ) 
.7-m 
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Proof. As in the previous theorem, we know from Kronecker’s theo- 
rem that the leading eigenvalue of A, is X1X2 . . . A,, and that the second 
eigenvalue is X1 X2 . . . A,_ 1 X,+1. 
For 1 2 p 2 k, applying Theorem 1 to +(A)A, shows that q,(A)& > 0, 
so IX,1 = cp(A)X,, and that 
/x1x2.. . +l~,+ll = (XIX2 ‘. .X,/~~~N([E~(A)A~]~)“~ 
= IX&?. . . X,J in~N([~~(A)A~]j)~‘j. 
Forl<p<Ic-l,thisgives 
++~(A)&+I = E~(A)X,~~~N([E~(A)A~]~)“~ 
= ~~(A)Xpf:~N([e~(A)A~]j)l’j, 
whereas for p = k it gives 
I&+11 = Q(A)& Jim N([&k(A)Ak] j “j = &k(A)Xkf:~N([Ek(A)Ak]j)“‘. > 
Finally, the eigenvalues XI, X2, . . . , Xk must be simple, since they are the 
first k eigenvalues, counted according to their multiplicities and ordered 
according to their absolute values, and the formulae above show that they 
are distinct from each other and from &+I. ??
Simpler but weaker results may be obtained by estimating the first term 
of the sequence N(Aj) l/j. The following lemma is an immediate conse- 
quence of the definition of N(B). 
LEMMAS. For an n x n matrix B = (bij) with strictly positive entries, 
let 
m = minbij, 
G.i 
M = max bij. 
id 
Then 
We now have an immediate corollary to this lemma and to Theorem 4: 
COROLLARY 1. With the notation and hypotheses of Theorem 4, for 
1 < p 5 k let m,(A) be the minimum entry in EVA,, and M,(A) be the 
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maximum entry in EVA,. Then for 1 < p 5 k - 1, 
~p+dAPp+l 5 M~(A) - m,WE (A)X WdA) + m,(A) ’ ’ 
and also 
Mk(A) -m(A) 
IXk+” ’ h’&(A) + mk(A) %(A)&. 
In the case where k = 1 and ~1 = 1, so A is a strictly positive matrix, 
this result originates with Hopf [5, 61 in the context of a positive integral 
operator, and Ostrowski [8] for a positive matrix. 
The general case of this estimate for sign-regular matrices is due originally 
to D. Kershaw of Lancaster University (unpublished), who used entirely different 
techniques. I should like to express my thanks to Dr. Kershaw for informing me 
of this estimate, and for his suggestion that Theorem 1 could be extended from 
positive to totally positive matrices. 
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