Abstract: We present in this paper, Bernstein Piecewise Polynomials Method(BPPM), Integral Mean Value Method(IMVM), Taylor Series Method(TSM),The Least Square Method(LSM) are used to solve the integral equations of the second kind numerically. We aim to compare the efficiency of BPPM, IMVM, TSM and LSM in solving the integral equations of the second kind. We solve some examples to illustrate the applicability and simplicity of the methods. The numerical results show that which method is more efficient and accurate. As all these 4 methods consider solutions in numerically it is important to know about their rapidity of convergence to the exact solution.
Introduction
In the survey of solutions of integral equations, a large number of analytical and approximate methods for solving numerically various classes of integral equations [1, 2] are available. Many different powerful methods have been proposed to obtain exact and approximate solutions of integral equations. This study is an effort to comparison of methods for solving linear Fredholm integral equations of the second kind.Since the piecewise polynomials are differentiable and integrable, the Bernstein polynomials [4, 5] are defined on an interval to form a complete basis over the finite interval. Moreover, these polynomials are positive and their sum is unity. For these advantages, Bernstein polynomials have been used to solve second order linear and nonlinear differential equations, which are available in the literature, e.g. Bhatti and Bracken [7] . Very recently, Mandal and Bhattacharya [6] have attempted to solve integral equations numerically using Bernstein polynomials, but they obtained the results in terms of finite series solutions. Mandal and Bhattacharya [6] has described a special approximate method of solution of Fredholm integral equations by using Bernstein polynomials which suits the integral equations associated with function spaces spanned by polynomials only. Available methods for solving such equations are various, such as spectral methods [8, 9, 10, 11, 12, 13, 14, 15, 16, 17] . Taylor-series expansion method first presented in [18] for solving Fredholm integral equations of second kind. we give a short introduction of Bernstein Piecewise Polynomials Method(BPPM), Integral Mean Value Method(IMVM), Taylor Series Method(TSM),The Least Square Method(LSM) first. All the computations are performed using MATHEMATICA.
In this paper we consider the solutions the integral equations of the second kind by using BPPM, IMVM, TSM and LSM. The paper is organised as follows. In the next section we illustrate briefly the BPPM, IMVM, TSM and LSM. In section 3, we apply these four methods to three examples to solve the integral equations of the second kind. In section 4, we give a brief discussion and conclusion. 
The mean value method
Consider the following Fredholm integral equation of second kind:
where λ is a real number, also f and K are given continuous functions, and u is unknown function to be determined. Now, we remind integral mean value theorem and apply it directly in this method.
Now, we illustrate the main idea of our method. By applying the above theorem to Eq. 1 we have
where c ∈ [a, b] . Now, we must just find c and ϕ(c) as unknowns. Substitution of c into Eq. 3 gives the following equation
For constructing another equation concerning c and ϕ(c) we substitute Eq. 3 into Eq. 1 and obtain
and by substituting x = c into Eq. 5 we obtain
After consecutive substitutions, we obtain proper and enough equations. Now, we solve Eqs. 3 and 6 simultaneously. For solving the above system, we can use various methods.
The Bernstein method
The general form of the Bernstein polynomials [4] [5] [6] [7] of nth degree over the interval [a, b] is defined by
Note that each of these n + 1 polynomials having degree n satisfies the following properties.
Using MATHEMATICA code, the first 11 Bernstein polynomials of degree ten over the interval [a, b] , are given below
Consider a general linear Fredholm integral equation of second kind is given by 7.
Now we use the technique of Galerkin method [Lewis, 3] to find an approximate solution ϕ(x) of 1. For this, we assume that
whereB i,n (x) are Bernstein polynomials (basis) of degree i defined in eqn. 7, and a i are unknown parameters, to be determined. Substituting 8 into 1, we obtain
Then the Galerkin equations [Lewis, 3] are obtained by multiplying both sides of 8 by multiplying both sides of 9 by B j,n (x) and then integrating with respect to x from a to b, we have
Since in each equation, there are three integrals, the inner integrand of the left side is a function of x and t and is integrated with respect to t from a to b. As a result the outer integrand becomes a function of x only and integration with respect to x yields a constant. Thus for each j = 0, 1, 2, . . . ., n we have a linear equation with n + 1 unknowns a i , i = 0, 1, . . . .., n. Finally 10 represents the system of n + 1 linear equations in n + 1 unknowns, are given by
where,
Now the unknown parameters a i are determined by solving the system of equations (10) (11) (12) , and substituting these values of parameters in 8, we get the approximate solution ϕ(x) of the integral equation of second type.
The least square method
We observe that the Bernstein procedure of the determination of the coefficients a i , i = 0, 1, 2, . . . , n gives rise to computational difficulties because of the fact that a large number of integrals need to be evaluated which involve the Bernstein polynomials, even by selecting n to be as small as n = 4. We have avoided these difficulties by recasting the expression 8 as
where, if a = 0, b = 1, we get
2 )(c 0 + c 2 ) − n(n − 1)c 1 . . .
We now make the following observations. If an approximate solution of the Eq. 1(for λ = 1) is expressed in the form of a polynomial, as given by
where a i (i = 0, 1, 2, . . ., N) are unknown constants to be determined then it amounts to determining the values ϕ(x) at N + 1 points in its domain of definition. This forces us to approximate the integral term of the integral equation by a suitable quadrature formula requiring the knowledge of these (N + 1) value of ϕ.
But, if the integral in the above Eq. 1 is replaced by a quadrature formula (see Fox and Goodwin [19] ), we get
where w k are the weights and t k 's are appropriately chosen interpolation points.
The Eq. 16 represents an over-determined system of linear algebraic equations for the determination of (N + 1) unknowns ϕ(t k )(k = 0, . . . ., N).
So, if from theoretical considerations it is already known that the given integral Eq. 1 possesses a unique solution, then varieties of methods can be used to cast the over-determined system of Eq. 16 into a system of (N + 1) equations and the method of least-squares provides the most appropriate procedure to handle the situation completely.
Note that one can obtain exactly (N + 1) equations for the (N + 1) unknowns ϕ 0 , ϕ 1 , . . . , ϕ N from the over-determined system of Eq. 16 by selecting (N + 1) interpolating points x = t k , k = 0, 1, 2, . . . , N, (0 < x < 1).
Substituting the approximate solution 15 into the integral Eq. 1 we obtain the relation
giving rise to an over-determined system of linear algebraic equations for the determination of the unknown constants a i (i = 0, 1, 2, . . . , N) where,
On using the least-squares method, we obtain the normal equations,
and,
The solution of the system of Eq. 19 along with the relation 15, finally determines an approximate solution ϕ(x).
The Taylor Method
Let us take the equation 1. We assume that ϕ(x) a solution as
If we take n th derivative of 1 we obtain that
Substituting x = c in 23.
Eq.22 into Eq. 24.
If the equation is edited,
We substitute Eq. 26 in to Eq. 25
and λ 
Numerical Applications
In this section we consider examples that show the efficiency of IMVM,BPPM,LSM and BPPM for solving fredholm integral equation of second type. We illustrate the above procedures through the following examples. 
The exact and the approximate solutions at various points of the domain are shown in Table 1 . ϕ IMV M (x) = e −x − 0.455678e
The exact and the approximate solutions at various points of the domain are shown in Table 2 . The exact and the approximate solutions at various points of the domain are shown in Table 3 . Least squares method approximates to the exact solution only at a specific point on the defined interval. The more we go farther the higher the error becomes. Bernstein solution gives us a good approximation for kernels formed by elementary functions. Taylor solution is better for elementary and trigonometric functions but deviates from the exact solution for exponential and logarithmic kernels. Mean value method approximates the exact solution for only the exponential functions.
The success of numerical methods used for solving Fredholm integral equation depends on the type of kernel function.
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