Abstract. We present a chrono-cosmography project, aiming at the inference of the four dimensional formation history of the observed large scale structure from its origin to the present epoch. To do so, we perform a full-scale Bayesian analysis of the northern galactic cap of the Sloan Digital Sky Survey (SDSS) Data Release 7 main galaxy sample, relying on a fully probabilistic, physical model of the non-linearly evolved density field. Besides inferring initial conditions from observations, our methodology naturally and accurately reconstructs non-linear features at the present epoch, such as walls and filaments, corresponding to high-order correlation functions generated by late-time structure formation. Our inference framework self-consistently accounts for typical observational systematic and statistical uncertainties such as noise, survey geometry and selection effects. We further account for luminosity dependent galaxy biases and automatic noise calibration within a fully Bayesian approach. As a result, this analysis provides highly-detailed and accurate reconstructions of the present density field on scales larger than ∼ 3 Mpc/h, constrained by SDSS observations. This approach also leads to the first quantitative inference of plausible formation histories of the dynamic large scale structure underlying the observed galaxy distribution. The results described in this work constitute the first full Bayesian non-linear analysis of the cosmic large scale structure with the demonstrated capability of uncertainty quantification. Some of these results will be made publicly available along with this work. The level of detail of inferred results and the high degree of control on observational uncertainties pave the path towards high precision chrono-cosmography, the subject of simultaneously studying the dynamics and the morphology of the inhomogeneous Universe.
Introduction
Analyzing the three dimensional (3D) cosmic large scale structure (LSS), has been a major endeavor in modern cosmology for several decades now. Novel and progressively more sensitive analysis methods are continuously developed and applied to cosmological surveys in order to answer outstanding questions on the origin and evolution of our Universe. Gravitational forces, sourced by well known baryonic matter and radiation but also by enigmatic dark matter and dark energy, shaped the presently observed cosmic large scale structure via non-linear clustering of primordial density fluctuations. As a consequence, the distribution of matter in our Universe contains a wealth of information on governing physical and dynamic structure formation processes. Observations of probes of this cosmic matter distribution, such as galaxies, can therefore act as powerful laboratories to confirm our current understanding of cosmology and test fundamental physics if non-trivial connections between theory and observations can be established. In particular, cosmographic descriptions of the LSS, in terms of 3D maps of the matter distribution, reveal the details of gravitational structure formation, the clustering behavior of galaxies and permit to characterize initial conditions and large scale cosmic flows. For these reasons, inferred 3D density and velocity maps have wide spread applications in modern cosmology. In particular, there exists a rich literature on inferring cosmological power spectra from the 3D LSS [see e.g. 4, 18, 29, 39, 40, 49, 52, 55, 85, [98] [99] [100] [101] 108] . We note that in principle, the availability of inferred 3D density fields permits to extend clustering analyses beyond two-to threepoint and higher-order statistics. Reconstructions of 3D density fields are also used for generating templates of the integrated Sachs-Wolfe (ISW) or kinetic Sunyaev-Zeldovich (kSZ) effects in cosmic microwave background observations [see e.g. 5, 32, 34, 37, 41, 46, 70, 86] . In particular, Li et al. recently proposed a optimal matched filter approach, relying on density field reconstructions, to Figure 1 . Flow chart depicting the multi-step iterative block sampling procedure exemplified for two data sets. In the first step, the BORG algorithm sampler generates realizations of the initial and final density fields conditioned to the galaxy samples d 1 and d 2 . In an subsequent step, the noise parameters N will be sampled conditional on the respective previous density realizations.
detect the kSZ signal [70] . In an analogous fashion, reconstructions of the 3D density field permit to build templates for weak lensing signals [see e.g. 2, 97] . Cosmological constraints can also be derived from the topology of the 3D matter distribution. In particular, Minkowski functionals, genus statistics or the skeleton of the cosmic large scale structure have been discussed in the literature [3, 44, 45, 73, 88, 91, 94, 95, 103] . Various methods aiming at classifying different LSS objects, such as filaments, voids and clusters, in Lagrangian or Eulerian density and velocity fields, have been developed and applied to observations [see e.g. 12, 15, 31, 38, 48, 51, 64, 65, 78, 79, 82, 96] . A particularly interesting approach to test the origin and evolution of our Universe uses phase information of three dimensional density fields [see e.g. 16, 19, 42, 43, 83, 105] . In particular, Hikage et al. pointed out that measures of triangular sums of phase angles are related to measurements of the cosmic bi-spectrum [42] . Furthermore, Obreschkow et al. showed that correlation functions of the phase distribution in 3D density fields may act as a powerful probe to test cosmology and to infer the mass of warm dark matter particles [83] .
Beyond immediate cosmological applications, it is also known that physical properties of galaxies and other cosmological observables are related to their cosmic large scale environments. For these reasons, reconstructed density fields are also traditionally used to test properties such as morphological type, color, luminosity, spin parameter, star formation rate, concentration parameter, etc., as functions of their cosmic environments [see e.g. 6, 8, 17, 21, 35, 36, 60, 61, 67-69, 84, 87, 89, 107] . Already this incomplete list of possible applications demonstrates the demand for accurate 3D large scale structure reconstructions. As a response to this demand, a variety of methods to infer density and velocity fields from observations, have been developed and applied to data [see e.g. 23, 26, 27, 30, 47, 50, 52-59, 62, 63, 74, 76, 102, 104, 106, 110-112] . Further scientific interpretation of these reconstructions requires an understanding of the uncertainties inherent in these analyses and a means to propagate these to any finally inferred quantity in order not to draw erroneous con-clusion on the theoretical model to be tested. Three-dimensional inference of the matter distribution from observations requires modeling the statistical behavior of the mildly non-linear and non-linear regime of the matter distribution. The exact statistical behavior of the matter distribution in terms of a multivariate probability distribution for fully gravitationally evolved density fields is not known. Previous approaches therefore typically relied on phenomenological approximations such as multivariate Gaussian or log-normal distributions incorporating a cosmological power spectrum to accurately account for the correct two-point statistics of density fields [see e.g. 26, 30, 47, 50-52, 55, 57, 58, 63 , and references therein]. Both of these distributions can be considered as maximum entropy prior on linear and logarithmic scales, respectively, and are well-justified for Bayesian analyses. However, these priors only approximate the statistical behaviour of density fields up to two-point statistics.
As pointed out by Jasche and Wandelt in [54] , large scale structure formation through gravitational clustering is essentially a deterministic process described by Einstein's equations and since the only stochasticity in the problem enters in the generation of initial conditions, it seems reasonable to account for the increasing statistical complexity of the evolving matter distribution by a dynamical model of structure formation. This approach of using data to constrain a set of a priori possible dynamical, three-dimensional structure formation histories has been recently proposed and implemented into the Bayesian inference framework BORG (Bayesian Origin Reconstruction from Galaxies, [54] ). This methodology employs second order Lagrangian perturbation theory (2LPT) as a physical model of the gravitational dynamics linking the initial 3D Gaussian density field to the presently observed, non-Gaussian density field. In particular, this algorithm uses powerful sampling techniques to correctly explore the range of possible initial density fields that are statistically consistent with present observations, modeled as a Poisson sample from evolved density fields. This method accurately infers three dimensional initial and final density fields as well as large scale velocity fields and provides corresponding uncertainty quantification in a fully Bayesian framework. In particular, the variations between different data-constrained realizations, generated by the sampling algorithm, represent the uncertainties that remain in the reconstruction owing to the modeled statistical and systematic errors in the data. A natural and particularly interesting byproduct of this methodology is the ability to infer plausible structure formation histories, describing the evolution of the observed LSS from its origins to the present epoch. Therefore the algorithm not only provides highly detailed and accurate reconstructions of 3D density and velocity fields, but it also provides entire data-constrained reconstructions of the four dimensional (4D) dynamic and evolving state of our Universe. Together with accurate uncertainty quantification, as provided by the BORG algorithm, this feature enables us to progress towards high precision chrono-cosmography, the subject of inferring the formation history of our Universe.
This work focuses on the description of such a chrono-chosmography project conducted with real data. We apply the BORG algorithm to the Sloan Digital Sky Survey DR7 main galaxy sample [1, 109] . The primary intention of this work is to provide accurate reconstructions of the 3D gravitationally evolved density field, consisting of filaments, voids and clusters along with corresponding uncertainty quantification. In doing so, our algorithm will automatically and fully self-consistently provide inferences for corresponding initial conditions at a cosmic scale factor of a = 10 −3 and 3D velocity fields at the present epoch. Further, we will be able to provide plausible, data-constrained full 4D formation histories for the cosmic large scale structure inside the domain covered by SDSS observations.
Besides typical systematic and stochastic uncertainties, such as survey geometry, selection effects and noise, the algorithm also accounts for luminosity dependent galaxy bias of DR7 main sample galaxy populations. To allow for different luminosity dependent galaxy biases in the data model, we followed the approach described in [55] and upgraded the original formulation of the BORG algo-rithm correspondingly. This modification permits us to sub-divide the galaxy sample into different sub-samples according to their respective luminosities. Each of these sub-samples can be treated individually with respect to galaxy biases, selection effects and noise levels. To automatically calibrate corresponding noise levels, we introduced an additional sampling block to the original BORG sampling framework, as outlined in figure 1 . As a result, the upgraded version of the BORG algorithm permits to jointly infer 3D LSS fields and noise levels inherent to SDSS observations. The present work describes the first full Bayesian non-linear analysis of the cosmic LSS with the demonstrated capability of quantifying uncertainties in a high dimensional setting. Specifically the application of the BORG algorithm to the SDSS DR7 main galaxy sample yields highly detailed and accurate reconstructions of 3D density and velocity fields even in regions that are only poorly sampled by observations. Together, with a thorough uncertainty quantification, as provided by our methodology, these results form the basis for several upcoming publications which aim at analysing obtained results in more detail and on a more quantitative level. In particular an upcoming publication will focus on the analysis of dark matter voids in the SDSS main galaxy sample [66] . We will also make some of our results publicly available. In particular, the posterior mean final density field together with corresponding standard deviations will be published as supplementary material along with this article. 1 This work is structured as follows. In section 2 we give a brief overview about the SDSS data set used in this work, followed by a description of our Bayesian inference methodology in section 3. We also discuss modifications of the original algorithm, previously described in [54] , to account for luminosity dependent galaxy bias and automatic noise calibration. In section 4, we demonstrate the application of our inference algorithm to observations and discuss the general performance of the Hamiltonian Monte Carlo sampler. Section 5 describes the inference results obtained in the course of this project. In particular, we present results on inferred 3D initial and final density as well as velocity fields and show the ability of our method to provide accurate uncertainty quantification for any finally inferred quantity. Further, we will also demonstrate the ability of our methodology to perform chronocosmography, by accurately inferring plausible 4D formation histories for the observed LSS from its origins to the present epoch. We conclude this paper in section 6, by summarizing and discussing the results obtained in the course of this work.
The SDSS galaxy sample
In this work, we follow a similar procedure as described in [51] , by applying the BORG algorithm to the SDSS main galaxy sample. Specifically, we employ the Sample dr72 of the New York University Value Added Catalogue (NYU-VAGC). 2 This is an updated version of the catalogue originally constructed by Blanton et al. [8] and is based on the final data release [DR7; 1] of the Sloan Digital Sky Survey [SDSS; 109] . Based on Sample dr72, we construct a flux-limited galaxy sample with spectroscopically measured redshifts in the range 0.001 < z < 0.4, r-band Petrosian apparent magnitude r ≤ 17.6 after correction for Galactic extinction, and r-band absolute magnitude −21 < M0.1 r < −17. Absolute r-band magnitudes are corrected to their z = 0.1 values using the K-correction code of Blanton et al. [10, 11] and the luminosity evolution model described in [7] . We also restrict our analysis to the main contiguous region of the SDSS in the northern Galactic cap, excluding the three survey strips in the southern cap (about 10 per cent of the full survey area). The NYU-VAGC provides required information on the incompleteness in our spectroscopic sample. This includes a mask, indicating which areas of the sky have been targeted and which not. The mask defines the effective area of the survey on the sky, which is 6437 deg 2 for the sample we use here. This survey area is divided into a large number of smaller subareas, called polygons, for each of which the NYU-VAGC lists a spectroscopic completeness, defined as the fraction of photometrically identified target galaxies in the polygon for which usable spectra were obtained. Throughout our sample the average completeness is 0.92. To account for radial selection functions, defined as the fraction of galaxies in the absolute magnitude range considered here, that are within the apparent magnitude range of the sample at a given redshift, we use a standard luminosity function proposed by Schechter in [90] with r-band parameters (α = −1.05, M * − 5log 10 (h) = −20.44) [9] .
We note that our analysis accounts for luminosity dependent galaxy biases, by following a similar approach to the one described in [55] . In order to do so we subdivide our galaxy sample into six equidistant bins in absolute r-band magnitude in the range −21 < M0.1 r < −17, resulting in a total of 372, 198 main sample galaxies to be used in the analysis. As will be described in more detail below, splitting the galaxy sample permits us to treat each of these sub-samples as an individual data set, with its respective selection effects, biases and noise levels.
Methodology
In this section, we give a brief introduction to the Bayesian inference framework BORG (Bayesian Origin Reconstruction from Galaxies) and describe some minor updates to the original algorithm described in [54] .
The Bayesian inference framework
This work presents an application of the BORG (Bayesian Origin Reconstruction from Galaxies, [54] ) algorithm to SDSS main galaxies. The BORG algorithm is a full scale Bayesian inference framework aiming at the analysis of the linear and mildly non-linear regime of the cosmic LSS. It performs dynamical large scale structure inference from galaxy redshift surveys employing a physical model for gravitational structure formation. Introduction of physical models to the inference process generally turns large scale structure inference into the task of inferring corresponding initial conditions at an earlier epoch from present cosmological observations. The resultant procedure is numerically highly non-trivial, since it requires to explore the very high-dimensional and non-linear space of possible solutions to the initial conditions problem within a fully probabilistic approach. Typically, these spaces comprise 10 6 to 10 7 parameters, corresponding to the voxels used to discretize the observed domain.
The BORG algorithm explores a large scale structure posterior consisting of a Gaussian prior for the initial density field at a initial cosmic scale factor of a = 10 −3 linked to a Poissonian model of galaxy formation at a scale factor a = 1 via a second order Lagrangian perturbation theory model [for details see 54] . As described in the literature, 2LPT describes the one, two and three-point statistics correctly on scales larger than ∼ 8 Mpc/h and represents higher-order statistics very well [see e.g. 13, 14, 65, 75, 92, 93] . The BORG algorithm therefore naturally accounts for the filamentary structure of the cosmic web typically associated to higher-order statistics induced by non-linear gravitational structure formation processes. The posterior distribution also accounts for systematic and stochastic uncertainties, such as survey geometries, selection effects and noise typically encountered in cosmological surveys.
Numerically efficient exploration of this highly non-Gaussian and non-linear posterior distribution is achieved via an efficient implementation of a Hamiltonian Markov Chain Monte Carlo sampling algorithm [see 22, 54, for details]. It is important to remark that our inference process requires at no point the inversion of the flow of time in the dynamical model. The analysis solely depends on forward evaluations of the model, alleviating many of the problems encountered in previous approaches to the inference of initial conditions, such as spurious decaying mode amplification [see e.g. 20, 81] . Rather than inferring the initial conditions by backward integration in time, our approach builds a fully probabilistic non-linear filter using the dynamical forward model as a prior. This prior singles out physically reasonable large scale structure states from the space of all possible solutions. Since the BORG algorithm provides an approximation to non-linear large scale dynamics, it automatically provides information on the dynamical evolution of the large scale matter distribution. In particular, it explores the space of dynamical structure formation histories compatible with both data and model. Also note, that the BORG algorithm naturally infers initial density fields at their Lagrangian coordinates, while final density fields are recovered at corresponding final Eulerian coordinates. Therefore the algorithm accounts for the displacement of matter in the course of structure formation. In the present algorithm redshift space distortions have not been accounted for explicitly. However, according to its current formulation the BORG algorithm interprets features associated to redshift distortions as noise and will tend to infer isotropic density fields. Isotropy of density fields is naturally imposed by assuming diagonal covariance matrices for initial density fields in the prior distribution, which reflects the cosmological principle. As a consequence, this algorithm not only provides measurements of the 3D density field but also performs full four-dimensional state inference and recovers the dynamic formation history of the large scale structure, opening the possibility to do 4D chrono-cosmography.
Updating the data model
The data model employed in this work assumes a Poissonian picture of galaxy formation to account for the noise of a discrete galaxy distribution [for details see e.g. 50, 51, 54, 72] . In addition to the original data model, described in [54] , we also account for luminosity dependent galaxy bias in a similar spirit as described in [55] . By sub-dividing the galaxy sample into several different bins of absolute r-band magnitude, our approach permits to account for respective uncertainties, systematics and galaxy biases of each individual sub-sample. While Jasche and Wandelt assumed a linear bias model in [55] , here we have to extend this approach to a non-linear bias model. Indeed, in order to be well defined, a Poisson likelihood requires the intensity for inhomogeneous Poisson processes to be strictly positive. Since a linear bias does not guarantee a positive density field and corresponding Poisson intensity, this bias model is not applicable to the present case. For this reason, we assume a power-law model to account for galaxy biasing [71, 77] . In this picture, the relation between the matter density field ρ m and the expected galaxy density field ρ g for galaxies in the th absolute magnitude bin can be described by:
where α and β are bias parameters for the th absolute magnitude bin and δ is the density contrast of the matter field. The Poisson likelihood for observed galaxy number counts N i can then be written as:
where i labels a voxel, R i is the survey response operator consisting of the product of the radial selection function and the angular survey mask and completeness function,N is the expected mean number of galaxies, setting the expected noise level in the survey [for details on the Poisson likelihood see e.g. 50, 51, 54]. As can be seen from equation (3.2), the parametersN and β are degenerate and can be replaced by the product quantity N =N β . The resulting likelihood distribution reads:
As described in appendix A, combining the two parametersN and β provides a direct sampling procedure for the parameter N by simply drawing random variates from a Gamma distribution, which is the conjugate prior of the Poisson distribution, given as:
In a similar fashion as described in [55] , 3D density fields and noise level parameters can be jointly inferred by adding an additional sampling block to the original formulation of the BORG algorithm as described in [54] . As indicated by figure 1, in a first sampling step the algorithm infers 3D initial and final density fields followed by a conditional sampling step to infer the noise level parameters N . Iteration of this procedure yields Markovian samples from the joint target distribution. For the purpose of this work, we fix the power-law indices α of the bias relations by requiring them to resemble the linear luminosity dependent bias when expanded in a Taylor series to linear order as:
In particular, we assume the functional shape of the luminosity dependent bias parameter α to follow a standard model for the linear luminosity dependent bias in terms of absolute r-band magnitudes M0.1 r , as given by: 
The BORG SDSS analysis
The analysis of the SDSS main galaxy sample has been performed on a cubic Cartesian domain with a side length of 750 Mpc/h consisting of 256 3 equidistant grid nodes, resulting in ∼ 1.6 × 10 7 inference parameters. Thus the inference procedure provides data-constrained realizations for initial and final density fields at a grid resolution of about ∼ 3 Mpc/h. For the analysis we assume a standard ΛCDM cosmology with the set of cosmological parameters Ω m = 0.272, Ω Λ = 0.728, Ω b = 0.045, Table 1 . Bias parameters corresponding to the power-law bias model, as described in the text, for six galaxy sub-samples, subdivided by their absolute r-band magnitudes. h = 0.702, σ 8 = 0.807, n s = 0.961. The cosmological power spectrum for initial density fields, has been calculated according to the prescription provided in [24] and [25] . In order to sufficiently resolve the final density field, the 2LPT model is evaluated with 512 3 particles, by oversampling initial conditions by a factor of eight. The entire analysis yielded 12, 000 realizations for initial and final density fields. The generation of a single Markov sample requires a operation count equivalent to about ∼ 200 2LPT model evaluations. Typical generation times for data-constrained realizations are shown in the right panel of Figure 2 . On average the sampler requires about 1500 seconds to generate a single density field realization on 16 cores. The total analysis consumed several months of computing time and produced on the order of ∼ 3 TB of information represented by the set of Markov samples.
The numerical efficiency of any Markov Chain Monte Carlo algorithm, particularly in high dimensions, is crucially determined by the average acceptance rate. As demonstrated by the left panel of Figure 2 , after an initial burn-in period, the acceptance rate asymptotes at a value of about 60 percent, rendering our analysis numerically feasible. As a simple consistency check, we follow a standard procedure to determine the initial burn-in behavior of the sampler via a simple experiment [see e.g. 28, 50, 54, for more details]. The sampler is initialized with an overdispersed state, far remote from the target region in parameter space, by scaling normal random amplitudes of the initial density field at a cosmic scale factor of a = 10 −3 by a constant factor of 0.01. In the course of the initial burn-in phase, the Markov chain should then drift towards preferred regions in parameter space. As demonstrated by Figure 3 , this drift is manifested by a sequence of posterior power spectra measured from subsequent initial density field realizations. It can be clearly seen that the chain approaches the target region within the first 2000 sampling steps. The sequence of power spectra shows a homogeneous drift of all modes with no indication of any particular hysteresis or bias across different scales in Fourier space. As improper treatment of survey systematics, uncertainties and galaxy bias typically result in obvious erroneous features in power spectra, Figure 3 clearly demonstrates that these effects have been accurately accounted for by the algorithm.
Note that we also adjust the parameters α of the assumed power-law bias model during the initial 1000 sampling steps but keep them fixed afterwards. However, as described above, corresponding noise parameters N are sampled and explored throughout the entire Markov chain. Inferred ensemble means and standard deviations for the N along with chosen power-law parameters α are provided in Table 1 . The right panel shows a corresponding slice through the combined survey response operator R for the six absolute magnitude bins considered in this work. As can be seen, unobserved and observed regions in the inferred initial and final density fields do not appear visually distinct, demonstrating the fact that individual data-constrained realizations constitute physically meaningful density fields. It also shows that the sampler naturally extends observed large scale structures beyond the survey boundaries in a physically and statistically fully consistent fashion.
Inference results
This section describes inference results obtained by our Bayesian analysis of the SDSS main galaxy sample.
Inferred 3D density fields
A major goal of this work is to provide inferred 3D initial and final density fields along with corresponding uncertainty quantification in a ∼ 1.6 × 10 7 dimensional parameter space. To do this, the BORG algorithm provides a sampled LSS posterior distribution in terms of an ensemble of dataconstrained samples, via an efficient implementation of a Markov Chain Monte Carlo algorithm. It should be remarked that, past the initial burn-in phase, all individual samples reflect physically meaningful density fields, limited only by the validity of the employed 2LPT model. In particular, the present analysis correctly accounts for selection effects, survey geometries, luminosity dependent galaxy biases and automatically calibrates the noise levels of the six luminosity bins as described above. As can be seen in Figure 3 , past the initial burn-in phase, individual samples possess physically correct power throughout all ranges in Fourier space, and do not show any sign of attenuation due to survey characteristics such as survey geometry, selection effects or galaxy biases. To further illustrate that individual samples qualify for physically meaningful density fields, in Figure 4 we show slices through data-constrained realizations of the initial and final density fields of the 5000th sample as well as corresponding slices through the combined survey response operator R, averaged over the six luminosity bins, as discussed above. It can be seen that the algorithm correctly augments unobserved regions with statistically correct information. Note that unobserved and observed regions in the inferred final density fields do not appear visually distinct, a consequence of the excellent approximation of 2LPT not just to the first but also higher-order moments [13, 14, 75, 92, 93] . Figure 4 therefore clearly reflects the fact that our sampler naturally extends observed large Number counts Figure 5 . Three slices from different directions through the three dimensional ensemble posterior means for the initial (upper panels) and final density fields (middle panels) estimated from 12, 000 samples. The lower panels depict corresponding slices through the galaxy number counts field of the SDSS main sample. scale structures beyond the survey boundaries in a physically and statistically fully consistent fashion. This is a great advantage over previous methods relying on Gaussian or log-normal models specifying the statistics of the density field correctly only to two-point statistics by assuming a cosmological power spectrum. The interested reader may want to qualitatively compare with Figure 2 in [51] , where a log-normal model, unable to represent filamentary structures, was employed.
The ensemble of the 12, 000 inferred data-constrained initial and final density fields permits us to provide any desired statistical summary, such as mean and variance, for full 3D fields. In Figure  5 , we show slices through the ensemble mean initial and final density fields, to be used in subsequent analyses. The plot shows the correct anticipated behavior for inferred posterior mean final density fields, since observed regions represent data constraints, while unobserved regions approach cosmic mean density. This behavior is also present in corresponding initial density fields. In particular, the ensemble mean final density field shows a highly detailed LSS in regions where data constraints are available, and approaches cosmic mean density in regions where data is uninformative on average [see also 51, for comparison]. Analogously, these results translate to the ensemble mean initial density field. Comparing the ensemble mean final density field to the galaxy number densities, depicted in the lower panels of Figure 5 , demonstrates the performance of the method in regions only poorly sampled by galaxies. In particular, comparing the right middle and right lower panel of Figure 5 reveals the capability of our algorithm to recover highly detailed structures even in noise dominated regions [for a discussion see 54] . By comparing ensemble mean initial and final density fields, upper and middle panels in Figure 5 , one can also see correspondences between structures in the present Universe and their origins at a scale factor of a = 10 −3 . The ensemble of data-constrained realizations also permits to provide corresponding uncertainty quantification. In Figure 6 we plot voxel-wise standard deviations for initial and final density fields estimated from 12, 000 samples. It can be seen that regions covered by data exhibit on average lower variances than unobserved regions, as expected. Note that for non-linear inference problems, signal and noise are typically correlated. This is particularly true for inhomogeneous point processes, such as discrete galaxy distributions tracing an underlying density field. In Figure 6 , the correlation between signal and noise is clearly visible for standard deviation estimates of final density fields. In particular high density regions also correspond to high variance regions, as is expected for Poissonian likelihoods since signal-to-noise ratios scale as the square root of the number of observed galaxies [also see 51, for a similar discussion]. Also note that voxel-wise standard deviations for final density fields are highly structured, while standard deviations of initial conditions appear to be more homo-geneous. This is related to the fact that our algorithm naturally and correctly translates information of the observations non-locally to the initial conditions via Lagrangian transport, as discussed below in section 5.3.
As mentioned in the introduction, results for the ensemble mean final density field and corresponding voxel-wise standard deviations will be published as as supplementary material to this article. 3 
Inference of 3D velocity fields
In addition to initial and final density fields, the analysis further provides information on the dynamics of the large scale structure as mediated by the employed 2LPT model. Indeed, the BORG algorithm shows excellent performance in recovering large scale modes, typically poorly constrained by masked galaxy observations [54] .
This a crucial feature when deriving 3D velocity fields, which are predominantly governed by the largest scales. In this fashion, we can derive 3D velocity fields from our inference results. Note that these velocity fields are derived a posteriori and are only predictions of the 2LPT model given inferred initial density fields, since currently the algorithm does not exploit velocity information contained in the data. However, since inferred 2LPT displacement vectors are constrained by observations, and since 2LPT displacement vectors and velocities differ only by constant prefactors given a fixed cosmology, inferred velocities are considered to be accurate. For this reason, exploitation of velocity information contained in the data itself, being subject to a future publication, is not expected to crucially change present results. To demonstrate the capability of recovering 3D velocity fields, in Figure 7 we show the three components of the velocity field for the 5000th sample in spherical coordinates. More precisely, Figure 7 shows the corresponding 2LPT particle distribution evolved to redshift z = 0 in a 4 Mpc/h slice around the celestial equator. Particles are colored by their radial (upper panel), polar (middle panel) and azimuthal (lower panel) velocity components. To translate between Cartesian and spherical coordinates we used the coordinate transform described in Appendix B.
Inference of LSS formation histories
As described above, the BORG algorithm employs a 2LPT model to connect initial conditions to present SDSS observations in a fully probabilistic approach [54] . Besides inferred 3D initial and final density fields, our algorithm therefore also provides full four dimensional formation histories for the observed LSS as mediated by the 2LPT model. As an example, in Figure 8 we depict the LSS formation history for the 5000th Markov sample ranging from a scale factor of a = 0.02 to the present epoch at a = 1.00. Initially, the density field seems to obey close to Gaussian statistics and corresponding amplitudes are low. In the course of cosmic history, amplitudes grow and higher-order statistics such as three-point statistics are generated, as indicated by the appearance of filamentary structures. The final panel of Figure 8 , at a cosmic scale factor of a = 1.00, shows the inferred final density field overplotted by SDSS galaxies for the six bins in absolute magnitude, as described previously. Observed galaxies nicely trace the underlying density field. This clearly demonstrates that our algorithm infers plausible formation histories for large scale structures observed by the SDSS survey. By exploring the corresponding LSS posterior distribution, the BORG algorithm naturally generates an ensemble of such data-constrained LSS formation histories, permitting to accurately quantify the 4D dynamical state of our Universe and corresponding observational uncertainties inherent to galaxy Figure 8 . Slices through the inferred three dimensional density field of the 5000th sample at different stages of its evolution, as indicated by the cosmic scale factor in the respective panels. The plot describes a possible formation scenario for the LSS in the observed domain starting at a scale factor of a = 0.02 to the present epoch a = 1.0. In the lower right panel, we overplotted the inferred present density field with the observed galaxies in the respective six absolute magnitude ranges −21.00 < M0.1 r < −20.33 (red dots), −20.33 < M0.1 r < −19.67 (orange dots), −19.67 < M0.1 r < −19.00 (yellow dots), −19.00 < M0.1 r < −18.33 (green dots) , −18.33 < M0.1 r < −17.67 (cyan dots) and , −17.67 < M0.1 r < −17.00 (blue dots). As can be clearly seen, observed galaxies trace the recovered three dimensional density field. Besides measurements of three dimensional initial and final density fields, this plot demonstrates that our algorithm also provides plausible four dimensional formation histories, describing the evolution of the presently observed LSS.
surveys. Detailed and quantitative analysis of these cosmic formation histories will be the subject of forthcoming publications. The BORG algorithm also provides a statistically valid framework for propagating observational systematics and uncertainties from observations to any finally inferred result. This is of particular importance, since detailed treatment of survey geometries and selection effects is a crucial issue if inferred results are to be used for thorough scientific analyses. These effects generally vary greatly across the observed domain and will result in erroneous artifacts if not accounted for properly. Since large scale structure formation is a non-local process, exact information propagation is complex, as it requires to translate uncertainties and systematics from observations to the inferred initial conditions. Consequently, the information content of observed data has to be distributed differently in initial and final density fields, even though the total amount of information is conserved. Following 2LPT particles from high density regions, and corresponding high signal-to-noise regions in the data, backward in time, demonstrates that the same amount of information contained in the data will be distributed over a larger region in the initial conditions. Analogously, for underdense regions, such as voids, the information content of the data will amass in a smaller volume at the initial state. This means that the signal-to-noise ratio for a given comoving Eulerian volume is a function of time along inferred cosmic histories [54] . This fact manifests itself in the different behaviour of voxel-wise standard deviations for final and initial conditions, as presented in Figure 6 . While the signal-to-noise ratio is highly clustered in final conditions, the same amount of observational information is distributed more evenly over the entire volume in corresponding initial conditions. Figure 9 . Slices through the distribution of particles in the 5000th sample, which are located inside (left panels) and outside (right panels) the observed domain at the time of observation, at two time snapshots as indicated in the panels. It can be seen that particles located within the observed region at the present time may originate from regions outside the corresponding comoving Eulerian volume at an earlier epoch and vice versa. As discussed in the text, this plot demonstrates the non-local transport of information, which provides accurate inference of the cosmic large scale structure beyond survey boundaries within a rigorous probabilistic approach.
Non-local propagation of observational information across survey boundaries, together with cosmological correlations in the initial density field, is also the reason why our method is able to extrapolate the cosmic LSS beyond survey boundaries, as discussed in section 5.1 above and demonstrated by Figure 5 . To further demonstrate this fact, in figure 9 , we show the density field of the 5000th sample traced by particles from inside and outside the observed domain at the present epoch. At the present epoch, the set of particles can be sub-divided into two sets for particles inside and outside the observed domain. The boundary between these two sets of particles is the sharp outline of the SDSS survey geometry. When tracing these particles back to an earlier epoch at a scale factor of a = 0.02, it can clearly be seen that this sharp boundary starts to frazzle. Particles within the observed domain at the final state may originate from regions outside the corresponding Eulerian volume at the initial state, and vice versa. Information from within the observed domain non-locally influences the large scale structure outside the observed domain, thus increasing the region influenced by data beyond the survey boundaries. Figure 9 therefore demonstrates the ability of our algorithm to correctly account for information propagation via Lagrangian transport within a fully probabilistic approach. The ability to provide 4D dynamic formation histories for SDSS data together with accurate uncertainty quantification paves the path towards high precision chrono-cosmography permitting us to study the inhomogeneous evolution of our Universe. Detailed and quantitative analysis of the various aspects of the results obtained in this work will be subject to future publications.
Summary and Conclusions
This work discusses a fully Bayesian chrono-cosmographic analysis of the 3D cosmological large scale structure underlying the SDSS main galaxy sample [1] . We presented a data application of the recently proposed BORG algorithm [for details see 54] , which permits to simultaneously infer initial and present non-linear 3D density fields from galaxy observations within a fully probabilistic approach. As discussed in section 3, the algorithm incorporates a second order Lagrangian perturbation model to connect observations to initial conditions and to perform dynamical large scale structure inference from galaxy redshift surveys.
Besides correctly accounting for usual statistical and systematic uncertainties, such as noise, survey geometries and selection effects, this methodology also physically treats gravitational structure formation in the linear and mildly non-linear regime and captures higher order statistics present in non-linear density fields [see e.g. 13, 14, 75, 92, 93] . The BORG algorithm explores a highdimensional posterior distribution via an efficient implementation of a Hamiltonian Monte Carlo sampler and therefore provides naturally and fully self-consistently accurate uncertainty quantification for any finally inferred quantity [54] .
In this work, we upgraded the original sampling procedure described in [54] to account for automatic noise calibration and luminosity dependent galaxy biases. To do so, we followed the philosophy described in [55] and splitted the main galaxy sample into six absolute magnitude bins in the range −21 < M0.1 r < −17. The Bayesian analysis treats each of this six galaxy sub-samples as an individual data set with its individual statistical and systematic uncertainties. As described in section 3, we augmented the original algorithm described in [54] by a power-law bias model and an additional sampling procedure to jointly infer corresponding noise levels for the respective galaxy samples.
As discussed in section 4, we applied this modified version of the BORG algorithm to the SDSS DR7 main galaxy samples and generated about 12,000 full three dimensional data-constrained initial conditions in the course of this work. The initial density field, at a scale factor of a = 10 −3 , has been inferred on a comoving Cartesian equidistant grid, of side length 750 Mpc/h and 256 3 grid nodes. This amounts to an target resolution of about ∼ 3 Mpc/h for respective volume elements. Density amplitudes at these Lagrangian grid nodes correspond to about ∼ 10 7 parameters to be constrained by our inference procedure. Typically, the generation of individual data-constrained realizations involves an equivalent of ∼ 200 2LPT evaluations and requires on the order of 1500 seconds on 16 cores. Despite the complexity of the problem, we demonstrated that our sampler can explore multimillion dimensional parameter spaces via efficient Markov Chain Monte Carlo algorithms with an asymptotic acceptance rate of about 60 percent, rendering our numerical inference framework numerically feasible.
To test the performance of the sampler, we followed a standard approach for testing the initial burn-in behavior via experiments [see e.g. 28, 50, 54] . We initialized the sampler with a Gaussian random field scaled by a factor of 0.01, to start from an over-dispersed state. During an initial burn-in period the sampler performed a systematic drift towards the target region in parameter space. We examined the initial burn-in behavior by following the sequence of a posteriori power spectra, measured from the first 2500 samples, and showed that subsequent samples homogeneously approach the target spectrum throughout all regions in Fourier space without any sign of hysteresis. This indicates the efficiency of the sampler to rapidly explore all scales of the inference problem. The absence of any particular bias or erroneous power throughout all scales in Fourier space, further demonstrates the fact that survey geometry, selection effects, galaxy biasing and observational noise have been accurately accounted for in this analysis. These a posteriori power spectra also indicate that individual data-constrained realizations possess the correct physical power in all regions in Fourier space, and can therefore be considered as physically meaningful density fields. This fact has been further demonstrated in section 5.1 by showing slices through an arbitrary data-constrained realization. These results clearly demonstrate the power of our Bayesian methodology to correctly treat the ill-posed inverse problem of inferring signals from incomplete observations, by augmenting unobserved regions with statistically and physically meaningful information. In particular, constrained and unconstrained regions in the samples are visually indistinguishable, demonstrating a major improvement over previous approaches, typically relying on Gaussian or log-normal statistics, incapable of representing the filamentary structure of the cosmic web [see e.g. 51]. It should be remarked that this fact not only demonstrates the ability to access high-order statistics in finally inferred quantities such as 3D density maps, but also reflects the control of higher-order statistics in uncertainty quantification far beyond standard normal statistics.
The ensemble of 12, 000 full 3D data-constrained samples permits us to estimate any desired statistical summary. In particular, in section 5.1 we showed ensemble mean density fields for final and initial conditions. A particularly interesting aspect is the fact that the algorithm manages to infer highly-detailed large scale structures even in regimes only poorly covered by observations [for further comments see 54] . To demonstrate the possibility of uncertainty quantification, we also calculated the ensemble voxel-wise posterior standard deviation, which reflects the degree of statistical uncertainty at every volume element in the inference domain. As discussed in section 5.1, these results clearly reflect the signal-dependence of noise for any inhomogeneous point processes, such as discrete Poissonian galaxy distribution. As expected, high signal regions correspond to high variance regions. These results further demonstrate the ability to accurately translate uncertainties in the final conditions to initial density fields, as demonstrated by the plots of voxel-wise standard deviations for corresponding initial density fields. However, note that voxel-wise standard deviations are just a approximation to the full joint and correlated uncertainty that otherwise can by correctly quantified by considering the entire set of data-constrained realizations. Besides 3D initial and final density fields, the methodology also provides information on cosmic dynamics, as mediated by the 2LPT model. In section 5.2, we showed a velocity field realization in one sample. In particular, we showed the radial, polar and azimuthal velocity components in a 4 Mpc/h thick slice around the celestial equator for the observed domain. These velocities are not primarily constrained by observations, but are derived from the 2LPT model. However, since 2LPT displacement vectors are data-constrained, and since displacement vectors and velocities differ only by constant factors independent of the inference process, derived velocities are considered to be accurate.
As pointed out frequently, the BORG algorithm employs 2LPT as a dynamical model to connect initial conditions to present observations of SDSS galaxies. As a consequence, the algorithm not only provides 3D density and velocity fields but also infers plausible 4D formation histories for the observed LSS. In section 5.3, we illustrated this feature with an individual sample. We followed its cosmic evolution from a initial scale factor of a = 0.02 to the present epoch at a = 1.00. As could be seen, the initial density field appears homogeneous and obeys Gaussian statistics. In the course of structure formation clusters, filaments and voids are formed. To demonstrate that this formation history correctly recovers the observed large scale structure, we plotted the observed galaxies, for the six luminosity bins, on top of the final density field. These results clearly demonstrate the ability of our algorithm to infer plausible large scale structure formation histories compatible with observations. Additionally, since the BORG algorithm is a full Bayesian inference framework, it not only provides a single 4D history, but an ensemble of such data-constrained formation histories and thus accurate means to quantify corresponding observational uncertainties. In particular, our methodology correctly accounts for the non-local transport of observational information between present observations and corresponding inferred initial conditions. As discussed in section 5.3, the information content in initial and final conditions has to be conserved but can be distributed differently. High-density regions in the final conditions, typically coinciding with high signal-to-noise regions in the data, form by clustering of matter which was originally distributed over a larger Eulerian volume in the initial conditions. For this reason, the observational information associated to a cluster in the final density field will be distributed over a larger volume in the corresponding initial density field. Conversely, the information content of voids in the final conditions will be confined to a smaller volume in the initial conditions. This fact is also reflected by the analysis of voxel-wise standard deviations presented in section 5.1. While the signal-to-noise ratio is highly clustered in the final conditions, the same amount of observational information is distributed more homogeneously over the entire volume in corresponding initial conditions. As discussed in section 5.3, particles within the observed domain at the final state may originate from regions outside the corresponding comoving Eulerian volume in the initial conditions and vice versa [also see 54] . This non-local translation of information along Lagrangian trajectories is also the reason for the ability of our methodology to extrapolate beyond the survey boundaries of the SDSS and infer the LSS there within a fully probabilistic and rigorous approach. In particular, the high degree of control on statistical uncertainties permit us to perform accurate inferences on the nature of initial conditions and formation histories for the observed LSS in these regions. For these reasons we believe that inferred final ensemble mean fields and corresponding voxel-wise standard deviations as a means of uncertainty quantification, may be of interest to the scientific community. These data products will be published as supplementary material along with this article. 4 In summary, this work describes a application of the previously proposed BORG algorithm to the SDSS DR7 main galaxy sample. As demonstrated, our methodology produces a rich variety of scientific results, various aspects of which will be objects of detailed and quantitative analyses in forthcoming publications. Besides pure three dimensional reconstructions of the present density field, the algorithm provides detailed information on corresponding initial conditions, large scale dynamics and formation histories for the observed LSS. Together with a thorough quantification of joint and correlated observational uncertainties, these results mark the first steps towards high precision chrono-cosmography, the subject of analyzing the four dimensional state of our Universe.
as well as NSF grants AST 07-08849 and AST 09-08693 ARRA. FL acknowledges funding fromA The Γ-distribution for noise sampling As described in the main text, we aim at automatically calibrating the noise levels of individual galaxy samples within the inference process. Following the philosophy of [55] , this can be achieved by introducing an additional sampling block to the original implementation of the BORG algorithm as presented in [54] . This additional sampling block is designed to provide random variates of the noise parameter N conditioned by the galaxy data {N i } and the current final density sample {δ i }. According to the Bayes formula, we can write:
P N |{N i }, {δ i } ∝ P N P {N i }| N , {δ i } , (A.1)
where we assumed the conditional independence P {δ i }| N = P ({δ i }). In the absence of any further information on the parameter N , we follow the maximum agnostic approach pursued by Jasche and Wandelt in [55] by setting the prior distribution P N constant. By introducing the Poisson likelihood P {N i }| N , {δ i } described in equation ( Random variates of the Gamma distribution can be generated by standard sampling routines, such as provided by the GNU scientific library [33] .
B Spherical to Cartesian coordinates
To translate between spherical and Cartesian coordinates we used the following coordinate transform: with λ being the declination, η being the right ascension and d com being the radial co-moving distance.
