In this paper, we investigate the Cauchy problem of the compressible nonresistive MHD on R 2 with vacuum as far field density. We prove that the 2D Cauchy problem has a unique local strong solution provided the initial density and magnetic field decay not too slow at infinity. Furthermore, if the initial data satisfies some additional regularity and compatibility conditions, the strong solution becomes a classical one. Additionally, we establish a blowup criterion for the 2D compressible non-resistive MHD depending solely on the density and magnetic fields.
Introduction
In this paper, we study the two-dimensional (2D) compressible non-resistive magnetohydrodynamics (MHD) equations which read as follows:
(̺u) t + div(̺u ⊗ u) + ∇P (̺) = µ△u + (µ + λ)∇divu + (∇ × H) × H, (
2)
H t + u · ∇H + Hdivu = H · ∇u, divH = 0, (1.3) with the initial condition (̺, u, H)(0, x) = (̺ 0 , u 0 , H 0 )(x), x ∈ R 2 , (
and far field behavior (in some weak sense) u(t, x) → 0, ̺(t, x) → 0, H(t, x) → 0 as |x| → ∞, for t ≥ 0.
(1.5)
Here ̺ = ̺(t, x), u(t, x) = (u 1 , u 2 )(t, x) and H(t, x) = (H 1 , H 2 )(t, x) represent the unknown density, velocity and magnetic field of the fluid, respectively. The pressure P (̺) is given by P (̺) = A̺ γ , (1.6) where γ > 1 is the adiabatic exponent, A > 0 is a constant. The viscosity coefficients µ and λ satisfy the following physical restrictions
Magnetohydrodynamics studies the motion of electrically conducting media in the presence of a magnetic field. The dynamic motion of fluid and the magnetic field interact strongly with each other, so the hydrodynamic and electrodynamic effects are complicated either from the physical viewpoint, or from the mathematical consideration, see [1, 18] and references therein. In this paper, we restrict ourselves to (1.1)-(1.3) called the viscous and non-resistive magnetohydrodynamic equations, which means that the conducting fluids with a very high conductivity, such as, ideal conductors (c.f. [2, 10] ). Particularly, the magnetic equation (1.3) implies that in a highly conducting fluid the magnetic field lines move along exactly with the fluid, rather than simply diffusing out. This type of behavior is physically expressed as that the magnetic field lines are frozen into the fluid. For more details of physical background, we refer the readers to [1, 2, 10, 18, 32] and references therein. Now, we briefly recall some results concerning with the multi-dimensional compressible/incompressible MHD related with the present paper. First, if there is no electromagnetic effect, that is H = 0, the MHD system reduces to the classical compressible/incompressible Navier-Stokes equations, which have been discussed by many mathematicians, please see [4, 9, 11, 12, 14, 24, 25, 29, 31] and references therein. Next, if there exists electromagnetic effect with resistivity term, which also have been discussed by many researchers, we refer the reader to [13, 21, 26, 27, 30] and references therein.
However, as far as we known, the non-resistive MHD equations have not been thoroughly studied. As ̺ ≡ constant, i.e., incompressible non-resistive MHD, Jiu et al. [17] proved the local existence of solutions in 2D for initial data in H s for integer s ≥ 3, and soon after that Ren et al. [28] and Lin et al. [23] have established the existence of global-in-time solutions for initial data sufficiently close to certain equilibrium solutions in two spatial dimensions. Almost the same time, Fefferman et al. [7] established local existence result for initial data in (u 0 , H 0 ) ∈ H s with s > d/2 for d = 2, 3; in order to assume less regularity on u 0 than that of H 0 , due to the existence of the diffusive term in the momentum equations, Chemin et al. [3] proved the local existence in Besov spaces when u 0 ∈ B d/2−1 2,1 (R d ) and H 0 ∈ B d/2 2,1 (R d ); and more recently, Fefferman et al. [8] presented an inspiring local-in-time existence and uniqueness solutions in nearly optimal Sobolev space in R d (d = 2, 3) for H 0 ∈ H s (R d ) and u 0 ∈ H s−1+ε (R d ) with s > d/2 and 0 < ε < 1. Here we also want to mention Fan et al. [5] established the global-in-time existence of smooth solutions of 2D generalized MHD system with fractional diffusion (−△) α u (0 < α < 1/2).
Let's come back to the compressible non-resistive MHD equations. Fan et al. [6] and Li et al. [22] independently proved the existence of unique local strong solution in 3D. After that, Xu et al. [32] established a blowup criterion to explain the mechanism of blow-up and the structure of possible singularities of strong solutions for the compressible non-resistive MHD equations, due to the lack of the global existence of strong solution to (1.1)-(1.3) with large initial data. Very recently, Zhu [35] proved existence of unique local classical solution with regular initial data (almost the same compatibility conditions as that in [6] ) and improved the blowup criterions obtained in [32] .
When the far field density is vacuum (particularly, the initial density may have compact support) in 2D, the methods successfully applied to 3D in [6, 22, 32, 35] are not valid here, since the L p -norm of u could not bound in terms of √ ̺u L 2 (R 2 ) and ∇u L 2 (R 2 ) .
Therefore, it is still unknown whether the well-posedness of strong/classical solutions to the compressible non-resistive MHD equations in 2D exist or not, even the local ones. In this paper, we want to answer parts of these questions.
In this section, for 1 ≤ r ≤ ∞, we denote the standard Lebesgue and Sobolev spaces as follows:
Now, we wish to define precisely what we mean by strong solutions. x (e + |x| 2 ) 1/2 ln 1+η 0 (e + |x| 2 ).
(1.8)
For constants q > 2 and a > 1, assume that the initial data (̺ 0 , u 0 , H 0 ) satisfy that
Then there exists a positive time T 0 > 0 such that the problem (1.1)-(1.7) has a unique strong solution 10) and that inf
for some constant N > 0 and B N {x ∈ R 2 ||x| < N }.
Moreover, if the initial data (̺ 0 , u 0 , H 0 ) satisfies some additional regularity and compatibility conditions, the local strong solution (̺, u, H) obtained in Theorem 1.1 becomes a classical one, that is, Theorem 1.2 In addition to (1.9), suppose that
(1.12)
for some constant δ 0 ∈ (0, 1). Moreover, assume that the following compatibility conditions hold for some g ∈ L 2 ,
Then, in addition to (1.10) and (1.11), the strong solution (̺, u, H) obtained in Theorem 1.1 satisfies
(1.14)
There exists no global classical solution even without the effect of magnetic fields, due to [31] (c.f. [33] ). So, one naturally wonders: in finite time, what kinds of singularities will form, or what is the main mechanism of possible breakdown of smooth solutions for the 2D compressible non-resistive MHD equations? There are two main results [32, 35] concerning blowup criteria for strong/classical solutions to the 3D compressible non-resistive MHD equations, which is similar as [14] obtained for strong solutions to compressible Navier-Stokes equations. As it is well-known, partial differential equations (PDEs) entailing many independent variables are harder than PDEs entailing few independent variables. Therefore, there's an interesting question to ask whether the blowup criterions [32, 35] could be improved for the 2D compressible nonresistive MHD or not. Based on subtle estimates, our next main result in this paper answered this question positively for classical solutions, which can be shown as follows.
Theorem 1.3
Assume that the initial data (̺ 0 , u 0 , H 0 ) satisfies (1.9), (1.12) and the compatibility conditions (1.13). Let (̺, u, H) be classical solution to the Cauchy problem (1.1)-(1.7). If 0 < T * < ∞ is the maximal time of existence, then
(1.15)
A few remarks are in order:
Remark 1.1 To obtain the local existence and uniqueness of strong/classical solutions, in Theorem 1.1 and 1.2, the compatibility conditions we need is much weaker than the ones used in [6] , similar as that of [35] for 3-D compressible non-resistive MHD equations. Remark 1.2 When H = 0, i.e., there is no magnetic field effect, (1.1)-(1.2) reduces to the compressible Navier-Stokes equations, and Theorems 1.1 and 1.2 are similar to the results of Li et al. [19] . Roughly speaking, we generalize the results of [19] to the 2D compressible non-resistive MHD equations. Furthermore, Theorems 1.1 and 1.2 extend the corresponding three-dimensional results in [6] and [35] to 2D problem.
Remark 1.3
Recently, Wang [30] established a blowup criterion for 2D compressible MHD equations which solely depends on the uniform (in time) upper bound of the density ̺, i.e., lim
It is clear that the blowup criterion in (1.15) for compressible non-resistive MHD equations is more stronger than the one in (1.16) . This is mainly due to the lack of resistivity term for H, which can improve the stability of the system. However, Theorem 1.3 is indeed improved previous ones obtained in [32, 35] .
Remark 1.4
Compared with the previous blowup criterion established in [34] by Zhou et al. for 2D incompressible MHD system with zero magnetic diffusivity, which depends only on the magnetic fields, precisely,
our result is relatively stronger due to the compressibility and the existence of vacuum. We also want to refer the readers to [16] , where they built a series of the blowup criterions for 2D generalized incompressible MHD system.
Remark 1.5
Compared with the incompressible non-resistive MHD [3, 7, 8] , we consider the compressible one. Moreover, we indeed assume less regularity on u 0 than that of H 0 due to the existence of the diffusive term in (1.2) (see (1.9) and (1.12)), although it may not be optimal.
We now make some comments on the analysis of this paper. The key difficulty of studying such MHD equations lies in the non-resistivity of the magnetic equations. However, for the 2D case, when the far field density is vacuum, another main difficulty is to bound the L p (R 2 )-norm of u compared with 3D case, that means the methods which have successfully used in [6, 22, 32, 35] can't be directly applied to our cases. Fortunately, previous results [11, 19, [24] [25] [26] [27] have provided hope for solving this problem. Precisely, we use the weighted L p -bounds for elements of Hilbert space, see (2.5) and (2.6) below. Furthermore, compared with [11, 19, 25] , for the 2D compressible non-resistive MHD equations, the strong coupling between the velocity vector field and the magnetic field, such as u · ∇H and (∇ × H) × H (which does not appear in compressible Navier-Stokes equations), will bring us some new difficulties. We'll borrow some ideas from [26] , that is, in order to control the term u · ∇H and related terms, we need a spatial weighted mean estimate of H and ∇H (see (3.33) and (4.1) below). Compared with [26] , we have to face other difficulties caused by the lack of resistive term in magnetic equations. We manage to solve the problem, because (1.1) and (1.3) have the analogous structure from the mathematical view point. Therefore, the magnetic field could be treated in a similar manner as that used for density, although (1.3) is more complicated than that of (1.1).
The rest of the paper is organized as follows: In Section 2, we collect some elementary facts and inequalities which will be needed in later analysis. Sections 3 and 4 are devoted to the a priori estimates which are needed to obtain the local existence and uniqueness of strong/classical solutions. The main results Theorem 1.1, 1.2 and 1.3 are proved in Section 5.
Preliminaries
First, the following local existence theory on bounded balls, where the initial density is strictly away from vacuum, can be shown by similar arguments as in [6, 22, 35] .
Then there exist a small time T R > 0 and a unique classical solution (̺, u, H) to the following initial-boundary-value problem
where we denote L 2 = L 2 (B R ) and H k = H k (B R ) for some positive integer k.
Then, for either Ω = R 2 or Ω = B R with R ≥ 1, the following weighted L p -bounds for elements of Hilbert spaceD 1,2 (Ω) {v ∈ H 1 loc (Ω)|∇v ∈ L 2 (Ω)} will play a crucial role in our analysis, which can be found in [19, Lemma 2.4] . Lemma 2.2 Letx be as in (1.9) and Ω = R 2 or Ω = B R with R ≥ 1. 
Furthermore, for ε > 0 and η > 0, there is a positive constant C depending on ε, η, M 1 , M 2 , N 1 , γ and η 0 such that any v ∈D 1,2 (Ω) satisfies
Next, we consider the following Lamé system,
The proof of the following L p -bound is similar to that of [4, Lemma 12] .
0 (B R ) be a weak solution of the system (2.7), where q > 1.
where C independent of R.
Then, for ∇ ⊥ (−∂ 2 , ∂ 1 ), denoting the material derivative ofḟ f t +u·∇f . We now state some elementary estimates which follow from Gagliardo-Nirenberg inequality and the standard L p -estimate for the following elliptic system derived from the momentum equations in (1.2):
where
The proofs of the following results are similar as that of [27, Lemma 2.5].
Lemma 2.4 Let (̺, u, H) be a classical solution of (1.1)-(1.7). Then for p ≥ 2 there exists a positive constant C depending only on p, µ and λ such that
Finally, the following Beale-Kato-Majda type inequality, which is similar as that of [15, Lemma 2.3] will be used later to estimate ∇u L ∞ and ∇̺ L 2 ∩L q (q > 2). Lemma 2.5 For 2 < q < ∞, there is a constant C(q) such that the following estimate
A priori estimates (I)
In this section and the next, for p ∈ [1, ∞] and k ≥ 0, we denote
Moreover, for R > 4N 0 ≥ 4, we assume that the smooth triplet (̺ 0 , u 0 , H 0 ) satisfies, in addition to (2.1), that
It follows from Lemma 2.1 that there exists some T R > 0 such that the initial-boundaryvalue problem (2.2) has a unique classical solution (
3). Forx, η 0 , a and q as in Theorem 1.1, the main aim of this section is to derive the following key apriori estimate on φ(t), defined by
Proposition 3.1 Assume that (̺ 0 , u 0 , H 0 ) satisfies (2.1) and (3.1). Let (̺, u, H) be the solution to the initial-boundary-value problem (2.2) on (0, T R ] × B R obtained by Lemma 2.1. Then there exist positive constants T 0 and M both depending on µ, λ, γ, q, a, η 0 , N 0 and C 0 such that
3)
The proof of Proposition 3.1 will be postponed at the end of this section. First, we start with the following energy estimate for (̺, u, H) and preliminary L 2 -bounds for ∇u.
Lemma 3.2 Let (̺, u, H) be a smooth solution to the initial-boundary-value problem (2.2). Then there exist a positive constant α = α(γ, q) > 1 and a
Proof. First, multiplying (2.2) 2 and (2.2) 3 by u and H, respectively, and integrating the resultant equalities over B R , and summing them together, then integration by parts show that
Next, for N > 1 and
then it follows from (3.1) and (3.5) that
where in the last inequality we have used
where T 1 min{1, (4C) −1 }. From now on, we will always suppose that t ≤ T 1 . The combination of (2.6), (3.5) and (3.8) shows that for ε > 0 and η > 0, every
Next, multiplying (2.2) 2 by u t and integration by parts yield
Now we estimate each term on the right-hand side of (3.11). First, the GagliardoNirenberg inequality implies that for all p ∈ (2, +∞),
which together with (3.10) yields that for η > 0 andη = min{1, η},
Next, since P (̺) satisfies
we deduce from (3.10), (3.13) and the Sobolev inequality that
Then, using integration by parts together with (2.2) 3 , one obtains
First, it is easy to check that
Next, Hölder inequality and Young inequality, together with (3.12), yield
Substituting the above two estimates into (3.16) gives
Similarly,
Inserting (3.13), (3.15), (3.17) and (3.18) into (3.11) shows
To estimate the last term on the right-hand side of (3.19), it follows from (2.8) that 20) which together with (3.12) and (3.13) yields
Substituting (3.21) into (3.19) , then integrating the resultant inequality over (0, t), and choosing ε suitably small leads to
due to (3.14).
To estimate the second term on the right-hand side of (3.22), multiplying (2.2) 3 by 4|H| 2 H and integrating the resultant equality over B R , we have
Integrating the above inequality over (0, t), yields
Putting (3.23) into (3.22) , together with (3.5), leads to (3.4). Therefore, we complete the proof of Lemma 3.1. ✷ Lemma 3.3 Let (̺, u, H) and T 1 be as in Lemma 3.2. Then for all t ∈ (0,
Proof. Differentiating (2.2) 2 with respect to t yields
Multiplying (3.25) by u t and integrating the resultant equation over B R , we obtain
We now estimate each term on the right-hand side of (3.26) as follows:
First, it follows from (3.2), (3.5), (3.9), (3.10) and (3.12) that for ε ∈ (0, 1),
Next, Hölder inequality together with (3.10) and (3.12) shows that
Then, Hölder inequality and (3.9) yield that
Next, it follows from (3.10) and (3.14) that
Finally, Hölder inequality, (2.2) 3 and (3.10) give that
Inserting (3.27)-(3.31) into (3.26) and choosing ε suitably small yield that
where in the last inequality we have used (3.21) . Then, multiplying (3.32) by t, we finally obtain (3.24) after using Gronwall inequality and (3.4). Therefore, we complete the proof of Lemma 3.3. ✷ Lemma 3.4 Let (̺, u, H) and T 1 be as in Lemma 3.2. Then for all t ∈ (0,
Proof. First, multiplying (2.2) 1 byx a and integrating the resultant equality over B R , integration by parts and using (3.10), we have
Next, it follows from the Sobolev inequality and (3.10) that for 0 < δ < 1,
Then, one derives from (2.2) 3 thatH Hx a satisfies
which together with (3.35) and Gagliardo-Nirenberg inequality shows that
Moreover, (3.36) together with (3.35) and Gagliardo-Nirenberg inequality gives that
Combining (3.37) and (3.38), one yields
Similarly, with the help of (3.34) and denoting w ̺x a , one obtains for
40) where w satisfying the following equality
Next, we claim that
which together with (3.39), (3.40) and Gronwall inequality gives (3.33). Now, to finish the proof of Lemma 3.4, it solely has to prove (3.42). In fact, on the one hand, it follows from (3.4), (3.21) and (3.24) that
On the other hand, choosing p = q in (3.20) and using (3.9), (3.10) and (3.12), we have
Then, combined (3.44) with (3.5), (3.24) and (3.43) leads to
and that
Therefore, (3.43), (3.45) and (3.46) give (3.42) and we complete the proof of Lemma 3.4. ✷ Now, we complete the proof of Proposition 3.1, which is a direct consequence of Lemma 3.2, 3.3 and 3.4.
Proof of Proposition 3.1. It follows from (3.4) and (3.33) that
Standard arguments thus show that forM e Ce and T 0 min{T 1 , (CM α ) −1 },
which together with (3.4), (3.21) and (3.42) leads to (3.3) . Then the proof of Proposition 3.1 is finished. ✷
A priori estimates (II)
In this section, in addition to µ, λ, γ, q, a, η 0 , N 0 and C 0 , the generic positive constant C may also depend on
Lemma 4.1 It holds that
Proof. First, due to (1.13), (2.1) and (2.2) 2 , defining
integrating (3.32) over (0, T 0 ) and using (3.3) and (3.4), we have
which together with (3.3) and (3.21) leads to
This combined with (3.3) and (3.35) shows that for δ ∈ (0, 1],
Directly calculate that for 2 ≤ r ≤ q 
Next, denotingH x δ 0 H and v
where v satisfies
It follows from (2.2) 3 , similarly as (3.36), we havē
Therefore, direct calculations give that
where in the second and third inequalities we have used (4.4) and (4.7). Similarly, we can also obtain from (4.8) after calculations
Combing (4.10) with (4.11), we get
We use (2.8) and (4.3) to estimate the last term on the right-hand side of (4.12) as follows:
where in the last inequality we have used (3.3), (4.3), (4.4), (4.6) and the following fact:
Substituting (4.13) into (4.12) and noting the definition of v, one has
which together with (3.3), (4.2), (4.14) and Gronwall inequality gives (4.1) and completes the proof of Lemma 4.1. ✷
Lemma 4.2 It holds that
Proof. Multiplying (3.25) by u tt and integrating the resultant equality over B R , integration by parts lead to
Now, we estimate each term on the right-hand side of (4.16). First, it follows from (3.3), (4.2), (4.3), (4.4) and (4.6) that
Next, direct calculations yield that
First, Hölder inequality together with (3.3) and (4.4)-(4.6) gives
Then, Hölder inequality together with (4.4) leads to
Next, it follows from (4.3), (4.4) and (4.6) that 22) and similarly,
Inserting (4.19)-(4.23) into (4.18) shows
Next, it follows from (3.14), (4.3) and (4.5) that
Similarly, (2.2) 3 , (4.1), (4.3) and (4.5) give that
where in the last inequality we have used (4.6) and the following simple fact:
due to (4.1), (4.3), (4.4) and (4.7). Inserting (4.17) and (4.24)-(4.26) into (4.16) and choosing ε suitably small we follow that
where 29) due to the following fact:
which yields from (4.2)-(4.5).
Then, it remains to estimate the first term on the right-hand side of (4.27). In fact, it follows from (3.25) and Lemma 2.3 that, for s > 2, (4.27 ) and the following fact:
where we have used Gagliardo-Nirenberg inequality, (4.1), (4.3), (4.4) and (4.7). Inserting (4.30) into (4.28) and choosing δ suitably small lead to
Multiplying (4.31) by t and integrating the resultant inequality over (0, T 0 ), we obtain from Gronwall inequality, (4.2) and (4.29) 
Proof. Applying the differential operator ∇ 2 to (4.8) and (4.9), respectively, and multiplying each equality by q|∇ 2 v| q−2 ∇ 2 v and q|∇ 2H | q−2 ∇ 2H , and integrating the resultant equalities over B R lead to
Due to (2.8), the last term on the right-hand side of (4.33) can be estimated as follows:
where we have used (3.3), (4.3), (4.4), (4.6) and (4.7).
Next, it follows from (4.15) that
Putting (4.34) into (4.33), we get (4.32) from Gronwall inequality, (3.3), (4.2) and (4.35). Therefore, the proof of Lemma 4.3 is finished. ✷
Lemma 4.4 It holds that
Proof. First, we claim that
which together with (2.5), (4.15) and (4.30) yields that
This combined with (4.13), (4.32), (4.34) and (4.35) leads to
which together with (3.3), (4.1) and (4.32), shows
≤C.
Therefore, we complete the proof of (4.36) from (4.37)-(4.40). Now, we focus on the estimates of (4.37). In fact, differentiating (3.25) with respect to t yields that
which multiplied by u tt and integrated by parts over B R , shows that
Now, we'll estimate each term on the right-hand side of (4.41) as follows: First, it follows from (4.4) that
Next, Hölder inequality leads to
where we have used (2.6), (3.9) and (4.5) and the following facts:
by using (4.4)-(4.6), whereã = min{2, a}.
Then, it follows from (3.9), (4.3), (4.4) and (4.44) that
Next, it follows from Cauchy inequality, together with (3.9), (4.5) and (4.6) that
Then, Gagliardo-Nirenberg inequality together with (4.3) gives
Next, it follows from (3.3), (3.14) and (4.3)-(4.6) that
where in the last inequality we have used the following simple fact that
due to (3.3), (4.1), (4.3) and (4.4). Then, (4.48) together with Cauchy inequality leads to
Finally, it follows from (2.2) 3 , (3.3) and (4.3)-(4.6) that
where in the last inequality we have used the following fact:
due to (4.1), (4.3), (4.4) and (4.7). Then (4.50) and integration by parts lead to
in terms of (4.5), (4.7), (4.27) and (4.50).
Substituting (4.42), (4.43), (4.45)-(4.49) and (4.51) into (4.41), choosing ε suitably small, and multiplying the resultant inequality by t 2 , we get (4.37) after using Gronwall inequality and (4.15). Therefore, the proof of Lemma 4.4 is completed. ✷
Proof of Theorems 1.1-1.3
With all the a priori estimates obtained in Section 3 and 4 at hand, now we are ready to prove the main results of this paper in this section.
Proof of Theorem 1.1. Let (̺ 0 , u 0 , H 0 ) be as in Theorem 1.1. Without loss of generality, we assume that the initial density ̺ 0 satisfies
which means that there has a positive constant N 0 such that
we consider the unique smooth solution u R 0 of the following elliptic problem:
where h R = ( √ ̺ 0 u 0 ) * j 1/R with j δ being the standard mollifying kernel of width δ.
Extending u R 0 to R 2 by defining 0 outside of B R and denoting it byũ R 0 , we claim that
In fact, it is easy to find thatũ R 0 is also a solution of (5.5) in R 2 . Multiplying (5.5) byũ R 0 and integrating the resultant equality over B R lead to
which yields
for some constant C independent of R.
Therefore, we conclude from (5.2) and (5.7) that there exists a subsequence R j → ∞ and a functionũ 0 
Next, it follows from (5.4), (5.5) and (5.8) that, for any ψ ∈ C ∞ 0 (R 2 ),
which gives thatũ
Furthermore, we get from (5.5) that lim sup
which combined with (5.8) shows
This, along with (5.8) and (5.9), yields (5.6). Then, due to Lemma 2.1, the initial-boundary value problem (2.2) with the initial data (
Moreover, Proposition 3.1 gives that there has been a T 0 independent of R such that (3.3) holds for (̺ R , u R , H R ). Extending (̺ R , u R , H R ) by zero on R 2 \B R and denoting it bỹ
with ϕ R as in (3.6), we first deduce from (3.3) that
and sup
Next, for p ∈ [2, q], it follows from (3.3) and (3.33) that
≤C.
Then, it follows from (3.3) and (3.35) that 13) and that for p ∈ [2, q],
Next, one derives from (3.3) and (3.24) that
With all these estimates (5.10)-(5.15) at hand, we find that the sequence (̺ R , u R ,H R ) converges, up to the extraction of subsequences, to some limit (̺, u, H) in the obvious weak sense, that is, as R → ∞, we havē
Then, letting R → ∞, it follows from (5.16)-(5.23) that (̺, u, H) is a strong solution of (1.1)-(1.7) on (0, T 0 ] × R 2 satisfying (1.10) and (1.11) . Therefore, the proof of the existence part of Theorem 1.1 is completed.
It solely remains to prove the uniqueness of the strong solution satisfying (1.10) and (1.11). Let (̺ 1 , u 1 , H 1 ) and (̺ 2 , u 2 , H 2 ) be two strong solutions satisfying (1.10) and (1.11) with the same initial data, and denote
First, subtracting the mass equation satisfied by (̺ 1 , u 1 , H 1 ) and (̺ 2 , u 2 , H 2 ) yields that
Multiplying (5.24) by 2Ψx 2r for r ∈ (1,ã) withã = min{2, a}, and integrating by parts give
which together with Gronwall inequality yields that for all 0
Then, subtracting the magnetic equation satisfied by (̺ 1 , u 1 , H 1 ) and (̺ 2 , u 2 , H 2 ) leads to
(5.26)
Multiplying (5.26) by 2Φx 2r and integrating by parts show that
which together with Gronwall inequality gives that 27) for all t ∈ [0, T 0 ].
Next, subtracting the momentum equation satisfied by (̺ 1 , u 1 , H 1 ) and (̺ 2 , u 2 , H 2 ) shows that
Multiplying (5.28) by U and integrating by parts yields that
Then, Hölder inequality yields that
Next, Lagrange's mean value theorem together with (5.25) and (5.27) gives that
and putting (5.30) and (5.31) into (5.29) and choosing ε small enough, one gives that
which together with Gronwall inequality and (1.10) yields that G(t) = 0. Therefore, U (t, x) = 0 for almost everywhere (t, x) ∈ (0, T 0 ) × R 2 . Then, (5.25) and (5.27) imply that Ψ(t, x) = Φ(t, x) = 0 for almost everywhere (t, x) ∈ (0, T 0 ) × R 2 . The uniqueness of the strong solution is finished and we complete the proof of Theorem 1.1. ✷ Proof of Theorem 1.2. Let (̺ 0 , u 0 , H 0 ) be as in Theorem 1.2. Without loss of generality, assume that
which implies that there exists a positive constant N 0 such that (5.1) holds. We construct that ̺ R 0 =̺ R 0 + R −1 e −|x| 2 where 0 ≤̺ R 0 ∈ C ∞ 0 (R 2 ) satisfies (5.2) and
as R → ∞. Then, we also choose H R 0 ∈ {w ∈ C ∞ 0 (B R )|divw = 0} satisfying (5.3) and
Then, we consider the unique smooth solution u R 0 of the following elliptic problem 34) where h R = ( √ ̺ 0 u 0 + g) * j 1/R with j δ being the standard mollifying kernel of width δ. Multiplying (5.34) by u R 0 and integrating the resultant equation over B R , it is easy to show that
which implies that
for some constant C independent of R. Due to (2.8), we have
Next, extending u R 0 to R 2 by defining 0 outside B R and denoting it byũ R 0 , we deduce from (5.35) and (5.36) that ∇ũ R 0 H 1 (R 2 ) ≤ C, which together with (5.32) and (5.35) gives that there exists a subsequence R j → ∞ and a functionũ 0
(5.37)
It is easy to check thatũ R 0 satisfies (5.34), then one can deduce from (5.32), (5.33), (5.34) and (5.37) thatũ 0 satisfies
which combined with (1.13) yields thatũ
Next, we get from (5.34) that lim sup
which combined with (5.37) shows
This, along with (5.37) and (5.38), shows that
Similar to (5.39), we can also obtain that
Finally, in terms of Lemma 2.1, the initial-boundary value problem (2.2) with the initial data (
Hence, there has a generic positive constant C independent of R such that all those estimates stated in Proposition 3.1 and Lemma 4.1-4.4 hold for (̺ R , u R , H R ). Extending (̺ R , u R , H R ) by zero on R 2 \ B R and denoting
with ϕ R as in (3.6). We deduce from (3.3) and Lemma 4.1-4.4 that the sequence (̺ R ,ũ R ,H R ) converges weakly, up to the extraction of subsequences, to some limit (̺, u, H) satisfying (1.10), ( 
Proof. Multiplying (1.2) byu and integrating by parts over R 2 , direct calculations yield that
Now, we estimate each term on the right-hand side of (5.43). First, it follows from (3.14) and integration by parts that 
where 
Now we estimate each term on the righthand of (5.52). First, it follows from (3.14), integration by parts and careful calculations, that − u j [∂ j P t (̺) + div(∂ j P (̺)u)]dx (5.53)
Then, due to integration by parts and after subtle calculations, we have
and similarly, that 
where in the second inequality we have used (5.41), (5.42) and similar discusses as that in (3.37) and (3.38); in the third inequality, we have used the following facts:
which come from L p -estimates on the Lamé system. It follows from (2.12), that 
which together with (5.42), (5.51), (5.60) and (5.61), after using Gronwall inequality give 
