We present here a method that estimates the relative effect of the counting uncertainty and of the instrument uncertainty on that of the parameters in a parametric model for neutron time of flight. The final result, obtained independently of calculation of the parameter values from measured data, presents explicitly the ratio of the two uncertainties in terms of the choice, settings, and placement of the detector and the oscilloscope. Consequently, the method can serve as a tool in planning a measurement setup.
INTRODUCTION
Important properties of fusion can be discerned from the neutron time of flight (NToF) analysis. This paper is intended as a first of several papers that introduce analytical methods in determining parameter uncertainty in parametric model for NToF. Here we evaluate the relative effect of the counting (Poisson) noise and the instrument (Gaussian) noise. For clarity we choose the Gaussian model of the signals, which includes as parameters the plasma temperature and the time of neutron creation.
Consider neutrons from a deuterium -tritium (D-T) reaction detected at a distance D and recorded by a digital oscilloscope with the sampling step t  and the effective number of bits (ENOB) . Assuming that the shape of underlying signals is known (for the beginning we assume it to be Gaussian), we find neutron parameters such as plasma temperature and creation time by fitting the signal to measured data. In this analysis two sources of uncertainties dominate. The first, related to particle counting, is Poisson distributed with the variance 2 Pk  ; the second comes from digital measurements and is normally distributed with the variance 2  .
In this work we present explicit formulae that compare the influence of counting vs. measurement uncertainties. The formulae are usable before measurements or simulations are performed; consequently, they become a tool in planning a measurement setup. In the second step we estimate the ratio of uncertainties in terms of system parameters:
The ratio depends on:
 the properties of plasma (temperature kT and the number of neutrons 0 N ),  the digital oscilloscope settings (ENOB and time step t  ),  the detector settings (distance D , size A , and efficiency  ).
The equation (1) applies to Gaussian signals and an ideal detector; however, the presented method applies to a general class of signals for which it would result in more involved but still explicit analytic formulae.
Two appendices provide background to our analysis, one on discrete-to-continuous time transitions, the other on Gaussian shape of the NToF spectrum.
II. SIGNAL MODEL AND NOTATION

A. NToF Signal Model
Consider neutrons created in a D-T reaction. Assume that their density distribution depends on the energy E and the creation time ' t as separated variables (i.e., the plasma [1] argues that it is practically Gaussian.)
Under the above assumptions the mean value of the density of particles that arrive at time t at the detector placed at the distance D is: 
B. Gaussian Signal Model
In order to present the method unencumbered by computational details, we assume that the neutron velocity distribution and creation profile are both Gaussian: kT -plasma temperature.
C. Notation
1) Units:
Unless explicitly stated otherwise, the units used in the paper are meters, nanoseconds, and kiloelectronovolts (for energy). 
A. Measurement System
The detected neutrons pass through a transducer (including filters, cables, connectors, attenuators, etc). For brevity's sake we call the whole measurement system a "detector" and denote its impulse response by () ht . For sake of presentation clarity, assume that the transducer's impulse response is
The signal emerging from so defined detector is sampled (with the sampling step t  ) and quantized by a digital oscilloscope so that the measured data are modeled as (3) or (5) is the expected value of the number of Poisson distributed neutrons arriving at the detector.
In other words the measured data are modeled by:
where the number of particles in k-th sample is a Poisson distributed random variable k  whose mean value and variance is k x . Moreover, the measured samples are affected by measurement errors represented by normally distributed random variables k  .
B. Instrument Uncertainty
The instrument uncertainty comes from oscilloscope quantization. Assume the screen height to be 2 units so that the maximum sample of about 1 unit is observed at halfscreen. Then the measurements' standard deviation equals:
For the typical ENOB=5.5, it equals ~1.3%.
C. Counting Uncertainty
The counting uncertainty comes from the random nature of neutron creation and is Poisson distributed. For the maximum sample to be equal to about 1 unit, the parameter a in Eq. (5) is set at
Consequently, the value of k-th sample at the detector is k x , and at the oscilloscope k k z ax  , with the variance:
Hence, the maximum variance, which is the variance of the maximum sample, equals 
D. Relative size of Variances
We obtained the uncertainties in terms of detector and oscilloscope parameters, distance, and plasma temperature. It follows from (7) and (10) that:
Note that the right-hand side of the first ratio describes plasma properties that we know approximately even before measurements are performed, the second ratio describes the properties of the oscilloscope, and the third the properties and placement of the detector. Therefore, without performing measurements and having only rough values of the parameters of interest, we know how to choose the oscilloscope and how to choose and place the detector.
In particular, the measurement uncertainty dominates as long as:
Thus, for an oscilloscope with ENOB=5.5, and 0.1 t  , and for a fluor detector with 9 0 7.85 10 NA   , the instrument errors dominate when 3 3 7.67 10 D kT    That means that, for plasma temperature 100 kT  and the detector placed closer than 8 m, the oscilloscope errors dominate even for the state-of-the-art oscilloscope 0.1 t  . Fig. 1 displays the ratio of variances for kT=16 and Δt=0.01 and Δt=0.05. The above analysis requires translation of continuous time models into discrete time models and vice versa. The time transition is obvious for continuous signals. Yet for signals that, like noise, do not have instantaneous values, it is hidden in the language of distribution theory [3] [4] [5] . Thus, this section is devoted to the relationship between signals and their samples and the respective covariances. 
A. Continuous signal
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B. No Instantaneous Values
On the other hand, when signals do not have instantaneous values, as is typical for noise, we obtain the expressions analog to (A1,A2) by defining discrete noise as an average over the time step value: 
However, the continuous time correlation function cannot be defined by (A3) because its instantaneous values do not exist. To avoid the problem, one introduces [3] , a new random variable as filtered (or smoothened or windowed) noise, which we define as:
where the test function () t  is smooth and fast decreasing.
1) Filter Interpretation
The random variable (A7) can be interpreted as an output of a filter whose impulse response is ( ) : ( ) g t t   : 
2) Correlation Function
Returning to (A7) we can define the correlation function as dependent of two test functions (or, as we argued above, two filters) rather than two moments of time:
When we choose the test functions to be k  (smoothened) rectangular about kt  such that:
then we can redefine the averaging (A5) as
Consequently, from (A8), we have the relationship analogous to (A4):
The filter dependent autocorrelation function equals the sampled covariance.
It is important to distinguish autocorrelation defined by (A8) from another analogue of (A3) that is often used in engineering literature and is defined as:
Rigorously speaking, the existence of such function follows from the Kernel Theorem [4, 5] .
More intuitively but less rigorously (i.e., without concern for the existence of the integrals) one "defines":
The relation of (A12) applied to the covariance given by (A6) results in:
where the double integral is taken over intervals of sampling step length.
If the function ( ', ') R t s is continuous and the time step is small, then (A13) approaches (A4). In general, however, the two are different. MeV  , then the time of flight neutron distributions is Gaussian. Since [6] is an internal NST document we provide here, for reader's convenience, the main steps of the derivation
3) White Noise
A. Energy Distribution
Brysk [2] argues that, for D-T => n + alpha with Q = 14 + 3. 
