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1. Introduction
In this paper, we consider only undirected simple connected graphs. Let G = (V, E) be a graph
of order n with vertex set V = V(G) = {v1, v2, . . . , vn} and edge set E = E(G) = {e1, e2, . . . , em}. For
S ⊆ V(G), letG[S] be the subgraph induced by S. Deﬁneα(G), the independence number ofG to be the
number of vertices of the largest independent set in G. We denote NG(vi) the adjacent set of vertex vi.
The adjacency matrix of G is A = A(G) = (aij), where aij = 1 if vi and vj are adjacent in G and aij = 0
otherwise. Let D = D(G) = diag{d1, d2, . . . , dn} be the degree diagonal matrix of G, where di is the
degree of vertex vi, Δ = d1  d2  · · · dn = δ. The matrix L = L(G) = D − A is known as Laplacian
matrix and is researched extensively in the literature [8,11,12].
The matrix Q = Q(G) = D + A is called the signless Laplacian matrix or Q-matrix of G in [9].
Let M = M(G) = (mij) be vertex-edge incidence matrix of graph G, i.e. mij = 1 if vi is incident to

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ej , and mij = 0 otherwise. Then Q(G) = MMT , which implies Q(G) is symmetric and positive semi-
deﬁnite. Denote by Φ(Q(G)) = Φ(Q(G); x) its characteristic polynomial, then its eigenvalues can be
arranged as q1(G) q2(G) · · · qn(G) 0, q1(G) is called the signless Laplacian spectral radius. If
G is connected, by Perron—Frobenius Theorem, then q1(G) is simple and there is a unique positive
unit eigenvector X = (x1, x2, . . . , xn)T , where xi are corresponding to vertex vi for {i = 1, 2, . . . , n}.
We shall refer to such an eigenvector as the Perron vector of Q(G).
The main purpose to research the eigenvalues of graphs is exploring the structure of graphs. The
paper [4,9] provide spectral uncertainties with respect to the adjacency, Laplacian and the signless
Laplacian matrix of sets of all graphs on vertices for n 11, which implies the spectrum of signless
Laplacian matrices are more closely relative to the graph structures than spectra of other commonly
used graphmatrices (adjacency, Laplacian, the Seidelmatrix). An ideawas expressed in [4] that, among
matrices associated with a graph, the signless Laplacian seems to be the most convenient for use in
studying graph properties.
Recently, the signless Laplacianmatrices of graphs are receivedmuch attention [3]. For example, In
[5], Desai and Rao discussed the smallest eigenvalue of Q(G) as a parameter reﬂecting the nonbipar-
titeness of the graph G. In [14], Tam et al. presented that among all connected graphs with ﬁxed order
andnumber of edges, the signless Laplacianmaximizing graphs are degreemaximal. In [2,3], Cvetkovic´
et al. gave some other results on the signless Laplacianmatrices. Among all subjects the spectral radius
is an important one. In [6], Fan et al. studied the signless Laplacian spectral radius of bicyclic graphs
with ﬁxed order. In [7], Fan and Yang studied the signless Laplacian spectral radius of graphswith given
number of pendant vertices. In [1], Cai and Fan offered the signless Laplacian spectral radius of graphs
with given chromatic number. In [16], Wu and Fan studied the signless Laplacian spectral radius of
graphswith given number of cut edges. In this paper, wemainly study theminimumsignless Laplacian
spectral radius with the independence number α ∈
{
1, 2,
⌈
n
2
⌉
,
⌈
n
2
⌉
+ 1, n − 3, n − 2, n − 1
}
.
Denote by Gn,α the set of connected graphs of order nwith independence number α.
2. Graphs with independence number α ∈
{
1,
⌈
n
2
⌉
,
⌈
n
2
⌉
+ 1, n − 1
}
Among all connected graphs on n vertices the complete graph Kn has the minimum independence
numberα = 1 and the star K1,n−1 has themaximum independence numberα = n − 1. It is clear that
Kn is the unique graph with the minimum signless Laplacian spectral radius in Gn,1 and K1,n−1 is the
unique graph with the minimum signless Laplacian spectral radius in Gn,n−1. We will next consider
the graphs with the minimum signless Laplacian spectral radius in Gn, n2 and Gn, n2+1.
The subdivision of an edge uv is deﬁned by inserting an additional vertex into edge uv.
An internal path in graph G is a path v0v1 · · · vk+1 for which d0, dk+1  3 and d1 = · · · = dk = 2
(here k 0, or k 2 whenever vk+1 = v0).
From the well-known Perron–Frobenius theory of non-negative matrices, we have
Lemma 2.1. If H is the proper subgraph of G, then q1(H) < q1(G).
Lemma 2.2 [3]. Let Guv be the graph obtained from a connected graph G by subdividing its edge uv. Then
the following holds:
(1) if uv belongs to an internal path, then q1(Guv) < q1(G);
(2) if G Cn for some n 3, and if uv is not on the internal path then q1(Guv) > q1(G). Otherwise, if
G∼= Cn then q1(Guv) = q1(G) = 4.
Lemma 2.3 [2]. Let q1 be the signless Laplacian spectral radius of a graph G. The following statements hold:
(1) q1 = 0 if and only if G has no edges;
(2) 0 < q1 < 4 if and only if all components of G are paths;
(3) for a connected graph G we have q1 = 4 if and only if G is Cn or K1,3.
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Fig. 1. The graphs Ta,b,c and Qa,b,c .
Theorem 2.4. The path Pn is the unique graph with minimum signless Laplacian spectral radius in Gn, n2.
Proof. Since Pn has independence number α =
⌈
n
2
⌉
, Theorem 2.4 follows immediately from
Lemma 2.3.
Let S1, S2 be respectively the sets of connected graphs of order nwhose signless Laplacian spectral
radius lies in (4, 2 + √5],(2 + √5,  + 2], where  = 1
3
((
54 − 6√33
) 1
3 +
(
54 + 6√33
) 1
3
)
. 
Lemma 2.5 [15]. Let S1, S2 be deﬁned as above. Then
(1) S1 = {T1,1,n−3|n 5};
(2) S2 consists of the following graphs(see Fig. 1):
(i) T1,b,c , for c  b 2;
(ii) Qa,b,c for b f (a, c), where f (a, c) is an appropriate integral function.
Theorem 2.6. Let G ∈ Gn, n2+1 with n 6 have the minimum signless Laplacian spectral radius, then
G∼= T1,1,n−3 if n is even and G∼=Q1,n−5,1, otherwise.
Proof. If n is even, then α(T1,1,n−3) =
⌈
n
2
⌉
+ 1; α(Qa,b,c) =
⌈
n
2
⌉
+ 1 if and only if a, b is even. By
Lemmas 2.3 and 2.5, we have G∼= T1,1,n−3.
If n is odd, then α(T1,1,n−3) = α(T1,b,c) =
⌈
n
2
⌉
, for c  b 2; α(Qa,b,c) =
⌈
n
2
⌉
+ 1 if and only if a, c
is odd. Now we consider the signless Laplacian spectral radius of Qa,b,c with α =
⌈
n
2
⌉
+ 1:
Case 1. a = 1, c = 1. Obviously, G∼=Q1,n−5,1.
Case 2. a = 1, c  3. By Lemmas 2.1 and 2.2, we have q1(Q1,b+1,c−1) < q1(Qa,b+1,c) < q1(Qa,b,c).
Then, q1(Q1,b,c) > q1(Q1,b+1,c−1) > · · · > q1(Q1,n−5,1). So by the Lemmas 2.3 and 2.5, G∼=Q1,n−5,1.
Case 3. a 3, c  3. By Lemmas 2.1 and 2.2, we have q1(Qa−1,b+2,c−1) < q1(Qa−1,b+2,c) <
q1(Qa−1,b+1,c) < q1(Qa,b+1,c) < q1(Qa,b,c)). At last, q1(Qa,b,c) > · · · > q1(Q1,n−5,1). So by the Lemmas
2.3 and 2.5, G∼=Q1,n−5,1. 
3. Graphs with independence number α ∈ {n − 2, n − 3}
Let G1(s1, t1) be a graph on n vertices obtained from an edge v1v2 by attaching s1 pendant edges to
v1 and t1 pendent edges to v2, where s1 + t1 = n − 2. Let G2(s2, t2) be a graph on n vertices obtained
from G1(s2, t2) by subdivision of the edge v1v2, where s2 + t2 = n − 3 (see Fig. 2).
Theorem 3.1. For any graphG ∈ Gn,n−2, q1(G) q1
(
G2
(⌈
n−3
2
⌉
,
⌊
n−3
2
⌋))
, the equality holds if and only
if G∼= G2
(⌈
n−3
2
⌉
,
⌊
n−3
2
⌋)
.
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Fig. 2. The graphs G1(s1 , t1), G2(s2 , t2).
Fig. 3. The graphs H1(s1 , t1 , k1), H2(s2 , t2 , k2), H3(s3 , t3 , k3), H4(s4 , t4 , k4).
Let H1(s1, t1, k1) be a graph obtained from a path v1v2v3 by attaching s1 pendent edges to v1, t1
pendent edges to v2 and k1 pendent edges to v3, where s1 + t1 + k1 = n − 3. Let H2(s2, t2, k2) be a
graph obtained from H1(s1, t1, k1) by the subdivision of the edge v1v2, where s2 + t2 + k2 = n − 4.
Let H3(s3, t3, k3) be a graph obtained from H1(s3, t3, k3) by the subdivision of the edges v1v2 and v2v3,
where s3 + t3 + k3 = n − 5. LetH4(s4, t4, k4) be a graph obtained fromH2(s4, t4, k4) by replacing v2v3
with v3v4, where s4 + t4 + k4 = n − 4 (see Fig. 3).
Theorem 3.2. For any graph G ∈ Gn,n−3 with n 9,
(1) If n = 3m, thenq1(G) q1(H3(m − 1, m − 3, m − 1))andequalityholds if andonly ifG∼=H3(m −
1, m − 3, m − 1).
(2) If n = 3m + 1, then q1(G) q1(H3(m − 1, m − 2, m − 1)) and equality holds if and only
if G∼=H3(m − 1, m − 2, m − 1).
(3) If n = 3m + 2, then q1(G) q1(H3(m,m − 3, m)) and equality holds if and only if G∼=H3(m,m −
3, m).
3.1. Basic lemmas
Lemma3.3 [3]. LetG(k, l)(k, l 0)be the graphobtained fromanon-trivial connected graphG byattaching
pendant paths of lengths k and l at some vertex v. If k l 1 then q1(G(k, l)) > q1(G(k + 1, l − 1)).
Lemma 3.4 [11,13]. If G is a graph with at least one edge, μ1(G) be the Laplacian spectral radius of graph
G, then q1(G)μ1(G)Δ + 1. If G is connected, the ﬁrst equality holds if and only if G is bipartite, the
second equality holds if and only if Δ = n − 1.
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Lemma 3.5 [2]. Let G be a graph on n vertices, then
min{di + dj} q1(G)max{di + dj},
where (i, j) runs over all pairs of adjacent vertices of G. For a connected graph G, equality holds in either of
these inequalities if and only if G is a regular or semi-regular bipartite.
Lemma3.6 [10]. Letu, v be twodistinct vertices of a connectedgraphG.Suppose thatw1, w2, . . . , ws (s 1)
are neighbors of v but not u and they are all different from u. Let X be the Perron vector of Q(G), and let H
be obtained from G by deleting the edges vwi and adding the edges uwi for i = 1, 2, . . . , s. If xu  xv, then
q1(H) > q1(G).
If h(x) is a polynomial in the variable x, let ρ1(h) denote the largest real root of equation h(x) = 0.
We can easily get
Lemma 3.7. Let g(x), h(x) be monic polynomials with real roots. If h(x) < g(x) for all x ρ1(g), then
ρ1(h) > ρ1(g).
3.2. Proof of Theorem 3.1
Lemma 3.8. For s 1, t  1 and s + t = n − 2, we have q1(G1(s, t)) > q1(G2(s − 1, t)).
Proof. We assume that s t,
If s t  2, applying theoperationof Lemma2.2 to edge v1v2 of graphG1(s, t),we get a graphG∗2(s, t)
with q1(G
∗
2(s, t)) < q1(G1(s, t)). Note that G2(s − 1, t) is a proper subgraph of G∗2(s, t). By Lemma 2.1,
we have q1(G2(s − 1, t)) < q1(G∗2(s, t)). Thus q1(G1(s, t)) > q1(G2(s − 1, t)).
If s t = 1, by Lemma 3.3, we have q1(G1(s, t)) > q1(G2(s − 1, t)). 
Lemma 3.9. Let s t  1 and s + t = n − 3, then q1(G2(s, t)) > q1(G2(s − 1, t + 1)) > · · · >
q1
(
G2
(⌈
n−2
2
⌉
,
⌊
n−2
2
⌋))
.
Proof. If s = t or s = t + 1, the results hold obviously. Suppose now that s t + 2. By Lemmas 3.4
and 3.5, we have q1(G2(s, t)) > s + 2, q1(G2(s − 1, t + 1))max{s + 1, s + 2, t + 4, t + 3} = s + 2.
Thus q1(G2(s, t)) > q1(G2(s − 1, t + 1)). Similarly, q1(G2(s, t)) > q1(G2(s − 1, t + 1)) > · · · >
q1
(
G2
(⌈
n−2
2
⌉
,
⌊
n−2
2
⌋))
. 
Proof (Theorem 3.1). Suppose that G has the minimum signless Laplacian spectral radius in Gn,n−2. We
may assume, that the maximal independence set S of G is {v3, v4, . . . , vn}. Each vertex of S is adjacent
to at least one of {v1, v2}. Since α(G) = n − 2,min{|NG(v1)\{v2}|, |NG(v2)\{v1}|} 1.
If NG(v1) ∩ NG(v2) = ∅, G∼= G1(s1, t1), where s1  t1  1 and s1 + t1 = n − 2. By Lemma 3.8, we
have q1(G) > q1(G2(s1 − 1, t1)), which contradicts the deﬁnition of G.
If NG(v1) ∩ NG(v2) /= ∅, by Lemma 2.1, we have G∼= G2(s2, t2), where s2 + t2 = n − 3. It follows
from Lemma 3.9 that G∼= G2
(⌈
n−3
2
⌉
,
⌊
n−3
2
⌋)
. 
Now we consider the case α = n − 3. Note that H1(s1, t1, k1), H2(s2, t2, k2), H3(s3, t3, k3),
H4(s4, t4, k4) ∈ Gn,n−3.
3.3. Proof of Theorem 3.2
Lemma 3.10. Let G ∈ Gn,n−3(n 9) have the minimum signless Laplacian spectral radius, then G is iso-
morphic to some graph H3(s, t, k) with s + t + k = n − 5.
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Proof. We may assume that the maximal independence set S of G is {v4, v5, . . . , vn}. Let N∗G(v1) =
NG(v1)\{v2, v3}, N∗G(v2) = NG(v2)\{v1, v3}, N∗G(v3) = NG(v3)\{v1, v2}. Each vertex of S is adjacent to
at least one of {v1, v2, v3}. Since α(G) = n − 3,min{|N∗G(v1)|, |N∗G(v2)|, |N∗G(v3)|} 1. Now, we distin-
guish the following four cases.
Case 1. N∗G(v1) ∩ N∗G(v2) = ∅, N∗G(v2) ∩ N∗G(v3) = ∅. By Lemma 2.1, we have G∼=H1(s1, t1, k1),
where s1  1, t1  1, k1  1 and s1 + t1 + k1 = n − 3. By similar reasoning as the proof of Lemma
3.8, we have q1(H2(s1 − 1, t1, k1)) < q1(H1(s1, t1, k1)), a contradiction.
Case 2. N∗G(v1) ∩ N∗G(v2) /= ∅, N∗G(v2) ∩ N∗G(v3) = ∅. By Lemma 2.1, we have G∼=H2(s2, t2, k2),
where s2 + t2 + k2 = n − 4.Bysimilar reasoningas theproofof Lemma3.8,wehaveq1(H3(s2, t2, k2 −
1)) < q1(H2(s2, t2, k2)), a contradiction.
Case 3. N∗G(v1) ∩ N∗G(v2) /= ∅, N∗G(v2) ∩ N∗G(v3) /= ∅. By Lemma 2.1, we have G∼=H3(s3, t3, k3),
where s3 + t3 + k3 = n − 5.
Case 4. N∗G(v1) ∩ N∗G(v2) ∩ N∗G(v3) /= ∅. According to Lemma 2.1, G∼=H4(s4, t4, k4), where s4 +
t4 + k4 = n − 4. Let X = (x1, x2, . . . , xn)T be the Perron vector of Q(H3(s4, t4 − 1, k4)), where x4, x5
are corresponding to v4 and v5, respectively. If x4  x5, by Lemma 3.6, we have q1(H3(s4, t4 − 1, k4)) <
q1(H3(s4, t4 − 1, k4) − v3v5 + v3v4). Note that G∼=H3(s4, t4 − 1, k4) − v3v5 + v3v4, a contradiction.
If x4 < x5, similarly, we can obtain a contradiction. 
Lemma 3.11. Let G ∈ Gn,n−3(n 9) have the minimum signless Laplacian spectral radius, then G∼=
H3(s, t, s) with s + t + k = n − 5.
Proof. It follows from Lemma 3.10 that G∼=H3(s, t, k), where s + t + k = n − 5.Wemay assume that
s k. By direct calculation, we have that the characteristic polynomial of signless Laplacian matrix of
H3(s, t, k), H3(s − 1, t, k + 1) is
Φ(H3(s, t, k)) = (x − 1)n−8f (s, t, k; x),
Φ(H3(s − 1, t, k + 1)) = (x − 1)n−8f (s − 1, t, k + 1; x),
where
f (s, t, k; x) = a1b1c1(x − 2)2 + (a1 + b1 + c1)(1 − x)2
+(2a1c1 + b1c1 + a1b1)(1 − x)(x − 2),
a1 = x2 − (s + 2)x + 1, b1 = x2 − (t + 3)x + 2, c1 = x2 − (k + 2)x + 1.
f (s − 1, t, k + 1; x)) = a2b2c2(x − 2)2 + (a2 + b2 + c2)(1 − x)2
+(2a2c2 + b2c2 + a2b2)(1 − x)(x − 2),
a2 = x2 − (s + 1)x + 1, b2 = x2 − (t + 3)x + 2, c2 = x2 − (k + 3)x + 1.
According to Lemma3.4, q1(H3(s, t, k)) > t + 3, q1(H3(s − 1, t, k + 1)) > t + 3. So, q1(H3(s, t, k)),
q1(H3(s − 1, t, k + 1)) is the maximal roots of f (s, t, k; x) = 0, f (s − 1, t, k + 1; x) = 0, respectively.
We have
f (s, t, k; x) − f (s − 1, t, k + 1; x) = (k + 1 − s)x2(x − 2)[x3 + (t + 5)x2 − (2t + 6)x − 2].
So, if s k + 2, x > t + 3, then f (s, t, k; x) < f (s − 1, t, k + 1; x). And by Lemma 3.7, we have
q1(H3(s, t, k)) > q1(H3(s − 1, t, k + 1)). Repeating the process, we may denote G∼=H3(s0, t0, s0) or
G∼=H3(s0, t0 + 1, s0 − 1) with 2s0 + t0 = n − 5. In fact, the latter will not be occurred. Now we
consider the following three cases.
Case 1. If s0  n−13 , then s0  t0 + 4. By Lemmas 3.4 and 3.5, we have
q1(H3(s0, t0 + 1, s0 − 1)) > s0 + 2, q1(H3(s0 − 1, t0 + 2, s0 − 1)) s0 + 2.
Then q1(G) > q1(H3(s0 − 1, t0 + 2, s0 − 1)), a contradiction.
Case 2. If s0  n−33 , then s0  t0 + 2. By Lemmas 3.4 and 3.5, we have
q1(H3(s0, t0 + 1, s0 − 1)) > t0 + 4, q1(H3(s0, t0, s0)) t0 + 4.
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Then q1(G) > q1(H3(s0, t0, s0)), a contradiction.
Case 3. If n−3
3
< s0 <
n−1
3
, then
If n = 3m, there is no integer satisfying n−3
3
< s0 <
n−1
3
;
If n = 3m + 1, there is no integer satisfying n−3
3
< s0 <
n−1
3
;
If n = 3m + 2, then s0 = m, and G∼=H3(m,m − 2, m − 1). Let NH3(m,m−2,m−1)(v1) = {v6, v7, . . . ,
vm+5}, NH3(m,m−2,m−1)(v2) = {vm+6, vm+ 7, . . . , v2m+ 3}, NH3(m,m−2,m−1)(v3) = {v2m+ 4, v2m+5, . . . ,
v3m+2}. q1 = q1(H3(m,m − 2, m − 1)). LetX = (x1, x2, . . . , xn)T be the Perron vector ofQ(H3(m,m −
2, m − 1)), xi are corresponding to vi, xi > 0, for i = 1, 2, . . . , n. Since Q(H3(m,m − 2, m − 1))X =
q1X, (q1 − di)xi = ∑vj∈N(vi) xj, i = 1, 2, . . . , n. So
xm+6 = xm+7 = · · · = x2
q1 − 1 , x2m+4 = x2m+5 = · · · =
x3
q1 − 1 , (q1 − 2)x4 = x1 + x2,
(q1 − m)x2 = (m − 2)xm+6 + x4 + x5, (q1 − m)x3 = (m − 1)x2m+4 + x5.
Then (
q1 − m − m − 1
q1 − 1
)
x2
=
(
1
q1 − 2 −
1
q1 − 1
)
x2 + 1
q1 − 2x1 + x5,
(
q1 − m − m − 1
q1 − 1
)
x3 = x5.
Hence(
q1 − m − m − 1
q1 − 1
)
(x2 − x3) =
(
1
q1 − 2 −
1
q1 − 1
)
x2 + 1
q1 − 2x1.
By Lemma 3.4, we have q1 > m + 2, then x2 > x3. By Lemma 3.6 q1(H3(m,m − 2, m − 1)) >
q1(H3(m,m − 3, m)), a contradiction. 
Proof (Theorem 3.2). Suppose that G have the minimum signless Laplacian spectral radius in Gn,n−3.
According to Lemma 3.11, G∼=H3(s, t, s), where 2s + t = n − 5.
Case 1. The vertex v1 always has themaximal degree. By Lemmas 3.4 and 3.5, we have q1(H3(s, t, s))
> s + 2, q1(H3(s − 1, t + 2, s − 1)) s + 2, then q1(H3(s, t, s)) > q1(H3(s − 1, t + 2, s − 1)). i.e.
If n = 3m, then G∼=H3(m − 1, m − 3, m − 1);
If n = 3m + 1, then G∼=H3(m − 1, m − 2, m − 1);
If n = 3m + 2, then G∼=H3(m,m − 3, m).
Case 2. The vertex v2 always has themaximal degree. By Lemmas 3.4 and 3.5, we have q1(H3(s, t, s))
> t + 3, q1(H3(s + 1, t − 2, s + 1)) t + 2, then q1(H3(s, t, s)) > q1(H3(s + 1, t − 2, s + 1)). i.e.
If n = 3m, then G∼=H3(m − 2, m − 1, m − 2);
If n = 3m + 1, then G∼=H3(m − 1, m − 2, m − 1);
If n = 3m + 2, then G∼=H3(m − 1, m − 1, m − 1).
Now we compare the case 1 with case 2.
If n = 3m, according to Lemmas 3.4 and 3.5, q1(H3(m − 2, m − 1, m − 2)) > m + 3, q1(H3(m −
1, m − 3, m − 1))m + 2. So G∼=H3(m − 1, m − 3, m − 1).
If n = 3m + 1, then G∼=H3(m − 1, m − 2, m − 1).
If n = 3m + 2. By similar reasoning as the proof of case 3 in the Lemma 3.11, we have q1(H3(m −
1, m − 1, m − 1)) > q1(H3(m,m − 2, m − 1)) > q1(H3(m,m − 3, m)), So, G∼=H3(m,m − 3, m). 
4. Graphs with independence number α = 2
In this section we determine graphs with the minimum signless Laplacian spectral radius in Gn,2.
Denote by Gc the complement of a simple graph G and Δc the maximal degree of Gc .
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Fig. 4. The graph F(s, t).
Lemma 4.1 [17]. Let G be a connected graph on n vertices. If α(G) = 2, then |E(Gc)|
⌊
n2
4
⌋
− 1.
Lemma 4.2 [15]. Let G1, G2 be two vertex-disjoint graphs, and G is the graph obtained from G1 and G2 by
joining a vertex u of G1 to a vertex v of G2. Qv(G) is the principal submatrix of Q(G) obtained by deleting
the row and column related to v and Φ(Qv(G)) is its characteristic polynomial. Then
Φ(G) = Φ(G1)Φ(G2) − Φ(G1)Φ(Qv(G2)) − Φ(G2)Φ(Qu(G1)).
Let G be a connected graph with α(G) = 2. Then Gc contains no K3. Choose v1 ∈ V(G), satisfying
dGc (v1) = Δc . We may assume that NGc (v1) = {vn, vn−1, . . . , vn−Δc+1}. Note that Gc[NGc (v1)] is an
empty graph. Denote by F(s, t) the complement of Ks,t − e (see Fig. 4).
Lemma 4.3. Let G ∈ Gn,2 with n 11 have the minimum signless Laplacian spectral radius, then Gc must
be bipartite.
Proof. It is known that Gc[NGc (v1)] is an empty graph. If we can prove that Gc[V(Gc)\NGc (v1)] is also
an empty graph, then the conclusion holds. Now we distinguish the following two cases.
Case 1. n = 2t. It follows from Lemma 4.1 that |E(Gc)| t2 − 1. So |E(G)| t2 − t + 1. If |E(G)|
t2 − t + 2, then q1(G) 4|E(G)||V(G)|  2t + 4t − 2. By Lemma 4.2, we have
Φ(F(t, t); x) = (x − 2t + 2)(x − t + 2)2t−3[x2 − (3t − 2)x + 2t2 − 2t − 2].
By direct calculation and Lemma 3.4, we have q1(F(t, t)) = 3t−2+
√
(t−2)2+8
2
. Note that
3t−2+
√
(t−2)2+8
2
< 2t + 4
t
− 2 q1(G), a contradiction. Thus |E(G)| = t2 − t + 1, |E(Gc)| = t2 − 1.
If Gc[V(G)\NGc (v1)] is not an empty graph, there exists an edge vivj ∈ E(Gc), where 1 < i < j 2t −
Δc . Then the number of edges formed by one vertex in vi, vj and the other one in NGc (v1) is not more
than Δc . Thus,
|E(Gc)|∑2t−Δc−2
i=1 dGc (vi) + Δc + 1
Δc(2t − Δc − 2) + Δc + 1
=−(Δc − t)2 + t2 − Δc + 1
 t2 − 2.
It contradicts the fact that |E(Gc)| = t2 − 1.
Case 2. n = 2t + 1(t  5). It follows from Lemma 4.1 that |E(Gc)| t2 + t − 1. So |E(G)| t2 + 1.
If |E(G)| t2 + t − 1, then q1(G) 4|E(G)||V(G)|  2t + 1 − 52t+1 . By Lemma 4.2, we have
Φ(F(t + 1, t); x)=(x − t + 1)t−1(x − t + 2)t−2[(x − 2t)(x − t + 1)(x − 2t + 2)(x − t + 2)
−(x−2t + 1)(x−2t + 2)(x − t + 2)−(x − 2t)(x − t + 1)(x − 2t + 3)].
Since
Φ
(
F(t + 1, t); 2t + 1
2
)
=
(
3
2
+ t
)t−1 (
t + 5
2
)t−2 [3
4
t2 − 5
4
t − 117
16
]
> 0.
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ByLemmas3.4 and3.5,wehave t + 2 < q1(F(t + 1, t)) 2t + 1, thenq1(F(t + 1, t)) < 2t + 12 <
2t + 1 − 5
2t+1  q1(G), a contradiction. So |E(G)| < t2 + t − 1, |E(Gc)| > t2 + 1. By similar reason-
ing as case 1, we can show that Gc[V(G)\NGc (v1)] is also an empty graph. 
Theorem 4.4. For any graphG ∈ Gn,2 with n 11, we have q1(G) q1
(
F
(⌈
n
2
⌉
,
⌊
n
2
⌋))
and equality holds
if and only if G∼= F
(⌈
n
2
⌉
,
⌊
n
2
⌋)
.
Proof. Suppose that G has the minimum signless Laplacian spectral radius in G ∈ Gn,2. By Lemmas
2.1 and 4.3, we have G∼= F(s, t) with s + t = n. We may assume, that s t. If s = t or s = t + 1, then
certainly G∼= F
(⌈
n
2
⌉
,
⌊
n
2
⌋)
. Suppose now that s t + 2,then n 2s − 2.
By Lemma 4.2, we have
Φ(F(s, t); x)=(x − s + 2)s−2(x − t + 2)t−2[(x − 2s + 2)(x − s + 2)(x − 2t + 2)(x − t + 2)
−(x − 2s + 3)(x − 2t + 2)(x − t + 2)−(x−2s + 2)(x−s + 2)(x−2t + 3)].
Then,
Φ(F(s, t); 2s − 2) = −ss−2(2s − t)t−2(2s − 2t)(2s − t) < 0.
By Lemmas 3.4 and 3.5, we have s + 1 < q1(F(s, t)) 2s − 1. So 2s − 2 < q1(F(s, t)) 2s − 1.
Note that by Lemma 3.5, we have q1(F(s − 1, t + 1))max{2s − 4, 2s − 3, n, 2t, 2t + 1} = 2s − 2.
Then q1(F(s − 1, t + 1)) < q1(F(s, t)), i.e. q1(F(t + 1, t + 1)) < q1(G), a contradiction. 
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