We study the joint evolution of dispersal and specialization concerning resource usage in a mechanistically underpinned structured discrete-time metapopulation model. We show that dispersal significantly affects the evolution of specialization and that specialization is a key factor that determines the possibility of evolutionary branching in dispersal propensity. Allowing both dispersal propensity and specialization to evolve as a consequence of natural selection is necessary in order to understand the evolutionary dynamics. The joint evolution of dispersal and specialization forms a natural evolutionary path leading to the coexistence of generalists and specialists. We show that in this process, the number of different patch types and the resource distribution are essential.
produce eggs that also encounter mortality during the breeding season. At the 23 end of the breeding season, all adults perish and only a fraction of the eggs 24 survives to the following season. 25 In the absence of consumers, continuous-time within-season dynamics of denotes the probability that an individual decides to emigrate after hatching. 34 An individual survives dispersal with probability π (independent of e). Fur-35 thermore, s ∈ [0, 1] stands for the individual's degree of specialization such that 36 s = 1 corresponds to a devoted specialist using only resource 1, s = 0 to a de-37 voted specialist using only resource 2, and s = 0.5 corresponds to an unbiased 38 3 generalist. A local population with strategy e = 0 (no dispersal) is not viable 1 since local catastrophes are liable to make this population extinct in the long 2 run. We assume that mutations may affect only one trait (either specialization 3 or dispersal) at a time. The two traits can evolve independently, and all kinds 4 of trait combinations are possible (no pleiotropy). These assumptions allow us 5 to deduce the qualitative course of evolution using fitness isocline plots (see, 6 e.g., Figure 1 ), which is generally not possible for more complicated mutational 7 variance-covariance structures (Leimar, 2001 (Leimar, , 2009 . 8 Consumers with strategy (e, s) use type i resource with effort β i (s) according 9 to the law of mass action. Since the resources are nutritionally equivalent, we 10 assume that there exists such an increasing function β that β(0) = 0, β 1 (s) = 11 β(s) and β 2 (s) = β(1 − s). It is possible, by scaling the other parameters 12 appropriately, to determine (without loss of generality) that β(1) = 1. Whenever 13 an explicit definition of the function β is necessary, we define that 14 β(s) = 1 − exp(−θs) 1 − exp(−θ) , θ = 0.
This formula is not defined for θ = 0, but since lim θ→0 β(s) = s, it is natural to Moreover, we assume that there occurs no within-season adult mortality 25 and that the resource dynamics are fast compared to the consumer population 26 dynamics, i.e., the resource population is always at the quasi-equilibrium deter-27 mined by the consumer population sizes. This allows us to derive the following 28 Beverton-Holt type fecundity function for a type j consumer who employs strat-29 egy (e j , s j ) and lives in a patch of the type m in a time step n: 30 f m (s j , Φ, X n ) = λβ(s j )K m
where 31 Φ = e 1 s 1 , e 2 s 2 , · · · , e k s k is a vector comprising the strategies employed in the patch and 32 X n = (x (1) n , x (2) n , . . . , x (k) n ) is a vector comprising the corresponding population sizes in time step n. Pa-33 rameter λ determines the intrinsic growth rate of consumers, i.e., how much 34 eggs can a consumer produce with certain amount of nutrients gained from the 35 two resources. The local populations interact only by means of dispersal, which takes place 2 via a common disperser pool. In this process emigrants enter the disperser pool, 3 after which all individuals that survive dispersal are distributed evenly to all 4 patches regardless of their quality or spatial configuration.Let D j n to denote the 5 average per patch number of type j dispersers at time step n (disperser pool 6 size of type j dispersers), we can finally determine the actual dynamics of the 7 local population size x j n of type j consumers employing strategy (e j , s j ) in a 8 patch type m in the metapopulation model as 9
x j n+1 = C(n + 1)(1 − e j )f m (s j , Φ, X n )x j n + πD j n ,
where C(n + 1) is a random variable drawn from the Bernoulli distribution with 10 parameter c (catastrophe probability), i.e., 11 C(n+1) = 1, if the local population avoids catastrophes in time step n (probability 1 − c), 0, if there occurs a local catastrophe after time step n (probability c).
Note that catastrophes occur between the breeding seasons, and the event 12 of a catastrophe taking place in a specific patch is independent of other patches.
13
When a catastrophe occurs, it wipes out the entire local population (all eggs).
14 In the following season, a new local population is established by immigrants.
15
In principle, we can for each time step calculate D j n by summing up the 16 amount of type j disperser produced by each patch (e j x j n ). In practice, however, 17 the actual calculation of D j n in this way is rather demanding. Fortunately, as 18 we focus only on metapopulations featuring a globally attracting fixed point 19 equilibrium, we can neglect this calculation and solve D j n from a fixed point 20 equation. In the fixed point D j n has a constant value D j and this value must be 21 such that once a disperser enters a local population it and its descendants will 22 on average produce exactly one new successful disperser. 23 We can derive an explicit formula for the invasion fitness of a rare mutant in 24 this population model. This derivation follows the guidelines given by Gyllen- tion to discrete-time models). However, this formula is rather lengthy and thus 27 we prompt the reader to consult Nurmi and Parvinen (2008) . 28 We carry out most of the analysis in an environment that is symmetric in a 29 sense that for each patch type with a certain combination of carrying capacities 30 there exists an equally common patch type with swapped carrying capacities.
31
In this case, the unbiased generalist strategy is always a singular specialization 32 strategy, i.e., there is no directional natural selection acting on the specialization 2008) . They are valid for any positive dispersal propensity e.
5
In a symmetric environment, the unbiased generalist strategy s = 0.5 is 6 always a singular strategy. The specialist strategies s = 0 and s = 1 are bound-7 aries of the strategy space. Thus the evolutionary uninvadability coincides with 8 the evolutionary attractivity.
9
The evolutionary dynamics of specialization are dominated by trade-off pa-10 rameter θ, which measures the cost/benefit of generalism (see Equations (1) 11 and (2)). For low values of θ, the evolutionary dynamics of specialization al-12 ways converge to a specialist strategy. As θ increases, the generalist strategy first 13 turns from an evolutionary repellor into a branching point. Two evolutionarily 14 repelling non-generalist singular strategies appear, but the specialist strategies 15 still remain evolutionarily attracting. As θ increases further, the non-generalist 16 singular strategies diverge further from the generalist strategy and finally leave 17 the strategy space, after which the evolution of specialization converges to the 18 generalist strategy independently of the initial state and evolutionary branch-19 ing takes place. For even greater values of θ the generalist strategy becomes an 20 evolutionary endpoint. Nurmi and Parvinen (2008) found no parameter combi-21 nations such that both the generalist strategy and the specialist strategies would 22 appear simultaneously as evolutionary endpoints in a monomorphic population.
23
Altogether, there are two critical values of θ:
24
• At θ * 1 , the generalist strategy turns from an evolutionary repellor into a 25 branching point.
26
• At θ * 2 , the generalist strategy turns from a branching point into an evolu-27 tionary endpoint (ESS)
28
According to Nurmi and Parvinen (2008) , θ * 2 is for most parameter combinations 29 located in the neighborhood of zero, which corresponds to linear trade-off.
30
Whenever evolutionary branching occurs (θ * 1 < θ < θ * 2 ), the population 31 becomes dimorphic. Usually the evolutionary dynamics of a dimorphic popula-32 tion end in the combination of the two extreme specialists s 1 = 0 and s 2 = 1.
33
This again is a boundary of the strategy space and thus also an evolutionary 34 endpoint. However, when θ is only slightly smaller than θ * 2 , the evolutionary 35 dynamics of a dimorphic population end in a singular strategy pair (s 1 , s 2 ), in 36 which 0 < s 1 < 1 and s 2 = 1 − s 1 (in a symmetric environment). Whenever 37 this singular strategy pair is reached in an evolutionary process starting from a 38 monomorphic population it is an evolutionary endpoint and further branching 39 of specialization in the dimorphic population is not possible. We urge inter- any specialization strategy s.
5
Trade-off parameter θ dominated the evolution of specialization, whereas it 6 affects the evolution of dispersal mostly indirectly by setting the evolutionary at-7 tractor of the specialization strategy. In a monomorphic population, our model 8 has only a single evolutionarily singular dispersal propensity, which is always 9 evolutionarily attracting. The numerical value of this propensity is primarily 10 determined by catastrophe probability c and probability π of surviving disper-11 sal. The higher the probability π, the higher the singular dispersal propensity.
12
When there remains any risk of dispersal (π < 1), the catastrophe probabil- individuals encounter a sufficient amount of spatial heterogeneity in the sense 16 of different patch types (Parvinen, 2002) . An unbiased generalist regards the 17 two resources as identical and therefore it observes no difference between two 18 patches with swapped resource carrying capacities (K 1 1 = K 2 2 and K 1 2 = K 2 1 ).
19
The reasoning above together with our numerical results let us conjecture that 20 evolutionary branching of dispersal is not possible in a metapopulation com- In this section, we analyze the case in which both of the aforementioned 28 traits can evolve and are subject to natural selection.
29
As mentioned above, we are able to derive an explicit algebraic formula for 30 the fitness function of the model. We have not found means for mathematical 31 analysis of this formula. Instead, all our results concerning the evolution of a 32 monomorphic population rely on numerical analysis of this formula. We illus-33 trate the course of evolution by showing the fitness gradient isoclines of dispersal 34 and specialization: we plot the evolutionarily singular dispersal propensities as 35 a function of the specialization strategy on the vertical axis together with the 36 singular specialization strategies as a function of the dispersal propensity on 37 the horizontal axis. From these isocline plots, we deduce the way dispersal and 38 specialization evolve in a monomorphic population.
39
Although it is, in principle, possible to solve polymorphic singular strategies 40 numerically, it is more illustrative to follow the course of the evolution starting 41 from a monomorphic population. The expected course of evolution in the case in 42 which mutations would be infinitesimally small could be analyzed by using the 43 canonical equation of adaptive dynamics (Dieckmann and Law, 1996) . In this 1 paper, however, we illustrate evolution in a polymorphic population by using 2 evolutionary simulations that include the effects of mutational stochasticity (see 3 Appendix).
4
From the evolutionary simulations, we can deduce the evolutionary end-5 points, and use the speed at which the evolution of dispersal and specialization 6 proceeds to compare the strengths of the evolutionary forces influencing these 7 traits. This is possible, because we run our simulations with identical evolution- is not possible (see section 3.2). An evolutionary simulation corresponding to 10 the isocline configuration depicted in Figure 1I is illustrated in Figure 3D . An to generalism or specialism. However, since we now study the evolution of a 32 two-dimensional strategy, the initial state no longer solely determines the fate 33 of the population: Figure 5 shows the results of two evolutionary simulations 34 with one and the same initial state and ecological and evolutionary parameters 35 (corresponding to Figure 1C ). The initial strategy lies in the strategy domain 36 where the evolution of specialization directs towards specialism. The result 37 of an evolutionary simulation leading to a monomorphic specialist population 38 is shown in Figure 5A . However, mutations affect randomly either specialism 39 or dispersal. It thus is possible that by coincidence or due to the work of a 40 "Darwinian Demon" (in a sense of Leimar (2001)), a long sequence of succes-41 sive mutations affects only dispersal propensity. This is the case in the initial 42 phase of the simulation illustrated in Figure 5B , where dispersal propensity di-43 minishes while specialization remains unchanged in the absence of mutations 44 affecting specialization. As a result, the prevailing strategy of the metapop-45 ulation is such that the specialization strategy is in the neighborhood of the Therefore, evolutionary branching of specialization will occur, and finally evo-6 lutionary dynamics end in a dimorphic population with two specialist strategies 7 as illustrated in Figure 5B . Note that when the strategy is one-dimensional we 8 never observe evolutionary branching near a repelling non-ESS singular strat-9 egy, because the evolution of a monomorphic population does never enter the 10 neighborhood of such a singular strategy. The evolutionary simulation corre-11 sponding to the isocline configuration depicted in Figure 1D is not illustrated 12 here since it is qualitatively similar to the on in Figure 5 , expect that instead 13 low dispersal propensities evolutionary dynamics end in dispersal dimorphisms. to override the benefits of generalism, and specialization approaches an inter-24 mediate singular strategy pair instead of a full specialization.
25
The two specialization strategies are, however, specialized enough to enable 26 evolutionary branching of dispersal. In Figure 6E Once evolutionary branching of dispersal has occurred, the more dispersive 34 morphs start to evolve towards generalism while the less dispersive morphs 35 become more specialized. Finally, either both of the more dispersive morphs 36 converge to generalism or one of them dies out and the other converges to 37 generalism (see Figure 6 ). This results in a trimorphic coexistence of a generalist 38 and two specialists. In this trimorphism the more dispersive morph finds its 39 niche by efficiently colonizing patches emptied by catastrophes. On the other 40 hand, the low dispersal specialists get along as, in the long run, they can take 41 over the patches rich in the resource they are specialized in. Figure 1H with π = 0.99 a monomorphic generalist population results whereas 46 in the case illustrated in Figure 1G with π = 0.8 evolutionary dynamics end 1 in a trimorphic population. The evolutionary simulation corresponding to the 2 isocline configuration 1H is not illustrated here since it is qualitatively similar 3 to the one in Figure 3D . 4 However, the phenomenon depicted in Figure 6 occurs only in a narrow in-5 termediate parameter domain: for most parameter combinations, evolutionary 6 branching of dispersal is not possible in a metapopulation consisting of inter-7 mediately specialized individuals. Furthermore, it requires fine-tuning of the 8 parameter values to obtain evolution to a dimorphic metapopulation featuring 9 two intermediately specialized morphs. To sum up, in symmetric environments 10 with two patch types evolution to the coexistence of generalists and specialists 11 is an extremely rare occasion. However, when there are more than two patch 12 types the situation is different.
13
Besides the case with swapped carrying capacities, an environment is sym- 
36
In Figure 2C , the environment is symmetric and comprises three patch types.
37
Section 4.2 below is devoted to the detailed analysis of this case, where it is pos- generalists. In addition, trade-off parameter θ must have an appropriate value 44 (according to our observations usually in the neighborhood of θ = 0.1) and the 45 resource distribution must be such that dispersal affects the benefits of special-1 ization. To sum up, Figure 9 does not illustrate the parameter domain where 2 evolution dynamics end in the coexistence of generalists and specialists, but 3 gives a rough approximation of the parameter domain where such evolutionary 4 scenarios may be found.
5
In Figure 9 each curve corresponds to a different resource distribution. The 6 singular dispersal propensity is a branching point above the curves and an ESS 7 below. Based on Figure 9 , one can observe that the size of the parameter domain 8 where branching may occur is mainly determined by the difference between 9 patches that act as sources and "pseudo-sinks" in the metapopulation dynamics 10 (Watkinson and Sutherland, 1995) whereas the fraction of source patches or 11 total resource availability (column K * ) only have a small effect. 
32
Panel A of Figure 10 shows that when the singular specialization strategy is 33 evolutionarily repelling, it becomes biased towards the less abundant resource 34 (as expected). This entails that the more abundant the resource is, the larger is 35 the basin of attraction of the evolutionary dynamics of the corresponding spe-36 cialist strategy. On the other hand, Panels B and C of Figure 10 show that, when 37 the singular strategy is evolutionarily attracting, it is biased towards the more 45 Figure 10D illustrates the case in which the singular specialization strategy 1 is sufficiently distant from the unbiased generalist strategy s = 0.5 in order 2 to enable evolutionary branching of dispersal. The result of a corresponding 3 evolutionary simulation is shown in Figure 11 . We actually observe two suc- Figure 4 ).
22
The fitness isocline configuration illustrated in Figure 10F resembles the one 23 illustrated in Figure 2C (with three patch types) and hence one might intuitively 24 expect that evolution to the trimorphic coexistence of a generalist and two 25 specialists could be possible also in a two-patch environment with non-swapped 26 carrying capacities. However, we have not found any parameter combinations 27 resulting in such a scenario. Instead, evolutionary dynamics typically end in 28 a dimorphic population comprising one amply dispersing generalist and one 29 scarcely dispersing specialist as illustrated in Figure 13 . In this section we analyze the way the parameters that determine the eco-33 logical dynamics affect the evolutionary dynamics. We carry out our analysis 34 in a symmetric environment comprising two patch types with swapped carrying 35 capacities, but we believe that our results are fairly robust against moderate 36 changes in the structure of the environment. Since the two resources are nutritionally equivalent and the environment 3 is symmetric in Figure 14 , the specialists employing strategy s = 0 encounter 4 equivalent environmental conditions as the specialists using strategy s = 1.
5
Thus the evolutionary forces influencing dispersal are similar and, therefore, we again, makes dispersal more profitable (see equations (1) and (2)).
31
Since the trade-off parameter θ measures the additional benefit or cost of 32 generalism, one can use the information on the way different parameters affect 33 the critical values θ * 1 and θ * 2 to deduce the way changes in different parame-34 ters affect the evolutionary capabilities of the different specialization strategies.
35
Nurmi and Parvinen (2008) The panels in the lower row of Figure 15 tempt one to conclude that the 12 evolutionarily stable dispersal propensity of the generalist is always higher than 13 the corresponding propensity of the specialist. Even though this conclusion is 14 rather natural, it cannot be drawn from these results, since the value of the 15 trade-off parameter is different for the black and grey curves.
16
The panels in the upper row of Figure 15 are qualitatively similar to those 17 presented by Nurmi and Parvinen (2008) Kirkpatrick, 2001; Nurmi et al., 2008; Nurmi and Parvinen, 2008) . In this 18 paper we have shown that allowing also dispersal propensity to evolve as a 19 consequence of natural selection greatly clarifies our conception of the evolu-20 tion of specialization in spatially heterogenous models, because it allows us to 21 readily focus our analysis on the evolutionarily relevant dispersal propensities.
22
Especially the differences between our results and those of Nurmi and Parvinen 23 (2008) indicate that, when studying the evolution of specialization also evolution 24 of dispersal should be taken into account (see Figure 15 ).
25
The evolutionary simulations we have performed demonstrate that the evo-26 lution of dispersal is usually slower than the evolution of specialization, i.e., 27 evolutionary forces influencing specialization are stronger than those influencing 28 dispersal. This phenomenon is rather natural, since the degree of specialization 29 always affects reproduction (see Equation (2)). Dispersal affects both the repro- trait at a time, the new mutants usually have a dispersal propensity inherited 1 from the initial resident population. If any of these mutants has a specializa-2 tion strategy that is capable to invade the resident, this mutant (carrying the 3 original dispersal propensity) will increase rapidly in population size (due to the 4 stronger evolutionary forces) and outcompete the other strategies, including the 5 one in which the new dispersal propensity results in higher fitness compared to 6 the initial resident population. This phenomenon is based on clonal interfer-7 ence. It is possible in our model since there is no pleiotropy or recombination 8 (Gerrish and Lenski, 1998).
9
However, the core of our results is associated with the trimorphic coexistence 10 of generalists and specialists. Such coexistence was first demonstrated in a model 11 compiled by Wilson and Yoshimura (1994) . In their model, the coexistence was 12 found not to be evolutionarily attainable in an initially monomorphic popu- though the possibility of trimorphic coexistence is typical to our modeling ap-20 proach, it is never evolutionarily attainable when only specialization can evolve.
21
Our results show that when also dispersal can evolve and several patch types 22 exist, coexistence becomes evolutionarily attainable even under equilibrium dy-23 namics and in a model that is not customized for this purpose.
24
In our model, a typical evolutionary path leading to trimorphic coexistence 25 starts with evolutionary branching of dispersal in a metapopulation consist-26 ing of generalist individuals (or in more general, in a metapopulation where 27 individuals are not fully specialized). In the consequent competition, the less 28 dispersive morph may benefit from specialism, which finally leads to a trimor-29 phic metapopulation comprising one abundantly dispersing generalist and two 30 scarcely dispersing specialists. This scenario is rare in environments with only 31 two patch types but more common when there are at least three patch types. the references therein). Thus it is an interesting task for the future to study the 37 joint evolution of specialization and dispersal under non-equilibrium dynamics.
38
In general, comparisons between studies focusing on the joint evolution of The metapopulation theory concerning the evolution of specialization was 29 initiated by Parvinen and Egas (2004) , who integrated the context of structured 30 metapopulations to the long tradition of habitat specialization models (Levins, 31 1962; van Tienderen, 1991; Brown and Pavlovic, 1992; Kisdi, 2002) . Tradition-32 ally, habitat specialization models have not rationalized the differences between The model used in this paper was the same as the one analyzed by Nurmi 1 and Parvinen (2008), except that here we assumed also dispersal to evolve as 2 consequence of natural selection.
3
A spatial structure, either explicit or implicit, is a necessity for any model 4 that involves dispersal. Mere spatial variation is not, however, a sufficient con-5 dition for evolution to favor dispersal. Instead, spatial heterogeneity usually 6 hinders dispersal, especially if the population is capable to adapt to local con-7 ditions. This is because the population size is at its largest value in the patches 8 to which the species is best adapted and, in consequence, the dispersers risk mi-9 grating to a less favorable habitat (Gadgil, 1971; Hastings, 1983; Parvinen, 1999; 10 Gyllenberg et al., 2002) . Previous studies have shown that, in addition to local 11 adaptation and spatial variation, the main factors influencing the evolution of population on the population dynamics is ignorable even locally. Thus a dis-32 persing mutant is not able to benefit those relatives that do not disperse. Also 33 inbreeding depression is, unfortunately, beyond the scope of this model since 34 the related evolutionary analysis is based on the adaptive dynamics approach 35 that assumes a rather simple genetic architecture and clonal reproduction.
36
Enabling the analysis of inbreeding depression is not the only reason that 37 encourages one to, in the future, extend this model to cover sexual reproduction 38 and more complicated genetic architectures. There are several studies suggest-39 ing that the phenotypic models of evolution, to some extent, enable one to 40 predict the course of evolution also in sexually reproducing populations (May-41 nard Smith, 1981; Weissing, 1996; Taylor, 1996; Heinz et al., 2009 ). The major-42 ity of these studies, however, focuses on models lacking a spatial structure. In 43 metapopulation models, the situation is complicated by the fact that a globally 44 rare mutant may simultaneously be locally prevailing in some patches. There-45 fore the possible existence of mutant homozygotes should not be ignored in the 46 invasion analysis, either (Ravigné et al., 2006; Parvinen and Metz, 2008) . On 1 the other hand, a spatially heterogenous population structure may assist the 2 appearance of assortative mating, which together with disruptive selection may 3 enable sympatric speciation (Dieckmann and Doebeli, 1999; Geritz and Kisdi, 4 2000).
5
Whereas the evolution of dispersal always takes place in the balance be-6 tween the costs and benefits of dispersal, the trade-off between the abilities 7 of an individual to consume different resources needs to be explicitly modeled 8 (Joshi and Thompson, 1995; Fry, 1996) . The ecological discrete-time dynam- 
23
Even though we studied the joint evolution of two different traits, we did 24 not explicitly consider the genetic linkage or epistasis, because the genetic ar-25 chitecture we assumed was too simple for a rational study of these subjects.
26
Since we assumed that the inheritance was clonal and that mutations only af-27 fected only one trait at a time, we indeed assumed a complete genetic linkage 28 between the two traits. On the other hand, since we assumed that the two 29 traits could evolve independently and that all different trait combinations were 30 possible, pleiotropy could not affect the evolutionary dynamics. The adaptive 31 dynamics approach also provides tools for the analysis of the case where both 32 traits could evolve simultaneously. Leimar (2001 Leimar ( , 2009 isoclines. Especially, pleiotropy may affect the invadability of a singular strat-1 egy: a singular strategy that is uninvadable by mutants with either different 2 dispersal propensity or different specialization strategy may be invadable by a 3 mutant different both in dispersal and specialization (Leimar, 2001) . On the 4 other hand, even the case without pleiotropy involves the main features of the 5 joint evolution we wish to present here. Therefore, we postpone dealing with (1, 1) . The simulation ended in a trimorphic population using strategies (e, s) ≈ (0.2, 0.5), (0.1, 0.1) and (0.1, 0.9). The other parameter values correspond to the ones in Figure 1G Other parameter values in Panels A, B and C: c = 0.05, π = 0.8, λ = 3, K 1 1 = K 2 2 = 3, K 2 1 = K 1 2 = 1 and p 1 = 0.1, p 2 = 0.9, Panel D: c = 0.1, π = 0.99, θ = 0.1, λ = 1.5, K 1 1 = K 2 2 = 10, K 2 1 = K 1 2 = 1, p 1 = 0.2, and p 2 = 0.8. (E-F) non-swapped carrying capacities in patch types with equal proportions (p 1 = p 2 = 0.5). Panel E: π = 0.98, θ = −1, K 2 1 = 2, and K 2 2 = 3. Panel F: π = 0.99, θ = 0.01, K 2 1 = 3, and K 2 2 = 4. Common parameter values in panels E and F: c = 0.05, λ = 3, K 1 1 = 2, K 1 2 = 1. In area A, the evolution of specialization leads to a monomorphic specialist population ( Figures 1A and 3A) , whereas in area C, it ends in a dimorphic population employing the two fully specialized strategies ( Figures 1E and 3C) . In area B, the evolution of specialization leads to a population including either one or two of the specialists depending mainly on the initial state ( Figures 1C and 5) . In area D, the evolution of specialization leads to a generalist population ( Figures 1I and 3D) . Parameter values c = 0.05, π = 0.8, λ = 3, K 1 1 = K 2 2 = 3, K 2 1 = K 1 2 = 1 and p 1 = p 2 = 0.5 are the same as in the left column of Figure 1 . Figure 15 : The panels in the upper row illustrate the critical values of the trade-off parameter θ as a function of different ecological parameters when dispersal propensity has the corresponding evolutionarily stable value. In area A, the generalist strategy is an evolutionary endpoint, in area B, it is a branching point and, in area C, it is an evolutionary repellor. The curve separating areas C and B stands for the critical value θ * 1 and the curve separating areas B and A stands for the critical value θ * 2 as a function of the parameter under consideration. The panels in the lower row illustrate the evolutionarily singular dispersal propensity as a function of different ecological parameters in a metapopulation consisting of generalist individuals (θ = 1, black curve) and in a monomorphic metapopulation consisting of devoted specialists (θ = −3, grey curve). The thick curve indicates that the singular strategy is an evolutionary endpoint, and thin curve indicates that evolutionary branching of dispersal may occur. In the analysis of the effect of environmental heterogeneity, we determine that K 2 1 = K 1 2 = 1 and K 1 1 = K 2 2 = a and that a varies between 1 and 11. The parameters not under consideration as bifurcation parameters have the following values: c = 0.05, λ = 3, K 1 1 = K 2 2 = 3, K 1 2 = K 2 1 = 1, p 1 = p 2 = 0.5, π = 0.8.
