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11.1 Motivation and objectives, project integration
1. Introduction
1.1 Motivation and objectives, project integration
Motivation and objectives
Natural tropical rainforests are key for the conservation of the world’s biodiversity, because they 
contain a particularly large proportion of the terrestrial plant and animal species living on earth (ITTO 
& IUCN, 2009). Moreover, tropical rainforests are the only biome to harbour a significant number of 
endemic species and hold most of all threatened species (Baillie et al., 2004). Kakamega Forest, located 
in western Kenya, is a tropical rainforest. It is known for its botanical uniqueness of mixed Guineo-
Congolian and afromontane plant species, of which some are endemic (Althof, 2005). At present 
however, only half of the officially gazetted forest area is covered by natural forest (Mitchell et al., 
2009). Large parts of the forest are affected by disturbance that inter alia results from the extraction of 
forest products and the use of the forest by local people (Mitchell, 2011). 
The highly structured farmland surrounding Kakamega Forest is one of the most densely populated 
rural areas in Kenya (cf. Kamugisha et al., 1997). A very rapid population growth leads to decreasing 
farm sizes, an intensification of farming activities, and a proceeding degradation of soils (Kenea, 2009; 
Rietdorf, 2007). It can be expected that in the near future the already critical situation of poverty, that 
is known to be on the increase, and missing options for alternative sources of income, such as through 
skilled jobs, will cause a further exacerbation of the pressure on the forest (cf. Kenea, 2008). In order 
to develop means for a sustainable use and the conservation of biodiversity in Kakamega Forest it is 
therefore important to obtain spatially explicit yet detailed information on the farmland surrounding 
the forest and its socio-economic situation. Farmland studies conducted in this area so far (cf. Diwani, 
2009; Kenea, 2008; Jätzold et al., 2005) are based on interviews and spatially aggregated secondary 
data. They miss spatial explicitness and spatial coverage or are conducted at very coarse scales. In order 
to assess the complete farmland without gaps and in high thematic depth, satellite imagery of very 
high spatial resolution (VHSR, also VHR) presents an adequate means as the basis. Highly detailed 
information on land use / land cover (LULC) can be derived from this imagery and can be used for 
a thematically detailed and at the same time spatially explicit overview of the farmland. Therefore, 
717 km² of QuickBird imagery with a spatial resolution in the submeter region was obtained for the 
Kakamega Forest area. 
For classifying satellite imagery of such high spatial resolution object-based image analysis (OBIA) is 
the appropriate technology (Nussbaum & Menz, 2008a). Rather than analysing individual pixels, in 
OBIA uniform image regions are merged into segments, which allow to explore topological relations 
and to follow an approach of image classification that is closer to human perception (Lillesand et al., 
2008; Benz et al., 2004). Since OBIA is still a relatively young technology, handling procedures are to 
a large degree not standardized. For many emerging problems no ready-to-use solutions are available 
thus requiring for time-consuming self-developments of tools. Also, it is remarkable that publications 
on novel scientific methods and techniques as well as descriptions of classification approaches are 
often demonstrated for small image subsets only (cf. e.g. Ardila et al., 2010; Addink et al., 2008). 
The transferability and universal validity of such novel approaches is therefore not guaranteed. A 
reason for using small subsets might be that many researchers tend to concentrate on the theoretical / 
mathematical aspect of solving a problem rather than having the applicability of their solution in mind. 
Here, a gap between fundamental and applied science can be noted. It can be reasoned that in order 
to better exhaust the great potential of OBIA more scientific research is required that is more strongly 
oriented towards the applicability of results and that needs to be based on a sophisticated study design. 
The thesis presented here aims to contribute to the advancement of OBIA by introducing several 
novelties. By developing these novelties out of an actual real-world application and by thoroughly 
planning their conceptual design it is aimed to assure that the scientific methods and techniques 
presented here have high face validity. In order to provide a comprehensive overview of the highly 
structured farmland surrounding Kakamega Forest the classification conducted aims to derive classes 
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relevant to the socio-/agro-economic situation in or the (semi-)natural setting of the farmland. They 
include the main kinds of cultivation – such as maize (and beans), sugarcane, tea, and fallow land –,  
houses, roads, rivers, and woody vegetation. Based on the highly detailed classification result 
and considering further socio-economic factors it is possible to profoundly analyse the farmland 
surrounding Kakamega Forest at the local level. The thesis presented here aims to achieve this analysis 
firstly by producing a spatially explicit typification of the farmland at a comparatively very large spatial 
scale that identifies regions of similar characteristics. Secondly, the analysis ought to provide estimates 
on the current and possible future situations of agricultural household production and income by 
means of a socio-/agro-economic GIS model. The scenarios of different future developments for yields 
and prices further allow identifying and depicting possible future problems as well as to analyse the 
importance of the different influencing factors. With these results tailored recommendations can be 
developed for the farmland and for other planning purposes that aim to improve the situation of rural 
livelihoods towards social and environmental sustainability. Such improvements are urgently needed to 
achieve a sustainable use and the conservation of biodiversity in the Kakamega Forest area.
The work presented here is an interdisciplinary approach that uses methodologies and technologies 
from different scientific disciplines. Fields covered include remote sensing with OBIA, GIS and 
spatially explicit modelling as part of geomatics and geographic science, socio-economic as well as 
agro-economic considerations as part of the human and social sciences, and cartographic science 
(cf. also Buchroithner & Azócar Fernández, 2011), whereas the research is related to conservation 
biology, which is part of the biological sciences. The thesis presented thus satisfies the requirement of 
modern science to work in an interdisciplinary manner (cf. Repko, 2011). The work presented cannot 
easily be associated to one single main scientific field. However, cartographic science can be seen to 
be the underlying discipline, because all results obtained through methodologies and technologies of 
geomatics and geographic science (here esp. remote sensing and OBIA) in combination with human 
and social sciences need to be visualized adequately in order to be communicated effectively. Not least, 
modern cartography requires approaches that are interdisciplinary and integrated (Gartner, 2012) and 
cartography per se has a highly integrative character (Buchroithner, 2011).
Project integration 
The research presented here was conducted in conjunction with the BIOTA East Africa project, sub-
project E02. BIOTA Africa (‘BIOdiversity Monitoring Transect Analysis’, www.biota-africa.de) was 
funded by the German Federal Ministry of Education and Research (BMBF) between 2000 and 2010 
within the research programme of Biodiversity and Global Change (BIOLOG) in order to contribute to 
the goals agreed on within the 1992 Rio Convention on Biological Diversity (CBD). The BIOTA Africa 
framework provided scientific support for a sustainable use and the conservation of biodiversity in Africa 
and consisted of geographically separate parts: Morocco, West Africa, Southern Africa, and East Africa. 
The BIOTA East Africa project investigated tropical forest ecosystems and aimed at recommendations 
towards a sustainable use and conservation of forest biodiversity. The main study site was Kakamega 
Forest in western Kenya (cf. Fig. 1.2). Besides the monitoring of biodiversity, socio-economic research 
focusing on the sustainable use of biodiversity presented a key component of the project. 
Sub-project E02 at Karlsruhe University of Applied Sciences used GIS and remote sensing techniques 
to support biodiversity management at the landscape scale following a holistic approach by also 
addressing issues such as forest history and the farmland surrounding the forest in its research. 
Results obtained include a long-term forest cover change analyses over approx. hundred years based 
on historic data (Mitchell et al., 2006) as well as land cover time series obtained from Landsat satellite 
imagery (Lung & Schaab, 2006), indices expressing forest disturbance (Mitchell & Schaab, 2008), the 
spatio-temporal extrapolation of species abundances based on field observations (Lung et al., 2012), 
and the consolidation of a forest management plan for Kakamega Forest (Mitchell et al., 2008). Other 
tangible results include the development of tailored GIS tools (Ojha & Schaab, 2009; Muchori, 2007) 
and various visualization tools (Schaab et al., 2009c) such as a multimedia presentation (Zimmer 
et al., 2006), interactive village maps (Dammann, 2007), and historical narratives (Asser, 2009). 
31.1 Motivation and objectives, project integration
The manifold geospatial BIOTA-East research results were finally integrated within the BIOTA East 
Africa Atlas (Schaab et al., 2009a; Schaab et al., 2010). 
With the work presented here, the spatially explicit analysis by means of GIS and remote sensing 
techniques within sub-project E02 is extended from the forest to the surrounding farmland. For the first 
time, highly detailed LULC information is available allowing an in-depth analysis of the situation in the 
farmland and thus to amplify the spatial knowledge about the farmland. This information can than be 
used for forest management and land use planning that aim at a sustainable use and the conservation of 
forest biodiversity as aimed by BIOTA East Africa.
Figure 1.1: Structure of the thesis indicating parts that emphasize on literature, methodology, and results as 
well as innovations developed as part of the thesis.
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1.2 Structure of the thesis
Besides this introductory first chapter that includes a brief geographic overview of the farmland 
surrounding Kakamega Forest, this thesis consists of nine main chapters. Figure 1.1 provides an 
overview of the individual chapters and indicates parts that are emphasising on literature, methodology, 
and results. The figure also indicates in which chapters new measures, techniques, methodologies, 
approaches, and concepts can be found that were developed as part of this thesis as well as major new 
results. 
The thesis consists of three main parts (cf. Fig. 1.1): OBIA-related scientific questions (chapters 3 to 5), 
the classification conducted and the results obtained (chapters 6 and 7), and the spatially explicit 
farmland analysis (chapters 8 and 9). In order to prevent a breaking apart of the thesis, results are 
presented and analysed already as part of the individual chapters. In the final comprehensive discussion 
(chapter 10) the methods applied and results obtained are set into relation to the work of others while 
drawing a bow across the various parts. 
In the second chapter, the geodata and reference data used in this study are presented. The QuickBird 
imagery as well as products derived from the imagery are characterised and the pre-processing steps 
applied to the imagery are explained. As reference data serves a visual image interpretation of five focus 
test sites that was conduced based on information collected and knowledge gained during a field trip to 
the Kakamega Forest area in 2007. 
The third chapter on object-based image analysis does not raise the claim to completely cover all facets 
of this innovative technology. Instead, an overview is provided by presenting an introduction to OBIA, 
by emphasising on segmentation and classification, and by focussing on currently important fields 
of OBIA research. Large parts of this chapter are literature-based. The fourth chapter further delves 
the topic of segmentation parameter optimization. A new methodology of parameter optimization is 
introduced here that includes a novel enhanced measure for discrepancy assessment. By applying the 
new methodology to the data at hand, optimized settings for four groups of classes and five degrees 
of freedom are obtained. In the fifth chapter, with the selection of features and the determination 
thresholds another important field of OBIA research is contemplated. In order to facilitate rule set 
development, a special procedure is developed that applies the SEaTH tool as a quantitative procedure 
of feature selection and thresholds determination. The results obtained present a valuable starting point 
for the rule set development.
The sixth chapter covers the actual OBIA classification carried out by presenting the development and 
realisation of a rule set. In order to achieve a high-quality classification result, a comprehensive yet 
complex rule set is developed that uses the optimized segmentation parameters (chapter 4) and the 
selected features (chapter 5). For classes that are difficult to separate from others, a novel technique is 
developed. In the seventh chapter, the results of the OBIA classification are presented and analysed. 
The first part of the chapter provides more general statements and figures at both an overview level 
regarding the entire area under investigation and at larger scale by analysing the results for the focus 
test sites. The second part assesses the accuracy of the classification results. Here, a novel approach is 
presented that uses a combination of three different assessment techniques. 
The eighth chapter presents, at a spatially coarser scale, a typification of the farmland using the 
aggregated OBIA classification results (chapter 7) and additional geodata. By means of hierarchical 
cluster analysis, cluster maps on land use, landscape structures, and accessibility as well as a synoptic 
view are derived. Besides emphasising on the methodology applied and the results obtained as well as 
their visualization, the chapter is partly based on literature review. This is especially the case for the 
introductory part, for describing cluster analysis as a method, and for preparatory considerations of the 
cluster analysis. The ninth chapter presents the spatially explicit scenarios of rural livelihoods. In a GIS 
model, different scenarios of possible future livelihood situations are simulated. The model is based on 
the OBIA classification results, extrapolated population data, assumptions on various socio-economic 
factors, and possible future developments of crop yields and prices. For a comprehensive exploration of 
the resulting choropleth maps a new interactive and dynamic Web-based tool is presented. The chapter 
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is partly literature-based, especially when outlining the current situation of rural livelihoods, but also in 
the context of parameters and variables used in the model and the visualization tool. 
Finally, the tenth chapter discusses important facets of the preceding chapters. Here, methods applied 
and results obtained as part of this thesis are set into relation to those of other authors. Besides some 
concluding remarks, it is shown were further improvements are still needed and possible future fields of 
research are pointed out. 
1.3 The farmland surrounding Kakamega Forest, western Kenya
1.3.1 Overview of the area under investigation 
Kakamega Forest and its associated forests Kisere and Malava are located in the far west of Kenya, some 
40 km north-east of Kisumu on Lake Victoria, only a few kilometres north of the equator. The forest 
is considered the easternmost remnant of the Guineo-Congolian rainforest belt (Wagner et al., 2008; 
Kokwaro, 1988) and is known for its botanical uniqueness of mixed Guineo-Congolian and afromontane 
plant species, of which some are endemic (Althof, 2005). At present however, only half of the officially 
gazetted forest area is covered by natural forest (Mitchell et al., 2009) and large parts of the forest are 
affected by disturbance. Commercial exploitation started with gold mining in the 1930s and continued 
with logging activities until the late 1980s, leading to significant changes in forest structure and 
diversity (Mitchell, 2011). Under special protection are two national and two nature reserves (Fig. 1.2): 
Kisere National Reserve and Kakamega National Reserve, which are managed by Kenya Wildlife Service 
(KWS), as well as Isecheno Nature Reserve and Yala River Nature Reserve, managed by Kenya Forest 
Service (KFS).
The area covered by the QuickBird imagery (cf. ch. 2.1.1) is situated at an altitude of between 1,436 m 
and 1,803 m with a mean1 of 1,563 m. Terrain is especially in the southern part undulating following 
the course of many smaller rivers (Fig. 1.2). At the eastern edge of the area under investigation some 
foothills of the Nandi Escarpment are covered, a 200 m to 300 m steep raise in terrain continuing 
north-west towards Mt. Elgon. Distinctive hills are Kambiri Hill (1,760 m) and New Kakunga Hill 
(1,706 m). Largest rivers are Isiukhu and Yala (Fig. 1.2).
The area under investigation belongs to three districts2: Kakamega District (89.9% of the total area) 
and Vihiga District (3.3%) in Western Province as well as Nandi District (6.8%) in Rift Valley Province 
(Fig. 1.2, inset map). Concerning the area covered, districts are further subdivided into 11 divisions, 
24 locations, and 66 sub-locations, the latter presenting the lowest level of administrative units in 
Kenya (Odhiambo, 2007).
Kakamega Town is the largest settlement in the Kakamega Forest area with a population of 10,700 
(in 2005; Kenea, 2008). Besides, a number of smaller market centres exist, often situated at main 
roads or junctions, especially along the tarmac road coming from Webuye in the north and running via 
Kakamega Town further south to Kisumu (Fig. 1.2). Other important places include Isecheno Forest 
Office, also known as Isecheno Forest Station, the ca. 180 ha sized Kirborkok Tea Estate, and a large 
sugarcane factory west of Kambi Mwanza.
1.3.2 Climate
The Kakamega Forest area belongs to the equatorial rain zone climate belt; more specifically it is 
situated in the equatorial zonobiome with humid, diurnal climate (Breckle, 2002). Temperatures 
change little throughout the year with mean maxima ranging between 25.5 °C and 29.1 °C and mean 
minima ranging between 13.3 °C and 15.3 °C (Jätzold et al., 2005, at Kakamega Agricultural Experiment 
Station). Precipitation is high with a mean annual sum of around 2,000 mm (Blackett, 1994; 2,019 mm 
1 If not explicitly stated otherwise the terms ‘mean’ and ‘average’ refer to the arithmetic mean.
2 As of March 2013, Kenya has replaced the system of provinces and districts by a single-tired system of counties 
possessing the same geometries. Nandi district was renamed into Trans Nzoia. In this thesis, the former system is used.
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Note: The boundary of the protected forest area has been geometrically adjusted in order to t to the QuickBird satellite imagery and the 
situation encountered therein (thick solid green line). The ocial forest boundary (thin dashed green line) is displayed to allow reproducing the 
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Figure 1.2: Overview map of the area under investigation indicating the location of test sites (ground 
truthing), focus test sites (visual interpretation), forest extents, important markets, and other places of interest.
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at Kakamega Agricultural Experiment Station, Jätzold et al., 2005 and 1,992 at Isecheno Forest Station 
according to data collected by the Isecheno Forest Department). On average years, all months from 
March to November receive more than 100 mm of precipitation and are therefore considered perhumid 
(Mitchell et al., 2009). Yearly precipitation sums vary strongly with dry and wet years often occurring 
one after the other (ibid.). Associated with the movement of the Intertropical Convergence Zone, two 
main rainfall seasons exist (Mugalavai et al., 2008): the ‘long rains’, occurring from mid March to May, 
and the ‘short rains’, occurring from mid October to early December. Other sources refer to August until 
October or November as the period for the second rains (Tittonell et al., 2008; Waithaka et al., 2000). 
Onset and cessation of the rainy seasons vary strongly from one year to another (Camberlin & Okoola, 
2003). Consequently, they cannot clearly be seen in the diagram of mean monthly precipitation (Fig. 
1.3, left). In 2005, the year in which the QuickBird satellite imagery was recorded (cf. ch. 2.1.1), the 
long rains started around mid March with some rainfall in late February / early March while February 
was rather dry otherwise (Fig. 1.3, right). This means that the QuickBird imagery was recorded shortly 
before the onset of the long rains, although the precipitation between the recording of the eastern and 
western swath might at that time have been considered as the actual onset.
1.3.3 Population 
The Kakamega Forest area is one of the most densely populated rural areas in Kenya (cf. Kamugisha 
et al., 1997). In a 2 km-zone around the forest, the average population density is 643 people per km² 
(calculated from Kenya National Bureau of Statistics (KNBS) 1999 census data; Schaab et al., 2009b). 
Population densities vary significantly within the area under investigation3: highest population densities 
can be found in Kakamega Township (2,962 people per km²) and the surrounding sub-locations (e.g. 
Shirere: 1,663 people per km²; for location see Fig. 1.2), followed by the south-western and southern 
part of the area under investigation (e.g. Virhembe: 602, Shidodo: 857, Shiru: 1,335 people per km²). 
The north-eastern and eastern sub-locations are least densely populated (e.g. Musingu: 273, Lukusi: 
327, Ivakale: 358 people per km²), while the north-western region has an intermediate population 
density (e.g. Shamberere: 478, Shianda: 503, Shirakalu: 525 people per km²). 
3 Figures are calculated from KNBS 1999 census data with sub-location boundaries adjusted to the boundary between 
forest and farmland as visually delineated from the QuickBird imagery (see ch. 2.1.4).
Figure 1.3: Mean monthly precipitation at Isecheno Forest Station (1982-2002) (left); daily precipitation at 
Isecheno Forest Station (January-June 2005) with recording dates of QuickBird imagery indicated (right).  
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Population distribution
Population distribution within the different regions described above is amongst others influenced by 
infrastructural factors such as distance to roads, markets, and schools as well as natural factors such as 
rivers and slope (cf. Openshaw & Turner, 2001) whereas the first group of factors are both, a result of 
and a reason for concentration of population. Based on such correlations, fine-scaled population surface 
models can be developed that are not bounded to administrative units (Balk et al., 2005) as done for the 
Kakamega-Nandi forest area by Ngochoch (2007) and further refined by Lung et al. (2013). 
Population growth
Population grows very rapidly in the area around Kakamega Forest. In Kakamega District the total 
population has increased by 253% within 30 years from 238,483 in 1969 to 603,422 in 1999 (Kenea, 
2009). Despite a steady decline of the total fertility rate, mainly caused by family-planning campaigns 
and HIV/Aids as well as migration, population growth is still high with a growth rate of 2.12 (1999), 
also because of improved health and socio-economic status leading to a decrease in mortality (ibid.). 
Population is expected to further grow in the future. Figure 1.4 illustrates predicted population 
developments for Kakamega, Vihiga, and Nandi districts when assuming a gradually declining total 
fertility rate and an increasing life expectancy (left) as well as population densities for selected sub-
locations (right). It is expected that by 2020 a sub-location in the least populated region such as Lukusi 
will exhibit a higher population density then Shirakalu (part of the region with intermediate population 
density) in 1999, which by 2020 will again have reached a higher population density as compared to 
Shidodo (part of the region with high population density) in 1999.
Poverty
Poverty is critical in Kakamega District and has increased over the years (Gaesing, 2009): according 
to the Welfare Monitoring Surveys of 1994 and 1997 conducted by the Government of Kenya (GoK), 
52% respectively 57% of the population lived below the rural poverty line, which was estimated for 
1997 as 1,239 KSh per adult per month (GoK, 2000; GoK, 2005a), meaning they cannot afford basic 
Figure 1.4: Predicted development of total population for Kakamega, Vihiga, and Nandi districts (1999 to 
2020; left); development of population density for selected sub-locations within the area under investigation 
(right).  (Values are based on KNBS 1999 census data and assume a gradual declining total fertility rate and an increase in life 
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necessities such as food, shelter, and clothing (GoK, 2005b)4. Main reasons for poverty are population 
growth, HIV/Aids, poor economic performance, low agricultural productivity, low access to farm 
technologies, lack of credit services, inadequate off-farm employment opportunities, poor accessibility, 
and inadequate marketing (Gaesing, 2009). The situation of poverty is further intensified by the 
traditional inheritance system, in which the land of a household is equally distributed amongst all male 
children after the death of the household head, leading to ever decreasing farm sizes and the depletion 
of soils (ibid.). The importance of this system is underlined by the fact that an approximated 91% of the 
households in the Kakamega Forest area have inherited the land they are using from ancestors; in the 
case of Buyangu village the rate is as high as 97% (Kenea, 2008).
1.3.4 Livelihoods
In Kakamega District, nearly 90% of the population depend directly or indirectly on agriculture 
(Rietdorf, 2007). In the rural areas the dependency is even stronger, with agriculture being the main 
economic activity for more than 90% of the people (Rietdorf, 2009). Cash generated from own-
account agriculture and livestock production contribute to 55.5% of the average household income in 
Kakamega District (Michuki, 2008; Gaesing, 2009); other sources state even 62% (Rietdorf, 2007; 
Kenea, 2008) or 63% (Levin, 2010). From the agricultural products, cash crops are the most important 
(42%), followed by food crops (35%), livestock (14%), and poultry (9%) (Kenea, 2008). Amongst 
food crops, maize holds the largest income share (57%), followed by beans (14%), sweet potatoes 
(10%), vegetables (10%), bananas (4%), and others (5%) (ibid.). Other sources of income include non-
agricultural activities (37.7%) and remittances as well as other sources (6.5%) (Michuki, 2008). These 
alternative incomes are obtained from low-return activities like retailing, transportation, and other 
informal services (e.g. shoe-shining and washing) as well as high-return activities like some forms of 
retailing, formal services (e.g. security), food production, and most forms of formal wage-employment 
(Gaesing, 2009). Another classification of micro and small enterprise activities established by Rietdorf 
(2007) distinguishes between activities regarding trading (e.g. wholesale, retail, fish mongering, 
butchery, vegetable and fruit selling), crafts (e.g. carpentry and welding workshops, painting), service 
(e.g. in a hotel, bicycle and electronic repair, transport), and manufacturing (e.g. maize and posho 
milling, sugarcane processing). Remittances refer to goods and cash sent home to rural households by 
migrants (Hoddinott, 1994). They are a non-negligible source of income since 36% of the households in 
Kakamega District are home of at least one migrant and 74% of the migrants regularly send remittances 
(Rietdorf, 2009).
Wages and income
Earnings from low-paying, unskilled wage jobs range from around 800 to 1,000 KSh per month, or 
50 to 100 KSh per day for seasonal casual employment such as digging, weeding, harvesting, and 
fetching water (Kenea, 2008). According to the BIOTA household survey 2006, a typical monthly 
income of a poor household is to be estimated at 2,000 KSh per month (ibid.). According to M. Lung 
(2009), the annual income of households living within a distance of 5 km from Kakamega Forest is 
estimated to be between 12,000 KSh and 36,000 KSh, whereas 92% of the households have less than 
24,000 KSh a year. The latter is also due to the fact that about 80% of the people interviewed reported 
farming to be their only activity (Lung, 2009).
1.3.5 Farm characteristics, main crops, and soils
As a consequence of the high population density (cf. ch. 1.3.3) and the strong dependency on agriculture 
as a means of income (cf. ch. 1.3.4), the agricultural matrix surrounding Kakamega Forest is influenced 
by small-scale, largely subsistence-oriented farming. This leads to an extremely structured and 
heterogeneous landscape. A typical farm consists of one or several residential houses and additional 
smaller houses or huts used as kitchen, toilet, or for storage, a homestead covered by grass or bare soil 
surrounding these houses, sometimes a cow or chicken shelter near the homestead area, a small plot 
4 In 1997 one Kenyan Shilling was worth 0.017 USD or the equivalent of 0.015 EUR on average (Oanda, 2010).
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with vegetables and fruit trees such as banana or avocado mainly planted either within the homestead 
area or if applicable next to a river or ditch, sometimes a tree lot used to harvest firewood, one or more 
parcels cultivated with either of the cash crops sugarcane or tea, one or more parcels cultivated with 
maize, sometimes a smaller parcel cultivated with sweet potatoes or napier grass, the latter being 
cultivated as a fodder crop (Diwani & Becker, 2009). The main residential house is usually constructed 
based on the wattle-and-daub method, i.e. out of loam applied to a construction of interwoven branches 
and twigs, and has a roof of corrugated iron, sometimes also thatched with grass. Farm boundaries are 
often planted with a hedge that functions as a live fence (Lauriks et al., 1999). Additional hedges can be 
found around the homestead or between neighbouring parcels (Jama et al., 2000).
Known farm and household sizes
Due to the high population density in the area, average farm sizes are very small. Jätzold et al. (2005) 
state that in Kakamega District the agricultural land available per household has declined from 1.30 ha 
in 1979 to 0.83 ha in 1999 (including Kakamega Municipality). On division level, sizes of land available 
per household are estimated for 1999 between 2.5 ha (Ikolomani) and 5.1 ha (Shinyalu). In the BIOTA 
2006 household survey the average land size was determined at 1.0 ha per household with two thirds of 
the households having less than 0.7 ha (Kenea, 2008). 
The average number of people belonging to a household is estimated as 4.8 for Kakamega District 
and 4.9 for the 60 km by 65 km BIOTA study area in 1999 (calculated based on GoK, 2001). At sub-
location level, this value ranges between 3.82 (Sichilayi) and 5.72 (Kabras East) within the area under 
investigation. As a general trend it can be observed that in sub-locations with high population density 
household sizes tend to be smaller. Also, over time household sizes are on the decrease: in the 60 km by 
65 km BIOTA study area5 average household sizes have declined from 6.25 in 1979 to 5.24 in 1989 and 
4.89 in 1999 (cf. Fig. 9.3).
Maize (and beans)
Maize is the most important staple food in the area (cf. ch. 1.3.4) contributing up to 70% of the calories 
consumed by an individual (Jätzold & Schmidt, 1982). Maize has widely replaced traditional crops 
cultivated for home consumption like millet, cassava, and sorghum due to declining farm sizes (Kenea, 
2008). The farm survey of 1977 conducted by Jätzold and Schmidt revealed that 63% of the maize 
harvested was used for home consumption while the other 37% were sold to the local market. Today 
however, in some regions households do not produce sufficient maize to satisfy their home consumption 
needs (cf. ch. 9). Maize is usually intercropped with a legume (Jätzold et al., 2005), of which the 
common bean is the most established one (O’Callaghan et al., 1994). Seeds are often sowed into the 
same hole and the yield of beans may even increase, because the taller maize protects the beans from 
damages caused by hailstorms (ibid.). Throughout the Kakamega Forest area maize can be planted and 
harvested (at least) twice a year, the cropping seasons normally coinciding with the seasons of the short 
and long rains (Tittonell et al., 2008; Salasya et al., 1998; cf. ch. 1.3.2 and Fig. 8.1).
Sugarcane
Sugarcane is the main cash crop in the northern part of the area under investigation. It was introduced 
here in the late 1970s and early 1980s, because farmers were able to generate more income from 
the cultivation of sugarcane than from food crops (Kenea, 2008). When sugarcane is planted too 
extensively, however, farmers risk not meeting the demand of food needed for home consumption. This 
led the district’s agriculture department to set up rules assuring that some land is left for the production 
of food (ibid.). Sugarcane usually needs between 22 and 24 months to mature and can be planted in any 
5 The 1979 census data is available on what at that time was referred to as location level, having similar boundaries to 
what in 1999 is referred to as division level. Since data on number of people and households is given as a sum per area, 
administrative base units only partly covering the area considered may be unrealistic for the area of concern. In order to 
also include ‘unclipped’ locations for the 1979 census data and thus to minimize the above described effect, the 60 × 65 
km² study area is considered here instead of the actual area under investigation in this thesis.
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month with rainfall (N. Indukhu, pers. comm.). Depending on the sugarcane company (Mumias and 
West Kenya are dominating the region), canes are either collected throughout the year or repeatedly 
every few months (ibid.), leading to distinct growing stages of sugarcane throughout the area under 
investigation.
Tea
Tea is the main cash crop in the southern part of the area under investigation. It was though first 
introduced in the northern part in the 1970s (Waithaka et al., 2000). Tea is a perennial crop harvested 
throughout the year with peak harvesting periods from April to October (Waithaka et al., 2000). 
Farmers usually keep different sections of their tea parcels at different growing stages, allowing a more 
continuous harvesting (N. Indukhu, pers. comm.). The tea plants are pruned regularly, especially 
in January and February as well as October and November (Jätzold et al., 2005). Plucked leafs are 
normally brought to local centres that deliver the harvests to tea factories (N. Indukhu, pers. comm.).
Fallow land
In western Kenya it is common practice to leave some parts of the farmland fallow for one or two 
seasons. While natural fallows only marginally improve soil fertility and crop yields, improved fallows 
of fast growing leguminous trees and shrubs can have a significantly positive effect (Jätzold et al., 2005; 
Swinkels et al., 1997) especially when mixed species are planted (Ndufa et al., 2009). In a survey 
conducted by Swinkels et al. (1997) slightly more than half of the farmers interviewed in western 
Kenya stated that they would periodically leave between 10% and 50% of their land fallow at a time, in 
particular during the short rains season. The main reason for fallow is to restore soil fertility (84% of the 
respondents) followed by shortages of labour or cash to hire labour (51%). Kenea (2008) however, states 
that 79% of the households interviewed had not fallowed their land during a time period of ten years. 
This coincides with the observation that recently the portion of fallow land has significantly decreased 
in the area under investigation mainly because of the rapid population growth (Diwani, 2009). By 
contrast, in areas where land scarcity and population growth do not present a major problem such as in 
southern Sudan, the fallow practice is not on the decline (cf. Sulieman & Buchroithner, 2009).
Soils 
Within the farmland studied, Acrisols of different types (humic, ferralo-humic, ferralo-orthic) are 
dominant (for a map see Schaab et al., 2010, p. 54); other soil types found include rhodic Ferralsols 
south-east of Malava Forest, dystic Nitisols around Kakamega municipal area, luvic Phaeozems in the 
south-western part north of Yala River, and Rankers and humic Cambisols just north and south of 
Kakamega Town as well as in the far north-west. According to Blume et al. (2002) Acrisols are generally 
considered nutrient-poor clay-rich soils requiring fertiliser input, though the organic matter present 
in humic topsoils is beneficial for plant growth. Ferralsols are strongly weathered and characterised 
by strong red or brown colour due to iron and aluminium oxides; planting of maize and bananas is 
generally advisable but yields drastically decrease in the third year due to a rapid elution of nutrients 
bound in the humus layer. Nitisols are clay-rich soils with bright red colour; they belong to the most 
fertile tropical and subtropical soils enabling the growing of demanding plants. Phaeozems have a thick 
humus layer and a densely clay-rich subsurface horizon making them generally suited for agriculture. 
Rankers and Cambisols are weekly developed soils with limited agricultural potential.
While the soil categorization performed above follows the World Reference Base for Soil Resources 
(WRBSR; formerly know as Food and Agriculture Organization (FAO) soil classification) Diwani 
(2009) more generally states, with respect to the United States Department of Agriculture (USDA) 
soil taxonomy, that the sugarcane growing area in the northern part is associated with Alfisols and the 
tea growing area in the southern part is associated with Ultisols. According to Retallack (2001) both, 
Alfisols and Ultisols are clay-rich forest soils; while Alfisols are base-rich allowing the maintenance of 
mineral nutrient reserves making them suitable for the cultivation of e.g. grain crops, Ultisols are base-
poor and more deeply weathered of mineral nutrients requiring extensive fertilization. 
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2. Geodata and reference data
2.1 Geodata used
2.1.1 QuickBird satellite imagery
While most research on Kakamega Forest carried out by BIOTA-E02 was within a 60 km by 65 km 
study area (cf. Fig. 1.1.1 in Mitchell et al., 2009), in the thesis, research is conducted for the area for 
which QuickBird satellite imagery is available (Fig. 1.2), that is here referred to as the area under 
investigation or Kakamega (Forest) area. A total of 717.12 km² QuickBird imagery was acquired of 
which 243.64 km² comprise forest6, 7.74 km² belong to Kakamega municipal area (cf. ch. 2.1.4), and 
465.74 km² cover the actual farmland.
From its start of operation in 2001 until the launch of WorldView and GeoEye in 2007/08, QuickBird 
had been the civilian satellite with the highest spatial resolution (Jacobsen, 2009). With a ground 
sampling distance (GSD) of 0.61 m for the panchromatic (pan) and 2.44 m for the multispectral (MS) 
Table 2.1: Selected characteristics of the two QuickBird 
image swaths.
Western swath Eastern swath
recording date and time 06/03/2005, 8:13 21/02/2005, 8:17
off-nadir angle 14.4° 3.5°
in-track view angle -2.0° 0.0°
sun elevation / azimuth 64.5° / 103.9° 63.5° / 114.9°
satellite elevation / azimuth 74.5° / 104.6° 86.4° / 277.5°
shadow lengths *
in reality 48% 50%
in imagery 22% 49% 
occurrence of haze yes no
file size pan+ms 4.72 GB 3.39 GB
Note: Values given apply to the two northernmost scenes.
* given as fraction of object height
Figure 2.1: Illustration of important parcel uses as they appear in the QuickBird imagery: sugarcane, young (a), 
mature (b), and after harvesting (c); tea, with linear textures (d), with openings (e), and after pruning (f ); maize 
(and beans), before (g) and after (h) preparation of land (i.e. no vegetation cover yet); fallow and grassland 







image bands, the sensor resolution is 
comparable to that of aerial photography 
(Lübker, 2005). The sensor comprises the 
four spectral bands blue (B; 450-520 nm), 
green (G; 520-600 nm), red (R; 630-690 
nm), and near-infrared (NIR; 760-900 
nm), delivers images at a depth of 11 bits, 
and records with a swath width of 16.5 km 
at nadir (DigitalGlobe, 2004). 
Due to its large extent in east-west 
direction of 26.7 km, the area under 
investigation was recorded during two 
overflights on 21st February (eastern 
swath) and 6th March 2005 (western 
swath). The two overlapping image swaths 
were sensed with different recording 
6 The officially gazetted forest area within the image extent comprises 250.47 km²; the figure specified here refers to the 
boundary between forest and farmland as visually delineated from the QuickBird imagery (ch. 2.1.4).
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geometries and different relative position of the sun causing shadows to appear with distinct lengths 
(Tab. 2.1). Besides, the state of vegetation has slightly shifted and atmospheric conditions differ: while 
the eastern swath is free of haze, the western swath exhibits haze in some areas. This haze layer is 
caused by rains that had occurred recently before the second image swath was recorded (cf. Fig. 1.3). 
The image data was delivered in five individual scenes that together occupy more than 8 GB of disk 
space. For more details on the imagery used see Lübker (2005) as well as Lübker and Schaab (2008c).
Appearance of main crop types in the QuickBird imagery
In the QuickBird imagery, sugarcane parcels are characterised by purple tones and high texture 
when displayed in the band combination 4-3-27 (Fig. 2.1). Generally, parcels with sugarcane at a later 
phenological stage (b) are slightly darker in tone and textured more coarsely as compared to parcels at 
an earlier phenological stage (a). Parcels that have just been harvested appear in bright white colour 
(c) with reflectance characteristics similar to bare soil. Tea parcels appear in bright red colours (d to f), 
meaning they exhibit high vegetation content. They are less strongly textured as compared to tree and 
shrub vegetation but fine line structures are often recognisable (d). Depending on the growing stage, 
some parcels appear with an unclosed canopy or with openings (e). Recently pruned parcels have 
low vegetation content and are characterised by dark brownish tones (f). Due to the recording date in 
February/March no actual maize or beans plants were sensed by the satellite (cf. ch. 1.3.5; Fig. 1.3). 
Instead, parcels recently prepared for planting maize (and beans) or with maize (and beans) just being 
planted (h) are characterised by very low values in the vegetation index and light or dark green colour 
with little or no texture in the QuickBird imagery when displayed as false colour infrared composite. 
Parcels that are not yet prepared for planting (g) appear similar to fallow land. Actual fallow land 
does not appear uniformly in the imagery but exhibits higher vegetation content than parcels recently 
prepared for planting maize. At the stage of recording fallow farmland often exhibits grass vegetation 
and therefore these two land uses/covers cannot be differentiated clearly. Intermediate values in the 
vegetation index and brown or red earth tones are most characteristic (i and j).
2.1.2 Pre-processing of the QuickBird satellite imagery 
When acquiring satellite imagery for scientific purposes, usually image products are chosen that have 
not significantly been pre-processed by the data vendors (Lübker & Schaab, 2008b; source for this 
paragraph if not stated otherwise). The QuickBird imagery was obtained in the ‘standard’ product 
level which was only processed regarding radiometric, geometric and sensor corrections (DigitalGlobe, 
2004). However, additional pre-processing steps should be applied prior to image classification (cf. e.g. 
Schmidt, 2003; Niemeyer et al., 2005; Hofmann, 2001), especially in case multiple image swaths are 
needed to cover the study area. 
A thorough pre-processing was applied to the QuickBird imagery in 2005 (Lübker, 2005) by applying a 
complex workflow (cf. Fig. 3 in Lübker & Schaab, 2008c). The pre-processing included a) the correction 
of atmospheric and orographic effects, b) a mosaicing of the adjacent image swaths, and c) the creation 
of a pan-sharpened image product. In 2007, however, the survey area was extended from originally 
631.95 km² to 717.12 km² in order to also cover BIOTA test farms located in Savane and Shirakalu 
(cf. Fig. 1.2) that had been established in the meanwhile. Fortunately, the area was already covered by 
the western image swath that was sensed in 2005. Since this extension required a repeating of the pre-
processing, some issues that had not been solved completely during the earlier atmospheric correction 
(cf. Lübker, 2005) were addressed again in 2007 and are described in the following section.
Correction of atmospheric and terrain effects
The correction of atmospheric effects is in particular advised in case multi-seasonal imagery or imagery 
from different sensors is compared (Richter, 1996). When applying atmospheric correction to multiple 
7 In accordance with common practice for QuickBird imagery, the band combination 4-3-2 means that the image channels 
NIR, Red, and Green are displayed on the Red, Green, and Blue channels of the screen respectively. This false colour 
infrared composite is used for all figures in this thesis showing QuickBird imagery.
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scenes of the same sensor that have been sensed with minor time differences only, absolute calibration 
becomes less important but still greatly enhances image quality as well as classification results (Lübker 
& Schaab, 2008b; source for this paragraph if not stated otherwise). Within a single scene, corrections 
of orographic effects are more important. For the imagery at hand, the software ‘Atmospheric 
Correction’ (ATCOR; cf. Richter, 1996), version 3, was used. For a detailed description of the steps 
applied and settings chosen see Lübker (2005) and Lübker and Schaab (2008c), a summary is also 
available in Lübker and Schaab (2008b).
An issue that could not be completely solved in 2005 are artefacts in the sky-view image that remind 
of contour lines that can be ascribed to a false treatment of floating-point numbers in the software 
(Lübker, 2005; cf. here Fig. 20 and 21). The sky-view image is derived from the DEM (cf. ch. 2.1.4) and 
is used for the correction of terrain effects. The artefacts were here minimized by applying two distinct 
smoothing filters. First, a majority filter (5×5 kernel, setting the outer corners to zero) was used to filter 
local extreme values of the contour lines, then a low-pass filter (3×3 kernel, weighted to emphasise 
the kernel centre) was used to avoid abrupt changes in sky view values. As a result, the artefact is 
considerably attenuated while in other parts of the sky view image the DN values have hardly changed. 
This indicates a successful counteracting of the artefacts. 
Spectral differences between the two image swaths that still existed in the 2005 results were again 
addressed here. In the overlapping area, reference charts of spectral reflectance were derived for five 
LULC classes in both image swaths separately and analysed using the SPECTRA module that is part of 
the ATCOR-3 software. The analysis showed that a reduction of the scene visibility from 10 km (value 
used in 2005) to 8 km for the western swath (eastern swath: 40 km) revealed slightly better results. 
In addition, a method called ‘in-flight calibration’ was applied for adjusting the sensor calibration file, 
here concentrating on the setting of gain values. While the ‘in-flight calibration’ did not work properly 
during the 2005 correction (Lübker, 2005) better results could be achieved using an updated version of 
the software. The method is normally applied in order to check the validity of the laboratory calibration 
provided by the vendor and calibration files are updated to account for optical instrument processes 
if necessary (Richter, 2006). Here, in-flight calibration was instead used to attenuate the differences 
between the two image swaths. Based on multiple samples for each LULC class, gain values provided 
by the vendor were increased by 30% for NIR, R, and G and by 40% for B in case of the eastern swath 
and by 15% for NIR, 20% for R and G, and by 30% for B in case of the western swath. As a result, the 
corrected imagery shows by far less differences in spectral characteristics between the two swaths.
Although the adjustment of the calibration file could minimize the occurrence of zero digital number 
(DN) values, still some pixels were affected, especially in the western image swath. In order to 
avoid these unfavourable values, that could distort subsequent analysis, a focal minimum filter was 
applied. Like this, zero values were assigned to the next lower value, first in a 5×5 and then in a 7×7 
neighbourhood. Remaining zero DN values were set to the constant value of one. In contrast to the 
primary correction, a scale factor of 22 was chosen for the mapping of floating reflectance values to 
integer DN values. With this considerably lower factor (in 2005, a factor of 90 was chosen) a minimal 
loss of information detailedness caused by the numeric conversion had to be accepted. In return, the 
range of resulting DN values fits much better to the DN range of the original QuickBird image data. 
Thus, information found in literature on absolute thresholds and other settings related to DN values can 
be better compared to those of the data at hand. 
The correction of atmospheric and orographic effects carried out in 2005 already greatly enhanced 
the image quality and comparability between the two swaths, especially orographic effects could be 
minimized (Lübker & Schaab, 2008b; cf. Fig. 6 in Lübker & Schaab, 2008c). With the enhancements of 
the approach applied here, the results are even more satisfying. The spectral characteristics of the two 
image swaths are now even more consistent, especially in case of the blue channel. Issues that could still 
not be solved include the removal of a haze layer in the western swath as well as artefacts of decreasing 
DN values towards the very edge of the imagery (cf. Lübker, 2005).
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Mosaicing of swaths to a coherent image
Mosaicing is the process of joining adjacent image swaths to a coherent mosaic across the boundaries 
of an image scene (Buchroithner, 1989). The two image swaths at hand were joined in order to avoid 
a distinctly visible join line (Lübker & Schaab, 2008b; source for the rest of this paragraph). The 
swaths exhibited a mean horizontal aberration of approx. 5 m relative to each other that could not be 
counteracted due to missing high quality reference data (cf. ch. 2.1.4). Since the aberration was not 
linear, the relative geometrical adjustment of the two swaths was performed within a narrow band on 
either side of the join by means of rubber sheeting. To accomplish this task, a comprehensive mosaicing 
procedure was elaborated making use of ERDAS Imagine, Leica Photogrammetry Suite, and Excel (for 
details see Lübker & Schaab, 2008c). In the final mosaic, the join line is hardly visible at all (cf. Fig. 7 
in Lübker & Schaab, 2008c). The mosaicing was performed the same way as in 2005, but ground 
control points required for the rectification had to be selected anew. The result obtained is convincing, 
although differences that cannot be counteracted are still present. These include differences in shadow 
lengths (cf. Tab. 2.1), variations caused by different vegetation stages, and differences in reflectance 
characteristics of parcels such as caused by the preparation of parcels.
Pan-sharpening of multispectral and panchromatic bands
As an additional pre-processing step, pan-sharpening procedures are often applied that combine the 
positive properties of both, the multispectral and the panchromatic image, i.e. high spectral and high 
spatial resolution, within a new image (Schowengerdt, 2006). A plethora of image fusion techniques 
is available, of which ten were tested for the imagery at hand (cf. Lübker & Schaab, 2008c). The pan-
sharpened results were evaluated qualitatively as well as quantitatively. Criteria for the qualitative 
assessment were a) overall impression, b) sharpness, c) uniformity of individual channels, and 
d) reproduction of object edges. In the qualitative assessment, the resulting image was spectrally 
compared to the original multispectral image based on the measures a) relative shift in the mean 
(RM), b) difference in variance (DIV), and c) standard deviation of the difference image (SDD). In the 
combined qualitative assessment, the high pass filter sharpening approach (HPF) as implemented in 
ERDAS Imagine (with the settings r: 4; centre value: 93; weighting factor: 0.55) proved to be the best 
suited option for the data at hand (ibid.). The resulting imagery occupies 22.8 GB of disk space. 
2.1.3 Derivates derived from the QuickBird satellite imagery 
Apart from the pan-sharpening applied (ch. 2.1.2), two image derivates were created – a vegetation 
index and an edge image. While other image derivates commonly used in remote sensing classifications 
such as image ratios or derivates based on texture analysis (cf. Buchroithner, 1989) can be created on-
the-fly during the classification step (cf. ch. 3.1.3), it was expected that these two derivates would be 
particularly useful already during the segmentation step. Edges naturally play an important role during 
the formation of segments. Hence, it was expected that by using an edge image derivate their role would 
be further emphasised. A vegetation index was derived in order to improve the separation of vegetated 
and non-vegetated objects during the segmentation step.
The Soil Adjusted Vegetation Index (SAVI) was chosen as vegetation index and derived from the 
pan-sharpened multispectral bands using ERDAS Imagine. SAVI presents an enhancement of the 
Normalized Vegetation Index (NDVI) minimizing soil brightness influences and is defined as 







where L denotes a constant adjustment factor (Huete, 1988); here, L was set to 0.5. The Canny 
Algorithm (Canny, 1986) was used for deriving the edge image from the panchromatic image band 
using eCognition. The edge detector is commonly used in remote sensing and OBIA, operates robust, 
and achieves good results (Ali & Clausi, 2001; Turker & Kok, 2006). Different settings for the width of 
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were tested; best results were obtained for the QuickBird imagery with a value of 1 for the Gaussian 
mask and thresholds of 0.25 and 1.0. Both image derivates were transformed so that their histograms 
fit better to those of the multispectral imagery by multiplying their DNs with adjustment factors of 4 
(SAVI) and 300 (edge). Otherwise, especially the edge layer would have biased the size of the resulting 
segments so strongly that its usage would not have been possible (cf. eCognition Community, 2008a). 
2.1.4 Vector, tabular, and terrain geodata 
Apart from the satellite imagery, different ancillary data sets were used during classification as well as 
for the farmland typology and the livelihood scenarios. They include the extent of the actual farmland, 
administrative boundaries, population data, terrain data, cadastral maps, and data sets on roads, 
markets, and schools.
The boundary between the forest and the actual farmland (cf. Fig. 1.2) serves for defining the extent 
of the actual farmland and thus the area to be classified. It was visually interpreted from the QuickBird 
imagery and presents a geometrical adjustment of the official forest boundary and additionally accounts 
for possible farmland encroachments. This boundary is in no case legally binding and was solely 
delineated for the purpose of this research. In addition to the forest, Kakamega municipal area was 
digitized from the topographic map available (Directorate of Overseas Surveys, 1970; scale: 1 : 50,000) 
and visually adjusted to the QuickBird imagery. While the classification was conducted also for this 
area, it was excluded in the typology as well as in the scenarios because it is not part of the farmland.
Administrative boundaries are available on sub-location level from Kenya National Bureau of 
Statistics (KNBS), formerly Central Bureau of Statistics (CBS) (provided with supplement information 
by BIOTA-E02; cf. Fig. 1.2). Towards the forest, they were manually adjusted in order to fit to the 
visually interpreted extent of the farmland. Offsets are mostly minor and therefore do not strongly 
influence population statistics (see below). Larger offsets were though observed in the cases of Shiru, 
Makuchi, and Ikuywa sub-locations. Through the adjustments, the size of these sub-locations increased 
noticeably. It is assumed that the resultantly smaller relative values for population densities are more 
realistic than those values obtained with the original, smaller reference sizes.
Data on population are available on sub-location level also from KNBS. From 1969 onwards national 
census surveys were conducted in a decade cycle. At the time of conducting this research, 1999 census 
results presented the most recent source available. The population data were extrapolated for 2000 to 
2020 (Mitchell et al., 2009) using the Spectrum software (Stover & Kirmeyer, 2008). Input parameters 
used here include male and female population by age, the total fertility rate, as well as male and female 
life expectancy, which were available per district. For calculating population densities, the adjusted 
administrative boundaries (see above) were used as reference geometry.
A digital elevation model (DEM) with a raster width of 10 m is available, which was generated from 
contour lines of the topographic maps mentioned above (Herz, 2004). In addition to the height 
information, slope and aspect were calculated using ArcGIS Spatial Analyst. These data were used 
during pre-processing, for the image classification, and for the farmland typology. For illustration 
purposes, hill shading was generated (cf. Fig. 1.2).
For large parts of four test sites a set of in total eleven cadastral maps are available in form of diazo 
copies (for location see Fig. 1.2). The map sheets show gazetted farm boundaries at a scale of approx.  
1 : 2,500. Maps date from 1973/74 but were partially updated until 2005. They were scanned, 
georeferenced to the QuickBird imagery, and digitised. This information helped to understand the 
partitioning of the farmland and was used in order to derive relationships between classified houses, 
visually interpreted houses, farms, households, and population statistics as required for the scenarios 
(cf. Ch. 9.2.1).
Other vector data sets on roads, markets, and schools were derived from the QuickBird imagery and 
cross-checked with the mosaic of topographic maps. Larger roads were visually interpreted from the 
QuickBird imagery and divided into four classes of importance (Fig. 1.2). During digitization as well as 
class assignments the result of the OBIA classification was used here as a guideline. Additionally, roads 
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as shown in the topographic maps were included for approx. 1.5 km beyond the QuickBird extent in 
order to avoid edge effects in the road density calculation (ch. 8.2.1). Schools and markets were also 
visually interpreted from the QuickBird imagery. School buildings are typically lengthy and are often 
arranged in a U-shape; schoolyards are characterised by unusually large areas of grassland. Markets 
mainly occur next to roads and are characterised by a composition of lined-up houses, often also 
following a U-shape.
2.2 Reference data collection: ground truthing
2.2.1 About ground truthing 
Remote sensing is rarely applied without any sort of reference data (Lillesand et al., 2008). When no 
sufficient reference data are available, a field trip to the area under investigation is advisable where 
information about the objects visible on the imagery is collected. During such a field check, observations 
about image objects, areas, or phenomena are located with the help of a Global Positioning System 
(GPS) receiver (ibid.) or a map. This information is used to confirm assumptions made by the image 
analyst and as a basis for identifying relations that are otherwise not obvious (Campbell & Browder, 
1995). Besides, these data are commonly applied in accuracy assessment (Congalton & Green, 1999; 
Jensen, 2005; cf. ch. 7.2).
For the above discussed practice ‘ground truthing’ (referring to the activity) and ‘ground truth’ 
(referring to the data) are established terms in the remote sensing community (cf. e.g. Biggs et al., 2006; 
Baldenhofer, 2007). However, the term is misleading and not uniformly defined in literature (cf. Lübker 
& Schaab, 2008a, on which this section draws). Lillesand et al. (2008) point out that observations 
are not necessarily limited to the ground and that truth can only be approximated (cf. also Jensen, 
2005). Suggested substitutions are the rather lengthy yet accurate term ‘in situ ground reference data’ 
(Jensen, 2005), the term ‘in-situ data’ (Barrett & Curtis, 1999), that does not differentiate from field 
measurements, and the broad term ‘reference data’ (Lillesand et al., 2008) not excluding other sources of 
reference. It was here decided to use the term ‘ground truthing’ despite it being inaccurate and to define it 
as the process of collecting in-situ reference data in order to aid the analysis of remotely sensed imagery. 
Although the collection of ground truth information is of great importance for the interpretation of 
remotely sensed data, it remains one of the least systemized aspects of the field and is often neglected or 
only briefly described in publications (Campbell & Browder, 1995). This chapter does not presents new 
principles either, but discusses the planning and conducting of the ground truthing carried out for the 
acquired QuickBird imagery in a structured manner. The ground truthing was necessary, because no 
adequately detailed maps on the farmland had been available. 
2.2.2 Planning and conduction of the ground truthing
Planning of the ground truthing
Before conducting a ground truthing, thorough planning is essential (cf. Lübker & Schaab, 2008a, on 
which this section draws). As a fundamental step, the sampling design has to be considered in order 
to ensure an objective and complete data acquisition. In case ground truth data are used for assessing 
classification accuracy, a statistically independent distribution of the samples needs to be assured 
(Congalton & Green, 1999). For large areas under investigation that are difficult to visit, however, more 
pragmatically criteria are chosen such as accessibility by car (Thenkabail, 1999). 
Since for the work presented ground truth information was mainly used to aid the interpretation and 
analysis of the satellite imagery, several test sites were chosen based on the following criteria (Tab. 2.2, 
top): distance to forest, population density, terrain, farm sizes, dominant land use, structural elements, 
alignment of farms, geology, and agro-ecological zones. The test sites were selected such that they 
cover the heterogeneity of the area under investigation, are spatially well distributed, and cover farms 
that had already cooperated with the BIOTA project. A total of 12 test sites were selected (Fig. 1.2) 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































192.2 Reference data collection: ground truthing
and assigned a priority ranging from ‘obligatory’ (5) via ‘desired’ (2) to ‘mandatory’ (5). Their size was 
chosen to be approx. 2 km² with a rectangular shape8, together covering 5.3 % of the agricultural land 
(24.5 out of 465.7 km²).
Six sites are found at the edge of the forest, also counting test site Malava which is close to the fragment 
of Malava Forest, two more sites are in close vicinity to the forest while four are situated at least 3 km 
away from the forest. Five test sites encounter rough or very rough terrain whereas three are rather 
flat. Internally, the sites are structured to different degrees; the test site covering parts of Kambiri Hill 
exhibits the highest internal terrain diversity. Seven sites are located in the northern part, dominated 
by granites and granodiorites and sugarcane being the main cash crop, five are located in the southern 
part, mainly dominated by mudstones and claystones and tea being the main cash crop. Different shares 
of land are under cultivation of maize (and beans) or left fallow, some sites exhibit larger tree lots or 
cover parts of forest. Structural elements found include larger and smaller roads, rivers, hedges, riverine 
vegetation, rocks, and hills.
Since it was not envisaged to record the complete extent of the test sites during ground truthing, a total 
of 411 locations were marked using a GIS and serving as starting point for the in-situ data collection. 
Places were selected that seemed interesting, unclear, characteristic for the area, or suitable for the use 
as reference area for a specific LULC type. Most locations were marked in priority areas while fewest 
locations were marked in Kambiri Hill test site (Tab. 2.2, middle), because it is not very heterogeneous 
and one-sixth is covered by the hill. The markings were for guidance purpose only and were therefore 
not all examined during ground truthing.
For the digital in-situ data collection a Colibri X6 tablet PC and a Garmin eTrex GPS receiver were 
available. As a non-digital backup, basic A3 satellite maps with a scale of 1 : 5,000 were colour printed 
for all twelve test sites. As part of the planning, an ArcMap document was prepared, integrating the 
Figure 2.2: A scene from ground 
truthing activities in Virhembe test 
site showing field assistant Noah 
Induku with a satellite map (right) 
and the author with the tablet PC 
(left). (Photo: G. Schaab)
8 The exact extent is 1,563 m × 1,277.4 m. Like this, a test site can be printed on an A3 sheet at a scale of 1 : 5,000 and 
can be displayed on a screen with a resolution of 1,600 × 1,200 pixels at a scale where two image pixels (1.2 m) equal to 
one screen pixel. The test sites Shirakalu and Savane were slightly extended to approx. 2.25 km² in order to better cover 
farms with already established project cooperation.
satellite imagery, the pre-marked locations, the extents of the 
test sites and the cooperating farms, the topographic map, the 
DEM, a basic road network, and one point, line, and polygon 
layer each for both, parcel related classes as well as structural 
elements to be sampled.
Conduction of the ground truthing
The ground truthing was conducted during three weeks in 
October 2007 (Fig. 2.2; for more details see Lübker & Schaab, 
2008a, on which this section draws). The support given by a field 
assistant grown up in the region was essential for the success 
of the ground truthing. He interpreted the commonly spoken 
languages Luhya and Kiswahili, helped to establish a trustful 
basis for interviewing local farmers, possesses a good knowledge 
of the farming systems in the area under investigation, and his 
good sense of orientation helped to quickly find the desired 
locations in the field.
Concerning the use of equipment, it soon turned out that a 
simultaneous use of tablet PC, GPS device, and satellite map 
strongly limited the attention towards the interviewed farmer 
and the landscape. It was therefore decided to first note down 
observations manually and to transfer the results to the tablet PC 
directly after one or two interviews. The satellite maps proved 
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to be very helpful for orientation, motivation of the farmers, as a basis for notes, and in order to avoid 
suspicion of farmers towards technical equipment. The fact that at the time of ground truthing the 
imagery was already two and a half years old made it necessary to reconstruct the situation on the farm 
at that time. Fortunately, farmers were generally able to precisely remember previous farmland uses. 
During the interviews it was important to judge whether an answer was credible or just given out of 
alleged politeness. 
The locations marked during the planning stage presented a good starting point, especially at the 
beginning of the ground truthing. However, based on knowledge gained in other areas some of 
them could be reliably identified without visiting them. Instead, the planning was adjusted by newly 
examining the satellite map the evening before visiting a test site.
2.2.3 Results of the ground truthing and lessons learnt
During the three weeks of ground truthing, a total of 636 observations were recorded, digitized, 
and geocoded – 389 regarding LULC, 224 regarding structural elements, and 23 further comments, 
e.g. regarding water points (Tab. 2.2, bottom; cf. Lübker & Schaab, 2008a, on which this section 
draws). While observations on LULC were mainly recorded as point data, structural information was 
approximately recorded half and half as point and line information. In contrast to what had been 
expected initially, it was not necessary to record polygons. Generally, more recordings were made in 
areas labelled ‘obligatory’ (71 on average) compared to others (40 on average), because fewer novel 
observations were made towards the end of the ground truthing. Other reasons for differences in 
number of observations are due to more detailed answers at already cooperating farms, the pronounced 
knowledge of the field assistant about his home village (Buyangu), accessibility, and different degrees of 
heterogeneity.
Ground truthing Visual image interpretation Object-based classication
forest patch forest forest
maize; maize and beans maize (and beans) D maize (and beans)
sugarcane (young/old) sugarcane D sugarcane
tea (young/old) tea; tea zone D tea
napier grass napier grass
sweet potato sweet potato
grass; grazing unit fallow/grassland, by the river
fallow fallow and grassland
fallow/grassland, next to road
bare soil bare soil C bare soil
burnt area D burnt area
vegetables
banana plant
passion fruit tree; avocado tree;
   mango tree; pineapple;
   ground nuts; coee
tree lot
group or line of trees
single tree single tree
hedge hedge or line of trees
bush; shrub shrub
tarmac road A tarmac road
path or track dirt road A dirt road
house; hut house; hut A house
homestead homestead C homestead
river river A river
sh pond sh pond D sh pond
rock rock C
shadows (3x) (B)
other other; unknown unclassied
vegetables C
trees (and shadows)
tree and shrub vegetation     
sparse shrub vegetation (D)
other crops









no neighbour to the right: 
class has been omitted
no neighbour to the left: class 
has been newly introduced
curly brackets indicate a 
merging (closing bracket) or a 
splitting (opening bracket) of 
classes
dierent naming of classes 
indicate slightly dierent class 
denitions
superscript letters (A-D) 
indicate the class group used 
during parameter 






Table 2.3: LULC classes determined during ground truthing (left), visual image interpretation (middle), 
 and object-based classification (right). (Source: Table 1 in Lübker & Schaab, 2009, modified and extended)
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Out of the 411 locations marked during the planning stage, 59% were actually visited, 33% could 
be concluded from knowledge gained in other areas while only 8% could not be checked (Tab. 2.2, 
middle; last two values not shown), e.g. because no contact person was encountered, the current farmer 
had only recently moved in, the location was not reachable, or due to farmers being drunk. The 393 
additional observations resulted from repeated examinations of the satellite maps or spontaneously in 
the field.
As LULC numerous examples for sugarcane, tea, maize, maize and beans, napier grass, banana plants, 
fallow, grass, grazing unit, vegetables, sweet potatoes, and fish ponds could be observed. For sugarcane 
and tea parcels, a rough estimate of the growing stage (young/old) was noted where possible. Fewer 
observations could be made on special kinds of mixed cultivations, passion fruit trees, avocado trees, 
mango trees, pineapples, ground nuts, and coffee. As structural elements a large number of hedges, 
groups or lines of trees, houses, huts, and rocks were observed, for single trees, tree lots, bushes, shrubs, 
bare soil, and forest patches fewer examples were recorded. Homestead areas were only seldomly 
recorded since they can easily be derived from the imagery; the same applies for roads, paths, tracks, 
and rivers. See Table 2.3, left for an overview. 
A detailed planning and a systematic conducting of the ground truthing resulted in a solid data set 
serving as a reference to the classification of the satellite imagery. By visiting about one hundred 
farms, walking approx. 70 km on foot and driving 800 km by car, a sound knowledge of the farmland 
surrounding Kakamega Forest and its structure was gained. With this knowledge, image objects and 
structural elements can be interpreted reliably.
2.3 Reference data creation: visual image interpretation
2.3.1 About visual image interpretation
Visual image interpretation, also visual interpretation, image interpretation, or photointerpretation 
(Richards & Jia, 2006), as opposed to automatic or computer-based interpretation, is carried out 
directly by a human image analyst based on his cognitive abilities. Image interpretation is practiced 
when one can identify what is seen on an image and communicates this information to others (Lillesand 
et al., 2008). It aims at retrieving information and knowledge from imagery based on the appearance 
of the observed objects and phenomena which can be detected within the imagery (Bollmann & Koch, 
2001/2002). The analyst hereby identifies objects based on their graphical characteristics regarding 
variations in size, value, texture, colour, orientation, and shape as specified by Bertin (1967) in his work 
on the semiology of graphics as well as contextual information. 
The success of interpreting an image depends on the experience of the analyst as well as his context-
based knowledge (Bollmann & Koch, 2001/2002), i.e. how well he knows the area under investigation. 
The visual image interpretation carried out as part of this thesis is therefore strongly influenced by the 
knowledge gained from the ground thruthing (cf. ch. 2.2). Image interpretation was carried out in order 
to obtain two-dimensional reference data completely covering an area rather than exemplary as in the 
case of the ground truth data. Results are used for the optimization of segmentation parameters (ch. 4), 
for the selection of relevant features (ch. 5), and as part of accuracy assessment (ch. 7.2).
2.3.2	Conduction	of	the	visual	image	interpretation	of	five	focus	test	sites
From the twelve test sites, five were selected as focus test sites and visually interpreted: Lubao Market, 
Virhembe, Shirakalu, and Savane as areas with project cooperation and Buyangu as an additional site in 
order to include a site that is completely covered by the eastern image swath, too (Fig. 1.2). This reduced 
number of sites was still adequate for the subsequent parameter optimization and feature selection and 
became necessary due to the large amount of time needed for the visual interpretation, i.e. almost two 
working weeks per test site.
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For conducting the visual interpretation, an ArcGIS map document was prepared showing the pan-
sharpened QuickBird imagery with the band combinations 4-3-2 and 1-2-3 as well as the vegetation 
index SAVI. As resampling method ‘cubic convolution’ was chosen in order to visually smooth otherwise 
appearing jagged edges. Histogram stretching was chosen in a way that image objects visually separate 
as well as possible and kept constant for all focus test sites during all times.
A scale of 1 : 1,000 was chosen for image interpretation at which about 25 cm are represented by one 
screen pixel. At such a fine scale positional inaccuracies caused by digitalization can be minimized 
to very few pixels. This high level of detail is necessary in order to obtain meaningful results when 
comparing different segmentation results as well as when determining representative characteristics for 
a LULC class. Nevertheless, a minimum mapping unit of 20 to 25 m² was applied for all classes except 
houses, roads, and rivers to keep the work load still feasible. Shadows of groups of trees, single trees, 
lines of trees, shrubs, and hedges were allotted to the according vegetation class, because an individual 
delineation would have been far too time-consuming9. Shadows of houses, typically not wider than one 
or two pixels, were used for positioning the delineation line or allotted to the neighbouring class.
It turned out to be practical to follow a certain order of digitizing the visually interpreted objects. First, 
easily identifiable and delimitable objects such as houses, roads, rivers, and forest were delineated, 
followed by tree and shrub vegetation often to be delineated as very large and continues objects with 
irregular shapes. Lastly, parcels and homestead areas were delineated. Here, most segments often 
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as ‘unknown’ + ’other’ 
0 + 19 0 + 4 2 + 2 0 + 7 2 + 3 
no. of houses / huts 759 552 748 714 531 
houses per hectare 











sugarcane [%]  14.0 % 6.2 % 0.0 % 0.3 % 22.3 % 
tea [%]  0.0 % 0.0 % 8.1 % 1.7 % 0.0 % 
maize (and beans) [%] 22.9 % 28.9 % 20.7 % 31.7 % 14.9 % 
fallow and grassland [%] 27.2 % 37.6 % 17.5 % 23.0 % 19.9 % 
tree and shrub 
vegetation [%] 1 
15.4 % 15.8 % 19.2 % 28.1 % 13.7 % 
0 size (and stdv.) of  
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Note: Land use proportions are calculated based on the area covered by non-forest.
1) Classes considered: trees (and shadows), single tree, hedge or line of trees, shrub.
2) Classes considered: napier grass, sweet potatoe, other crop, vegetables.
circle sizes are 
proportional to 




9 Another reason for choosing this approach was the fact that the viewing geometry of the satellite sensor in combination 
with the illumination geometry makes a planimetric delineation of trees very difficult.
Table 2.4: Statistics on visual image interpretation results for the five focus test sites regarding polygons 
created, unclassified objects, houses, main land use proportions, and mean parcel sizes.
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2.3.3 Results of the visual image interpretation and their analysis
Objects of 27 different LULC classes could be visually interpreted based on the QuickBird imagery as 
well as information and knowledge about the area gained during ground truthing. This means that 
not all classes sampled during ground truthing could be successfully identified or separated (Tab. 2.3, 
middle). Concerning cultivations, distinctions on the phenological stage of sugarcane and tea parcels 
were not easily possible. Banana plants – often found near the homestead loosely planted together 
with vegetables – were not clearly separable. A clear distinction between fallow, grass, and grazing unit 
was not possible. And fruit trees as well as groundnuts and coffee could not be identified. From the 
aggregated ‘fallow and grassland’ class two further subclasses could however be distinguished: ‘fallow 
and grassland in close vicinity to rivers and ditches’, and ‘fallow and grassland next to roads’. These 
two types of ‘fallow and grassland’ are not suited for agricultural use and should therefore be handled 
separately.
The five focus test sites amount to 1,052.2 ha, of which 64.0 ha are covered by forest (Tab. 2.4, left). 
During the visual image interpretation a total of 16,409 objects were digitized and manually classified. 
Only 4 objects (0.02%) could not be confidently identified; in 35 further cases (0.21%), mainly areas 
with strong reflections or construction sites, the class ‘other’ had to be assigned. House densities vary 
amongst the focus test sites ranging from 2.45 (Shirakalu) to 4.66 (Virhembe) houses per hectare; in 
other words: for an average house, depending on the location, between 0.21 ha and 0.41 ha of land are 
available. This figure is however not identical to the land available per household (ch. 1.3.5), because a 
household may consist of more that one house (cf. also Fig. 9.2). Land use proportions vary amongst 
the areas (Tab. 2.4, right). Sugarcane is cultivated most extensively in Buyangu (22.3% of the non-forest 
area) followed by Lubao Market (14.0%) and Shirakalu (6.2%). Land cultivated with tea is found only in 
the southern test sites and shares are relatively small with 8.1% in Virhembe and only 1.7% in Savane. 
Cultivations of maize (and beans) are the most common land cover in Savane (31.7%) and Virhembe 
(20.7%), the highest share of land under fallow or used as grassland can be found in Shirakalu (37.6%). 
The impression gained during ground truthing that the farmland is generally very ‘green’ could be 
confirmed by the visual interpretation: ‘tree and shrub vegetation’ contributes between 13.7% (Buyangu) 
and 28.1% (Savane) to the total land cover. Other land use is highest in Lubao Market, here the shares 
of land used as homestead as well as for houses and roads (together 14.0%) is larger than in other areas.
Parcel sizes considerably vary not only with the type of cultivation, but also from one test site to another 
plus within the each test site, the latter indicated by high standard deviations (Tab. 2.4, left). In general, 
parcels cultivated with cash crops are largest (between 0.147 ha in Virhembe and 0.271 ha in Shirakalu), 
whereas tea parcels are generally smaller than sugarcane parcels. Maize parcels are often even smaller 
(between 0.103 ha and 0.189 ha), while parcels planted with napier grass, sweet potatoes, other crops, 
or vegetables are smallest (between 0.038 ha and 0.049 ha).
Two subsets of the interpretation result for Buyangu (top) and Savane (bottom) areas are visualized in 
Figure 2.3 (for the colour coding used see ch. 7.1). In line with figures given in Table 2.4, the Buyangu 
subset has a large share of sugarcane, followed by ‘fallow and grassland’ as well as ‘maize (and beans)’ 
while Savane is covered by more ‘tree and shrub vegetation’ and a larger share of land cultivated by 
‘maize (and beans)’. The shape and orientation of parcels and thus also of farms is highly effected by 
terrain, rivers, and roads, with the latter two often being a result of or influenced by the former. Many 
farms are oriented perpendicular to roads and rivers/ditches, e.g. between the two roads leading 
northwards in the central part of Buyangu subset and between the two roads and the small ditch 
between them that is not easily visible in the imagery in the eastern part of Savane subset. Others cause 
radial structures with a hill top being the centre of the circle or a segment of a circle, e.g. in the centre 
towards the north and east of Buyangu subset and in the south western part of Savane subset. Houses 
and homesteads are predominantly found towards roads (and) along ridges.
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Figure 2.3: Results of the visual image interpretation (right) for two subsets of the focus test sites Buyangu 
(top) and Savane (bottom); QuickBird imagery of the same extent (left); subsets centres of interpretation 
results are magnified.
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Short summary
  As pre-processing steps for the 717.12 km² of QuickBird imagery, effects of atmospheric 
conditions and the terrain were corrected, the image swaths were mosaiced to a coherent 
image, and a pan-sharpening procedure was applied. OBIA applications can benefit from such 
a thorough pre-processing.
  A systematically planned field trip was realised in order to collect in-situ ground truth data. 
In twelve carefully chosen test sites, a total of 636 observations – 389 regarding LULC, 224 
regarding structural elements, and 23 further comments – were recorded with the help of a 
local field assistant and using satellite maps, a GPS device, and a tablet PC. 
  Based on the knowledge gained and data collected during ground truthing, five focus test sites 
were visually interpreted at a scale of 1 : 1,000 in order to obtain two-dimensional reference 
data that cover parts of the area under investigation without gaps (1,052.2 ha). A total of 
16,409 objects of 27 different LULC classes could be interpreted providing information on 
land use proportions, parcel sizes, and house densities within the Kakamega Forest area. 
  Results of the visual image interpretation provide valuable reference for the optimization of 
segmentation parameters (ch. 4), for the selection of relevant features (ch. 5), for comparison 
with the classification results (ch. 7.1), and as part of accuracy assessment (ch. 7.2). Also, 
experiences gained during image interpretation were used for rule set development (ch. 6).
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3.	Object-based	image	analysis	(OBIA)
3.1 Introduction to OBIA
3.1.1 OBIA basics
Some of the basic concepts behind OBIA, such as segmentation, edge detection, feature extraction, 
and context-based classification, have already been used in remote sensing for decades (Blaschke, 
2010). However, the breakthrough of the object-paradigm shortly after the turn of the millennium is 
related to two important developments: the availability of VHSR satellite imagery and the availability 
of commercial off-the-shelf OBIA software (Castilla & Hay, 2008; Blaschke, 2010). On the one hand, it 
became much easier to realise OBIA studies with the release of eCognition in late 2000 (cf. ch. 3.1.4). 
On the other hand, the high spatial resolution of imagery obtained from Ikonos (launched in 1999 / on 
the market since 2000, GSD: 1 m pan and 4 m MS) and QuickBird (2001/2002, 0.6 m/2.4 m) led to a 
change of the pixel-object relation that caused this shift in paradigm. 
While on images with a lower spatial resolution (e.g. Landsat TM, GSD: 30 m MS) an individual pixel 
may represent multiple objects (of the same or different classes), on VHSR images an object is usually 
represented by multiple pixels. On low resolution imagery objects or classes like ‘urban area’ and ‘mixed 
forest’ can be identified, while on VHSR imagery they appear as individual (differently illuminated) 
roofs and shadows of buildings or individual trees (of different species) respectively (Fig. 3.1, left). 
With higher spatial resolution, the problem of mixed pixels (cf. Buchroithner, 1989; Lillesand et al., 
2008) is reduced, whereas the variability of pixel values within a class is increased (Marpu, 2009) as 
can be observed by comparing according histograms (Fig. 3.1, right). Thus, the pure statistical analysis 
of spectral characteristics of individual pixels, as the basic concept of pixel-based classification, is no 
longer appropriate and instead, object-based image analysis is often more reasonable (Blaschke & 
Strobl, 2001; Nussbaum & Menz, 2008a).
OBIA is a two-step procedure (Hay & Castilla, 2008) in which homogeneous image regions are merged 
into meaningful objects or segments (Baatz & Schäpe, 2000) in the first step (cf. ch. 3.2.1). The concept 
assumes that neighbouring pixels are more likely to represent the same class as farther apart pixels 
(Jeon & Landgrebe, 1992) – i.e. that spatial autocorrelation (cf. also ch. 4.3) is given at the pixel level. 
Figure 3.1: Mixed forest at a spatial 
resolution of 0.6 m (a, QuickBird) 
and 30 m (b, resolution of Landsat, 
synthetically resampled) and according 
histograms (right).
Building upon the concept of fuzzy logic and using context 
information as well as multiple scale representation (cf. ch. 
3.1.2) in conjunction with the manifold features or object 
characteristics available (cf. ch. 3.1.3), knowledge-driven 
rule sets are defined or sample-based techniques are used 
in the second step in order to classify an image (cf. ch. 3.2.2 
and 3.2.3). 
OBIA terminology
Different terms have been and are still used for what is 
referred to as OBIA here. Some terms like ‘segments-
based classification’ (Frauman & Wolff, 2005) are closely 
related to the segmentation process, while others are rather 
cumbersome, such as ‘multi-scale segmentation / object 
relationship modelling methodology’ (Burnett & Blaschke, 
2003). Hay initially suggested the term ‘object-specific 
analysis’ (Hay, 2002), but later suggested ‘geographic 
object-based image analysis’ in order to distinguish OBIA 
from non geo-related disciplines such as biomedical image 
analysis and computer vision (Hay & Castilla, 2008). 
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widely accepted term (Blaschke, 2010) and it is used here, not least because it is the title of the first 
comprehensive book in this field (Blaschke et al., 2008).
Formal categorization of OBIA
In literature, there is a strong divergence on how to categorize OBIA. While Hay & Castilla (2008) 
consider OBIA a scientific sub-discipline of GIscience, Lillesand et al. (2008) see OBIA as a remote 
sensing classification procedure only. More commonly, OBIA is referred to as a technology (e.g. 
Nobrega et al., 2008). However, when considering OBIA a technology, is it part of GIS (cf. Hay & 
Castilla, 2008) or remote sensing (cf. Lillesand et al., 2008)? To the author’s opinion OBIA should, at 
its current stage of advancement, be considered a technology rather than a new sub-discipline, even if 
it has a strong potential to bridge remote sensing and geoinformatics (Blaschke & Strobl, 2001; Benz 
et al., 2004). Although OBIA overlaps and intercorrelates with GIS, it should be considered part of 
remote sensing, because it deals with the analysis of remotely sensed imagery (Fig. 3.2). Also, it should 
be regarded as more than an innovative classification procedure, because it presents a shift in paradigm 
(Blaschke, 2010; Castilla & Hay, 2008).
3.1.2 Advantages and particularities of OBIA 
It is widely accepted that OBIA has advantages over pixel-based classification approaches (Blaschke & 
Strobl, 2001; Benz et al., 2004; Hay & Castilla, 2008) wherefore OBIA has recently become very popular 
(Gamanya et al., 2009). Many of the advantages associated can be ascribed to the fact that OBIA is 
closer to the way humans interpret images (Lillesand et al., 2008; Hay & Castilla, 2008). Both make 
use of the graphical variables (cf. ch. 2.3.1) as well as contextual information and take place at multiple 
scales simultaneously (ibid.). Besides the availability of features that are unique to image objects (Hay 
& Castilla, 2008; cf. ch. 3.1.3), an often mentioned advantage of OBIA is the prevention of the so-called 
salt-and-pepper effect (Yu et al., 2006; Gao, 2008; Tzotsos et al., 2008). By using contiguous image 
regions as the basic unit for classification, such individual or small groups of pixels are integrated into 
neighbouring objects and thus noise is reduced or avoided. Also, image objects exhibit a significantly 
higher signal-to-noise ratio than individual pixels (Niemeyer, 2009). Results of OBIA classifications are 
thus often visually more appealing. Other selected advantages of OBIA over pixel-based classifiers are 
discussed in the following.
Context information in OBIA
Context information in OBIA refers to an object’s relation to neighbouring objects, more precisely 
to the classes assigned to these objects (Hese, 2007). Neighbourhood relations are expressed by so-
called class-related features (cf. ch. 3.1.3) and they are also referred to as local context in contrast to 
global context that describes external conditions affecting an image such as time, sensor and location 
(Benz et al., 2004). The ability to incorporate context information into a classification is considered 
an important advantage of OBIA (Förster, 2008). This is not least because it is a key feature of visual 
image interpretation and it is usually consciously or subconsciously present in human perception 
    Figure 3.2: 
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(Benz et al., 2004). By using context information 
it is possible to formulate classification rules such 
as that a homestead area needs to be adjacent to 
a house object. Of course, as a prerequisite, house 
objects need to be identified at an earlier stage 
of the classification. Likewise, towards the end 
of a classification, shadow objects can be further 
differentiated as shadows of houses or tree and 
shrub vegetation, depending on the context they 
occur in.
Hierarchy and multiple scale representation 
in OBIA
In remotely sensed images, different types of objects 
exhibit different sizes (Marpu, 2009), e.g. houses are 
smaller than land parcels. A successful classification 
should therefore be carried out at different 
resolutions or scales (Hese, 2007). Furthermore, 
in a hierarchical network of multiple object levels, 
relations between individual levels can be utilized to 
identify objects (Niemeyer, 2009; but cf. ch. 10.1.3). 
Multiple object levels are created by segmenting an 
image using different scale parameters (cf. ch. 3.2.1) 
where smaller segments are represented at a lower 
level and larger objects at an upper level. In case an 
upper level is created based on the segmentation 
result of a lower level, segment boundaries of the 
lower level are inherited to the upper level, i.e. 
objects are only dissolved (Lang, 2008). In such 
a strictly hierarchically organised network, image 
objects obtain characteristics that relate to sub- and 
super-objects of other segmentation levels (Benz et 
al., 2004; cf. ch. 3.1.3). 
The application of fuzzy logic in OBIA
Based on the theory of fuzzy sets (Zadeh, 1965), 
imperfect information and vague statements 
(such as ‘rather dry’, ‘really tall’) can be expressed 
mathematically (Witte, 2002). In fuzzy sets, 
the crisp Boolean statements ‘true’ or ‘false’ are 
replaced by defining degrees of membership using a 
continuous interval of 0 (‘false’) and 1 (‘true’) (Benz 
et al., 2004). In a fuzzy system, three main steps 
are applied: a) input variables are transformed into 
fuzzy sets via ‘fuzzification’, b) resulting fuzzy sets 
can be combined using fuzzy logic operations and 
c) transformed back into the common system via 
‘defuzzification’ (ibid.). In OBIA classification, fuzzy 
logic can be utilized to account for uncertainty in 
sensor measurements, to permit vague or linguistic 
class descriptions, and for class mixtures that result 
from a limited sensor resolution (ibid.). 
Figure 3.3: Example of the fuzzification of input 
variables via membership functions (top), the 
combinations of fuzzy sets via logical operations 
(middle), and defuzzification (bottom).
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feature: stdv_ms1  
Fuzzication via membership functions
Combination of fuzzy sets via logical operations
Defuzzycation for Boolean class assignment
i) certainly class house:
 and(min) a




  and(min) c
   not a
iii) maybe class house, maybe not:
  not a
 and(min) not b
  not c
object with ratio3_ms1 = 0.300 and stdv_ms1 = 120
 i) membership value = 1
 ii) membership value = 0 or (0 and 0) = 0
 iii) membership value = 0 and 1 and 1 = 0
  => a house
object with ratio3_ms1 = 0.130 and stdv_ms1 = 150
 i) membership value = 0
 ii) membership value = 0.5 or (0 and 1) = 0.5
 iii) membership value = 1 and 0.5 and 1 = 0.5
  => no clear result (object remains unclassied)
object with ratio3_ms1 = 0.225 and stdv_ms1 = 12
 i) membership value = 0.15
 ii) membership value = 0 or (1 and 0.85) = 0.85
 iii) membership value = 0.85 and 1 and 0 = 0
  => not a house
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In eCognition, fuzzy or soft classifiers (Foody, 2002) are an integral part of the classification process. 
Fuzzification is performed by defining a class membership function in the ‘membership function’ 
dialogue box in which twelve pre-defined function graphs are available (Definiens, 2009b). Figure 3.3 
(top) exemplifies the definition of possible membership functions for the class house using the two most 
commonly used function types ‘larger than’ and ‘smaller than’. For combining fuzzy sets, elementary 
operators like ‘and’, ‘or’ and ‘not’ can be used (Leukert, 2005). In eCognition, membership functions 
are combined in the ‘class description’ dialogue box where membership functions and operators can 
be arranged hierarchically and moved using drag and drop functionality (Definiens, 2009b). In this 
way LULC classes of different complexity can be defined (Fig. 3.3, middle). However, fuzzy results are 
transformed back into the common, crisp system via ‘defuzzification’ (Witte, 2002) when map-like 
results of LULC classifications are desired (Benz et al., 2004) by evaluating the degree of membership to 
a class (Fig. 3.3, bottom). In eCognition, the ‘classified as’ feature can be used to evaluate crisp results of 
a fuzzy classifications (cf. ch. 3.1.3). 
3.1.3 The role of features in OBIA
Image objects that result from the segmentation step hold certain characteristics or properties, 
frequently referred to as features (Richards & Jia, 2006). These features play an important role 
in OBIA and, amongst others, describe spectral, geometry and texture characteristics as well as 
relations to classifications carried out beforehand. Besides, customized features that combine existing 
characteristics in a new manner can be defined. In total, 145 object features and 19 class-related features 
are available in eCognition (version 8; cf. ch. 3.1.4) by default, many of which can be applied to either 
any layer or class available (for a complete list and more detailed information see Definiens, 2009a). 
Through customization, an nearly infinite number of features can be derived.
Spectral features
Spectral characteristics are important for any optical remote sensing image analysis, regardless the 
methodology or technology used, because they represent the most fundamental information obtained 
by the sensor. Common pixel-based classifiers use grey values of individual pixels in one or more image 
bands for class assignment. In OBIA, segments consist of multiple pixels and thus more options are 
available for analysing spectral characteristics (Blaschke, 2010). 
Besides the objects’ spectral mean value, the standard deviation and skewness of the grey value 
distribution, i.e. the first three statistical moments (Definiens, 2009a), other pixel-based characteristics 
can be analysed such as ratios (cf. below), the minimum or maximum grey value, the components of the 
intensity-hue-saturation transform (IHS, also HIS), the contrast to neighbouring pixels in a bounding 
box of a given distance (e.g. 3 or 10 pixels) or the mean value of the inner and outer segment border.
Since objects created by means of OBIA are topologically connected, relations to the spectral values 
of neighbouring image objects can be analysed. Features available include the mean difference to 
neighbour objects in a given distance (where 0 represents direct neighbours), the mean difference to 
darker or brighter neighbour objects, and the relative border to brighter neighbours. In hierarchical 
segmentations, spectral relations to super-objects (of a given level distance) can be analysed such as 
the difference of the mean layer intensity values or the difference of the standard deviations. Moreover, 
features that describe relations to the pixel values of the entire scene exist.
Geometry or shape features
Geometry or shape features, which are not available in pixel-based classifications, are considered an 
important advantage of OBIA (Gao & Mas, 2008), especially when combined with neighbourhood and 
topological relations (Blaschke, 2010). Together with texture, spatial characteristics are amongst the 
features most relevant for visual image interpretation (Lillesand et al., 2008). The use of geometry 
features is especially promising for classes that are associated to a certain shape (Definiens, 2009a).
Geometry features refer to an object’s extent or shape. An object’s extent is characterised by features 
such as area, border length, width, thickness or the ratios length to thickness and length to width. 
30 3. Object-based image analysis (OBIA)
An object’s shape is characterised by features like asymmetry, border index, compactness, density, 
main direction, rectangular fit, roundness, and shape index. Shape features can be rather abstract: 
e.g. roundness describes the similarity of an object to an ellipse determined as the difference of the 
enclosing and the enclosed ellipse, while the shape index describes the border smoothness of an object 
determined as the border length divided by four times the square root of the area (Definiens, 2009a).
In hierarchical segmentations, geometry features also describe relations to super-objects by e.g. 
comparing their area sizes and relative positions. Rather particular geometry features are calculated 
based on an object’s vectorised polygon or based on its skeleton.
Texture features
Texture is a surface property that is characterised by the patterns overlaying spectral surface properties 
and thus, it expresses the local variability of grey values (Buchroithner, 1989). Texture analysis has a 
long tradition in remote sensing (Tuceryan & Jain, 1998; Weng, 2010) and it is frequently applied in 
image classification, e.g. to distinguish between several types of crops (Ruiz et al., 2002), to identify 
intra-urban land cover types (Puissant et al., 2005) and to estimate residential population density 
(Liu et al., 2005). For field-based land cover classification of VHSR Synthetic Aperture Radar (SAR) 
imagery, the application of texture features has proven to be especially useful (Mahmoud et al., 2011). 
In OBIA, texture analysis is particularly practical, because texture measures can be derived directly per 
individual object. A disadvantage of texture features are long calculation times (Hese, 2007).
Different texture measures are derived from the grey level co-occurrence matrix (GLCM; also: grey 
tone spatial dependency matrix; Haralick et al., 1973). This matrix holds information on how often 
different combinations of grey values occur in a segment or an image, determined for a given direction 
of neighbourhood, e.g. vertical or horizontal (Hall-Beyer, 2007). Three groups of second order 
statistics can be derived from the GLCM (ibid.): contrast measures such as dissimilarity, homogeneity 
and contrast itself use weights related to the distance from the GLCM diagonal. Measures related 
to orderliness like angular second moment and entropy express how regularly the grey values are 
distributed within a segment or image. The third group calculates the descriptive statistics mean, 
standard deviation, and correlation from the GLCM. It should be noted that most measures within 
a given group strongly correlate (ibid.). In hierarchical segmentations, measures can be derived in 
eCognition that evaluate an object’s sub-objects based on their layer values and shape.10 
Class-related features
With class-related features it is possible to target the result of a classification carried out in a previous 
classification cycle. Using the ‘classified as’ feature it can be determined if an objects was assigned to 
a certain class, with the ‘membership of’ feature its degree of membership to a certain class can be 
assessed in compliance with the fuzzy logic approach (cf. ch. 3.1.2). Even more importantly, class-
related features describe relations to neighbour objects (direct neighbours or neighbours up to a 
given distance), e.g. the border or the relative border an object shares with objects of a certain class, 
the distance to objects of a certain class, and the number of neighbour objects of a certain class. In 
hierarchical segmentations additional features exist that describe relations to super- and sub-objects.
A great advantage of class-related features is their ability to formalize context-based constraints such 
as for identifying homestead areas and different types of shadows (ch. 3.1.2). Class-related features 
can also be employed in post-classification tasks (cf. ch. 10.1.5), e.g. when merging adjacent objects 
of the same class (generalization; cf. ch. 6.1.1). Besides the many advantages of class-related features 
they need to be employed with care. In classifications consisting of various cycles that use class-related 
features for class assignment, errors are propagated from one cycle to the other; the rule set can become 
complex and unclear which may lead to self-dependencies amongst class descriptions (Hese, 2007).
10 In eCognition, a performance optimized version of texture calculation is available for all Haralick texture features that is 
labelled ‘quick 8/11’ because it works for 8- or 11-bit data only (Definiens, 2009a).
313.1 Introduction to OBIA
Customized features
Customized features offer a great potential for the development of a sheer infinitive number of 
additional features (Hese, 2007). Features are defined by combining existing features based on 
arithmetical operations or relational functions.
Arithmetic customized features can be created using basic arithmetic operations and simple 
mathematical functions by means of which e.g. ratios of different image bands can be created. 
Such image ratios are commonly used in remote sensing classifications for reducing redundancy 
(Buchroithner, 1989). Ratios are also popular, because they allow counteracting undesired effects 
caused by varying illumination conditions (Swain & Davis, 1978) – apart from additive illumination 
effects such as in the case of haze (Lillesand et al., 2008). Through customization it is also possible 
to define special indices such as the Zabud1 criterion that takes into account the differences between 
particular bands by taking the square root of the sum of the squared differences of neighbouring image 
bands (Lewinski, 2006). The Zabud1 feature was found to be especially useful for urban classifications 
(Giuliarelli et al., 2007) but considered useful also for discriminating other land cover classes (Lewinski, 
2006).
Relational customized features refer to relations between neighbouring objects. Feature values of each 
objects of a particular class are compared to those of neighbouring objects of the same class in either 
the same or another level in the group hierarchy (Hese, 2007). Besides the class, the feature, and the 
hierarchy level, a relational function needs to be selected such as mean, standard deviation, ratio, sum, 
minimum, or maximum.
3.1.4 Implementation of the OBIA approach
A number of mainly stand-alone segmentation software solutions were developed around the turn of 
the millennium or earlier of which some support image classification (CAESAR, SPRING, InfoPACK) 
and others are segmentation-only products (Data Dissection Tools, Minimum Entropy Approach) (see 
Neubert, 2005, Tab. 4.3 for more details). More recently, other software solutions were developed as 
plug-ins or extensions to existing GIS and remote sensing software such as the Feature Analyst for 
ESRI ArcGIS (Opitz & Blundell, 2008), Feature Extraction for ENVI (Hölbling & Neubert, 2008), and 
Imagine Objective for ERDAS Imagine (Phan et al., 2009). However, with the release of eCognition in 
late 2000 (Flanders et al., 2003) the first general OBIA software was introduced to the market (Baatz 
& Schäpe, 2000; Benz et al., 2004) and continues to be the state-of-the-art software in the field. Over 
time, the software was owned and developed by different companies (Delphi2 Creative Technologies, 
Definiens, Trimble) and has changed its name from eCognition to Definiens Professional and back again 
to eCognition (Baatz & Schäpe, 2000; Hese, 2007)11. 
Working with eCognition
With the release of version 5, eCognition provides a modular programming language, the so-called 
Cognition Network Language (CNL) (Lang & Tiede, 2007). This artificial language essentially supports 
the building of OBIA workflows (Baatz et al., 2008), the development of complex image analysis 
algorithms (Niemeyer, 2009) and provides typical control structures such as looping and branching as 
well as the use of variables (Lang & Tiede, 2007; Baatz et al., 2008). 
The process tree is the central tool for developing rule sets. Here, individual processes – the elementary 
unit of any rule set – are arranged to formulate sequential image analysis routines (Niemeyer, 2009). 
Almost one hundred different algorithms are available in eCognition 8 (see Definiens, 2009a for a 
complete list) that include seven different segmentation algorithms (ch. 3.2.1) and four basic and 
seven advanced classification algorithms (e.g. assign class, hierarchical classification; find enclosed 
by class). Other algorithms refer to level operations, sample operations, thematic layer operation, 
variable operations, object reshaping, workspace automation, data export, and image layer operations. 
11 For simplicity, eCognition is used as the name of the software throughout this thesis. All object-based analysis conduced 
as part of this thesis was processed with eCognition version 8 (released in late 2009).
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The image object domain refers to the region of interest in which the algorithm is executed, e.g. the 
pixel level or an existing object level (Niemeyer, 2009). The scope of a process can be further limited by 
defining a threshold or can be restricted to a given class.
In the class hierarchy window classes are defined that are used during classification. Classes can be 
grouped hierarchically for a better overview and in order to inherit class attributes and each class is 
assigned to a name and colour (Definiens, 2009b). By double-clicking a class, the ‘class description’ 
dialogue box opens in which fuzzy membership functions can be defined (ch. 3.1.2).
The feature view is a powerful tool for the quick visualization of the numerous feature characteristics 
and their value ranges (Lang & Tiede, 2007). By double-clicking a feature, image objects are displayed 
in shades of grey based on the feature value they hold. The ‘update range’ bar can be used to visually 
test the effect of different threshold values applied to a feature (Hese, 2007). When testing a lower or an 
upper threshold value, affected objects are displayed in colour rather than grey scale.
Two more tools are available for obtaining information on object characteristics. In the image 
object information window, detailed information about an individually selected object is provided 
(Definiens, 2009b). Besides displaying the values for multiple features at once, information on class 
membership can be obtained and a class evaluation can be performed, e.g. showing which membership 
rule prevented an object from being assigned to a certain class. After assigning samples to a class, the 
sample editor can be used to plot histograms of the multivariate object space and the position of a 
selected object therein (Hese, 2007).
3.2	Segmentation	and	classification	in	OBIA
3.2.1 Segmentation methods 
Image segmentation has a long tradition in digital image processing that dates back to the 1970s with 
early studies presented by Brice and Fenema (1970) and Rosenfeld and Kak (1976) (Faugeras, 2004). 
A segmentation divides a scene into non-overlapping segments (Haralick & Shapiro, 1992) with the aim 
to derive meaningful image objects that may or may not match objects of the real world (Marpu, 2009). 
Image objects created by a segmentation algorithm are discrete regions that are internally coherent but 
different to surrounding objects (Castilla & Hay, 2008), i.e. they are characterised by inner-segment 
homogeneity and inter-segment heterogeneity (cf. ch. 4.3). 
Segmentation can be seen as an optimization process (Benz et al., 2004) that balances between over- 
and under-segmentation. Over-segmentation is present when segmented objects are smaller than the 
objects of interest requiring a merging of adjacent segments, under-segmentation is present when 
segmented objects are larger than the objects of interest so that objects cannot be derived properly 
(Castilla & Hay, 2008). Because it is easier to merge neighbouring objects after a first segmentation, 
under-segmentation is generally considered a more serious problem; a good segmentation result should 
possess little over-segmentation but no under-segmentation (ibid.). 
Categorization of segmentation methods
A number of different segmentation algorithms exist that can be categorized based on the basic concept 
behind them (Schiewe, 2002; Neubert, 2005; Marpu, 2009; source for this paragraph if not stated 
otherwise). Point-based or clustering algorithms apply threshold or unsupervised cluster operations 
to carry out a preliminary classification. In a second step, spatially connected image components are 
grouped to regions presenting the segments. These algorithms are little suitable for the analysis of 
remote sensing imagery and computationally intensive. Edge-based algorithms use edge detection 
techniques to create closed regions by generating contours. These algorithms are strongly affected by 
noise and changes in illumination, often leading to unreasonable over-segmentation. Region-based 
algorithms can be further subdivided into region splitting (top-down) and region growing (bottom-up) 
methods. Region splitting methods start with the entire scene and further split the individual regions 
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into smaller segments until a pre-defined homogeneity criterion is met. Region growing methods are 
iterative procedures that start at the pixel level with randomly or statically spread pixels. These seed 
pixels are merged with best-fitting neighbour pixels, unless a pre-defined homogeneity criterion is 
violated. In this case, a new seed object is created that is again merged with neighbouring objects. The 
process continues until the whole image is segmented; for an illustration see Definiens (2009b, pp. 37). 
Region-growing is the most widely used method for remote sensing applications and is less susceptible 
to noise.
Multiresolution segmentation in eCognition
Despite the fact that there are different segmentation algorithms available in eCognition (cf. ch. 3.1.4), 
the multiresolution segmentation is the most prominent method (Lang & Tiede, 2007). The method 
is a bottom-up region-based approach based on fractal net evolution (Baatz & Schäpe, 2000). The 
homogeneity criterion that decides whether pixels or objects are merged is regulated by the three main 
variables scale parameter, shape factor, and compactness. In addition, the input layers to be considered 
can be chosen as well as the weighting among them (Fig. 3.4).
The scale parameter is an abstract concept used to define the maximum heterogeneity that is accepted 
during merging (Definiens, 2009b) and uses the weighted standard deviation of the input layer’s 
spectral characteristics (Neubert, 2005). The parameter is directly related to the size of the resulting 
segments, a larger scale parameter leads to larger objects (Oczipka, 2007). By setting the shape 
factor, the influence of spectral values of the image layers (i.e. colour) is set at the same time (colour 
= 1 - shape). A high influence of the shape factor leads to compact and smooth segment boundaries 
(ibid.). However, the shape factor cannot be set to values larger than 0.9, because with a value of 
1.0 the resulting segmentation would be independent from the image content (Definiens, 2009b). 
Compactness is antidromic to smoothness and influences the shape component of the colour-shape 
relation (Neubert, 2005). A high influence of the compactness criterion is advisable for situations 
in which the objects of interest are rather compact and separated by only little spectral contrast 
(Definiens, 2009b). Compactness is defined as the relation of a segment’s edge length to the number of 
pixels, a square holding the highest degree of compactness; smoothness is defined as the relation of a 
segment’s edge length to the length of the enclosing bounding box, objects with frayed boundaries being 
non-smooth (Neubert, 2005).
The influence of the three parameters scale, shape, and compactness on the segmentation result is 
illustrated in Figure 3.5. It can be noticed, that the scale parameter has a direct influence on the size of 
segments and therefore also their total number. For the subset chosen, scale parameters of 40, 80, and 
120 lead to 273, 78, and 38 segments respectively. With a scale parameter of 120, the green-coloured 
maize parcel in the southern half and the adjacent fallow parcel to the east are delineated as individual 
objects; using a scale parameter of 40, small fragments of the approximately north-south running roads 
are preserved. An increase of the shape factor from 0.3 to 0.5 leads to slightly smoother boundaries and 
Figure 3.4: Composition of the criteria to be set in the 
multiresolution segmentation. (Adapted from Definiens 2009a, Fig. 25)
the shadow of a house in the north-
west is no longer segmented by 
itself. A further increase to 0.7 leads 
to significantly larger segments. 
The influence of compactness 
is subordinated and hardly 
noticeable in the example given. 
However, when examining object 
characteristics statistically, segment 
mean edge lengths negatively 
correlate with the value for 
compactness implying that objects 
are indeed more compact when the 
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Classification-based segmentation
An advanced kind of segmentation is the classification-based segmentation (Benz et al., 2004). Instead 
of using the pixel level or an existing segmentation level, segmentation is applied to objects of a certain 
class resulting from a previous classification. Adjacent image objects are merged into a new, large object 
and than segmented again (Mitri & Gitas, 2004), using parameters adjusted to the specific class. This 
leads to the destruction of the strict object hierarchy (cf. ch. 3.1.2). Classification-based segmentation 
can also be used to limit the analysis to a class of interest such as forest (Hájek, 2005) or to create 
specific segmentation levels for different types of objects such as forest, structural elements in the 
farmland and types of parcels (Lübker & Schaab, 2008b). By using classification-based segmentation 
the otherwise linear procedure of segmentation and classification is transformed into an iterative 
application where loops of classification and processing result in a cyclic process (Benz et al., 2004; 
Hofmann et al., 2008a; Lang & Tiede, 2007; cf. ch. 3.3).
3.2.2	Sample-based	classification	
In pixel-based image classification, supervised, non-parametric techniques represent the earliest 
general classification methods (Debeir et al., 2001). Based on training areas that are judged to be 
representative for a certain class, the minimum distance – expressed by Euclidean distance – for each 
pixel to the centre of each target class is calculated in the multispectral feature space (Buchroithner, 
1989). The pixel is then assigned to the class with the shortest overall distance, i.e. the nearest 
neighbour (Lang, 2005). 
Figure 3.5: Sample segmentations illustrating the influence of the three criteria in the multiresolution 
segmentation: scale parameter, shape factor, and compactness.
Note: The example shows a subset of Buyangu test site; layers used are blue, green, red, and NIR with a weighting of 0.1, 0.3, 0.3, and 0.3.
Left: varying values for scale parameter (for the value 80, follow the arrows to the centre of the matrix), but constant values for shape factor 
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This sample-based classification approach can als be applied in OBIA. Here, minimum distance is 
calculated per segment rather than per pixel and the feature space is augmented by the vast amount of 
features available (cf. ch. 3.1.3; Lang, 2005). In eCognition, training areas are selected with the ‘select 
samples’ command and their characteristics can be analysed visually using the sample editor (cf. ch. 
3.1.4). Once samples are selected for each target class, the object characteristics to be used for the 
calculation of the distance function need to be defined. This can be accomplished either by using a set 
of Standard Nearest Neighbour (SNN) features that are valid for an entire project or by using Nearest 
Neighbour (NN) features that can be adjusted per individual class (Definiens, 2009b; Hese, 2007). 
A considerable advantage of sample-based over rule-based classification is its straightforward 
application that leads to a result very quickly, wherefore the approach is also referred to as ‘click and 
classify’ (Walker & Blaschke, 2008). Also, sample-based classification is considered beneficial when 
there is only limited knowledge about the content of a scene (Lang et al., 2006). However, sample-
based classifications are much less powerful than rule-based classifications and cannot benefit from 
many of the advantages associated with OBIA (cf. ch. 3.1.2), because they are mechanistic rather than 
systemic (Lang, 2008). Especially disadvantageous is that expert knowledge cannot be incorporated 
into the classification process and that classification rules cannot be transferred to other scenes (Lang 
et al., 2006; Walker & Blaschke, 2008). Despite these disadvantages, some authors prefer the use 
of the sample-based approach (e.g. Delaplace et al., 2010), and under certain circumstances similar 
classification accuracies can be achieved (Laliberte et al., 2006). Others use the sample-based approach 
as the base for their classification but include knowledge-based rules for classes that are otherwise 
difficult to separate from others (Vanhuysse, et al., 2010; Chmiel & Fijałkowska, 2008). 
3.2.3	Rule-based	classification
Knowledge-based or expert systems are a well established mode of classification in remote sensing 
(cf. Janssen & Middelkoop, 1992; Kontoes & Rokos, 1996), because they accommodate the desire to 
integrate existing knowledge about the objects or classes to be derived into the classification procedure. 
Such systems use formalized prior knowledge by imitating the practice of human experts (Neubert, 
2005). Besides the use of (artificial) neural networks (cf. Benediktsson et al., 1990; Atkinson & Tatnall, 
1997) as a means to computationally organise knowledge, rules are established in order to translate 
knowledge into machine readable form (Neubert, 2005). 
OBIA is predestined for the integration of formalized expert knowledge (Flanders et al., 2003), because 
the simultaneous handling of multiple sources of image data and ancillary vector data is facilitated and 
the rules defined can directly be incorporated into the classification procedure. In eCognition, rules 
are incorporated at two different stages of rule-based classifications: on the one hand, membership 
rules are formulated for each class via the class description dialogue box (cf. ch. 3.1.4). Here, class 
membership is defined via fuzzy sets that can be combined using elementary operators (cf. ch. 3.1.2). 
On the other hand, the sequence of elementary classification operations is organised in the process tree. 
Making use of the Cognition Network Language and its control structures (cf. ch. 3.1.4), the operator 
has full control over the classification procedure and can formulated distinctive classification operations 
that are capable to express an individualistic classification strategy. 
Only with rule-based classification it is possible to benefit from many of the advantages of OBIA (Lang 
et al., 2006; Lübker & Schaab, 2010). However, the development of a sophisticated classification 
scheme can be very time-consuming (Ivits-Wasser, 2004; Laliberte et al., 2006) and the quality of the 
result depends on the operator’s expertise and his knowledge about the underlying processes (Benz 
et al., 2004). Also, in complex rule sets it can become difficult to understand the relation of cause and 
effect of individual rules. Notwithstanding, numerous rule-based classifications have successfully been 
applied and discussed in literature (Blaschke, 2010).
In rule-based classifications, two general strategies can be distinguished. It is here suggested to refer 
to them as competitive and consecutive. Following the competitive strategy (cf. e.g. Neubert, 2005), 
all classes – or all classes of a group belonging to a certain segmentation level – are classified at once, 
i.e. competing with each other. When following the consecutive (or step-wise) strategy (cf. e.g. Arroyo 
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et al., 2010), each class is classified individually, i.e. one after the other. While the first strategy is closer 
to the procedure applied for sample-based classifications, the latter is closer to the procedure applied 
during visual image interpretation. Studies conducted prior to the release of eCognition version 5 in 
2006 tend to follow the competitive strategy, because only with the introduction of the process tree (cf. 
ch. 3.1.4) consecutive classifications became easy to realise. It should also be noted, that in consecutive 
classifications, the order in which classes are classified matters (cf. ch. 6.1.1 and 10.1.5).
3.3	Important	fields	of	OBIA	research
3.3.1	Object-	versus	pixel-based	classification	approaches
In early OBIA studies, the comparison of accuracies obtained with standard or advanced pixel-based 
classification results to results obtained through OBIA was an important field of research (Leukert, 
2005; Blaschke, 2010). Amongst others, these studies reflected the need to justify a new methodology 
by proofing that results obtained through OBIA lead to superior results as compared to traditional 
pixel-based approaches.
In their classification of a 6 km²-sized subset of the town of Dresden, Germany, Meinel et al. (2001) 
use Ikonos imagery and digital cadastral data as ancillary data. Using ERDAS ExpertClassifier as 
pixel-based and eCognition as object-based approach, they achieve an overall accuracy of almost 90% 
in either case. However, with the object-based approach they are able to differentiate 13 instead of 
11 LULC classes and the result is judged visually more appealing. Using the same software products 
but IRS-fused Landsat ETM imagery, Koch et al. (2003) classify four different types of forest. Overall 
accuracies achieved with the pixel-based expert classifier lie between 76% and 78% while with the 
object-based approach the accuracy is enhanced to between 82% and 92%.
Other studies compare the result of an OBIA with those of a pixel-based maximum likelihood 
classification (MLC). Flanders et al. (2003) use 1024 by 1024 pixel subsets of Landsat ETM+ imagery 
for their comparison study. The first example covers a forested area for which 6 LULC classes can be 
distinguished, the second example is an urban setting for which 4 LULC classes are distinguished. 
With the object-based approach the overall accuracy is improved from 57% to 70% and from 81% to 
91%, respectively. In a study conducted by Shackelford and Davis (2003) the overall accuracy could be 
improved from 79% to 84% for urban and suburban areas using Ikonos imagery. Especially results for 
the classes road and building could be enhanced using context information. Yuan and Bauer (2006) use 
QuickBird imagery for their 3.5 km²-sized test site surrounding Minnesota State University, USA. With 
OBIA, the user’s and producer’s accuracy for the focus class impervious surface improved from 92% and 
91% to 95% and 94%, respectively. 
Today, OBIA is a widely accepted technology and it is no longer questioned that good classifications 
results can be achieved, especially for VHSR imagery applications (Blaschke, 2010). Therefore, the 
comparison of object- and pixel-based classification approaches has lost its importance, even if some 
articles on this topic have been published recently: Newman et al. (2011) compare object- and pixel-
based approaches for the quantification of forest fragmentation and Whiteside et al. (2011) for land 
cover analysis in tropical Australia.
3.3.2 Parameter optimization 
The setting of parameters influencing the formation of segments is a difficult task due to the 
high number of options available (cf. Lübker & Schaab, 2009, on which this paragraph draws). 
Multiresolution segmentation as implemented in eCognition incorporates five degrees of freedom 
(cf. ch. 3.2.1; Fig. 3.4): a) the choice of input layers (including additionally derived image products) and 
b) their weighting, c) the setting of the scale parameter as well as of the homogeneity criteria d) shape 
factor and e) compactness. Achieving a good segmentation quality – i.e. segments created coincide as 
far as possible with the objects to be classified – is a prerequisite, because all consequent classification 
steps depend on the segmentation result (Hofmann et al., 2008a; Singh et al., 2005). For choosing 
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suitable parameter settings, trial-and-error methods that judge segmentation results merely by vision 
are commonly applied (Costa et al., 2008; Gao, 2008; for an example see Im et al., 2008; Stow et al., 
2007). However, the trial-and-error approach is subjective, may lead to poor results and can be very 
time-consuming. Therefore, more objective and reliable methods are demanded. In literature, a number 
of different empirical statistical studies aiming at parameter optimization are described. However, 
there is no common system on how to classify these studies. Therefore, a conceptual framework for the 
categorization of optimization studies is suggested here. 
Introducing a new conceptual framework for the categorization of optimization studies
Certain criteria can be defined that should be fulfilled by studies aiming at an actual parameter 
optimization in contrast to studies applying a mere segmentation quality assessment (Lübker & 
Schaab, 2009). Studies should: a) be objective by using statistical methods, b) find optimized settings 
for each class or group of classes separately, c) cover a representative number of objects per class in 
preferably more than one test site, d) account for all degrees of freedom, e) test parameter settings in 
small increments, and f) be preferably automated to a large extent. From these criteria, five different 
types of categorization can be derived: a categorization based on the kind of evaluation method used 
(I / criterion a), a categorization based on the applicability of the multilevel principle (II / criterion b), 
a categorization based on study site size and sampling (III / criterion c), a categorization based on the 
parameter combinations covered (IV / criteria d and e), and a categorization based on the degree of 
automation (V / criterion f).
An exception to the above concept present studies comparing different segmentation algorithms rather 
than different parameter settings (Meinel & Neubert, 2004; Neubert et al., 2008a; Carleer et al., 2005). 
These studies apply parameter settings obtained through trial-and-error or expert knowledge and 
compare the results for different algorithms. Even though empirical methods are used for evaluating 
segmentation quality, no parameter optimization is carried out in the sources mentioned above.
Besides a more detailed explanation of the conceptual framework, in the following section the 
categorization system is applied to nine studies that were published between 2004 and 2010. Besides 
the classification, information is provided on the type of imagery used, the size of the area under 
investigation as well as the test sites used, the parameter combinations tested, the reference data used, 
and the intended LULC classes to be derived (Tab. 3.1). Study designs differ greatly, but most authors 
tend to concentrate on the evaluation method used. As a consequence, the importance of design 
considerations is neglected. Nonetheless, the methodologies developed by most authors present beyond 
doubt state-of-the-art research in the field of parameter optimization. 
Categorization based on the kind of evaluation method used (I)
In his survey on methods evaluating image segmentations, Zhang (1996, updated in 2001) distinguishes 
between empirical goodness and empirical discrepancy methods. Goodness methods use quality 
measures that assess how well segmentations achieve specific desired properties. Properties used are: 
(I-G1) intra-region uniformity, i.e. how homogeneous segments are, (I-G2) inter-region contrast, i.e. 
to what extent segments differ from their neighbourhood, and (I-G3) the shape of segments. Empirical 
goodness methods do not rely on reference data but can be directly derived from the segmentation 
result. Discrepancy methods in contrast evaluate the disparity between a segmentation result and a 
reference data set. Discrepancy methods can be based on (I-D1) the number and (I-D2) the position of 
mis-segmented pixels, i.e. what percentage of pixels is falsely segmented and how far a mis-segmented 
pixel is away from the reference segment’s boundary, (I-D3) the number of objects, i.e. a comparison 
of the number of segments in the reference data set and the number of segments generated by the 
segmentation algorithm, (I-D4) certain feature values of the segmented objects, i.e. comparing feature 
characteristics like mean grey values, and (I-D5) miscellaneous quantities like the influence of Gaussian 
and transmission noise.
The studies considered use goodness and discrepancy methods likewise and many studies calculate 
more than one quality measure (e.g. Möller et al., 2007; Weidner, 2008), but only the study carried 
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out by Radoux and Defourny in 2008 combines both, goodness and discrepancy methods. Goodness 
methods applied evaluate object characteristics like variance (I-G1) and intra-segment heterogeneity 
(I-G2). Since both measures correlate with the scale parameter, it is important not to use only one of 
them on its own (as in the case of Kim & Madden, 2006), but to combine these measures with opposing 
gradients in a normalizing function (cf. ‘objective function’, Espindola et al., 2006). Discrepancy 
methods require reference data, that in most cases are obtained through a visual interpretation of 
the imagery used. The manual delineation is also based on ground truth data (Wang et al., 2004) or 
official vector data (Radoux & Defourny, 2006 & 2008). Most studies assess discrepancy based on 
over- and under-segmentation (I-D1, I-D2); these two measures with opposing gradients are normally 
summarised by an integrative measure. Radoux and Defourny (2006 & 2008) as well as Wang et al. 
(2004) evaluate object characteristics (I-D4) by using Bhattacharyya distances in order to calculate 
class separability. Like this, the actual classification that follows the segmentation is taken into 
consideration to some extent. Studies comparing classification results based on an accuracy assessment 
go one step further (Kim & Madden, 2006). However, results demonstrated by the authors are not 
convincing, because only a very basic classification was applied. 
Categorization based on the applicability of the multilevel principle (II)
While the categorization introduced by Zhang (see above) focuses on the evaluation methods used in 
optimization studies, an additional categorization based on the applicability of the multilevel principle 
is suggested here. It can be distinguished between studies resulting in a single segmentation (II-1), 
and studies determining the optimal parameter settings per class or group of classes (II-2). In case a 
classification distinguishes only few classes (e.g. 3 or 4), an individual segmentation level should be 
created for each class. For studies handling a higher number of classes (e.g. more than 10), classes 
requiring similar parameter settings can be grouped. Only with studies of type II-2, it is possible to 
follow the multilevel principal (cf. ch. 3.1.2), because each level requires its own segmentation. Studies 
aiming at the identification of a single class would fit to both categories but are allotted to the first type 
here. Studies not aiming at any specific classification can be assigned to neither of the two types.
Surprisingly, only three studies (Costa et al., 2008; Drăguţ et al., 2010; Weidner, 2008) account for 
the multilevel principle by determining optimized parameter settings per LULC class (II-2). This 
observation underlines the assumption that studies are often conducted in order to demonstrate the 
functionality of a method rather than focus on an actual optimization of parameter settings.
Categorization based on study site size and sampling (III)
In order to estimate the meaningfulness and transferability of a study to the complete area under 
investigation, the size of the test site used needs to be taken into consideration. Three types of 
studies can be distinguished: studies based on a very small test site only (III-1), studies based on one 
sufficiently large test site (III-2), and studies based on multiple test sites of sufficient size (III-3). 
Studies of the first type should only be carried out in order to demonstrate the functionality of an 
optimization method. While with studies of the second type, meaningful results as well as transferability 
can be achieved, only with studies of the third type it is possible to verify results. By comparing the 
results for different study sites, it is possible to estimate if the evaluation method used reveals similar 
results under slightly different conditions. Multiple test sites are in particular recommended for large, 
heterogeneous areas in order to cover the diversity of the landscape. Some studies may select individual 
objects only. Depending on the number of samples considered, they can be allotted to III-1 or III-2.
Test site sizes and the number of objects used for evaluation differ greatly amongst the studies analysed. 
Some studies (III-1) use test sites as small as 100 by 100 pixels (Espindola et al., 2006) or as few as 
one reference object per class (Weidner, 2008). In such a case, it must be questioned if the results 
obtained are meaningful to the complete area under investigation. Some studies evaluate test sites of 
representative size (Radoux & Defourny, 2006 & 2008; Kim & Madden, 2006; III-2), while one uses 
as many as 25 individual test sites (Möller et al., 2007). It is though not clear why none of the studies 
compares the parameter settings determined for different test sites.
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Categorization based on the parameter combinations covered (IV)
With five degrees of freedom, the number of parameter combinations to be tested quickly exceeds 1,000 
when using small increments. It should therefore be considered how many different segmentations can 
be evaluated within a realistic amount of time. It furthermore needs to be decided which parameter 
settings to test for. Studies can be distinguished that test very few (here: 50 or less) parameter 
combinations or only one parameter (IV-1) and studies that test a sufficient number of combinations 
(IV-2; here: more than 50). Studies not covering all possible degrees of freedom can be considered 
incomplete, while too large intervals between tested parameter combinations might miss relevant 
settings. Generally, there are two ways to identify ‘optimal’ parameter settings: studies determining the 
best overall parameter settings (IV-1a/IV-2a) and studies determining parameter settings by examining 
parameters individually (IV-1b/IV 2b). Studies of the first type simply consider those parameter settings 
as optimal that have been applied to the best overall scoring segmentation, while studies of the second 
type consider the whole range of results by visually or statistically examining each degree of freedom 
individually. Like this, outlier values can be identified and more general conclusions on the influence of 
different parameters can be drawn.
Examining the parameter combinations covered, it is striking that all studies reviewed neglect the 
influence of the choice of input layers used as well as the weighting amongst them. Four studies even 
optimize the scale parameter only (Kim & Madden, 2006; Drăguţ et al., 2010; Wang et al., 2004; 
Weidner, 2008; IV-1). A very detailed parameter analysis is conducted by Espindola et al. (2006) 
who test 50 times 50 combinations of the two degrees of freedom available in the SPRING software, 
namely ‘similarity’ and ‘area’ (IV-2). An exception presents the study carried out by Costa et al. (2008). 
Since they use Genetic Algorithms (GA) for parameter optimization, no a priori increments need to 
be defined. Fortunately, most studies do not only aim at the best overall segmentation (IV-a) but also 
evaluate trends caused by individual parameters and consider neighbouring results (IV-b). 
Categorization based on the degree of automation of a study (V)
An elaborated study methodology can only be adopted easily by other researchers or users if it is 
automated to a large degree or if it can be easily replicated. Automation and thus applicability can 
be achieved by implementing stand-alone applications (V-1) or by developing a workflow by means 
of routines that can be loaded into a segmentation software like eCognition (V-2). Due to the high 
degree of complexity and a relatively small number of users, however, methodologies of parameter 
optimization often do not reach the ‘ready-to-use’ stage and are thus not made freely available.
Only recently, two approaches of parameter optimization have been made publicly available for 
download. A tool to estimate the scale parameter called ESP was developed by Drăguţ et al. (2010) and 
presents an enhancement of the method suggested by Kim and Madden (2006). The implementation 
is added to eCognition as a process (V-2) and analyses a single image layer. Results are written to a 
text file, which can be visualized. A stand-alone software (V-1) called ‘segmentation parameters tuner’ 
is provided by Feitosa et al. (2010) and presents an implementation of the methodology suggested by 
Costa et al. (2008). Since the design of both studies is very similar, only the chronologically earlier 
study is listed in Table 3.1.
3.3.3 Feature selection and threshold determination
The plethora of features available in OBIA (cf. ch. 3.1.3) permits the definition of complex and very 
fine tuned class descriptions for rule-based classifications (cf. ch. 3.2.3). It is therefore crucial to 
identify those features that are relevant to a specific class, i.e. that describe objects of a class in the best 
possible way so that they can be distinguished from objects of other classes based on these features 
and accordingly set thresholds. Feature selection and threshold determination are crucial for any 
OBIA classification, because the quality of a class description determines how correctly a class can be 
distinguished from others. A restriction to a manageable number of features is considered essential 
(Carleer & Wolff, 2006), because with less but carefully selected features better classification accuracies 
can be obtained (Penaloza & Welch, 1996) and computation time is reduced (Buchroithner, 1989). 
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As a basis for any feature selection, samples are selected for each desired class – the same way as in a 
sample-based classification (cf. ch. 3.2.2). The characteristics of the selected objects are than used as a 
representation of the class characteristics. A limitation of feature selection is that, when conducted prior 
to classification, no class-related features (cf. ch. 3.1.3) can be considered.
Determination of features based on visual evaluation of feature graphs
One way to decide on the suitability of a feature for a class of interest is to plot graphs of feature 
characteristics and visually evaluate them. This can be accomplished using histograms or 2-dimensional 
scatter plots. For the simultaneous display of multiple classes it is recommended to plot histograms 
as superimposed line graphs rather than bar charts (Wright, 2007). Fig. 3.6 (a) shows that about half 
of all house objects have a value of the feature ‘ratio of the first multispectral band (blue) to the other 
multispectral bands’ (ratio3_ms1) greater than 0.23 but hardly any objects of other classes do. This is 
a good indication that this feature is very well-suited to distinguish houses from other objects. Besides, 
hardly any houses have values of below 0.13 while quite a number of other objects do. Similarly, the 
feature ‘standard deviation of the first band (blue)’ (stdv_ms1) seems suited, because many house 
objects exhibit a rather high deviation in the blue band (Fig. 3.6, b). With a value for the lower threshold 
of e.g. 20, many objects of other classes are excluded but only about 10% of the house objects. Choosing 
a value of 80, hardly any other objects are included, but unfortunately also about 75% of the house 
objects are missed.
Figure 3.6: Examples for the visual exploration of feature characteristics using histograms in form of 
superimposed line graphs (a and b) and a 2-dimensional scatter plot (c); illustration of a possible rule set 
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Like in the example, it is rarely possible to find a single feature that is suited to separate a class from 
the others well. Even for classes that are relatively easy to separate from others, such as shadow 
or river, a combination of two or more features is necessary. Here, combining features that have 
dissimilar characteristics is often more effective, because chances are lower that in both instances the 
same objects (or classes) are discriminated. Consequently, a feature might as well be valuable that 
suites to exclude only few objects – if these objects are difficult to exclude otherwise. For determining 
which objects can be discriminated by a combination of two features, a scatter plot can be utilized in 
which every individual sample object is represented (Fig. 3.6, c). Like this, it can be explored how a 
combination of the two features chosen here could be used to form a set of rules (i.e. discriminating 
functions, cf. Buchroithner, 1989) for the class house. For establishing a rule saying ‘all objects above/
below this threshold are certainly house objects’ the ratio feature seems appropriate while an additional 
combinatory rule using the feature stdv_ms1 would not enhance the result much. For establishing a rule 
saying ‘all objects above/below this threshold are certainly no house objects’ both features should be 
used (see illustration in Fig. 3.6). 
Determination of features based on measures of class separability
Quantitative procedures of feature selection determine the relative ‘worth’ of a feature and are 
commonly based on measures of class separability (Richards & Jia, 2006). Feature selection methods 
identify features that are useful for particular LULC classes (Carleer & Wolff, 2006) by checking how 
separable classes remain when a reduced set of features is used (Richards & Jia, 2006). Measures 
of class separability have a long tradition in remote sensing (cf. Swain & Davis, 1978) and include 
divergence (L), Jeffries-Matusita distance (J), and Bhattacharyya distance (B) (Buchroithner, 1989; 
Swain & Davis, 1978). Divergence assesses class separability based on the overlap between class 
distributions but is unsuited for feature selection for different reasons (see Richards & Jia, 2006, p. 272 
for details). The Jeffries-Matusita distance [0, 2] expresses the average distance between two classes 
based on probability density functions; for normally distributed classes the distance can be transformed 
resulting in the Bhattacharyya distance [0, ∞) (Richards & Jia, 2006). 
A tool called ‘Separability and Thresholds’ (SEaTH) (Nussbaum et al., 2005; Marpu et al., 2008) 
calculates J distances for every candidate feature by comparing one class with all other classes. The 
software reads object statistics of sample data exported from eCognition and presents the results 
as a matrix of ranked features for every individual class combination. However, class separability 
is determined for every feature individually and the software cannot assess the impact certain 
combinations of features have. Regardless these limitations, the SEaTH tool was successfully applied in 
different studies (cf. Gao et al., 2007; Laliberte & Rango, 2008; Sumaryono, 2010).
In eCognition a build-in tool called ‘feature space optimization’ is available that selects features based 
on minimum distance (Leduc, 2004). Calculations are based on the samples selected in the currently 
opened project and it can be assumed that the combinatory influence of multiple features is considered 
here. Unfortunately, very little information about the underlying method is provided by the software 
vendor (cf. Definiens, 2009b). However, the tool is frequently used for optimizing the feature spaces for 
customised NN classifications of single test site setups (Laliberte et al., 2006; Leduc, 2004).
Other studies of feature selection include the use of GA and Classification and Regression Tree (CART). 
However, there is no ready-to-use software implementation available. Van Coillie et al. (2007) propose 
a GA-driven optimization procedure based on an objective function evaluating fitness in terms of 
the Kappa Index. In their study, from initially 89 features the best result is achieved with a set of 23 
features. A similar approach is suggested by de Stefano et al. (2008) that uses J distance as a measure of 
separability. Here, the amount of – mainly GLCM texture – features could be reduced from initially 231 
to 9 and for a second image scene from 319 to 4 features. Bittencourt and Clarke (2004) make use of a 
decision tree for providing a hierarchical representation of the feature space. Applied to hyper-spectral 
data, depending on the class, around 30 significant bands were selected out of 195 available, meaning a 
significant reduction in the number of features.
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Determination of thresholds 
In sample-based classifications, selected features can directly be used for classification, because 
thresholds are determined as part of the NN approach. In rule-based classifications, however, 
thresholds used in class membership definitions need to be defined12. The definition of thresholds is 
closely linked to the selection of features: features are only suitable in case thresholds can be defined 
that distinguish classes well from others. 
The determination of thresholds can again be accomplished visually by evaluating graphs such as 
those used for feature selection. In Figure 3.6 (d) the procedure is demonstrated by the division of the 
scatter plot into regions that are associated with the class house, regions where hardly any or no houses 
can be found and regions in which houses occur but also other objects. When choosing thresholds it 
is sometimes inevitable to exclude some sample objects in order to exclude a possibly high number 
of other objects. This leads to some form of omission which can be accepted in favour of a good 
separability from other classes, i.e. to keep the error of commission low (cf. Lillesand et al., 2008).
Thresholds can also be calculated mathematically. With probability distributions derived from the 
samples, an optimal feature threshold can be calculated using Bays’ theorem as implemented in the 
SEaTH tool (Nussbaum et al., 2005). The usability of the result for an actual rule set is limited though, 
because features are considered individually, not simultaneously. As a more integral approach, an 
adjustment of thresholds based on the features’ discriminating power is suggested by Marpu et al. (2008). 
3.3.4 Accuracy assessment 
Accuracy assessment in remote sensing
In remote sensing it is a generally accepted opinion, that an image classification is not complete until 
its accuracy has been assessed (cf. Congalton, 1991; Lillesand et al., 2008). By assessing the accuracy of 
a classification, a judgement on the result’s quality and suitability for a certain task is made. Accuracy 
typically expresses the degree to which a classification is correct, i.e. the degree to which it agrees 
to reality or coincides with the truth (Foody, 2002). Subject of assessment are classification errors 
expressing a discrepancy between reality and the situation depicted by the classification (ibid.). In the 
beginning of accuracy assessment, a purely visual judgement of the outcomes was common. However, 
according to Congalton (1991) ‘it look’s good’ is not a valid method of assessment. Therefore, statistical 
and thus more objective methods were developed. The first group of methods is referred to as ‘non-site-
specific area comparisons’ and was, historically, followed by a second method, the evaluation of error 
matrices (Foody, 2002). 
In a non-site-specific area comparison, the number of pixels assigned to a certain class in the 
classification is compared to a reference data set (cf. ch. 2.3). The method thus does not account for 
positional compliance. An error or confusion matrix comprises the results of a per-pixel or per-object 
error assessment (cf. Tab. 7.3). Like this the degree of confusion between individual classes can be 
determined. Even though measures of accuracy assessment continue to be a topic of considerable 
debate and research (Foody, 2002), the error matrix is the most widely promoted and used method for 
assessing accuracy and can be considered a standard reporting convention (Congalton, 1991).
Evaluation of the error matrix
For evaluating the error matrix, different measures can be derived. These are based on descriptive 
techniques such as the overall accuracy, class-specific user’s and producer’s accuracies and analytical 
techniques such as kappa analysis (Congalton, 1991). The overall accuracy is computed by dividing 
the sum of the major diagonal by the total number of observations (Jensen, 2005). While this measure 
allows summarising the accuracy of a classification within a single value, its informative value is limited, 
12 In fact, for the definition of fuzzy membership functions, the upper and lower boundaries as well as the function need 
to be defined. However, with the simplification suggested in ch. 6.1.1 it is assumed that only one threshold needs to be 
defined plus the form of membership function (larger than or smaller than, i.e. inclusion or exclusion).
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because it does not consider any non-diagonal elements (Congalton, 1991). Nevertheless, it is commonly 
requested to achieve an overall accuracy of about 80% or 85% (Foody, 2002; Olson, 2008). However, 
a review of 84 classification results conducted by Trodd (1995; as cited in Foody, 2002) revealed a mean 
range of the producer’s accuracy of only 59% – concluding that accuracies of 85% are only seldomly 
achieved. The producer’s accuracy expresses the error of omission and is calculated by dividing the 
number of true observations by the corresponding column total; the user’s accuracy expresses the 
error of commission and is accordingly calculated by dividing the number of true observations by 
the corresponding row total (Jensen, 2005). Even though these measures offer a good overview of a 
classification result, they have often been criticised, because some instances may have been allocated to 
the correct class by chance only (Foody, 2002). In order to account for the effects of chance agreement, 
analytical techniques can be used such as the kappa analysis (Cohen, 1960), which is estimated by 
the measure K̂ (also: khat, Khat) (Bishop et al., 1975). The measure incorporates the row and column 
totals (marginals) and therefore expresses the significance of an assessment result. According to Jensen 
(2005), a K̂ value of greater 0.8 represents strong significance, while a value between 0.4 and 0.8 
represents moderate agreement; according to Navulur (2006), a value greater 0.8 is considered ‘almost 
perfect’, while a value between 0.6 and 0.8 is still substantial. When comparing different accuracy 
results, e.g. as obtained through two different classification methods, the significance of difference is 
commonly evaluated by applying the McNemar’s test (Debeir et al., 2001; Dietterich, 1998). 
Subjects to be considered for deriving error matrices 
Since error matrices are assumed representative for an entire classification, subjects that need to be 
addressed when assessing classification accuracy include a) the use of reference data, b) the number 
of samples used, c) the sampling design, and d) the error magnitude (Congalton, 1991; Foody, 2002). 
Reference data derived from ground truthing or visual interpretation used for error assessment usually 
contain some sort of error, e.g. resulting from thematic misallocations, positional inaccuracies, or 
the application of a minimum mapping unit (Foody, 2002). When any discrepancy is associated to 
the classification, unfair assessment results may be obtained (Sarmento et al., 2008). The number of 
samples per class used for evaluation should be kept to a minimum but must be large enough to be 
statistically valid (Congalton, 1991). Different statistical principles were developed for mathematically 
determining the preferred number of samples (Foody, 2008). However, as rule-of-thumb, 50 samples 
per LULC class are recommended (Congalton, 1991). For classes that are especially important for the 
classification, for classifications covering large areas, or when many classes are distinguished, more 
samples should be used (ibid.). In order to guaranty a statistically independent and geographically 
well-distributed choice of samples, stratified random sampling is frequently recommended, in which 
a defined number of pixels or objects is at random selected per LULC class (Jensen, 2005). In a pixel-
based classification, it is crucial not to use the same pixels for training the classifier and for accuracy 
assessment to avoid an overestimation of the accuracy (Congalton, 1991). A weighted confusion matrix 
– in which each pair of class combination is weighted individually (Forbes, 1995) – may be applied to 
reflect the error magnitude, because the confusion between thematically similar classes may be less 
important than one between thematically distinct classes (Foody, 2002).
Accuracy assessment in OBIA
Results of OBIA classifications are commonly assessed using error matrices as described above (e.g. 
Gao, 2008; Matinfar et al., 2007; Navulur, 2006). Some modifications and enhancements of the error 
matrix for OBIA application are discussed in literature, including the use of inner-class variance for 
the determination of sample sizes (Grenier et al., 2008) and a rejection of a match in case of under-
segmentation or geometrical miss-match (Eisfelder et al., 2009). The rule established above demanding 
not to use the same samples for training and accuracy assessment does not need to be followed as 
strictly for OBIA results. In a rule-based classification (cf. ch. 3.2.3), the characteristics of sample 
objects used to optimize parameter settings (cf. ch. 4) or to select features relevant for a specific class 
and to define thresholds (cf. ch. 5) only indirectly influence the classification. A strong bias of the 
accuracy is therefore not to be expected.
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An error matrix is though a mere evaluation of match or non-match that does not quantify the 
positional accuracy of objects, their shape fit, or the two-dimensional extent (area) of error. In order 
to evaluate errors of areal omission and commission, methods of discrepancy analysis can be adopted 
(cf. ch. 3.3.2). In their assessment of building extraction, Zhan et al. (2005) suggest a framework for 
assessing object quality by comparing classified objects with corresponding reference objects on an 
individual basis. The applied quality measures assess classification quality by evaluating the degree 
of correctness and completeness as well as geometric quality by determining the similarity in object 
sizes and object location. In their classification of tree crowns, Ardila et al. (2010) performed an 
overlay analysis in order to assess the degree of over- and under-identification and used the distance 
between the centroids of reference and classified tree objects to assess positional accuracy. Additionally, 
the classification stability can be evaluated directly in eCognition based on the degree of the class 
membership of objects (Navulur, 2006; cf. also concept of fuzzy membership, ch. 3.1.2). Another 
concept based on ‘object fate analysis’ that assesses the spatial relationships among corresponding 
object delineations was introduced by Schöpfer et al. (2008; cf. also Albrecht, 2010). Applying a buffer 
of variable size, a relationship is categorized into 6 states of transition: good (2x), expanding (1x), 
invading (1x) and not interfering (2x). Based on this grouping, different statistical measures can be 
derived that describe the geometric quality of object delineation.
3.3.5 Transferability of rule sets
In OBIA studies, often only small image subsets are used for developing rule sets (cf. Tab. 10.3). This 
limitation has the major advantage that test runs can be performed more rapidly and the impact of 
individual rules, features, and thresholds can be observed in more detail. However, developing a rule 
set for a small subset poses the risk of developing tailored rule sets that only suit the specific subset 
well and are not transferable to other parts of an image. Also, it would be desirable to re-use a rule set, 
with only minor adjustments, for the same type of classification but using different imagery that is e.g. 
recorded under different conditions, by another sensor of similar resolution, covering a different region, 
or at a different date.
Thus, the transferability of a rule set can refer to different situations: rule sets may be transferred 
a) from a small subset to a complete scene or a scene of the same image swath (in the following 
referred to as ‘within-scene transferability’), b) from one scene to another scene sensed under different 
conditions (‘across-scene transferability’), c) from one geographical area to another geographical 
area, e.g. several 100 km apart (‘spatial transferability’; Nussbaum & Menz, 2008b), d) from one year 
to another year or from one point in time to another point in time at a different phenological stage 
(‘temporal transferability’; Nussbaum & Menz, 2008b), and e) from imagery of one sensor to imagery 
of another sensor (‘across-sensor transferability’).
Within-scene transferability was examined by Rokitnicki-Wojcik et al. (2011) who developed 
independent rule sets for three different scenes of the same over flight and compared the results to 
those obtained with the respective other rule sets. Though classification accuracies obtained with 
tailored rule sets were significantly higher according to the statistics (p-value), the absolute differences 
were relatively small (74% compared to 80%) assuming a good transferability. A rule set possessing 
across-scene transferability was developed by Förster (2008) for the purpose of habitat mapping. 
The rule set was elaborated in one test site and transferred to another one approx. 80 km away using 
imagery of the same sensor but recorded one month later and at a different viewing angle. Even 
though the phenological stage of the habitat types examined had changed to some extent (temporal 
transferability), the overall accuracy suffered only marginally. In an analysis on the vulnerability 
of buildings to tsunami hazard for Indonesia, Sumaryono (2010) developed a rule set for a coastal 
town on Java Island and successfully transferred it to a coastal town on Sumatra Island, more than 
1000 km away, i.e. addressing spatial transferability. While for non-building objects no adaptations 
were necessary, threshold values had to be adapted for building classes, mainly due to varying roof 
materials. Spatial and temporal transferability was examined by Nussbaum and Menz (2008b) in 
their classification of different nuclear facilities for the purpose of treaty verification. Two different 
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sites situated in the same country could be classified successfully, though some problems occurred with 
classes such as small buildings as well as shadows and walls. Transferring the rule set to a co-registered 
scene sensed almost exactly one year later, very satisfactory results could be obtained when adjusting 
thresholds only marginally. To achieve a good temporal transferability, Marpu (2009) highlights the 
importance of radiometric normalization. He further suggests using no-change objects as samples to 
update the rule set in order to improve classification results while only adjusting the rule set marginally.
The studies described above revealed that the adjustment of threshold values is often inevitable. Tiede 
et al. (2010) suggest using a master rule set consisting of classification steps that use a minimum of 
absolute spectral threshold values. Thresholds for additional rules using spectral characteristics are 
adapted for the specific region and imagery in the beginning of the classification routine. Like this, rule 
sets could be developed for the analysis of refugee camps that are rather independent from the sensor 
(across-sensor transferability) as well as the geographic area.
However, there are limitations to the transferability of rule sets. Classification accuracy is normally 
higher when using rule sets that are developed for a specific scene (Rokitnicki-Wojcik et al., 2011; 
Nussbaum & Menz, 2008b; Tiede et al., 2010); i.e. transferability is often opposed to quality (Walker 
& Blaschke, 2008). In addition, Nussbaum and Menz (2008b) state that the quality of a classification 
decreases with increasing temporal distance. Using imagery recorded two years later and with two 
months offset, more misclassifications had to be accepted. Similarly, their study showed that when 
transferring a rule set to a different continent, some classes were missed entirely during the first 
attempt and could only be improved slightly by adapting thresholds.
Short summary
  With the better availability of VHSR satellite imagery, which has led to a change of the pixel-
object relation, and commercial off-the-shelf software, OBIA has become increasingly popular. 
OBIA uses context information that expresses relations to neighbouring objects, offers 
multiple scale representation that allows building hierarchical networks of multiple object 
levels, and is based on the concept of fuzzy logic.
  While sample-based classification is based on training areas and reveals results quickly, 
rule-based classification is more complex and requires knowledge about the content of a 
scene. However, only with rule-based classification it is possible to integrate formalized prior 
knowledge and thus to benefit from many of the advantages associated with OBIA.
  Important fields of research in OBIA currently include a) the optimization of segmentation 
parameters, b) the selection of features and thresholds, c) the assessment of classification 
accuracy, and d) the transferability of rule sets.
  A conceptual framework for the categorization of studies on empirical statistical parameter 
optimization is suggested here. It is based on five categories and six criteria and helps to assess 
existing studies and can be used for the design of future parameter optimization studies.
  For the selection of features and thresholds that are most relevant for describing a class, 
besides the visual evaluation of feature graphs, quantitative procedures are applied. In the 
SEaTH tool class separability is calculated based on J distances and thresholds are determined 
using Bays’ theorem.
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4. Optimization of segmentation parameters
4.1 Outline of the parameter optimization conducted
As outlined in chapter 3.3.2, a number of studies are described in literature that evaluate the quality of 
segmentation results based on different kinds and combinations of goodness and discrepancy methods. 
However, none could be encountered that is even close to fulfilling all of the criteria defined in the 
conceptual framework for the categorization of optimization studies and could have been adopted for 
the available data and the desired classification. A new methodology was therefore elaborated, that 
closes this gap by fulfilling the criteria as suggested (cf. Lübker & Schaab, 2009, on which this chapter 
draws).
The parameter optimization was performed for the five ca. 2 km²-sized focus test sites separately, for 
which the visual interpretation is available (cf. ch. 2.3), here serving as reference data. As input data 
served the four channels of the pan-sharpened QuickBird imagery, the SAVI vegetation index, and the 
edge image based on the Canny algorithm (cf. ch. 2.1.3). 
Due to the large number of LULC classes that could be distinguished by means of visual interpretation, 
it was decided to group the classes instead of optimizing the setting of parameters for each class 
individually. Four groups were defined that hold classes of similar object sizes and allow to follow 
a certain order in delimiting objects, i.e. in correspondence to the practice applied during visual 
interpretation (cf. ch. 2.3.3; Tab. 2.3). Group A consists of easily identifiable classes that structure the 
landscape (tarmac road, dirt road, river, and house). For ‘tree and shrub vegetation’, an extra group (B) 
was chosen, because these objects are often large and continuous and exhibit irregular shapes. While 
different types of cultivations or parcel uses are summarised in group D (‘maize (and beans)’, sugarcane, 
tea, ‘napier grass, sweet potato’, ‘fallow and grassland’, burnt area, and fish pond), group C summarises 
classes that are part of the farmland but are no regular parcels (bare soil, rock, homestead, vegetables). 
The groups represent the segmentation levels that are used in the classification process. Generally, the 
size of objects and thus the scale parameter to be expected increases from group A to D.
4.1.1 Parameter combinations tested
The selection of parameter combinations was made such that all degrees of freedom of the 
multiresolution segmentation are covered and parameters are tested in small increments. The first and 
second degrees of freedom are treated together by defining layer combinations in which the influence 
of a single layer was set to 100%, 50% or 0%. Out of 27 (3×3²) possible combinations, the twelve most 
meaningful (e.g. not without the multispectral bands) were selected:
  Layers and their weightings: {100; 150; 110; 105; 101; 510; 501; 155; 115; 151; 111; 511}
1st digit: weighting of the four QuickBird bands; 2nd digit: weighting of SAVI layer; 3rd digit: weighting of edge 
layer; 1: 100%, 5: 50%, 0: 0%
A weighting amongst the different multispectral bands was not tested in order to keep the number 
of combinations still feasible. The blue channel, however, was given two-thirds less weight because 
earlier tests revealed that this channel contains the least image information (Lübker, 2005). As scale 
parameter, ten values ranging between 20 and 250 were chosen, thus covering commonly used values 
(Hofmann et al., 2008a). Increments were enlarged in the upper range in order to decrease the total 
number of combinations:
  Scale parameters: {20; 40; 60; 80; 100; 120; 140; 170; 200; 250}
For the influence of the shape factor, four values between 0.1 and 0.7 were applied at an interval of 0.2. 
The value of 0.9 was excluded because no feasible results were to be expected:
  Shape factors: {0.1; 0.3; 0.5; 0.7}
For the degree of compactness, the same settings were chosen, this time including the value of 0.9:
  Compactness values: {0.1; 0.3; 0.5; 0.7; 0.9}
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4.1.2 Combined approach in two steps
If evaluated in one single step, 2,400 different combinations of segmentation parameters would 
have needed to be evaluated – resulting in 12,000 segmentations for the five focus study sites. In 
order to keep the number of segmentations still feasible, the study was split into two parts. With 
this subdivision, both discrepancy and goodness methods can be applied each at a time. Like this, 
the advantages of both methods are combined. Goodness methods are independent from reference 
data, which are influenced by the interpreter, and are relatively easy to implement, while discrepancy 
methods calibrate the parameter settings to an actual result and allows for an optimization per class or 
group of classes (cf. ch. 3.3.2). 
Since goodness methods evaluate multispectral characteristics, they should not be used for the choice 
and weighting of input layers in order to prevent cyclic dependencies. Also, goodness methods, which 
are frequently combined via a normalizing function (cf. ch. 4.3), are not suited for the optimization of 
the scale parameter (but cf. Kim & Madden, 2006). Unlike shape factor and compactness, the scale 
parameter is not normalized to values between 0 and 1. Consequently, the selection of the lowest and 
highest value considered in a study affects the end result. An optimization study considering scale 
parameters between e.g. 20 and 120 will lead to a different result than one considering scale parameters 
between e.g. 60 and 120. Instead, discrepancy analysis is to be preferred here.
In the first step, the first three degrees of freedom are determined keeping the values for the shape 
factor and compactness constant at 0.3 and 0.5 respectively, leading to 120 parameter combinations 
and resulting in 600 candidate segmentations. In the second step, the three determined values are 
adopted and tests are carried out for the shape factor and compactness. Since their setting influences 
the ‘size’ of the resulting segments as well, two additional scale parameter are considered, one being 
5 or 10 lower and one being 5 or 10 higher than the earlier determined scale parameter value. Here, 
60 parameter combinations are tested resulting in 1,200 segmentations, because the optimization is 
carried out for four different classes with different optimized scale parameters and layer weightings in 
the five focus study sites. 
4.1.3 Creation of candidate segmentations
For the creation of in total 1,800 segmentations, a largely automated procedure was elaborated within 
the eCognition Process Tree. In principle, the usage of variables, loops, and conditional statements 
allows for an easy generation of a large number of segmentations. However, at the time of conducting 
the parameter optimization, the use of variables as part of the export file name was not possible with 
eCognition’s CNL13. Therefore, a master sub-process was designed, which was duplicated, using copy 
and paste, and had to be adjusted for each individual segmentation. The sub-process consists of the 
parts a) definition of variables for the parameter settings; b) conduction of the actual segmentation; 
c) calculation of variables needed in the later empirical analysis; d) export of the segmentation result 
as a shapefile with attribute information on the mean NIR value (needed in step one – discrepancy 
analysis) and the scene variable ‘mean weighted variance’ (needed in step two – goodness analysis) 
attached, with the segmentation parameters included in the file name; e) deleting of the segmentation 
level. For the creation of the 1,800 candidate segmentations, approx. 37.5 hours of processing time were 
needed; the shapefiles occupy 38.7 GB of hard disk space. 
A first visual checking confirmed that the choice and weighting of layers does indeed influence 
segmentation results. E.g., segmentation results with a high influence of the SAVI layer exhibit a 
higher differentiation within ‘tree and shrub vegetation’ and larger segments on homogeneously 
vegetated parcels. However, a mere visual evaluation of segmentation results was very difficult because 
segmentations were often fitting the reference data in one but not the other area. This again underlined 
the necessity to apply an empirical optimization approach. 
13 Due to the request of the author and other users, the functionality of using variables in file names was implemented in 
eCognition version 7.0, released in 2009 (eCognition Community, 2008b).
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4.2	First	optimization	step:	discrepancy	method	‘area	fitness	rate’	(AFR)
For the first step of parameter optimization, a discrepancy analysis was conducted. Segmentation 
results were compared to the reference data by examining areas of overlap, i.e. by judging the degree of 
Figure 4.1: Areas involved in the 
analysis of discrepancy between a 
reference polygon and a candidate 
segment according to set theory.
Figure 4.2: Values of segmentation quality measures used for determining the discrepancy between a 
reference polygon (black line) and five exemplary chosen candidate segments (grey lines).





















































































over- and under-segmentation. 
4.2.1 A novel discrepancy measure for the assessment of 
segmentation quality
For expressing segmentation quality, area sizes of the reference 
polygon, the associated segment, and intersections of them 
are combined within one formula in order to reveal a single, 
relative value. In reference to the set theory (Brieskorn et al., 
2002), the intersection of a reference object R with a candidate 
segment S results in four important area values (Fig. 4.1): R  S 
(intersection), R  S (union), R \ S (set difference of R and S), and 
S \ R (set difference of S and R). Different measures are described 
in literature, which are briefly explained here. Their mode of 
operation is demonstrated for a reference polygon and five 
exemplary segments of different sizes and positions (Fig. 4.2). 
The ‘area fitness index’ AFI (Lucieer, 2004) calculates the 
difference in size between the reference object R and the 
candidate segment S relative to the area of the reference object 
(Tab. 4.1, a). The ‘shape dissimilarity’ SD (Weidner, 2008), which 
is e.g. applied by Costa et al. (2008), sums up the areas of over- 
and under-segmentation and normalizes them by the area of the 
Table 4.1: Formulae of discrepancy measures found in literature describing the intersection of a reference object 
R with a candidate segment S: a) area fitness index (AFI), b) shape dissimilarity (SD), and c) quality rate (QR).
a) Area fitness 
index (AFI) b) Shape dissimilarity (SD) c) Quality rate (QR)
(Lucieer, 2004) (Weidner, 2008; Costa et al., 2008) (Weidner, 2008)
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R  S (or: R + S - R  S)
union
R  S (or: R + S - R  S)
set dierence of R and S
R \ S (or: R - R  S)
set dierence of S and R
S \ R (or: S - R  S)
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therefore be considered unsuited for expressing segmentation quality. SD has the disadvantage that 
it is – just like AFI – not normalized to values between 0 and 1 and is thus more difficult to interpret. 
QR reveals meaningful results but is not very intuitive.
Instead, a novel measure is suggested here, the ‘area fitness rate’ (AFR). Here, the area of overlap in 
relation to both, the reference object and the candidate segment is calculated and multiplied with one 
another (formula 1 in Lübker & Schaab, 2009; see Fig. 4.3):






An ideally fitting segment leads to a value of 1 while a non-overlapping segment results in a value of 0. 
Numerical results are similar to those of QR but the suggested approach is more intuitive, because it 
expresses over- and under-segmentation in the most logical way. The first term refers to the relative 
under-segmentation, i.e. what percentage of the reference polygon is not covered by the associated 
segment, and the second term refers to the relative over-segmentation, i.e. what percentage of the 
candidate segment is outside of the reference polygon. By multiplying the two fractions, both influences 
are combined in one single measure and undesired over- and under-segmentation are equally 
influencing the resulting value. The measure is well suited, because it is robust, well comprehensible 
and easy to implement.
When assessing the degree of over- and under-segmentation of a reference polygon, it needs to be 
decided carefully which segment to consider for evaluation. Different approaches exist but the issue is 
only seldom raised in literature. Even in the case of only slight over-segmentation, there is usually more 
than one segment overlapping with the reference object. It would seem natural to consider the segment 
with the largest overlap only (cf. Costa et al., 2008). However, this method neglects that this segment 
is not necessarily the best suited. A segment with an overlap of slightly more than 50%, that extents far 
beyond the boundaries of the reference object, must be considered less suited than one that overlaps 
slightly less than 50% but matches the reference object well otherwise. A meaningful measure should 
therefore consider the segment scoring best in a combined evaluation of over- and under-segmentation. 
This can be achieved by calculating the discrepancy measure for every segment overlapping with the 
reference object and than considering the best result only (cf. Fig. 4.3).
Figure 4.3: Illustration of the area fitness rate (AFR) determination for 
a selected reference polygon (fallow parcel in Virhembe test site).
reference object R (Tab. 4.1, b). 
An approach similar to SD is 
presented by the ‘quality rate’ 
QR (Weidner, 2008), which 
substantially only differs in the 
denominator when applying 
an algebraic transformation 
(Tab. 4.1, c). It expresses 
the intersection of reference 
object and candidate segment 
normalized by union set. 
The examples given in Figure 
4.2 illustrate that AFI does not 
consider how the reference 
object and the candidate segment 
are positioned relative to each 
other in space (cf. first and fourth 
example). The measure must 
Blue area:
S = 608.4 m²
R  S = 561.8 m²
AFR = 0.8597
Red area:
S = 4.7 m²
R  S = 4.4 m² *
AFR = 0.007
Yellow area:
S = 139.0 m²
R  S = 18.8 m²
AFR = 0.004
Green area:
S = 478.4 m²
R  S = 19.6 m²
AFR = 0.001
R = 603.5 m²
* Note: Dierences in area sizes are due to the tolerance of 0.6 m 






514.2 First optimization step: discrepancy method ‘area fitness rate’ (AFR)
in the visual interpretation (TMP1). In the resulting data set, the areas of overlap between candidate 
segmentation and reference data are calculated for each occurrence of overlap in order to derive the 
AFR. In most cases, more than one segment is overlapping with the reference polygon. Therefore, the 
statistical ‘summary’ function was applied using ‘group by reference polygons’ to determine the value of 
the highest rate of fitness (TMP2). In the second sub-model, temporary fields that are no longer needed 
are deleted from the segmentation again. The third sub-model then transfers the AFR result to the 
reference data. 
For batch processing the large amount of candidate segmentations, a special, slightly cumbersome 
procedure was elaborated. File names of the created segmentations are read from the file system via 
the Windows command line (‘dir *.shp /b /c > filelist.txt’) and transferred to Excel. Here, parameter 
settings used during the segmentation are extracted from the file names serving as input parameters 
4.2.2 Technical implementation 
of	the	first	step
Due to of the high number of 
comparisons to be carried out, a 
largely automated procedure was 
elaborated in the ArcGIS software 
making use of the Model Builder in 
combination with Visual Basic (VB) 
script language. The model consists 
of three individual sub-models 
(Fig. 4.4). In the first model, the 
actual calculation for the AFR is 
conducted using the candidate 
segmentation (SEG) and the 
reference data set (REF) as input 
data sets. The two input files are 
combined via the ‘union’ function, 
applying a tolerance of 0.6 m (i.e. 
1 pixel) in order to account for 
small geometrical inaccuracies 
Sub-model 1 (actual calculation of the AFR)
Result: AFR for each reference polygon
Sub-model 2 (deletion of temporary elds)
Result: cleaned segmentation data
Sub-model 3 (transfer of result to reference data)
Result: AFR attatched to reference data
SEG
add and calculate ID 
and area elds
repair geometry
add and calculate area of 
overlap and AFR (for all 
occurences of overlap)
union
(keeping all attributes except






ID and area elds
add eld with name 
indicating the candidate 
segmentation
REF
transfer the AFR 
value to REF
join
(based on reference ID)
remove the join
geodata:
REF: reference data (visual interpretation)
SEG: candidate segmentation
temporary data sets:
TMP1: union of REF and SEG
TMP2: table with statistics on AFR
Figure 4.5: Code example for the VB script to run the batch processing in order to determine the area fitness 
rate (AFR) for candidate segmetations of Buyangu test site.
reference_shp = „{path-to-reference-data}\buyangu_poly.shp“ (REF)
layers = „501“
scalefactor = „020“
segmentation_shp = „{path-to-segmentation}\0.5qb_0savi_1edge_020_0.3_0.5.shp“ (SEG)
output_table_dbf = „{path-to-output-table}\af_sum_buy_“ & layers & „_“ & scalefactor & „.dbf“ (TMP2)
field_name = „f_“ & layers & „_“ & scalefactor
calc_expr = „[af_sum_buy_“ & layers & „_“ & scalefactor & „.MAX_fitrat]“
join_name = „af_sum_buy_“ & layers & „_“ & scalefactor
field_name_2 = „buyangu_poly.f_“ & layers & „_“ & scalefactor
gp.AreaFitnessCalculation segmentation_shp, reference_shp, output_table_dbf (sub-model 1)
gp.AreaFitnessCalculation_deleteFields segmentation_shp (sub-model 2)
gp.AreaFitnessCalculation_joinAndMakeField reference_shp, field_name, calc_expr, join_name, output_
table_dbf, field_name_2 (sub-model 3)
    Figure 4.4: Flow chart illustrating 
the model implementation in ArcGIS 
for calculating area fitness rate (AFR) 
indicating important steps and data 
sets.
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for the model variables needed. The actual VB 
script text is assembled and copied to a text 
file, which is then opened in a browser, where 
the text is copied again and saved in a text file. 
Like this, line breaks and quotation marks 
are maintained. The batch file (Fig. 4.5) can 
than be loaded into ArcGIS and executed for a 
complete study site in one single run which on 
average took 4.5 hours. 
4.2.3	Results	of	the	first	step
Results of the discrepancy analysis based on 
the AFR were summarised per focus test site 
and LULC class as well as for the four groups of 
classes using the median value of the according 
reference objects. Based on the classes house, 
dirt road, ‘maize (and beans)’, and sugarcane 
and those for the according groups of classes 
(i.e. groups A and D), the results of the AFR in 
different focus test sites are visualized in Figure 
4.6. Depending on the class, best scoring 
results typically lie between 0.5 and 0.6. 
Trends for the appropriate scale parameter can 
easily be identified (Fig. 4.6). For the classes 
house and dirt road (both in class group A) 
in the focus test sites of Shirakalu and Lubao 
Market respectively, it can be concluded that 
scale parameters of 20/40 reveal the best 
results. Best suited scale parameters of group 
D are 80/100 in case of ‘maize (and beans)’ 
(Savane) and 100/120 in case of sugarcane 
(Buyangu). In the examples given, trends for 
optimal scale parameters largely coincide in 
the different test sites, amongst the classes of a 
group, and for a class and its according group, 
while trends for distinct groups of classes differ 
considerably. This indicates a good choice of 
class group and a high validity of the results. 
Regarding the choice of input layers and the 
weighting amongst them, a high influence of 
the edge layer seems favourable for the house 
and dirt road classes (layer combinations 
ending with ‘1’), while for the class sugarcane, 
the combination of all three layers and a high 
influence of the multispectral layers seems 
    Figure 4.6: Diagrams showing the results of the 
discrepancy analysis based on the area fitness rate 
(AFR) for selected classes and groups of classes in 
different focus test sites. (Source: Fig. 3 in Lübker & 
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AFR Class ‘house’ (group A), Shirakalu
* one set of scale parameters (20 to 250); ** weighting of input layers (cf. ch. 4.1.1): 
1st digit: MS, 2nd digit: SAVI, 3rd digit: EDGE
*
**
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advantageous (layer combinations starting with ‘1’ and not containing any ‘0’) (Fig. 4.6). However, 
results are less clear, especially when summarised per group of classes. In order to make a decision for a 
certain layer combination easier and to compare the results for the different focus study sites, a ranking 
was introduced: the four best results per focus test site are given scores from 4 to 1 (assigning 4 points 
to the first position and 1 point to the fourth position). Scores are summed up per group of classes, here 
not considering the scale parameter. Like this, the best suited layer weighting for class group A was 
determined as 501 (50% multispectral layers, 0% SAVI layer, 100% edge layer) as shown in Table 4.2. 
Almost half of the scores are accumulated by this layer combination, underlying the meaningfulness of 
this approach. For groups B, C, and D best suited layer weightings were determined as 511, 111, and 151, 
respectively.
For the final decision on the best suited scale parameter per group of classes, the scale parameters 
of those segmentations were determined and averaged that a) exhibit the earlier optimized layer 
combination and weighting and b) are amongst the four best overall segmentation results per class and 
focus test site. E.g. in the case of the class house in Shirakalu, the scale parameter 20 is accounted for, 
because the layer combination 501 with this scale parameter presents the best overall segmentation 
result (cf. Fig. 4.6). Following this procedure, mean values of best suited scale parameters were 
determined as 25, 50, 75, and 90 for groups A to D. In order to account for the influence that shape 
factor and compactness have on the ‘size’ of a segment (cf. ch. 3.2.1), additional values being 5 smaller 
and larger were added, 10 in group D due to higher absolute values in this group. The final result of the 
first step of parameter optimization is summarised in Table 4.3. These values were used in the second 
step of parameter optimization.
Table 4.2: Ranking applied to determine 
the best suited layer combination for class 
group A combining the ‘area fitness rate’ 
(AFR) results for the five focus test sites.
Table 4.3: Parameters settings 







100 – 0 0%
105 1x 3rd; 1x 4th 3 6%
150 – 0 0%
155 – 0 0%
101 1x 1st; 2x 2nd; 1x 4th 11 22%
110 – 0 0%
151 1x 2nd; 2x 3rd 7 14%
115 – 0 0%
111 1x 3rd; 1x 4th 3 6%
511 2x 4th 2 4%
501 4x 1st; 2x 2nd; 1x 3rd 24 48%









A 501 20, 25, and 30
B 511 45, 50, and 55
C 111 70, 75, and 80
D 151 80, 90, and 100
4.3 Second optimization step: goodness 
method	‘objective	function’
In the second step of optimization, the remaining 
parameters are optimized based on a goodness measure 
that combines two goodness indices with opposing trends. 
Goodness methods are frequently applied in optimization 
studies (Tab. 3.1). However, the effect of normalization, 
which is needed to combine the two indices, should be 
considered when applying normalization: if one of the 
measures or both exhibit outlier values, they should 
be excluded from the analysis (cf. ch. 8.2.2) in order to 
prevent a distortion of the result.
For the study conducted here the approach of Espindola 
et al. (2006) was applied, which combines two goodness 
indices with opposing trends in an ‘objective function’. The 
first index expresses inner-segment homogeneity and is 
based on the mean weighted variance (MWV). It is defined 
as the sum of all products of variance and area divided by 
the sum of all areas (Espindola et al., 2006, p. 3037): 














where ai denotes the area of a segment and vi denotes the 
variance within a segment. The second index expresses 
inter-segment heterogeneity and is based on Moran’s I 
test for spatial autocorrelation (Espindola et al., 2006; 
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4.3.1 Technical implementation of the second step
Values for MWV were directly calculated in eCognition when creating the candidate segmentations. 
Only the NIR-band was used here because it has the highest contrast. For the calculation of the MWV 
(Tab. 4.4), a customised scene feature was created, that is defined by the two scene variables ‘sum of 
all products of variance and area’ (v_sum_vari_ms4_a) and ‘sum of all areas’ (v_sum_area), which 
are being updated in each segmentation process. Since ‘variance’ is not a default object feature, a 
customized object feature had to be created (vari_ms4_a). 
Moran’s I index was calculated with ArcGIS because the function is already implemented there. 
However, the Python script had to be adjusted so that the result is not displayed visually but written 
to a text file together with the file name. The adjusted script was then loaded into the Model Builder 
and exported as a VB script. In analogy to the proceeding in the case of the AFR, Excel was used to 
create the according batch files. While the calculation of variance required only fractions of a second 
per segmentation, the calculation of Moran’s I index required an average of 8 hours for the class groups 
B to D but was not feasible for group A. Here, due to the high number of polygons per focus study 
site (up to 163,000) the calculation of one single segmentation took approx. 14 hours. Therefore, the 
discrepancy method had to be applied once again for optimizing scale parameter, shape factor and 
compactness for class group A.
The normalization of the two indices was accomplished via a straightforward conversion in Excel. While 
values for inter-segment heterogeneity were already available in text files, the values of inner-segment 
homogeneity had to be extracted from the attribute table of the according shapefiles. To facilitate this 
step, an ArcObjects VBA script was written, that reads the attribute information and writes it to a file.
Name Value
customised object feature:





v_mean_weigh_vari [v_sum_vari_ms4_a] / [v_sum_area]
Note: Scene variables are updated in the process tree; object features are 
in brackets [].
Table 4.4: Customised object feature, scene variables, 
and customised scene feature created in eCognition for 
the calculation of the ‘mean weighted variance’ (MWV).
for a definition see Moran, 1950). In general, 
for larger segments values for MWV are 
lower and those for Moran’s I test are higher. 
An optimal segmentation is found when 
balance is established between inner-segment 
homogeneity and inter-segment heterogeneity. 
In the ‘objective function’ the two measures are 
added after normalising them to a range of 0 to 
1 thus holding possible values between 0 and 2, 
where high values represent a good suitability. 
As Gao et al. (2007) showed, the classification 
accuracy can be significantly enhanced by using 
this ‘objective function’. 
Figure 4.7: Diagrams showing the results of the goodness analysis for normalized MWV (left) and Moran’s I 
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554.3 Second optimization step: goodness method ‘objective function’
4.3.2 Results of the second step
Absolute values of the goodness analysis range 
between 4,300 (scale parameter 20, group A) 
and 66,000 (scale parameter 100, group D) in 
the case of MWV, and between 0.098 (scale 
parameter 100) and 0.371 (scale parameter 
20) in the case of Moran’s I index. Taking the 
normalized results for class group D in the focus 
test site Virhembe as an example, the influence 
of the analysed segmentation parameters are 
visualized in Figure 4.7. It can be observed that 
variances are lower for higher scale parameters 
as well as for higher shape factors; an increasing 
compactness value leads to almost equal or 
slightly better results for low shape factors 
(0.1/0.3) but considerable lower results for 
higher shape factors (0.5/0.7). Values for 
Moran’s I index in contrast are generally lower 
for lower scale parameters. Even though further 
trends are not as clear as in the case of variance, 
it can be seen that mid shape factors mostly lead 
to better results and segmentations with a high 
influence of compactness and a higher shape 
factor generally score lower.
The best overall result for the combined 
‘objective function’ is 1.88 and was achieved 
in Shirakalu focus test site for class group B 
with a scale parameter of 75, a shape factor of 
0.1, and a compactness value of 0.5. A value of 
zero was determined in Buyangu as well as in 
Savane for class group D with the parameter 
combination 100, 0.7, and 0.9 (scale parameter, 
shape factor, compactness). In order to derive 
a recommendation for the overall best suited 
parameter settings, results were visualized for 
each individual focus test site and group of 
classes. Three diagrams were generated (Fig. 
4.8): on the x-axis two of the three degrees 
of freedom are displayed at a time while the 
Figure 4.8: Set of three diagrams showing the results 
of the goodness analysis combined by the ‘objective 
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goodness value is taken as the y-axis and values for the third parameter are colour coded. The set of 
diagrams was visually analysed by determining suitable settings for the parameter not represented 
by the x-axis and verifying its appropriateness in the remaining diagrams. For class group D in 
Virhembe focus test site (Fig. 4.8) the visual analysis proceeds as follows: diagram I reveals that a scale 
parameters of 100 is best suited and a value of 80 is still good, and for the shape factor values of 0.3/0.5 
are best suited. Diagram II indicates that a shape factor of 0.3 is best suited, a value of 0.5 is still 
good, but a value of 0.7 is unsuitable. Diagram III confirms that best results are obtained with a scale 
parameter of 100 and a shape factor of 0.3 – with a value for compactness of 0.3 or 0.7. Since in other 
combinations, a compactness value of 0.7 scores much lower as compared to 0.3, the latter value was 
assumed to be more suitable. Accordingly, the best suited parameter combination for class group D in 
Virhembe was determined as 100, 0.3, and 0.3 (scale parameter, shape factor, compactness).
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Results of the visual diagram analysis for each class group were compared amongst the different focus 
test sites (Tab. 4.5). In case of class group D the determined values for scale parameter and shape factor 
are very similar among the focus study sites, while for compactness contradictory results are obtained. 
For class group B the determined values for all three parameters are very similar among the focus study 
sites, for group C they coincide less well. Here, the determined combinations were cross-checked in all 
focus test sites in order to decide on the overall best suited combination. For class group A, that had to 
be evaluated by the discrepancy method alone (cf. ch. 4.3.1), again a ranking was carried out showing 
that 44% of the scores were assigned to 7 out of 60 combinations, the 7 being very similar. Table 4.6 
summarises the overall best suited parameter settings.
4.4 Evaluation of the results obtained through parameter optimization
Values of the empirical measures and grouping of classes
Values obtained in the first step of optimization for AFR are generally rather low. Best per class results 
sometimes do not exceed 0.5 – this value could e.g. result from an over- as well as under-segmentation 
of almost 30%. Such low rates can e.g. be explained by the fact that neighbouring parcels of same 
cultivations are often separated by very thin non-contrastive lines only, which makes it difficult for the 
region-growing algorithm to detect the actual parcels. The same principle applies to adjoining houses; 
a visual interpreter might detect them as separate objects due to certain shape characteristics, but the 
segmentation routine is not able to do so.
It can further be noted that different LULC classes clearly do require different parameter settings. 
The visual analysis of graphs for individual classes showed that the grouping of classes proved to be 
appropriate, i.e. groups did not have to be rearranged during the first step of optimization. In the 
combined results of the second step of optimization it was noted that it depends on the classes or groups 
of classes optimized how definitely optimal parameter settings can be determined. Therefore, the visual 
interpretation of sets of graphs demonstrated to be useful. Although the procedure applied in the case 
of class group A in the second step of optimization presents a break in procedure, meaningful results 
could be obtained with the discrepancy method. Strictly seen however, the approach is not optimal 
because of the restrictions that apply for goodness analysis (cf. ch. 4.1.2). Results for the different focus 
test sites (cf. Tab. 4.5) are very similar, yet some differences exist. This can be interpreted twofold. 
Deviations amongst the results on the one hand indicate that it is necessary to cover the heterogeneity 
of a large area under investigation in order to account for differences. On the other hand, results can be 
    Table 4.5: Best suitable 
parameter combinations 
as determined in 
the second step of 
optimization through 
visual analysis of a set of 
three diagrams for class 
groups B, C, and D.
    Table 4.6: Parameter 
settings determined 
in the second step of 
parameter optimization. 
Class group B Class group C Class group D
Buyangu 55/0.5/0.1 75/0.5/0.5 100/0.3/0.9
Lubao Market 55/0.5(0.3)/0.1+0.3 75/0.3/0.1+0.5 (80/0.3/0.7) 100/0.1/0.1
Shirakalu 55/0.3(0.5)/0,1 75/0.1/0.5 (70/0.1/0.7) 90/0.1/0.7
Virhembe 55/0.5/0.1+0.5 80/0.3/0.1 (75/0.5/0.1) 100/0.3/0.3(0.7)
Savane 55/0.5/0.3 80/0.1/0.1 100/0.3/0.5 (100/0.1/0.7)
55/0.5/0.1 80/0.3/0.1 100/0.3/0.5
Note: Values indicate scale parameter/shape factor/compactness; 0.1+0.3: the two settings are equally well 
suited; (0.3): this setting is only marginally less well suited.
Class 
group
Choice of input layers 
and weighting* Scale parameter Shape factor Compactness
A 501 25 0.5 0.7
B 511 55 0.5 0.1
C 111 80 0.3 0.1
D 151 100 0.3 0.5
*: 1st digit: four QuickBird bands; 2nd digit: SAVI layer; 3rd digit: edge layer; 1: 100%, 5: 50%, 0: 0%
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used for a cross-check, whereas the 
similarity of results demonstrates 
the reliability of the approach. 
Both interpretations lead to the 
conclusion that the approach 
chosen and the parameter settings 
determined are suitable for the 
complete imagery.
Visual checking of the 
segmentation results
The usability of the optimized 
segmentation results for the 
anticipated classification was 
verified by visually inspecting 
exemplary chosen objects for each 
of the classes. For class group A 
(Fig. 4.9, A), some extremely small 
segments were created but in case 
of the houses the delineation of the 
visual interpretation is generally 
matched well, even if some over-
segmentation can be observed. An 
Figure 4.9: Segmentation results as obtained with optimized 
parameter settings (thin yellow lines) for exemplarily chosen 
objects of class groups A to D in comparison to the visual 
interpretation (thick blue lines with white outline; objects relevant 
to the class only). (Source: Fig. 5 in Lübker & Schaab, 2009, modified)
exception is a strongly illuminated corrugated iron roof that is segmented on its own. Objects that are 
not part of class group A, and are hence not of relevance here, are over-segmented. Due to the high 
weighting of the edge layer in this segmentation, thin polygons reminding of buffers are generated along 
house margins. Since this could not be avoided it must be accounted for in the subsequent classification 
(cf. ch. 6.1.2). In class group B (Fig. 4.9, B), shrubs on a parcel are matched very well. The delineation in 
some parts seems to be even slightly more accurate than in the reference data set, for which a minimum 
mapping unit was applied (cf. ch. 2.3.2). A shrub that is neglected in the visual interpretation is 
correctly segmented. In the example given, shadows are small enough to be jointly segmented together 
with the shrubs. In the example for class group C (Fig. 4.9, C), a homestead is over-segmented into 
two main segments. Otherwise, the delineation follows the visual interpretation well. Again, two small 
shrubs are additionally delineated as well as an area east-south-east of the house that exhibits very little 
vegetation cover. Also for the class group D (Fig. 4.9, D) the result is satisfying. A number of parcels 
are segmented in one segment following the visual interpretation very well. However, some parcels 
are over-segmented, e.g. the large heterogeneous sugarcane parcel in the centre of the image subset. 
Objects like houses and roads that are not relevant for this group are, as expected, not matched well.
The visual inspection also demonstrates that a difference between a segmentation result and the visual 
interpretation does not always mean a mistake in the segmentation; it can also be caused by constraints 
of the reference data (cf. Sturm & Weidner, 2009; Albrecht, 2010). The tolerance introduced in the 







58 4. Optimization of segmentation parameters
Short summary
  A new methodology of parameter optimization was elaborated that, unlike studies described in 
recent literature, fulfils the criteria that provide the basis for the conceptual framework for the 
categorization of parameter optimization studies (ch. 3.3.2). 
  The methodology was applied to the data at hand and consists of a two-step procedure 
that combines a discrepancy method and two goodness measures. Customized models and 
processes were developed in ArcGIS and eCognition in order to facilitate the calculation of the 
empirical statistical methods.
  As discrepancy measure, the area fitness rate (AFR) was introduced here as a novel measure. 
It jointly assesses over- and under-segmentation in regard to a reference data set. As 
goodness measure, inner-segment homogeneity (mean weighted variance) and inter-segment 
heterogeneity (spatial autocorrelation) were employed.
  For four groups of classes, the optimal settings for a) layers to be considered and b) their 
weighting, c) the scale parameter, d) the shape factor, and e) the compactness value were 
reliably determined. 
  The values obtained for the parameters revealed that different LULC classes clearly do require 
different parameter settings and that the grouping of classes proved to be appropriate. A visual 
checking of the results revealed that the segments created match well to the reference data, 
which were obtained through visual image interpretation.
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5. Feature selection and threshold determination
5.1 Conduction of the feature selection and threshold determination
The feature selection (cf. also ch. 3.3.3) carried out as part of this thesis was conducted in multiple 
successive steps. The workflow comprises a first pre-selection of features in order to keep the number 
of candidate features at a still feasible level. Next, for each LULC class representative samples objects 
and their according segments are marked (using ArcGIS). In order to determine the actual class 
characteristics, feature values are extracted for the sample segments (using eCognition). Finally, class 
separability is calculated and the features relevant for defining each class as well as possible thresholds 
are determined.
Pre-selection of features
From the mere amount of features available (cf. ch. 3.1.3), a first pre-selection of features to be 
considered in the feature selection can be applied to keep the number of alternatives at a still feasible 
level. The selection was here carried out based on general knowledge, recommendations encountered in 
literature, and a visual exploration of features that was conducted in eCognition. 
Spectral characteristics still play an important role for class descriptions, wherefore mean values 
(mean) and values for the standard deviation (stdv) of all seven input layers (the four multispectral 
bands, pan, SAVI, and edge layer) were chosen (Tab. 5.1). In addition, the characteristics ‘mean 
difference to neighbours’ (mdiffn) and ‘contrast to neighbour pixels’ (contn) were chosen for selected 
layers – the latter at two different distances – as well as the components of the IHS transform (cf. 
Buchroithner, 1989). From the shape characteristics available in eCognition ten features commonly 
used in OBIA studies were selected such as area, border index, length to width, rectangular fit, and 
shape index (cf. Leduc, 2004; Nussbaum et al., 2005; Van Coillie et al., 2007). Shape features that 
are similar to others were excluded based on visual judgement. As texture characteristics, different 
GLCM measures (cf. ch. 3.1.3) were chosen. For deriving the measures, which can be done for only 
one image band at a time, the panchromatic band was used as suggested e.g. by Puissant et al. (2005) 
and in addition also the SAVI layer. For some texture measures other layers were included as well, 
this determined based on a visual judgement. Image ratios were derived for all multispectral layers – 
once with the sum of all other bands in the denominator (ratio3) and once with the sum of all bands 
including the respective band (ratio4; cf. ch. 3.1.3) – and defined as customized features. In addition the 
Zabud1 criterion (cf. ch. 3.1.3) was defined as customised feature.
In total, 69 different object characteristics were chosen as the basis for feature selection that can be 
grouped into four distinct groups (Tab. 5.1). Since some of the features only differ slightly from each 
other, e.g. by the distance used for neighbours (‘l_contn_03’ vs. ‘l_contn_10’), the layer used for 
texture analysis (e.g. ‘t_glcm_stdv_pan’ vs. ‘t_glcm_stdv_savi’) or the number of bands used in the 
denominator (‘c_ratio3’ vs. ‘c_ratio4’), the scoring of these features is rather similar. This redundancy is 
though intended, since it cannot a priori be decided which alternative to favour. 
Sample selection
In order to derive characteristics for the different LULC classes, samples need to be selected for each 
class. From the twelve test sites a total of approx. 980 samples objects were chosen (Tab. 5.1, bottom), 
between 70 and 101 per site (not indicated in the table). Here, objects that were verified during ground 
truthing (ch. 2.2) were chosen plus additional ones in order to cover distinctly appearing objects of the 
same class and to maintain spatial coverage over the test sites. For classes that occur more frequently 
than others such as ‘maize (and beans)’, house, or sugarcane between approx. 70 and 100 sample 
objects were marked while for less frequently occurring classes such as river, tarmac road, or burnt area 
less than 20 samples were determined. 
Following the concept of defining class rules in a specific segmentation level (multilevel approach, 
ch. 3.1.2), characteristics of a specific class need to be derived from the objects of the according 
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Table 5.1: Features pre-selected as input for the feature selection (left), features selected by the SEaTH tool for 
each class (right), and statistics on the Jeffries-Matusita (J) value for the best scoring feature of a class as well as 
the numbers of associated samples and sample segments (bottom, see next page). 







































































































Mean ms1 l_mean_ms1 (X) X
Mean ms2 l_mean_ms2 (X) (X)
Mean ms3 l_mean_ms3 X X (X)
Mean ms4 l_mean_ms4 X X X
Mean pan l_mean_pan X X X (X) X
Mean saviAdj l_mean_savi (X) X X X
Mean edgeAdj l_mean_edge (X) (X)
Mean Brightness l_mean_bright (X) (X) X X
Mean Max. diff. l_mean_maxdiff (X) (X)
Standard deviation ms1 l_stdv_ms1 X (X)
Standard deviation ms2 l_stdv_ms2 (X)
Standard deviation ms3 l_stdv_ms3 X
Standard deviation ms4 l_stdv_ms4
Standard deviation pan l_stdv_pan
Standard deviation saviAdj l_stdv_savi (X) (X)
Standard deviation edgeAdj l_stdv_edge
Contrast to neighbour pixels edgeAdj(3) l_contn_edge_03 (X) (X) (X)
Contrast to neighbour pixels edgeAdj(10) l_contn_edge_10 (X) (X)
Contrast to neighbour pixels ms4(3) l_contn_ms4_03 X (X) (X) (X) (X)
Contrast to neighbour pixels ms4(10) l_contn_ms4_10 (X) X (X) X X
Contrast to neighbour pixels pan(3) l_contn_pan_03 (X) (X) (X) (X) (X)
Contrast to neighbour pixels pan(10) l_contn_pan_10 X X X (X) (X) (X) (X)
Contrast to neighbour pixels saviAdj(3) l_contn_savi_03 (X)
Contrast to neighbour pixels saviAdj(10) l_contn_savi_10 (X) X (X)
Mean Diff. to neighbours edgeAdj(0) l_mdiffn_edge_0
Mean Diff. to neighbours ms4(0) l_mdiffn_ms4_0 (X) (X)
Mean Diff. to neighbours pan(0) l_mdiffn_pan_0 (X) (X)
Mean Diff. to neighbours saviAdj(0) l_mdiffn_savi_0 (X)
Hue, Saturation, Intensity Hue 2) l_hsi_h (X) (X) (X) (X) (X) (X)
Hue, Saturation, Intensity Intensity 2) l_hsi_i (X) (X) (X)
Hue, Saturation, Intensity Saturation 2) l_hsi_s (X) (X) X
Shape
Area s_area (X) X X
Asymmetry s_assymetry
Border index s_border_ind







Texture (Haralick)  (all directions, quick 8/11)
GLCM Homogeneity pan t_glcm_hom_pan (X) (X)
GLCM Homogeneity saviAdj t_glcm_hom_savi X (X) X
GLCM Dissimilarity pan t_glcm_dis_pan
GLCM Dissimilarity edgeAdj t_glcm_dis_edge
GLCM Dissimilarity saviAdj t_glcm_dis_savi X (X)
GLCM Entropy ms1 t_glcm_ent_ms1 (X) (X) (X)
GLCM Entropy pan t_glcm_ent_pan
GLCM Entropy saviAdj t_glcm_ent_savi (X) (X)
GLCM Ang. 2nd moment ms1 t_glcm_a2m_ms1 (X) X (X) (X)
GLCM Ang. 2nd moment ms4 t_glcm_a2m_ms4 X X
GLCM Ang. 2nd moment pan t_glcm_a2m_pan X (X) X (X) (X)
GLCM Ang. 2nd moment saviAdj t_glcm_a2m_savi (X) X (X) (X) (X) X (X) X X (X)
GLCM Mean ms2 t_glcm_mean_ms2 (X) (X)
GLCM Mean ms4 t_glcm_mean_ms4 (X)
GLCM Mean pan t_glcm_mean_pan (X) (X) (X) (X) (X)
GLCM Mean savi t_glcm_mean_savi (X) (X) (X) (X)
GLCM StdDev pan t_glcm_stdv_pan
GLCM StdDev savi t_glcm_stdv_savi (X) (X) (X)
Customized
zabud 3) c_zabud X X X X
ratio3_ms1 4) c_ratio3_ms1 X (X) (X)
ratio3_ms2 c_ratio3_ms2 (X) (X) (X)
ratio3_ms3 c_ratio3_ms3 (X) (X) (X) X
ratio3_ms4 c_ratio3_ms4 X (X) X (X) (X) (X)
ratio4_ms1 5) c_ratio4_ms1 (X) (X) (X)
ratio4_ms2 c_ratio4_ms2 (X) (X) X
ratio4_ms3 c_ratio4_ms3 (X) X (X) (X)
ratio4_ms4 c_ratio4_ms4 (X) X
ratio4_savi 6) c_ratio4_savi X X X X
    Table continues on next page
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segmentation level, e.g. characteristics of the class house from the result of segmentation level A and 
those of sugarcane from segmentation level D. In order to delimit a class of a lower level, however, the 
according segment characteristics of higher-class objects need to be considered likewise. Therefore, e.g. 
sugarcane segments are considered in all four levels but house samples only in level A. In case an object 
is over-segmented either all segments belonging to the object are to be selected, or alternatively a subset 
of the according segments. Due to the high level of over-segmentation that applies for most classes in 
segmentation level A, a total of approx. 8,000 individual segments were selected in this level (Tab. 5.1, 
bottom) by manually marking a point within the segment. ArcGIS was used here in order to keep record 
of the markings and to allow for an easy re-use.
Determination of class characteristics
In order to facilitate the determination of class characteristics, a rule set was defined in the process 
tree of eCognition and applied to each of the test sites. Via the rule set, the different image layers (pan, 
MS, vegetation index, and edge layer) of the according test site are added as input layers and the point 
file containing the markings of sample segments is loaded as a thematic layer14. After carrying out the 
segmentation for level A using optimized parameters (cf. ch. 4) the ‘assign class’ algorithm is used to 
classify the marked segments as members of the according target class. For every classified segment 
the 69 pre-selected feature characteristics are calculated and exported into a combined CSV file. The 
procedure is repeated for the other segmentation levels and for all test sites. Results of the different test 
sites were combined in Excel. 
Feature selection and threshold determination with SEaTH
As a quantitative procedure of feature selection the SEaTH tool was applied. The calculation of class 
separability and thresholds is straightforward and for the samples at hand it took few seconds only. 
However, instead of following the tool’s standard procedure where separability and thresholds are 
calculated for every possible pair-wise combination of classes, a dual procedure was applied using Excel. 
As a first approach one file was created for each LULC class where all other classes are summarised as 
‘others’. As a second approach one file was created for each segmentation level where only classes of 
the same or higher levels are included but none are summarised as ‘others’. While with the calculations 
of the first approach it is possible to identify the overall best suited features for a class, the second 
approach is better suited for the consecutive classification approach (ch. 3.2.3). It allows identifying 
classes that are especially difficult to separate that might require additional rules based on these 
features. From the results of the first approach, the ten best scoring features were noted down together 
with the value for the measure of class separability (J), the determined thresholds and the ‘direction’ of 
class membership (i.e. smaller or larger than). 
14 The marked samples had to be shifted by the distance of half a pixel into north-western direction before loading the 
shapefile into eCognition. This problem can be ascribed to a dissimilar definition for the origin of the pixel coordinate 








































































































J of best scoring feature   1.70 1.39 1.47 0.85 1.41 1.51 0.77 1.48 1.18 1.22 1.23 0.47 1.45 1.12 0.59 1.49 1.65
Number of samples 8 96 3 98 92 7) 96 88 23 59 97 72 36 87 94 11 16
Number of sample segments
at level A 15 769 57 463 639 353 717 759 219 486 955 684 395 454 921 138 22
at level B 553 238 282 152 49 198 611 483 128 152 682 77 13
at level C 199 97 38 131 414 253 119 131 362 43 13
at level D 310 168 63 77 286 38 10
X: feature selected by SEaTH and used in the rule set     (X): feature selected by SEaTH but not used in the rule set
1) The classes vegetables and rock had to be omitted in the actual classification, i.e. no rule set was developed in which the feature could have been used.      
2) R=ms4, G=ms3, B=ms2 3) ((([ms1]-[ ms2])2)+(([ ms2]-[ ms3])2)+(([ ms3]-[ ms4])2))0.5      
4) ms1 / (ms2+ms3+ms4) 5) ms1 / (ms1+ms2+ms3+ms4)      6) savi / (ms1+ms2+ms3+ms4)      
7) Samples for tree and shrub vegetation and shadows were selected jointly and assigned to the according class for the individual segments.
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5.2 Results of the feature selection and threshold determination
While the detailed results of the features selection (as well as of the threshold determination) including 
values obtained for the separability measure J are presented in Appendix 1 and exemplary also in Table 
5.2, a summarising overview of the features selected is given in Table 5.1.
5.2.1 Results of the feature selection
For every class the ten selected features were displayed in the feature view mode of eCognition (cf. ch. 
3.1.4) in some of the test sites. It was then visually examined if a feature actually differentiates the class 
objects from other objects. Based on this judgement and considering redundant features differing only 
slightly (cf. ch. 5.1) it was decided which features to actually use for rule set development (cf. ch. 6.1). 
Features judged suitable are set in bold in Appendix 1 and features not suitable are put in brackets in 
Table 5.1. With this anew selection about 60% of the features selected by the tool were rejected, whereas 
the number of features kept per class differs: while for the class ‘napier grass, sweet potato’ seven out 
of ten features were kept, for sugarcane only one was judged suitable. A clear correlation between the 
number of rejections and the number of sample segments at hand (cf. Tab. 5.1, bottom) cannot be 
observed, but for classes with an above average number of sample segments associated the rejection 
rate is comparatively low. 
In Table 5.1 it can be noticed easily that for the different classes quite different features were selected 
by the algorithm. While some features such as t_glcm_a2m_savi, l_contn_pan_10, and c_ratio3_ms4 
were selected for a number of different classes, other features such as l_stdv_ms4, l_mdiffn_edge_0, 
and t_glcm_ent_pan do in neither class rank amongst the ten best features. The latter also applies 
Table 5.2: Results of the feature selection with classes of the same or 
higher levels (not summarised as ‘others’) for the classes sugarcane 
and ‘fallow and grassland’ indicating figures for the three best scoring 
features.  (For explanation see Tab. 5.1)
Sugarcane
# Feature J Threshold (direction)
vs. maize (and beans)
1 c_ratio3_ms3 1.4265 0.263 (<)
2 c_ratio4_ms3 1.4207 0.208 (<)
3 l_mean_savi 1.2503 238.61 (>)
vs. tea
1 c_ratio4_ms2 1.7622 0.148 (>)
2 c_ratio3_ms2 1.7601 0.173 (>)
3 l_mean_maxdiff 1.4909 2.44 (<)
vs. napier, sweet potato
1 c_ratio3_ms2 0.8395 0.185 (>)
2 c_ratio4_ms2 0.8383 0.156 (>)
3 l_contn_ms4_10 0.5943 66.84 (<)
vs. fallow and grassland
1 t_glcm_dis_pan 0.5240 3.65 (>)
2 t_glcm_dis_savi 0.5063 1.84 (>)
3 t_glcm_hom_pan 0.4644 0.266 (<)
vs. burnt area
1 l_mean_pan 1.7125 341.45 (>)
2 t_glcm_mean_pan 1.7121 42.42 (>)
3 l_mean_bright 1.6298 301.03 (>)
vs. fish pond
1 s_border_len 1.5929 203.09 (>)
2 t_glcm_stdv_savi 1.5820 6.17 (<)
3 l_contn_pan_10 1.5223 -327.82 (>)
Fallow and grassland
# Feature J Threshold (direction)
vs. maize (and beans)
1 c_ratio3_ms3 1.1937 0.272 (<)
2 c_ratio4_ms3 1.1856 0.213 (<)
3 c_zabut 1.1665 487.76 (>)
vs. tea
1 c_ratio4_ms2 1.6406 0.146 (>)
2 c_ratio3_ms2 1.6403 0.170 (>)
3 l_hsi_s 1.4967 0.755 (<)
vs. napier, sweet potato
1 t_glcm_a2m_savi 0.7387 0.021 (>)
2 c_ratio4_ms2 0.5940 0.153 (>)
3 c_ratio3_ms2 0.5891 0.180 (>)
vs. sugarcane
1 t_glcm_dis_pan 0.5240 3.65 (>)
2 t_glcm_dis_savi 0.5063 1.84 (>)
3 t_glcm_hom_pan 0.4644 0.266 (<)
vs. burnt area
1 l_mean_pan 1.6190 338.75 (>)
2 t_glcm_mean_pan 1.6157 42.06 (>)
3 l_mean_bright 1.5669 301.41 (>)
vs. fish pond
1 t_glcm_stdv_savi 1.8241 5.04 (<)
2 l_stdv_savi 1.7128 37.63 (<)
3 t_glcm_hom_savi 1.6263 0.361 (>)
to most of the pre-selected 
shape characteristics, i.e. 
according to the results shape 
characteristics do not seem 
useful for separating the given 
classes from each other. This 
is surprising because shape 
characteristics are considered 
an important advantage of 
OBIA (cf. ch. 3.1.3). Spectral 
characteristics were frequently 
selected for most classes, 
especially often in case of the 
classes river and shadows (8x) 
but only once in case of ‘tree 
and shrub vegetation’. The 
latter class highly depends on 
texture measures (9x) which 
are also frequently selected 
for classes of level C and 
D but less often for classes 
of level A. This is possibly 
because texture measures 
are less meaningful for small 
segments. The customised 
features are frequently 
selected for classes of level 
A and D confirming their 
meaningfulness. Besides the 
derived ratios, the Zabud1 
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criterion appears to be useful for defining rule sets. Together with l_mean_pan and c_ratio4_savi it can 
be considered the most ‘successful’ feature since it serves for describing a class in four instances.
Values obtained for the measure of class separability (J) differ greatly amongst the different classes. 
Highest values15 of 1.70 and 1.65 are achieved for the best scoring features of the aquatic classes 
river and fish pond, respectively (Tab. 5.1, bottom). However, these particular features were judged 
as not suitable for using them in a rule set (App. 1). For a number of classes, values for many well 
scoring features lie between 1.00 and 1.50. For other classes such as sugarcane, ‘fallow and grassland’, 
homestead, and house features score considerably lower. When interpreting the J values, it has to be 
kept in mind that a class is compared to all other classes of the same or a higher level only. For a class 
of a higher segmentation level it should therefore be easier to achieve higher J values. This assumption 
is, however, not reflected by the results – possibly because these classes are generally more difficult to 
distinguish (cf. below).
A more thorough analysis of the separability of a particular class can be accomplished by studying the 
results of the calculations where classes of the same or higher levels are not summarised as ‘others’ 
(‘second’ approach; cf. ch. 5.1). This pair-wise separability analysis e.g. demonstrates that the classes 
sugarcane and ‘fallow and grassland’ can be separated relatively well from other classes (best scoring 
J values from 1.19 to 1.82) but not from each other (J of 0.52) – also the separability of the class ‘napier, 
sweet potato’ is rather poor (J of 0.84/0.74) (Tab. 5.2). When looking at the values of the overall best 
scoring feature for the two classes with other classes summarised (J of 0.47/0.59; Tab. 5.1, bottom), it 
can be noticed that they are close to the value of the least separable class (J of 0.52). In other instances 
however (e.g. classes tea and ‘napier grass, sweet potato’, not shown here), overall best scoring J values 
are considerably higher than those for the pair-wise least separable class. 
The similarity of the two classes is further expressed by the fact that in the pair-wise assessment very 
similar features and values are selected in both instances (cf. sugarcane / ‘fallow and grassland’ vs. 
burnt area, Tab. 5.2). As a consequence, the same features and values are selected for the respective 
other class (cf. sugarcane vs. ‘fallow and grassland’ and ‘fallow and grassland’ vs. sugarcane, Tab. 5.2).
It can be further noticed that features scoring best for least separable classes in the pair-wise 
calculations are not necessarily included in the top ten of the overall best scoring features (cf. t_glcm_
dis_pan in Tab. 5.2 but not in App. 1). A high value of J in the overall analysis (Tab. 5.1, bottom) 
therefore not necessarily means that a class can be separated well from any other class. The measure 
nevertheless presents a good first indication for the general separability of a class. The pair-wise 
analysis (Tab. 5.2) can furthermore be consulted to identify pairs of classes that are especially difficult 
to separate.
5.2.2 Results of the threshold determination
The thresholds determined via SEaTH are presented in Appendix 1 for the assessment that summarises 
classes of the same and higher levels and exemplary also in Table 5.2 for the assessment without 
summarising the classes. 
It is rather difficult to evaluate and interpret the threshold values obtained. However, the results can 
exemplary be interpreted for the class house based on the feature histograms of Figure 3.6. The two 
features displayed on purpose coincide with the two best overall scoring features (cf. App. 1) c_ratio3_
ms1 (J of 0.8454) and l_stdv_ms1 (J of 0.8157). The thresholds determined by SEaTH (> 0.184 and 
> 46.87, respectively) lie between the ‘rigorous’ suggestions of 0.13 / 20 that exclude very few house 
objects but include quite a lot of other objects, and the ‘moderate’ suggestions of 0.23 / 80 that exclude 
a number of house objects but include hardly any other objects (cf. ch. 5.1). However, when directly 
adopting the determined thresholds in the rule set, a lot of houses would be missed in the classification 
leading to a high error of omission.
15 A value of 2 implies that the distributions of the classes compared, i.e. the respective class against all other classes, are 
completely uncorrelated and can therefore be separated easily (Marpu et al., 2008).
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For the classes sugarcane, ‘napier grass, sweet potato’, and ‘fallow and grassland’ the threshold 
determined by SEaTH for all or a number of features was zero (App. 1), which is obviously an error. 
Unfortunately, the reason for this malfunction could not be determined and tests with different subsets 
of the samples did not succeed either. Therefore, thresholds had to be determined using trial-and-error 
(cf. ch. 6.1.1).
In order to obtain a comprehensive overview of the results for the thresholds of all classes, their 
meaningfulness needs to be examined case by case. This can be accomplished by displaying the 
according feature in the eCognition feature view with the threshold set as lower or upper boundary (cf. 
ch. 3.1.4) depending on the ‘direction’ function of the threshold – i.e. smaller than or larger than. Like 
this an impression of the suitability of the thresholds can be evaluated, this not only for the samples 
selected but for an entire test site, and therefore also in comparison to objects of other classes. This 
examination is not thought of as a detailed qualitative or even quantitative analysis of the results but 
rather as a general evaluation of the suitability of the thresholds determined. It was here noted that 
in many cases threshold values are meaningful and point into the right direction. However, it seems 
unsuitable to directly adopt most of the values for class descriptions. Instead, manual adjustments are 
required. The fine tuning of thresholds can thus be seen as a task for the actual rule set development (cf. 
ch. 6.1.1 and 10.1.3). Also, it is in particular crucial to visually examine how the combination of different 
features influences the class membership.
Short summary
  A selection of features and thresholds was conducted in order to facilitate rule set 
development. The procedure is based on a) a pre-selection of features, b) the selection of 
representative samples objects, c) the extraction of feature values, and d) the calculation of 
class separability and thresholds using the SEaTH tool.
  For each LULC class, the ten best scoring features were visually examined in order to decide 
on their use in class descriptions. About 60% of the features selected by the tool were rejected, 
also due to redundancy caused by features that differ only slightly.
  For the different classes quite different features were selected. While for some classes, high J 
values (J = [0, 2]) of 1.70 and 1.65 were achieved, for other classes many of the best scoring 
features lie between 1.00 and 1.50 only. 
  A pair-wise comparison of the separability of individual classes identified classes which are 
especially difficult to separate from each other. This analysis was further used to identify 
additional features suitable to better separate these classes.
  While the SEaTH tool did not return meaningful thresholds (i.e. values of 0) in case of three 
classes, threshold values were meaningful in many other cases. However, a fine tuning of the 
threshold values used in class descriptions is inevitable (cf. ch. 6.1.1). 
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6.	OBIA	classification:	rule	set	development	and	realisation
6.1	Rule	set	development	for	the	actual	classification
Sophisticated rule-based OBIA classifications are often very complex. They contain a number of 
temporary and final classes, use customised variables and features and contain numerous processes 
that control the classification. Due to the large amount of information and an interweaving of classes 
and processes, a detailed description of an entire rule set is unfortunately not possible in a simple 
manner. As a consequence, rule sets are only rarely described comprehensively in literature. Instead, 
figures illustrating the classes used are frequently encountered (Neubert, 2005, Fig. 6.2; Möller & 
Schöpfer, 2008, Fig. 2; Marpu, 2009, Fig. 6.13, 6.15 and 6.19) as well as screen shots of individual 
class descriptions (Hofmann et al., 2008b, Fig. 9 and 10; Hese & Schmullius, 2008, Fig. 4). Likewise, 
screen shots of the process tree are used in order to visualize a certain aspect of a classification strategy 
(De Kok et al., 2008, Fig. 3; Hese & Schmullius, 2008, Fig. 7). Authors who developed simple rule 
sets containing only one rule per class (Johansen et al., 2008, Tab. 1) or not containing any temporary 
classes and no more than five features per class (Nobrega et al., 2008, Fig. 5) also summarise their 
class descriptions using a table that indicates class names, features and thresholds used. Seldom, UML-
like diagrams building upon the concept of ontology are used to describe a classification approach 
(Hofmann et al., 2008b, Fig. 2 to 6).
The final rule set developed here contains – according to the rule set documentation that can be created 
automatically in eCognition – a total of 1,750 lines of which 848 document class descriptions, 830 the 
processes carried out, 58 customized features, and 14 customized algorithms. The more comprehensive 
XML-document holding all information that is necessary for conducting the classification contains 
62,253 rows. For the description of this voluminous rule set, a compromise between completeness 
and clarity was chosen. While an outline of the general rule set structure is provided at an overview 
level (ch. 6.1.1), a detailed description of the rule set developed is provided for the two classes house 
(ch. 6.1.2) and sugarcane (ch. 6.1.3). Further explanation is provided on other classes (ch. 6.1.4) as well 
as on a special approach called ‘classification-based NN classification’ (ch. 6.1.5).
6.1.1 Outline of the general rule set 
Figure 6.1 outlines the general setup of the rule set developed for the LULC classification, indicating 
the stages of classification (cf. Lübker & Schaab, 2010). In the beginning of the classification stage, 
the Canny edge layer is created at run-time and the histograms of the two image derivate layers are 
matched by applying an adjustment factor to the DN values (cf. ch. 2.1.3). As a first step of the actual 
Figure 6.1: General outline of the rule set used for the 
OBIA classification. (Lübker & Schaab, 2010, Figure 2, modified)
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classification, the imagery is segmented 
using the optimized parameter settings 
determined by statistical analysis 
(cf. Tab. 4.6). As an a priori constraint, 
the segmentation is limited to the actual 
farmland by first applying chessboard 
segmentation using the shapefile that 
distinguishes farmland from non-farmland 
(cf. ch. 2.1.4) as a thematic layer. In a 
second step all unassigned as well as 
excluded image objects are merged again. 
Also, scene variables are calculated that 
function as quantile thresholds in fuzzy 
membership functions (cf. below).
For accomplishing individual tasks of 
an OBIA classification workflow either 
expert knowledge is consulted, statistical 
analyses are performed, trial-and-error 
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runs are conducted, or a combination of these is used (cf. ch. 10.1.5). While the integration of a priori 
expert knowledge is commonly seen as one of the key advantages of OBIA, statistical analysis can help 
to reduce subjectivity. For particular tasks, however, trial-and-error runs remain the only or the most 
suitable option.
Order of classification
The order in which classes were classified was first of all determined by the grouping of classes decided 
for, starting from the lowest level (A) with the smallest object sizes and ending with the highest level 
(D) containing the largest objects. Within a segmentation level, the order of classification was tested 
in simple trial-and-error runs. Only in some cases it was relevant which class was classified first. In 
most cases, the order of classification within a group of classes did not have a noticeable impact on the 
classification result. Since the classes were grouped according to the strategy developed during visual 
image interpretation, the order of classification is mainly based on expert knowledge.
Creation of temporary levels and classification based on selected SEaTH features
For each individual LULC class the respective segmentation level is copied to a temporary level in which 
the subsequent classification is conducted. In a first attempt, a LULC class is usually classified based on 
SEaTH features that have been determined through statistical analysis (cf. Tab. 5.1). Here, thresholds 
are usually set rather strict in order to keep the error of commission as low as possible. Since the first 
attempt misses many objects – i.e. the error of omission is rather high – the classification needs to be 
refined. Instead of using all features determined by the feature selection procedure, trial-and-error was 
applied in order to focus on the most relevant features.
Refinement of classification
As part of classification refinement, additional class descriptions were formulated, which use some 
of the SEaTH features with less strict thresholds or omitting some of the features but using other, 
often context-based features. E.g. for the class dirt road, six spectral and shape features were used in 
the initial description but only three spectral features in the refined class description. However, class-
related features were added here that limit the scope of classification to the neighbourhood of objects 
already classified as dirt road. Omitting the shape features allows classifying odd-shaped objects as dirt 
road that have resulted from over-segmentation.
In some instances sub-classes could be identified for which separate class descriptions were defined. 
Here, some of the SEaTH features were used again but with adjusted thresholds, sometimes also in 
combination with others features. In case of the class ‘maize (and beans)’, some parcels appear very 
dark on the imagery wherefore an additional sub-class was introduced using the feature ‘l_mean_
brigth’16 with a very low threshold in conjunction with some of the features used in the initial class 
description. For the class house a sub-class was introduced for houses with roof tops that reflect the 
solar radiation directly towards the sensor. These highly reflecting roofs exhibit extremely high DN 
values so that it was sufficient to use the feature ‘l_mean_pan’ with an extraordinary high threshold as 
the only restriction.
In some cases it turned out be useful to intermediately classify a certain class of an upper level first in 
order to exclude these objects from the classification of the current class. E.g. prior to classifying ‘tree 
and shrub vegetation’ (segmentation level B), sugarcane parcels as well as parcels with high vegetation 
content were roughly classified on segmentation level D and excluded as candidate objects. This 
distinction would have been much more difficult on level B, because texture features, which work better 
with larger objects, were used here in the description of the intermediate classes. On the contrary, in 
some cases it was necessary to still classify some objects from a lower level that could not be classified 
in the designated level (cf. ch. 3.1.2). 
16 For the meaning of feature abbreviations see Table 5.1, for a general overview of features see chapter 3.1.3.
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The refinement of the classification mainly depends on numerous trial-and-error runs although 
building these complex rules can as well be considered the result of expert knowledge.
Consolidation of temporary classes and levels
After classifying a LULC class, temporary classes and levels have to be consolidated. The classification 
results contained in sub- and temporary classes are transferred to a final class (suffixed ‘lvl’ in Fig. 
6.2 and 6.3) and the classification result is transferred to a single level. After all classes of a group 
have been classified, all unclassified objects are merged into one continuous object that is used in the 
segmentation of the next higher level. As the last step of the classification stage, for some classes a 
controllable reshaping of objects was applied (see ‘techniques of cartographic generalization’ below).
Setting of thresholds and use of quantiles
The setting of thresholds determined with the help of SEaTH in many cases presented a meaningful 
starting point. However, as pointed out in chapter 5.2.2, the values can in most cases not directly be 
adopted for class descriptions. The fine tuning of thresholds was probably the most time-consuming 
part of rule set development, because it required innumerable adjustments based on trial-and-error. 
The only fuzzy function types used in class descriptions are ‘larger than’ and ‘smaller than’ (cf. ch. 3.1.2 
and Fig. 3.3). It showed that choosing different curvatures of the function slope had very little or no 
influence on the classification result. Also, instead of determining exact values for both the upper and 
the lower threshold of the fuzzy function, it proved to be more practical to determine only the mean 
value. For the upper and lower thresholds, slightly higher or lower values were then chosen. This 
procedure also helped to keep the definition of class descriptions at a still feasible level, considering the 
large amount of fuzzy membership definitions required. The use of nested combinations of fuzzy sets 
and the assignment of distinct logical operators, however, did prove to impact the classification result. 
Therefore their use was considered carefully. 
Also, the checking of thresholds in the different test sites was essential in order to guarantee that 
settings are meaningful for the complete area under investigation. Not uncommonly, the threshold 
values determined suitable in one test site turned out to be unsuitable in another test site. This was 
caused e.g. by the influence of haze present in some areas or differences in absolute DN values that 
could not entirely be defeated during pre-processing (cf. ch. 2.1.2). However, instead of compromising 
at the lowest common denominator, quantiles were used. Quantile thresholds can be defined as scene 
variables that are calculated per feature for the current level of an image tile (cf. ch. 6.2.1). For the class 
house, instead of using e.g. the fixed values 0.22 and 0.24 the 93%-quantile and the 94%-quantile are 
used as lower and upper threshold values in the membership function for the feature ‘c_ratio3_ms1’ 
(cf. Fig. 3.3 and 6.2). However, quantiles should be used neither for shape nor for context-based 
features, because they do not depend on the current image tile.
For the class river even the use of quantiles did not lead to satisfying results. Here, thresholds had to be 
set separately for the eastern and western swath. Technically, this was accomplished with the help of 
the customized feature ‘x_east_of_joinline’ that is based on the x-coordinate of an object’s centre and 
the longitude of the join line (cf. also Fig. 6.3). The different characteristics of rivers in the two swaths 
probably result from the different recording geometries and illumination conditions (cf. ch. 2.1.1). 
Thresholds for some of the texture measures, which were used in the descriptions of four classes, also 
had to be set differently, because they exhibit different value ranges in the two swaths.
From the explanations given, it becomes clear that although statistical analysis was applied in order to 
determine suitable thresholds, trial-and-error was the prevailing approach applied here.
Checking for logical errors
After all classes had been classified, the result was checked for logical errors. On some ‘maize (and 
beans)’ parcels it was observed that very light parts of the parcels were wrongly classified as dirt road. 
Therefore, all objects classified as dirt road and enclosed by ‘maize (and beans)’ objects were assigned 
to the class ‘maize (and beans)’. Also, some hedges were by mistake classified as sugarcane. Here, the 
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two shape features ‘width of the main line’ (smaller than 8 / 10 m) and ‘s_len_wid’ (larger than 6 / 8 m) 
were used to identify those objects and to assign them to the class ‘tree and shrub vegetation’. The 
checking was carried out as part of the post-classification stage, because not all information needed 
for the correction was available at the time of classifying the according class. In the first case, the class 
‘maize (and beans)’ was not yet classified; in the second case, sugarcane was not yet classified. 
Naturally, for defining these rules expert knowledge is the only suitable option. Errors are, however, 
identified by visually checking the results, i.e. a manual procedure. 
Treatment of small unclassified segments
Based on Tobler’s assumption – known as the first law of geography – that near things are more closely 
related to another (Tobler, 1970), small objects that remained unclassified were assigned to the class 
they share the largest border with as part of the post-classification stage. Since no build-in functionality 
is available to accomplish this task, a special approach was developed based on an image object list 
and the parent process object (PPO) functionality (cf. Definiens, 2009a). For each unclassified object 
smaller than 100 m², the approach creates a list with the names of classes it shares a border with that is 
sorted by the absolute border length. In a second step, objects are assigned to the first class of the list. 
In some cases, this procedure may lead to a false class assignment. However, their influence on overall 
LULC proportions is negligible and in many cases objects were assigned to the correct class. To larger 
unclassified objects, another special procedure was applied that is explained in chapter 6.1.5. 
Techniques of cartographic generalization
As part of the post-classification stage, different techniques of cartographic generalization were applied: 
a) shape simplification and smoothing, b) combination of objects, and c) selection / omission of objects. 
Except for the latter, the techniques are in some cases already carried out as part of the classification 
stage. The generalization techniques applied do not improve the accuracy of the classification result but 
help to make the result visually more appealing.
Shape simplification (a) was applied in order to smooth object boundaries and to eliminate odd-shaped 
outgrowths. This generalization technique was implemented via a customized algorithm (‘reshape’). 
Here, after an initial dissolving of all objects, the algorithm ‘pixel-based object resizing’ is applied, that 
first shrinks and then grows the object by three pixels. Like this, boundaries are smoothed out. In a 
consecutive step, the large continuous objects resulting from the initial dissolving are separated again 
into objects of meaningful shape. E.g. two neighbouring parcels that are only connected due to a gap in 
the hedge between them need to stay separated. In order to achieve this, first chessboard segmentation 
is conducted, which results in objects of one pixel in size, followed by a multiresolution segmentation 
and a multiresolution segmentation region grow. Depending on the scale parameter chosen in the 
segmentation, objects tend to remain separate up to a different ‘threshold’. However, relatively large 
scale parameters are required in order to achieve meaningful objects. Following this procedure, all outer 
object boundaries of a class are maintained. Although reshaping can be considered a post-classification 
task, it was integrated into the classification stage here.
Using a similar algorithm as for shape simplification and smoothing, the technique to combine 
objects (b) was realised based on dissolving operations. As a last step of post-classification, very small 
unclassified objects of less than 5 m² in size that resulted from over-segmentation were omitted (c) 
by assigning them to the class they share the longest border with (see ‘treatment of small unclassified 
segments’ above) and merging them to the according object.
6.1.2 The rule set for the class house 
Starting with the creation of a temporary level and ending with the customized reshape algorithm, the 
rule set developed for the class house (segmentation level A) consists of 15 individual processes (Fig. 
6.2, right column). A total of nine class descriptions plus the consolidated class 14_house_lvlA and 
three additional temporary classes are used in the rule set (Fig. 6.2, left column). 
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Classes
14_house_lvlA (nal house class on level A)
 and (min)
  # existence of super objects 14_house_9 [0      1]
14_house_1 (highly reecting roofs)
 and (min)
  l_mean_pan [1499      1501]
  s_area [4      6]
14_house_2 (houses with very high ratio3_ms1)
 and (min)
  l_mean_pan [q(6)      q(7)] (excludes very dark objects)
  c_ratio3_ms1 [q(98)      q(99)]
  t_glcm_a2m_savi [q(88)      q(90)] (excludes maize elds)
  # exist. of super objects lvlC_bare_nonroadnonhouse [0      1]
14_house_3 (classication based on SEaTH features)
 and (*)
  # exist. of super objects lvlC_bare_nonroadnonhouse [0      1]
  s_density [1      1.1] (exclude hedges & other linear structures)
  and (min)
   l_stdv_ms1 [q(30)      q(35)]
   t_glcm_a2m_pan [q(85)      q(87)]
   c_ratio3_ms1 [q(93)      q(94); max. 0.2]
   c_zabud [q(20)      q(22)]
   c_ratio3_ms4 [q(60)      q(62)]
  or (max) (objects neighbouring house objects)
   # Rel. border to 14_house_1 [0.20      0.25]
   # Rel. border to 14_house_2 [0.20      0.25]
   # Rel. border to 14_house_3 [0.20      0.25]
   # Rel. border to 14_edges [0.20      0.25]
  and (min) (additional non-SEaTH features)
   l_mean_ms3 [q(88)      q(90)]
   l_mean_ms4 [q(20)      q(24)]
14_house_4 (objects that are almost enclosed by edge or house)
 or (max)
  and (*)
   & 14_sum_relborder_house1234 [0.30      0.35]
   & 14_sum_relborder_house1234edge [0.9      1] 
  and (*)
   & 14_sum_relborder_house1234 [0.95      1]
14_house_5 (objects neighbouring edges)
 and (*)
  & 14_sum_relborder_house1234 [0.3      0.4]
14_house_6 (merge house classes, dissolve objects)
14_house_7 (house objects, enclosed by houses)
14_house_8 (merge houses)
14_house_9 (nal house class)
 and (min)
  s_area [19      20]
   
Additional intermediate classes:
14_edges (edge objects) 
 and (min)
  l_mean_edge [q(72)      q(75)]
lvlC_bare (temporary class: bare land cover using some SEaTH features)
 and (min)
  l_mean_ms3 [q(89)      q(91)]
  l_mean_bright [q(84)      q(86)]
  c_ratio4_savi [q(10)      q(12)]
lvlC_bare_nonroadnonhouse (exlude non-bare soil objects from 
lvlC_bare based on shape characteristics)
 and (min)
  s_area [80      100]
  s_density [1.4      1.5]
Processes
1. copy image object level (‘level A’ to ‘level A house’)
produce a copy of the segmentation result of ‘level A’ called 
‘level A house’ (the classication is carried out on this 
temporary level)
2. classication (14_house_1)
all unclassied objects on level A house, active class: 14_house_1
3. classication (14_house_2)
all unclassied objects on level A house, active class: 14_house_2
4. classication (14_ edges)
all unclassied objects on level A house, active class: 14_edges
5. classication (14_house_3)
all unclassied objects on level A house, run three times, active 
class: 14_house_3
6. classication (14_house_4)
all unclassied objects on level A house, active class: 14_house_4
7. classication (14_house_5 using 14_edges)
all objects of class 14_edges on level A house, active class: 
14_house_5
8. assign class (14_house_6)
assign all objects of classes 14_house_{1, …, 5} to class 
14_house_6
9. merge region (14_house_6)
merge all objects of class 14_house_6 (GIS operation: ‘dissolve’), 
permit the fusion of super-objects 
10. nd enclosed by class (14_house_7)
assign all unclassied objects and objects classied as road 
(class: 12_roads_lvlA) on level A house / level A that are enclosed 
by 14_house_6 to the class 14_house_7
11. assign class (14_house_8)
assign all objects of classes 14_house_{6, 7} to class 14_house_8
12. merge region (14_house_8)
merge all objects of class 14_house_8 (GIS operation: ‘dissolve’), 
permit the fusion of super-objects 
13. classication (14_house_9)
all objects of class 14_house_8 on level A house, active class: 
14_house_8
14. classication (14_house_lvlA)
all unclassied objects on level A, active class: 14_house_lvlA 
(transfer the classication to level A)
15. reshape (14_house_lvlA)
apply the customised algorithm ‘reshape’ (input parameters: 
scale parameter=750, class=14_house_lvlA, level=level A)
Legend for class descriptions
14_house_1 class name
(edge objects) general remark
and (min) logical operator




# Rel. border ... class-related feature
& 14_sum_ ... class-related customized feature
[80      100] ‘smaller than’ function with values  for lower and upper thresholds
q(10) 10%-quantile 
Note: For a complete legend see Appendix 2, including the denition of 
class-related customized features. For the rule set developed for the 
classication of the class sugarcane see Figure 6.3, for all other classes 
see Appendix 2. Figure 6.2: Rule set developed for the 
classification of the class house, including 
class descriptions (left) and processes (right).
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The first two class descriptions are used a) to classify highly reflecting roofs with a value for ‘l_mean_
pan’ of greater than 1,500 (14_house_1) and b) to classify houses with very high ‘c_ratio3_ms1’ values 
using the more ‘strict’ 98%- / 99%-quantiles instead of the ‘loosly’ 93%- / 94%-quantiles (14_house_2). 
The two class descriptions are refined by using a) an area constraint and b) an additional spectral and 
texture feature determined by SEaTH. The third house class (14_house_3) uses five of the features 
determined by SEaTH (cf. Tab. 5.1) plus two additional spectral features and four context-based 
features. The neighbourhood constraints limit the class assignment to objects that share a common 
relative border for greater 0.20 / 0.25 to either of the classes 14_house_1, 14_house_2, 14_house_3, 
or 14_edges. The latter class is an additional intermediate class holding edge objects, here defined 
as objects with a value of ‘l_mean_edge’ greater than the 72%- / 75%-quantile. Using this concept, 
house classes 1 and 2 function as seed classes, while house class 3 is used to grow the classification to 
neighbouring house segments with less strongly developed reflectance characteristics. In order to allow 
a repeated growing, the classification is repeated three times (cf. Fig. 6.2, process 5). This procedure 
proved to be beneficial because of the over-segmentation of houses present in segmentation level A. 
For the classes 14_house_2 and 14_house_3 the existence of an intermediate bare soil class named 
‘lvlC_bare_nonroadnonhouse’ of the upper level C is used as a constraint. The class is classified in an 
earlier part of the rule set and presents a refinement of the temporary class lvlC_bare by excluding road 
and house objects based on shape characteristics. The formulation of this constraint became necessary, 
because it was observed that otherwise bare soil areas would have been classified as houses.
Process 6 (cf. Fig. 6.2, right) assigns objects to class 14_house_4 that are almost enclosed by other 
house objects or edge objects (class 14_edges). Using two different customized features that sum up the 
relative border lengths of a) all house objects (house classes 1 to 3) and b) also edge objects (class 14_
edges), all segments are classified that either share a relative border to house objects of at least 0.95 / 1 
or a relative border of house objects of at least 0.30 / 0.35 and a relative border to house or edge objects 
of at least 0.9 / 1 (cf. Fig. 6.2, left).
The fifth house class accounts for thin polygons that are generated along house margins and remind 
of buffers (cf. ch. 4.4). The class 14_house_6 brings together the results of the previous house classes, 
and in process 9 scattered house segments are dissolved. The seventh house class accounts for objects 
that are enclosed by house objects but were earlier classified as roads. Class 14_house_8 is again used 
for dissolving object, while class 14_house_9 defines a minimum size for houses of 19 / 20 m². With 
process 14, the result is transferred to the consolidation class 14_house_lvlA, followed by a final re-
shaping of the houses (process 15).
Some houses that could not be detected by the rule set described above could be classified on other 
segmentation levels, i.e. later in the rule set. In level C, houses were once classified using the same 
features as in class 14_house_2 but with slightly adjusted thresholds and once using the neighbourhood 
of homesteads as a class-related feature. In level D, segments that were accidentally identified as burnt 
area earlier could be classified as houses.
6.1.3 The rule set for the class sugarcane 
Compared to the rule set developed for houses, the rule set developed for classifying sugarcane is less 
complex. It consists of five processes (Fig. 6.3, right column) and six classes of which one is a group 
class and one is used for the consolidation of the other classes (Fig. 6.3, left column). Nevertheless, the 
rule set is worthwhile to be explored in greater detail, because it contains certain particularities. 
All temporary sugarcane classes are grouped within the class 43_sugarcane_group that inherits its rules 
to the other classes. I.e. the two constraints defining a minimum size of 50 / 100 m² and a mean slope of 
less than 9 / 10° affect all class descriptions. The ancillary slope data set (cf. ch. 2.1.4) was here used as 
an a priori constraint, because it can be assumed that sugarcane is not cultivated on steep slopes. While 
the incorporation of the slope constraint was based on expert knowledge, the value used as threshold 
was confirmed using trial-and-error.
716.1 Rule set development for the actual classification
43_sugarcane_1 is the main class used for the classification of sugarcane. Unfortunately, out of the 
eight distinct features identified by the SEaTH tool (cf. Tab. 5.1) only ‘l_mean_savi’ proved to be 
suitable for including in the class description17. Therefore, many manual trial-and-error runs were 
necessary to identify suitable features and to decide on how to group them. From the appearance of 
sugarcane parcels on the imagery, it was already clear from the beginning that texture features would 
be important for the rule set. Numerous tests revealed that the GLCM texture measures of homogeneity 
and dissimilarity are capable to characterise sugarcane when using the non-pan-sharpened version of 
the multispectral imagery (called ‘lowres’ here). Another finding was that for the homogeneity measures 
of the pan-sharpened version (cf. Fig. 6.3, left) better results could be achieved when using the more 
accurate yet slower version of the algorithm (non-8/11; cf. ch. 3.1.3). Other features used in the class 
description include mean spectral values for the pan and vegetation index layers, the ‘c_zabud’ feature, 
and the ‘c_ratio3_ms4’ spectral ratio. A particularity of the rule set developed for sugarcane is that, 
contrary to most cases throughout the rule set but similar to the classification of tea, absolute thresholds 
values turned out to be more successful than quantiles.
17 The texture measure ‘t_glcm_hom_pan’ was identified as well but not its non-8/11 variant, which was used here 
(see below).
Classes
43_sugarcane_lvlD (nal sugarcane class in level D, used later to 
consolidate the various sugarcane classes)
 (empty)
43_sugarcane_group (group class for sugarcane, inherits rules to other 
classes)
 and (min)
  and (min)
   s_area [50      100]
  not and (min)
   {A} Mean slope [9      10]
43_sugarcane_1
 and (min)
  and (min)
   GLCM Homogeneity (8/11) lowres_ms3 (all dir.) [0.58      0.6]
   GLCM Dissimilarity (8/11) lowres_ms1 (all dir.) [1.5      1.6]
  and (min)
   l_mean_pan [320      340]
   l_mean_pan [570      580]
   c_zabud [440      460]
   l_mean_savi [210      230]
  and (min)
   c_ratio3_ms4 [0.80      0.85]
   c_ratio3_ms4 [1.6      1.8]
43_sugarcane_2east (rules set for the eastern swath)
 and (min)
  GLCM Homogeneity pan (all dir.) [0.0505      0.0515]
   t_glcm_ent_pan [5.10      5.15]
   t_glcm_ent_pan [7.25      7.30]
43_sugarcane_2west (rules set for the western swath)
 and (min)
  t_glcm_ent_pan [6.25      6.30]
  t_glcm_ent_pan [4.0      4.1]
  c_zabud [710      720]
  GLCM Homogeneity pan (all dir.) [1.35      1.40]
43_sugarcane_3
 and (min)
  and (min)
   l_mean_ms1 [155      160]
   l_mean_ms2 [220      230]
   l_mean_ms3 [235      245]
   l_mean_ms4 [725      735]
  and (min)
   GLCM Homogeneity ms1 (all dir.) [0.0469      0.0471]
   GLCM Homogeneity ms2 (all dir.) [0.049      0.051]
   GLCM Homogeneity ms3 (all dir.) [0.0565      0.0570]
Processes
1. classication (43_sugarcane_1)
all unclassied objects on level D, active class: 43_sugarcane_1
2. classication (43_sugarcane_2east)
all objects classied as 43_sugarcane_1 on level D, only objects 
with x_east_of_joinline >= 0, active class: 43_sugarcane_2east
3. classication (43_sugarcane_2west)
all objects classied as 43_sugarcane_1 on level D, only objects 
with x_east_of_joinline < 0, active class: 43_sugarcane_2west
4. classication (43_sugarcane_3)
all objects classied as 43_sugarcane_2east or 
43_sugarcane_2west on level D,  active class: 43_sugarcane_3
5. classication (43_sugarcane_lvlD)
all objects classied as 43_sugarcane_3 on level D, 
active class: 43_sugarcane_lvlD
Customized feature
x_east_of_joinline:  [X Center]-706070*(1/[Scene Resolution])
Legend for class descriptions
43_sugarcane_3 class name
(rules set for ...) general remark





{A} feature based on ancillary data
[80      100] ‘smaller than’ function with values  for lower and upper thresholds
Note: For a complete legend see Appendix 2. For the rule set developed 
for the classication of the class house see Figure 6.2, for all other 
classes see Appendix 2.
Figure 6.3: Rule set developed for the 
classification of the class sugarcane, including 
class descriptions (left) and processes (right).
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The classes 43_sugarcane_2east and 43_sugarcane_2west extent the first sugarcane class, i.e. only 
objects classified as 43_sugarcane_1 are considered (process 2 and 3 in Fig. 6.3). All three classes could 
have been combined within one class but were instead kept separately in order to be clearer. Using the 
customized feature ‘x_east_of_joinline’ (cf. also ch. 6.1.1), additional rules are formulated for either 
of the two swaths. Besides using different threshold values for the texture feature ‘t_glcm_ent_pan’, 
the ‘smaller than’ limitation for the ‘c_zabud’ ratio feature (cf. ch. 3.1.3) was only meaningful for 
the western swath. The class 43_sugarcane_3 combines the previous results (process 4) and further 
restricts the classification of sugarcane in order to exclude some wrongly classified objects. Here, 
minimum thresholds are defined for the mean values of the four spectral layers and maximum values 
for measures of homogeneity of the first three spectral layers.
6.1.4 Rule sets for the other LULC classes
As compared to the classes that could be distinguished during visual image interpretation, the 
classes vegetables, rock, and other crops had to be omitted in the automated classification (Tab. 2.3). 
The spectral variability of the class vegetables – that also includes banana plants – was too high to 
successfully separate it, especially because many different kinds of objects are included in this rather 
general land use class. The class rock was too difficult to separate, because rocks often occur over a 
larger area as scattered small objects. Also, the spectral similarity to bare soil hindered an automated 
detection. Hence, rocks were often classified as bare soil. The class other crops, that subsumes only 
rarely occurring LULC classes such as pineapple and coffee (cf. Tab. 2.3), had to be omitted, because the 
classes could not be identified well during visual image interpretation. All three classes cover only a very 
small fraction of the farmland so that they do not greatly impact the overall percentages of land cover. 
For the other classes some basic information is provided below keeping the order in which the classes 
were classified.18 For a documentation of the according rule sets see Appendix 2.
Classes of level A
River: Besides the use of different thresholds for the two swaths (cf. ch. 6.1.1), the feature ‘l_contn_
ms4_03’ was useful for identifying segments next to river banks. Using a second class, less strict 
rules were used to classify river segments in vicinity to objects already classified as river. A third 
class description detected polygons, which were enclosed by river objects but are no islands. Finally, 
additional rules excluded small and odd-shaped objects from the classification that possibly are house 
shadows or were used to dissolve objects based on shape characteristics.
Dirt road: Eight different class descriptions were needed to successfully classify dirt road. As 
already explained above (cf. ch. 6.1.1), again a strict class description was followed by a looser one in 
combination with class-related features. Further classes identified edge objects that are adjacent to dirt 
roads and island polygons e.g. representing vehicles or road damages. Other rules use shape features 
to exclude falsely classified objects. Just like in the case of the house classification (cf. ch. 6.1.2), the 
temporary class ‘lvlC_bare_nonroadnonhouse’ was used to exclude bare soil areas. Some dirt roads that 
were missed on segmentation level A could later on be classified on level C and D.
Tarmac road: The setup for the classification of tarmac road is similar to that of dirt road. But of 
course, thresholds used for spectral features are opposed, because tarmac roads appear dark in the 
satellite imagery instead of bright. Since tarmac roads are wider than dirt roads and are less curved, 
stricter shape constraints could be used. 
Classes of level B
‘Tree and shrub vegetation’: While in the visual image interpretation the classes ‘trees (and shadows)’, 
shrub, ‘hedge or line of trees’ and single tree were differentiated, a more general class ‘tree and shrub 
vegetation’ was established in the OBIA classification. Single trees were omitted because there was no 
real need to keep them separately. A distinction between trees and shrubs was very difficult to maintain, 
18 The class house was classified last in group A, the class sugarcane next after tea.
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primarily because the transition between the two is smooth. Unfortunately, it was also not possible to 
define a separate class for hedges in the farmland (cf. ch. 7.1, ‘selected classification issues’). In the rule 
set, the use of intermediate classifications of classes from higher segmentation levels was important, 
because high confusion existed e.g. with the classes sugarcane and tea. Also, texture features were an 
important factor for a successful classification. Shape simplification was applied, because objects of 
‘tree and shrub vegetation’ often exhibit frayed segment boundaries. Some vegetation that could not be 
classified on level B was successfully detected on level D.
Shadows: Shadows were not delineated during visual image interpretation, because it would have been 
too time-consuming to do so (cf. ch. 2.3.2). Their automated classification on the contrary is relatively 
easy, because they are darker than any other objects and have a high contrast to their surrounding. 
Similar to the house classification (cf. ch. 6.1.2), edge segments had to be handled separately. Using 
context-based constraints to already classified objects, three different kinds of shadows could be 
distinguished: house shadows, shadows of tree and shrub vegetation, and other shadows. This 
distinction was however dismissed in the final result, because it was of little practical help. 
Classes of level C
Homestead: Homestead areas have similar spectral characteristics as the two classes bare soil and 
‘fallow and grassland’, depending on how dry the area around a house is – this being a result of its 
use. Besides spectral features, the vicinity to houses is the determining factor for the class description. 
Here, a maximum distance of 22 / 25 m and a relative border of at least 0.01 / 0.02 were chosen as 
conditions. Furthermore, a maximum area of 1,000 / 1,400 m² was defined in order to exclude bare soil 
parcels in the vicinity to houses.
Bare soil: The first class defined for bare soil is based on selected SEaTH features plus the ‘c_zabud’ 
feature and a minimum area constraint of 50 / 60 m². An additional class excludes wrongly classified 
polygons that are non-rectangular using the shape features ‘s_rect_fit’ and ‘s_density’; the rules are 
only applied to isolated polygons not having a neighbour of the same class. An additional sub-class is 
used to identify especially bright parcels with very high values for ‘l_mean_pan’. Here, thresholds used 
for other features are set less strict, because brightness is the determining factor here. Using a final class 
description, parcels are excluded based on texture features. Again, the rule is only applied to isolated 
polygons.
Classes of level D
‘Maize (and beans)’: Only two classes were needed for the classification of ‘maize (and beans)’. The first 
class uses two SEaTH features (cf. Tab. 5.1) as well as ‘l_mean_pan’, ‘c_zabud’ and ‘c_ratio4_ms3’. The 
second class identifies very dark green parcels using an additional low threshold for ‘l_mean_bright’ 
but omitting the ratio feature. Like for any other class of group D, a minimum area was defined; here a 
thresholds of 100 / 110 m² was set.
Tea: In the class description of tea, three features selected by the SEaTH tool were used together with 
‘l_mean_savi’ as well as the shape features ‘s_compactness’ and ‘s_density’. Applying three different 
texture measures to the low resolution version of the multispectral imagery, different thresholds had to 
be set for the eastern and western swath. Like for sugarcane (cf. ch. 6.1.3) absolute values were used for 
thresholds instead of quantiles. 
‘Napier grass, sweet potato’: While in the visual image interpretation, napier grass and sweet potatoes 
could be identified as two separate classes, they could not be distinguished by the OBIA classification 
because they appear very similarly. Although already seven features identified by the SEaTH analysis 
could be used in the class description, four additional texture, layer and ratio features were included in 
the class description. For the texture measures, a distinction of swaths was necessary again. In order to 
limit the classification to parcel-like objects, four additional shape features were applied. Thus, a total of 
fifteen features were used in the class descriptions.
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‘Fallow and grassland’: The distinction made during visual image interpretation between ordinary 
‘fallow and grassland’, ‘fallow and grassland in close vicinity to rivers and ditches’, and ‘fallow and 
grassland next to roads’ was dismissed during the OBIA classification, because the different forms 
of ‘fallow and grassland’ could not be distinguished here. The classification of ‘fallow and grassland’ 
required four class descriptions. The first three classes cover light, dark, and intermediate parcels – i.e. 
depending of the degree of vegetation present in the parcels. The fourth class was used to classify very 
dark ‘fallow and grassland’ but unfortunately also included some of the pruned tea parcels. In all four 
classes, the ‘c_zabud’ feature was used to differentiate ‘fallow and grassland’ from ‘maize (and beans)’.
Sparse shrub vegetation: Towards the end of the classification it was noticed that throughout the 
different test sites, some areas remained unclassified that have some vegetation cover like smaller 
shrubs or grass, but with a high vegetation content. Hence, the class lies in-between the classes ‘fallow 
and grassland’ and ‘tree and shrub vegetation’. To account for this type of land cover, the class sparse 
shrub vegetation was introduced newly in the OBIA classification. The rule set is rather simple with only 
one class that defines rules for six different features. Besides an area constraint (larger than 20 / 30 m), 
the ‘c_zabud’ feature as well as the features expressing mean and standard deviation in the vegetation 
layer were used. For the features ‘c_ratio3_ms3’ and ‘t_glcm_a2m_savi’ rules for both an upper and 
lower limitation were applied. 
Burnt area: Burnt area was relatively difficult to automatically detect, because of its spectral similarity 
to rivers, dark houses, shadows of ‘tree and shrub vegetation’, and fish ponds. From an initial 
classification of burnt area based on the four spectral features identified by SEaTH and two additional 
features (‘c_ratio4_savi’ and ‘c_zabud’), objects that are likely to belong to any of the four other classes 
were again deduced. Here, classification-based feature using ‘relative border to’ were most important. 
Also, area constraints were used: dark houses were limited to objects of sizes between 30 / 40 m² 
and 110 / 130 m² while shadows of ‘tree and shrub vegetation’ were limited to objects smaller than 
40 / 60 m².
Fish pond: As described above, fish ponds were derived from objects already classified as burnt area. 
In addition, objects classified as (non-house) shadow were taken into consideration. The rule set uses 
a single class description that is defined using three texture features (‘t_glcm_a2m_pan’, ‘t_glcm_
ent_pan’, and ‘t_glcm_hom_pan’), the ‘c_zabud’ feature and is limited to objects having sizes between 
45 / 50 m² and 950 / 1050 m².
6.1.5	Classification-based	NN	classification	
Generally, the rule set defined for the knowledge-based classification is rather strict aiming at a 
preferably low error of commission. For classes difficult to separate from others such as the cultivation 
classes, this however means that some objects are omitted and remain unclassified. While small 
unclassified objects (< 100 m²) were assigned to the adjacent object class (cf. ch. 6.1.1), a special 
classification procedure was developed for these typically larger objects. This procedure combines the 
sophisticated rule-based approach with a sample-based NN approach wherefore it is here referred to as 
‘classification-based NN classification’.
For the cultivation classes ‘maize (and beans)’, sugarcane, tea, ‘napier grass, sweet potato’, and ‘fallow 
and grassland’ as well as for homestead and sparse shrub vegetation new classes were created that 
contain the NN-classifier in their class descriptions. Additional rules were defined for homestead 
(distance to the class 14_houses_lvlA smaller than 30 / 40 m) and sugarcane (the mean slope 
constraint used for classifying sugarcane earlier). Using different variable operations, the shares of 
land use according to the classification carried out so far were determined for the current tile. Based 
on this information, the class tea was excluded in sugarcane dominated areas and vice versa, to avoid 
misclassification already beforehand. 
Samples required for the NN classification were created from the existing classification result achieved 
by the rule-based approach via the ‘classified image objects to samples’ algorithm. As features used by 
the NN-classifier, the seven mean layer values (MS1 to MS4, pan, SAVI, and edge), ‘l_mean_bright’, 
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‘c_zabud’, four different ratios as well as the features ‘l_contn_pan_10’ and ‘l_contn_savi_10’ were 
selected.19
Applying a classification-based NN classification does not mean that any unclassified object is being 
classified. In the NN classification, a function slope is set that defines the distance an object is permitted 
to have from the closest sample in the feature space while still being considered (cf. Definiens, 2009b). 
Here, the value for the function slope was kept rather low (at 0.2) meaning that fewer objects are being 
classified. Therefore, some objects still remain unclassified (cf. ch. 7.1).
6.2	Classification	of	the	complete	area	under	investigation
6.2.1	Processing	of	the	classification	based	on	tiling	and	stitching
Tiling of the area under investigation
In order to obtain a classification result for the complete area under investigation, the rule set developed 
(cf. ch. 6.1) needs to be applied to the complete extent. For large amounts of image data as it is the 
case here, tiling and stitching is necessary due to main storage restrictions of 32-bit software (Thunig 
et al., 2010)20. With the eCognition Server license, it is possible to use build-in functionality for tiling 
and stitching (Lang & Tiede, 2007; Hese, 2007). Without this separate license, certain workarounds 
exist within eCognition, but they are little suitable for large projects so that tiling and stitching has to 
be performed using other software products. While some users prefer the dice and mosaic commands 
available in ERDAS Imagine (O’Neil-Dunne, 2008), ArcGIS was chosen here in order to have better 
control over the formation of tiles. 
A shapefile containing a total of 300 tiles of approx. 2.4 km² (2,600 by 2,600 pixels) was created 
aligned in a regular grid of 19 columns and 29 rows. Tiles were created with an overlap of 180 m in 
order to reduce unwanted edge effects that may particularly occur when using rules that employ spatial 
context of object neighbourhood (Thunig et al., 2010; O’Neil-Dunne, 2008). Very small or very thin tiles 
were manually joined to other tiles. Using the tiles shapefile and customized VB scripts, the image data 
needed for classification were created for every individual tile.21
Processing of individual tiles
The processing of 300 tiles is cumbersome, because each tile needs to be processed individually 
within an eCognition project. In order to facilitate the workflow additional rules were added in the 
beginning of the rule set allowing for the automation of the loading of image layers and the export of 
the classification results as a shapefile (Fig. 6.1). Like this, upon starting the eCognition project only 
the values for the tile row and column need to be inserted manually. An extra routine checks whether 
the values were actually changed and otherwise throws an exception. With the information provided, 
the rule set dynamically loads the appropriate image layers at run-time. At the end of the rule set an 
additional process was added that exports the classification result as a shapefile, again creating the 
filename dynamically.22
19 The number of features needs to be kept low, because the software crashes when too many features are selected, this 
especially in case of texture features.
20 In late 2010, Trimble released a 64-bit edition of eCognition (Trimble, 2010) facilitating the processing of very large data 
sets. However, tiling and stitching is still necessary when hardware resources are limited or when working on a 32-bit 
operating system.
21 The scripts took eight hours to run and created approx. 29 GB of image data.
22 Despite the high degree of automation, the processing took approx. one hundred hours and resulted into 2.1 GB of vector 
data.
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Stitching of the processed tiles
After processing the classification for the 300 tiles, the individual classification results needed to be 
combined again. This stitching was conducted in ArcGIS. Here, cut lines were created running through 
the middle of the overlapping areas (cf. O’Neil-Dunne, 2008). Based on these lines, the classification 
results generated for each tile were trimmed and then combined into a continuous data set. A local 
dissolve procedure was applied to the continuous data set affecting only polygons that are adjacent to 
the join line. By merging segments of the same LULC class the cut line disappears.
However, segments on either side of the cut line were not necessarily assigned to the same class. Also, 
the shapes of segments created in the overlapping area were not necessarily identical for two adjacent 
tiles. As a result, jagged segments were created or an abrupt change in LULC appeared in the result, 
thus making the cut line visible. For this reason, a post-classification enhancement was applied to the 
data (cf. 6.2.2).
6.2.2	Manual	correction	of	classification	errors	
A first visual inspection of the classification results revealed some errors in the data. Two reasons for 
errors were observed: a) errors related to the tiling and stitching and b) general classification errors. In 
order to obtain the best result possible, it was decided to briefly correct the most obvious errors. It was 
decided on manual correction here, because it was uncertain if an adjustment of the rule set could have, 
within a reasonable amount of time, significantly improved the results in case of general errors and 
because no improvement could have been yielded in case of errors related to tiling and stitching. Such 
manual error correction subsequent to an automated classification is applied when the result is not 
satisfying (Wiederkehr et al., 2010) or when very high quality results are requested (Alexandridis et al., 
2009; Thiel et al., 2008). 
In order to correct errors related to tile and stitching all cut lines were briefly checked visually. In 
obvious cases where larger segments were not assigned to the same class on either side of the cut 
line, the falsely classified segment was assigned to the correct class, this based on a visual comparison 
with the satellite imagery. In order to correct general classification errors, the complete area 
under investigation was briefly checked at a scale of approx. 1 : 7,500 while switching between the 
classification result and the imagery. Here, obvious miss-classifications of larger parcels were corrected 
as well as e.g. roads that extent into extremely bright maize parcels, bare soil areas or homesteads. In 
the area west of Kakamega Forest between Kakamega Town and Yala River, numerous fallow parcels 
as well as grassland areas were wrongly assigned as sugarcane. These segments were corrected to the 
greatest possible extent in order not to jeopardize further analysis of land use proportions. Extensive 
corrections were necessary for the sugarcane factory west of Kambi Mwanza (cf. Fig. 1.2) and for 
Kakamega municipal area. Manual corrections were also required towards the very edge of the satellite 
imagery due to changes in DN values caused by the atmospheric correction routines (cf. ch. 2.1.2) 
leading to misclassifications here. In addition, the only seldom occurring classes tarmac road and river 
were checked entirely. Here, some misclassification occurred within the two classes as well as with 
exceptionally dark maize parcels and burnt areas. For the class river, confusion was also observed with 
the classes fish pond and shadow. On an approx. 7 km section around Lubao, nearly all tarmac road 
segments were classified as river and hence needed to be corrected manually.
All corrections carried out were documented in an additional data field in order to be reproducible. In 
total, about ten working days were spent on the manual corrections. About half of the time involved the 
corrections of errors related to tiling and stitching, one quarter was spent on correcting misclassification 
of the class ‘fallow and grassland’ in the area south of Kakamega Town and the remaining time on all 
other corrections. Compared to the time spent on the optimization of segmentation parameters, the 
selection of features and thresholds, or the development of the rule set, the effort is marginal. It should 
be noted that the checking was not carried out comprehensively, i.e. errors still remain in the final 
classification result (cf. ch. 7.2). However, the knowledge on the weaknesses of the classification results 
gained through the manual error correction already allowed a first estimation of classification accuracy 
(cf. ch. 7.2.1 and Tab. 7.3).
776.2 Classification of the complete area under investigation
Short summary
  The documentation of the comprehensive rule set developed for the OBIA classification 
contains a total of 1,750 lines. From these, 848 refer to class descriptions, 830 to the processes 
carried out, 58 to customized features, and 14 to customized algorithms.
  Besides using features determined by the SEaTH tool (cf. ch. 5), the rule set involves 
temporary classification levels, classification refinement, a checking for logical errors, a 
treatment of small unclassified segments, and techniques of cartographic generalization.
  It proved to be beneficial to use quantiles as thresholds in class membership definitions 
instead of static values. However, the settings needed to be cross-checked in multiple test 
sites. In few cases, different thresholds (or even features) had to be used for the two image 
swaths recorded. 
  For classes which are difficult to separate from others, a novel technique was developed that is 
here referred to as ‘classification-based NN classification’. Using objects as samples that were 
classified via the sophisticated rule-based approach, a NN classification was applied to still 
unclassified objects.
  The classification of the complete area under investigation required a laborious tiling and 
stitching procedure. The final classification result was enhanced by manually treating errors 
related to the tiling and stitching as well as general classification errors.
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7.	Classification	results
7.1	Classification	results	obtained	through	OBIA
The final classification as outlined in chapter 6 distinguishes 15 LULC classes (plus the two classes 
shadow and unclassified) and produced a total of 705,643 individual polygons. The resulting shape file 
is 797 MB in size, yet, this means a considerable data reduction compared to the original image scenes. 
However, the still enormous amount of data needs to be explored in order to describe the characteristics 
of the classification results and their suitability for further analysis (cf. ch. 8 and 9). Gaining an 
overview of the entire result is problematic, because a suitable representation at scales between 
1 : 5,000 and 1 : 25,000 would lead to printed maps in the size of approx. 7.6 m by 5.4 m and 1.5 m 
by 1.1 m respectively (cf. Lübker et al., 2011). Therefore, results are discussed at an overview level by 
providing figures for the complete area under investigation and, at larger scale, by analysing the results 
for the focus test sites. Furthermore, selected classification issues are addressed. 
Classification results at an overview level – the entire area under investigation
Since the size of the area under investigation is so large and the results have such a high degree of 
detail, the pure display of the classification result is not at all effective. In fact, it seems impossible to 
meaningfully visualize the actual classification result for the entire area under investigation. Here, 
aggregation can help to explore the heterogeneity of the area and to gain geospatial knowledge. By 
using hexagons with an approx. size of 42 ha as reference unit (cf. ch. 8), results of the classification are 
visualized in overview maps. Figure 7.1 visualizes proportions of LULC for the most important land use 
types, namely sugarcane, tea, ‘maize (and beans)’, and ‘fallow and grassland’ (for an explanation of the 
colour scheme used see ch. 8.3.1). Fifteen additional map topics are presented in Appendix 3 visualizing 
differences as well as spatial pattern of parameters derived from the classification result and used as 
input for the spatial farmland typology (cf. ch. 8.2.1). With the overview map on LULC proportions it 
is already possible to depict some geospatial patterns such as e.g. the boundary between sugarcane and 
tea dominated farming. A more substantial combinatory analysis of farmland indicators helps to reveal 
more subtle geospatial patterns as achieved by the spatial farmland typology (cf. ch. 8.3). 
When considering the relative amount of polygons that belong to one class and the area the class 
occupies (cf. Tab. 7.3, columns D1 and D2), ‘tree and shrub vegetation’ (30.7%) is the most frequently 
occurring class followed by shadows (10.9%). However, individual trees and shadows are small objects 
so that these classes only contribute to 21.6% and 0.8% of the land cover respectively. The opposite 
is true for most cultivation classes, e.g. polygons classified as ‘maize (and beans)’ make up 9.6% of all 
objects but cover 27.2% of the total area. Fish ponds are the least frequently occurring class, with a total 
of 119 observations only. While 2.1% of all objects remained unclassified, they cover only 0.3% of the 
total area – a very low share of land. Average sizes of parcels used for cultivating cash crops (0.176 ha), 
‘maize (and beans)’ (0.190 ha), and ‘napier grass, sweet potato’ (0.058 ha) correspond closely to those 
derived from the visual interpretation as listed in Table 2.4. In the OBIA classification, shadows of tree 
and shrub vegetation, houses and other objects could be distinguished from each other. However, in 
further considerations they were merged into one single shadow class in which more than three fourths 
of the shadows are caused by tree and shrub vegetation.
Classification results at larger scale – the focus test sites
Classification results for subsets of two of the focus test sites are given in Figure 7.2 (right). These 
subsets are identical to those used for demonstrating the results of the visual interpretation (Fig. 2.3) 
allowing a comparison. When visually comparing the result to both the imagery and the visual 
interpretation, it can be seen that landscape characteristics of the subsets are generally very well 
matched by the classification. However, some mismatches with the visual interpretation are apparent. 
This is, for example, the case between the classes assigned to a larger parcel in the central very northern 
part of Buyangu subset and a larger parcel just to the top of the inset map of Savane subset. When 
taking a closer look (cf. magnified centre of subsets), smaller mismatches can be observed such as the 
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Figure 7.1: Areal diagram map visualizing the proportions of the most important land use types occurring in 
the farmland surrounding Kakamega Forest according to the OBIA classification result.
loss of small houses missing in the Buyangu example and differences in object shapes in case of the 
Savane subset.
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For the five focus test sites it is also possible to compare land cover proportions as derived from the 
classification results to those obtained from the visual interpretation. This non-site-specific per-class 
area comparison can be used as a first indicator for evaluating the classification results and presents 
a historical method for accuracy assessment (cf. ch. 7.2.1). The figures provide an overview of the 
degree to which a class is over- or under-represented in the classification result. As can be seen in 
Table 7.1 (top) sugarcane and ‘tree and shrub vegetation’ tend to be over-represented, while ‘fallow and 
grassland’ tends to be under-represented. The class ‘maize (and beans)’ balances well when considering 
the relative overall difference; differences for tea are low in Savane but rather high in Virhembe. 
Figure 7.2: Result of the OBIA classification (right) for two subsets of focus test sites Buyangu (top) and Savane 
(bottom); QuickBird imagery of the same extent (left); subsets centres of classification results are magnified. 





























817.1 Classification results obtained through OBIA
Selected classification issues
Some issues of the classification results are especially important and warrant further discussion. These 
include a) the detection of houses, b) the actual usage of the class ‘fallow and grassland’, and c) the 
detection of hedges.
During rule set development it became already clear that not all houses that are visible in the imagery 
can be automatically classified (cf. ch. 6.1.2). When comparing the number of houses classified to the 
number of houses visually interpreted (Tab. 7.1, bottom), it becomes evident that only a fraction of 
the reference houses – less than 50% in most focus test sites – could be identified by the classification 
routine. The figures can be used to estimate the ratio of actual (‘real’) houses to houses classified in the 
satellite imagery (‘OBIA houses’). On average, one successfully classified house represents 2.38 houses 
in reality. The ratio varies relatively strongly between the different test sites (between 1.96 and 3.19) but 
the difference is high in all test sites. This indeed poor success rate can partly be explained by different 
factors: a) neighbouring houses merge into one in the classification, but were delineated separately 
in the visual interpretation, b) very small houses such as toilet huts or kitchen houses were visually 
interpreted but missed by the classification, and c) grass thatched houses are classified as houses only 
very rarely. A study for Buyangu village area (extending beyond the Buyangu focus test site) conducted 
by Nthuni (2010) revealed that out of 643 visually interpretable houses, only 464 have corrugated iron 
roofs (i.e. 72.2%) and that most households own at least one tin-roofed house. Since the distribution of 
houses, and not their absolute number, is the determinant factor for further analysis, the classification 
result for houses can still be considered meaningful (cf. Lung et al., 2013). Nevertheless, the systematic 
loss of houses in the OBIA classification needs to be addressed in the further analysis.
The large amount of land that was classified as ‘fallow or grassland’ (cf. Tab. 7.3) requires a more 
detailed interpretation of this class. Grassland here refers to land situated near rivers or on steep 
hills, communal land, and small pieces of land that are surrounded by other usages and is therefore 
considered unsuitable for farming. It is estimated that approx. 25% of the class ‘fallow and grassland’ 
belongs to this type. The rest of the area consists of actual parcels that are generally suited for 
agricultural purposes. Due to the recording date of the QuickBird imagery at the beginning of the long 
rains (cf. ch. 1.3.2), it can be assumed that on most of this land cultivation will take place later during 
the planting season (F. Mussgnug, pers. comm.). This shortcome in the classification result is most 
Table 7.1: Area percentages of selected LULC classes for the focus test sites according to the classification 
results in comparison to results obtained through visual interpretation.
 focus test site: Lubao M. Shirakalu Virhembe Savane Buyangu Avg.
area percentages
sugarcane 
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number of houses 
OBIA classification 359 260 234 365 182
visual interpretation (‘real’) 759 552 746 714 455














* For cash crops, only those test sites are considered in which the crop is actually cultivated.  
Note: Figures may differ from those provided in Table 2.4, because here only the area covered by actual farmland is considered. 
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hedges and lines of trees could be detected quite well, many small hedges and lines of thin shrubs were 
omitted by the classification. Reasons for this insufficiency lie in small size of many hedges and the 
limited responses in the NIR channel, which makes it difficult to successfully classify them. Another 
problem is the separation of hedges and live fences from neighbouring vegetation, especially near 
the homestead area. Here, no rules to overcome this problem could be developed. While the missing 
identification of many hedges does not greatly affect the overall proportions of LULC, it is nevertheless 
unfortunate because it was hoped to use this information for estimating the potential usability of live 
fences for additional cultivation (Lübker & Schaab, 2006).
Colour coding used for visualizing the classification result
For distinguishing the different LULC classes, the graphic variable colour (cf. Bertin, 1967) was chosen. 
At a first glance the colours chosen for the cultivation classes seem slightly unusual (cf. Fig. 7.2). 
However, the system was developed with the following rationale. Signal colours were used a) for roads 
(yellow) because they are linear thin objects that would otherwise be hard to distinguish but are crucial 
for orientation, and b) for houses (red) because they are amongst the smallest objects but are yet very 
important. By using luminous colours, these classes are placed into the graphical foreground (Imhoff, 
1972). For the two aquatic classes, blue was chosen as associative colour following long established 
cartographic conventions (Harley & Woodward, 1987). The same applies to the two classes representing 
woody vegetation (green) as well as to shadows (black) and unclassified objects (white). In case of 
the class groups woody vegetation, roads and residential, a colour gradation was chosen to indicate 
rankings or logical dependencies, i.e. a tarmac road is more important that a dirt road and a homestead 
is only meaningful with a house. This system was adopted also for aquatic classes though a hierarchy is 
not present here.
Cultivations cover almost two thirds of the area under investigation (cf. Tab. 7.3) and are therefore 
depicted in less dominant pastel shades in order to appear as graphical background (cf. Imhoff, 
1972). For sugarcane (light lilac) and tea (light purple) similar colours were chosen, because both are 
important cash crops. The red part of these colours reminds of the high vegetation content of the two 
crop types, i.e. they exhibit high values in the NIR channel which appears red on a false colour infrared 
composite. For ‘fallow and grassland’, grey was chosen associating absence of substantial vegetation. 
Very light grey was chosen for bare soil, because white was already assigned to unclassified objects; 
a dark brown was chosen for burnt areas, because black was already assigned to the class shadows. 
Since yellow was already assigned to roads, a light blue was chosen for ‘maize (and beans)’. For the class 
‘napier grass, sweet potato’, a light green was chosen. The latter two colours were merely selected by 
default, because it was hardly possible to find 17 colours that can be distinguished well from another 
and yet allow easy association with the meaning of the class. 
By contrast, for chart visualizations more intuitive and contrasting colours were chosen (cf. ch. 8.3.1).
Figure 7.3: Pie chart indicating assumed 
real usages of the classified land cover 
‘fallow and grassland’.
likely not to overcome. It is here assumed (Fig. 7.3) that 
70% of the fallow land will be used for cultivating ‘maize 
(and beans)’ and 5% for cultivating other seasonal crops. 
In accordance with recent trends of declining fallow 
practice (cf. ch. 1.3.5) it is assumed that only 15% of the 
land referred to as fallow land is actually left fallow for 
regeneration and another 10% are left fallow for other 
reasons. Therefore, when referring to the area of land used 
for maize (and bean) cultivation, 52.5% of the class ‘fallow 
and grassland’ should actually be added. 
It was originally envisaged to identify the numerous small 
hedges that are frequently planted between parcels and 
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7.2 Accuracy assessment of the 
classification	results
7.2.1	Evaluation	of	the	classification	accuracy	
applying three different techniques
It was outlined in chapter 3.3.4 that there is 
no commonly accepted standard procedure for 
assessing the accuracy of OBIA results and that 
a mere evaluation of the error matrix misses the 
particularities of the object-based approach. For 
the classification result at hand, a combination 
of three different assessment techniques was 
therefore chosen. First, the classification result 
was visually evaluated, thus applying a technique 
that was common in the early phase of accuracy 
assessment (cf. ch. 3.3.4). Second, a site-specific 
area comparison was conducted for selected classes 
presenting an enhancement of the second stage of 
historic assessment methods, the non-site-specific 
area comparisons. Finally, an error matrix was 
compiled and extended by area comparisons. While 
for the first two techniques information could be 
re-used that was already derived as part of the 
classification, the error matrix was produced purely 
for assessing classification accuracy.
Visual judgement of classification accuracy
The detailed visual inspection of the classification 
result that was carried out in the course of manual 
error correction (cf. ch. 6.2.2) already allowed 
for a realistic impression of weaknesses and the 
magnitude of confusion between individual classes. 
The subjective and qualitative estimation of 
classification accuracy was ranked using a simple 
rating ranging from hardly any confusion (0), via 
some confusion (1) to rather high confusion (2) and 
severe confusion (3).
Site-specific assessment based on area 
comparison
The visual interpretation that was carried out 
for the five focus test sites (cf. ch. 2.3) served 
as reference data for the site-specific error 
assessment. For selected classes (cf. Tab. 7.2) 
that – according the classification result – 
cover together approx. 88% of the area under 
investigation, the areas correctly classified, areas 
omitted and areas committed were determined 
by intersecting the classification result with the 
reference data (Fig. 7.4, 1). To account for small 
positional inaccuracies between reference data and 
Figure 7.4: Results of site-specific area comparisons: 
masks indicating errors of commission and 
omission for ‘maize (and beans)’ (1a) and ‘fallow 
and grassland’ (1b) for Buyangu test site and binary 
masks indicating overall accuracy for Savane (2a) 
and Shirakalu (2b) test sites.
2: Overall site-specic area comparison
1: Site-specic area comparison for individual classes
1a: Maize (and beans), Buyangu
1b: Fallow and grassland, Buyangu
2a: Binary error mask, Savane
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the classification result, a buffer of 2.4 m (i.e. one multispectral pixel) was applied during intersection. 
In addition to the assessment of individual classes, the overall site-specific accuracy was determined 
through a binary mask that expresses the overall area difference (Fig. 7.4, 2). The masks that were 
obtained as results of the site-specific assessment are similar to those generated in bi-temporal change 
detection based on post-classification comparison (Coppin et al., 2004). In order to facilitate the area 
comparison, the procedure was implemented in ArcGIS via a toolbox with a simple and clearly laid out 
user interface.
Assessment based on the error matrix, extended by area considerations
In line with the rule-of-thumb for the number of samples to use for evaluation (cf. ch. 3.3.4), 75 
sample objects were selected per class, because the area covered is large and the number of classes 
distinguished is high. Samples were chosen per class and at random using Hawth’s tool for ArcGIS 
(Beyer, 2004), i.e. by applying stratified random sampling. Reference data were derived after the 
samples had been selected through image interpretation, thus relying on common practice (Albrecht, 
2010). In order to avoid an overestimation of accuracy, it is crucial not to bias the classification result by 
displaying the desired class when selecting the reference polygons. It was further accounted for under-
segmentation by separately marking objects that belong to multiple classes, i.e. accounting for the 
concept of Eisfelder et al. (2009). 
The resulting error matrix (Tab. 7.3) was evaluated ‘traditionally’ by calculating the overall accuracy, 
per-class user’s and producer’s accuracies as well as K̂ as an indicator of significance (cf. ch. 3.3.4). 
In order to indicate the importance of a class, the total number of objects and the total area covered 
by each class is given in relation to the complete area under investigation. Also, figures on errors and 
accuracies that would have been obtained if no manual correction was applied to the classification result 
are given in brackets. For ease of reference, results of the visual judgement of the classification accuracy 
are given in the same table. 
Forbes (1995) suggests considering the error magnitude by assigning weights to individual class 
combinations. However, this was not conducted, because the weighting is difficult to decide on and 
highly subjective. Instead, it is suggested here to weight the error of magnitude based on the total 
area a class occupies in a classification. In addition, it is suggested here to counteract the drawback of 
a traditional error matrix in which the areal error, i.e. its two-dimensional extent, is not considered. 
Therefore, the error matrix was extended by including two further figures that had been identified in the 
course of this thesis. First, the areal error was considered for the evaluation of user’s, producer’s, and 
overall accuracy, so that a small falsely classified object is given less weight than a large falsely classified 
object. It is here suggested to refer to this technique as areal error weighted accuracy assessment. 
Secondly, the overall accuracy was assessed based on the ‘importance’ of a class, i.e. based on its share 
of areal occurrence in the total area investigated. Like this, classes such as ‘maize (and beans)’ as well as 
‘fallow and grassland’ are contributing more strongly to the accuracy measure than e.g. a fish pond or 
river. It is here suggested to refer to this technique as areal occurrence weighted accuracy assessment.
7.2.2 Results of the accuracy assessment
Results of the visual judgement are included in the table of the error matrix (cf. Tab. 7.3). Here, colour 
filling indicates the rating explained in chapter 7.2.1 as follows: no filling (0; hardly any confusion), 
yellow (1; some confusion), orange (2; rather high confusion), and red (3, severe confusion). Severe 
confusion occurs particularly often for the ‘fallow and grassland’ class, which is wrongly classified as 
sugarcane, tea, ‘napier grass, sweet potato’, and sparse shrub vegetation, but also between e.g. ‘tree and 
shrub vegetation’ and tea, sparse shrub vegetation and ‘tree and shrub vegetation’, as well as sugarcane 
and ‘fallow and grassland’. When considering both, errors of omission and commission, the best 
separable class is shadow, followed by tarmac road, dirt road, and fish pond. High degrees of confusion 
that occur locally were identified for a) ‘fallow and grassland’ and ‘napier grass, sweet potato’ in the 
south-western part between Kakamega Town and Yala River and b) tarmac road and river on a ca. 7 km 
long section north of Kakamega Town.
857.2 Accuracy assessment of the classification results
Results of the site-specific assessment based on area comparison for the five focus test sites are 
summarised in Table 7.2. The overall area difference expressed by a binary mask is on average below 
20%, which means that slightly more than 80% of the area is classified correctly when applying a buffer 
of 2.4 m. The best result is obtained in Savane (14.0%; Fig. 7.4, 2a), while most discrepancy can be 
observed in Shirakalu (25.0%; Fig. 7.4, 2b). Per-class evaluations reveal a very good result for ‘maize 
(and beans)’, with 93.2% of the area classified correctly. Only in Buyangu the error of commission 
is high (40.4%; Fig. 7.4, 1a). Here, a high confusion between ‘maize (and beans)’ and ‘fallow and 
grassland’ exists, the latter having the same magnitude of omission error (47.1%; Fig. 7.4, 1b). In fact, 
a visual distinction of the two classes is very difficult for some parcels. A repeated check revealed that 
most of the parcels interpreted as ‘fallow and grassland’ and classified as ‘maize (and beans)’ might 
in reality as well be ‘maize (and beans)’ parcels. This is an example where in accuracy assessment all 
error is automatically associated with the classification result rather than with inaccuracies or mistakes 
in the reference data which can lead to an unrealistic assessment of the result (Congalton, 1991). The 
observation can explain the fact that the rate of omission for ‘fallow and grassland’ is very high. For 
woody vegetation (classes ‘tree and shrub vegetation’ and sparse shrub vegetation) as well as tea, again 
very good results are obtained on average with 98.1% and 88.7% respectively. For sugarcane, the results 
are good (84.7%), but again confusion with other classes such as ‘fallow and grassland’ exists. In case of 
Shirakalu, the error of commission is extremely high. A reason is the particularly thick haze layer in this 
focus test site resulting in some of the ‘fallow and grassland’ as well as the sparse shrub vegetation being 
classified as sugarcane parcels.
Results of the extended error matrix are listed in Table 7.3. Here, confusion between individual classes 
can be depicted well. Similarly to the observation made during visual judgement, ‘fallow and grassland’ 
has the lowest producer’s accuracy (44%, when not considering the areal error). User’s accuracy is 
lowest for the classes ‘napier grass, sweet potato’ and sparse shrub vegetation, but also low in the case 
of sugarcane. However, when judging accuracy based on the areal error, results for sugarcane become 
very good with a user’s accuracy of 97% and a producer’s accuracy of 92% as compared to 59% and 81% 
respectively. This example demonstrates the impact of the weighting based on the areal error. While 
small samples wrongly assigned to e.g. ‘fallow and grassland’ and woody vegetation lead to a poor user’s 
accuracy in case their size is not considered (column/row ‘B’ in Tab. 7.3), they do not largely influence 
the user’s accuracy when their size is accounted for (column/row ‘C’ in Tab. 7.3). For the class house the 
effect is reverse. Here, very few large samples that are wrongly classified as house let the user’s accuracy 
drop from 95% to 62%. However, when the number of houses is used as input for further analysis, the 
non-weighted figure should be considered more meaningful, here suggesting a very good classification 
result for the class house. This is, however, in total contrast to observations made by the non-site-
specific per-class area comparison that revealed a poor detection rate of houses (cf. Tab. 7.1 and ch. 7.1).
Table 7.2: Results for the five focus test sites of the site-specific area comparisons between the classification 
result and the visual interpretation for selected LULC classes.
 focus test site: Lubao M. Shirakalu Virhembe Savane Buyangu Avg.
binary mask
overall area difference 22.0% 25.0% 17.4% 14.0% 17.3% 19.1%
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Overall accuracy and Khat
not weighted  
overall accuracy  75.9% (67.6%) 
Khat   74.7% (66.2%)
areal error weighted 
overall accuracy  82.8% (73.1%)
areal error and areal occurrence weighted 
overall accuracy 85.2% (80.6%)
* producer’s accuracy
**  high confusion in the south-western part between Kakamega Town and Yala River
*** high confusion on a ca. 7 km long section north of Kakamega Town
Visual judgement of the classification result:
 hardly any confusion 
 some confusion between classes
 rather high confusion between classes 
 severe confusion between classes
Numbers in brackets indicate errors/accuracies if no manual corrections would have 
been applied to the classification result.
877.2 Accuracy assessment of the classification results
The assessment further revealed that ca. 4% of the samples are under-segmented and thus belong to 
multiple classes. Slightly more than half of the occurrences are found within the classes ‘napier grass, 
sweet potato’, ‘fallow and grassland’, and sparse shrub vegetation, i.e. classes that often do not separate 
well from the surroundings. The manual corrections carried out have an especially large impact on the 
accuracy values of the classes fish pond, river, tarmac road, and tea (cf. Tab. 7.3, figures in brackets). 
This is not necessarily because more corrections were carried out for these classes, but rather because 
they occur less frequently than others and in case of the classes river and tarmac road (cf. ch. 6.2.2) 
because they were checked more comprehensively (cf. Tab. 7.3, column D1). For most other classes, the 
impact is comparably low.
When it is desired to express the accuracy of the classification result with a single figure, the overall 
accuracy determined by the ‘areal error and areal occurrence weighted’ accuracy is the figure with the 
highest explanatory power23. This is because it accounts for the areal error on the level of individual 
objects as well as the ‘importance’ or the error magnitude on the class level. The value achieved here 
is very satisfying (cf. ch. 3.3.4) for both the final classification result (85.2%) and the result prior to 
applying manual corrections (80.6%), especially when considering the comparatively large number of 
classes distinguished (cf. ch. 10.2.2).
Short summary
  With the results of the OBIA classification, for the first time, highly detailed LULC information 
is available for the farmland surrounding Kakamega Forest. The classification result 
distinguishes 15 LULC classes (plus shadow and unclassified) and is best suitable for display at 
scales between 1 : 5,000 and 1 : 25,000. Considering the entire farmland, ‘maize (and beans)’ 
parcels are the most dominant land use (27.2%), followed by ‘tree and shrub vegetation’ 
(21.6%). Sugarcane parcels cover 13.6% of the total area, tea parcels only 1.5%. 
  At an overview level, i.e. when aggregating the classification result by means of 42 ha-sized 
hexagons, geospatial patterns such as the boundary between sugarcane and tea dominated 
farming can be depicted. 
  When comparing the results in the focus test sites to the visual image interpretation, it can be 
observed that sugarcane and ‘tree and shrub vegetation’ tend to be over-represented, while 
‘fallow and grassland’ tends to be under-represented.
  The accuracy of the classification result was assessed in a novel approach that uses a 
combination of three different assessment techniques: a) based on a visual judgement, b) 
conducting a site-specific area comparison for selected classes, and c) using an error matrix 
that was extended by area considerations.
  A combined analysis of the three techniques revealed some shortcomings such as a high error 
of omission for the class house and a high degree of confusion between the classes ‘fallow and 
grassland’ and, amongst others, sugarcane. However, the overall accuracy expressed by the 
‘areal error and areal occurrence weighted’ accuracy is very satisfying with 85.2%.
23 K̂ was not calculated for the ‘areal error weighted’ and the ‘areal error and areal occurrence weighted’ methods, because 
no such error matrices where derived.
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8. Spatial farmland typology
8.1	Towards	a	spatially	explicit	typification	of	the	farmland
A typification of the farmland is conducted here in order to describe the very detailed information 
obtained by the OBIA classification. When analysing the aggregated information at a coarser scale, 
local peculiarities can be better understood and the formulation of planning recommendations may be 
facilitated. The typification also serves as a basis for the scenarios of rural livelihoods as developed in 
chapter 9.
Diwani (2009) states that by grouping farms with similar characteristics it is possible to develop 
recommendations tailored to the specific needs of a particular farm type rather than giving broad 
recommendations for all farmers or having to study each case individually. Likewise, Andersen et al. 
(2007) understand a farm typology as a tool for synthesising the assessment of farm management 
indicators where farms are grouped into classes that are homogeneous with respect to specific criteria 
relevant to policy decisions. The authors argue that the management of farmland and the steering of 
rural development policies are facilitated by combining indicators and highlighting linkages between 
them. In a similar concept, Kenea (2008) defines livelihood zones as geographical areas in which people 
possess similar socio-economic characteristics and are thus in a similar livelihood situation. Such a 
zonation is conducted for planning purposes and e.g. to facilitate disaster early warning. Also, livelihood 
serves as a proxy for a wide range of socio-economic issues and knowledge on local circumstances 
and helps to interpret information about a given area or community more meaningfully (ibid.). By 
establishing a zonation of the farmland based on factors important to farming activities, it is possible to 
make statements on yield probabilities and risks and thus to locally guide farmers and agriculture field 
advisors (Jätzold et al., 2005).
Existing typifications of farms and farmland in the Kakamega area
As part of BIOTA East Africa research, Diwani (2009) developed a farm typology based on the results 
of a household survey conducted in 2005 by means of a structured questionnaire (see also Diwani 
& Becker, 2009). Eight sites west of Kakamega Forest were selected based on the criteria soil type, 
distance to forest, and population density. A total of 182 farmers were interviewed regarding land 
use proportions, crop production and productivity, sources of income, fertilizer input, level of formal 
education, and if labour was hired. From the answers 13 parameters were derived, concerning land 
use (5), soil (1), labour (1), capital (2), and know-how (4). A cluster analysis revealed eight distinct 
farm types that can be grouped into subsistence-oriented (smallest farm sizes, no cash crops), market-
oriented (intermediate farm sizes, cultivation of cash crops), and highly market-oriented types (largest 
farm sizes, cultivation of cash crops, maize surplus). A regression analysis of the 13 parameters revealed 
that the drivers with the highest discriminating power for the formation of clusters were the shares of 
land under tea, sugarcane, and maize. 
A zonation according to livelihoods was conducted for Kakamega District by the Vulnerability Analysis 
Unit of the UN World Food Programme (WFP) in 2005. Data were collected by means of interviews 
and secondary sources (at sub-location level) assessing the main sources of income and food, crop 
production, livestock ownership, labour patterns, expenditure patterns, market areas, as well as 
settlement and migration patterns (Kenea, 2008). With the sub-location serving as the reference unit, 
three types could be identified outside Kakamega Forest and Kakamega Town: a zone of sugarcane cash 
crop cultivation (in the north-western part of the district with the tarmac road between Buyangu and 
Malava forming the border), a mixed farming zone (in the eastern sub-locations and around Kakamega 
Town), and a mixed farming zone with tea cultivation and dairy production (in the southern sub-
locations).
Based on factors important to agriculture such as temperature, precipitation, soil, and elevation, Jätzold 
and Schmidt (1982-1983), updated by Jätzold et al. (2005-2011), developed a differentiated system 
of agro-ecological zones (AEZ) for Kenya that consolidated into the Farm Management Handbook of 
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Kenya. Regions of similar characteristics are grouped into zones and sub-zones with similar growing 
periods and yield potentials (Jätzold et al., 2005). Zones found within the area under investigation are 
(Fig. 8.1): Upper Midland 1 (UM1) (with a permanent growing period or two to three variable cropping 
seasons) in the north-eastern part, largely following the tarmac road between Kakamega Town and 
Malava Forest, and the southern part, Lower Midland 1 (LM1) and LM2 in the area north-west and 
south of Kakamega Town with different sub-zones, UM2-3 (with a very long to long or long to very long 
growing period) in a relatively small region towards the Nandi escarpment, a very small stretch of UM2 
in the very east, and UM0 (forest zone) slightly extending into the farmland between Shiamiloli and 
Virhembe as well as west of Ileho (for locations see Fig. 1.2). While the UM1 zone is well suited for the 
cultivation of tea and coffee, UM2 and UM3 are suited for cultivating coffee but with generally lower 
yields. LM1 and LM2 are characterised as sugarcane and marginal sugarcane zones respectively with 
good cropping possibilities. Maize is considered a potentially leading crop in all zones.
8.2 Conduction of the spatial farmland typology based on cluster analysis
Cluster analysis as a method 
Cluster analysis is used here as a method to analyse the farmland and to identify regions with similar 
characteristics. Cluster analysis is a statistical explorative multivariate method of data analysis with 
the aim of identifying relationships between objects or individuals (Backhaus et al., 2008; Thien-Seitz, 
2008). Objects are grouped such that they are preferably similar within a group while the groups 
preferably differ from one another (Backhaus et al., 2008; cf. also ch. 3.3.2). Cluster analysis in its 
basic form works as a step-by-step process (Dytham, 2007): a) objects are depicted as a point scatter 
in the object space; b) the two objects that are closest together are identified and merged into a single 
Figure 8.1: Map of agro-ecological zones. 
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object halfway between them; c) the next closest two points are identified and merged; d) the process 
continues until only one point is left.
Clusters do not necessarily form geographically uniform regions. However, a spatial clumping of the 
different types of clusters is desirable, when a zonation is anticipated such as in the case of the farmland 
analysis performed here. Also, the formation of geographically regions is likely to occur here, because 
location is considered an important variable for the structure of the farmland. To further assist the 
formation of geographic regions, input parameters (ch. 8.2.1) were tested for spatial autocorrelation 
(ch. 8.2.2) as a preparatory step for the cluster analysis. 
Aggregation of the classification results 
For conducting a cluster analysis, the spatially continuous classification results need to be aggregated 
based on a reference unit. A regular geometric shape was chosen as the reference unit, because a) the 
sub-location level would be a far too coarse reference unit and b) the extent of individual farms could 
not be derived from the imagery in an automated manner, even if it is often possible to visually identify 
potential farm boundaries in the imagery based on the knowledge gained during ground truthing and 
visual interpretation (ch. 2.3). A manual delineation of farm boundaries would beyond doubt have been 
too time-consuming. 
A regular tessellation of a plane, i.e. the aggregation of cells covering space without overlaps and 
without gaps, can be achieved with three distinct geometric types: equilateral triangles, squares, and 
hexagons (Carr et al., 1992). Hexagons were chosen here, because they have certain advantages over 
the other two geometry types (Birch et al., 2007): while triangles require two different orientations 
of the geometric shape, in a square, some parts are farther away from the centre than in case of an 
equally sized hexagon. Hexagons are closer in shape to circles than squares, wherefore their perimeter 
is shorter than that of a square of equal area. Biases due to edge effects are potentially reduced when 
using hexagons, because each hexagon has six neighbours in symmetrically equivalent positions and 
hexagonal grids are aligned along three axes rather than two. Therefore, a natural feature is likely 
to be split amongst fewer polygons plus directional patterns are less likely to be transmitted to the 
tessellation. Also, hexagons are recommended as planning units for applications of conservation biology 
(Nhancale & Smith, 2011); they are the most frequently used topology type in Self-Organising Maps 
(Skupin & Agarwal, 2008); and they are common in nature, arts, culture, and science.
Different edge lengths of 300, 400, 500, and 600 m were visually compared and the 400 m edge 
length (resulting in hexagons of 41.6 ha in size) was judged to be best suitable, amongst other reasons 
because the pattern resulting from the school data set map was most convincing here. The tessellation 
was constructed in ArcGIS and clipped with the visually interpreted boundary between the forest and 
the actual farmland as well as with Kakamega municipal area (cf. ch. 2.1.4) in order to exclude them 
from further analysis. A total of 1,324 polygons were created, of which 414 are not complete hexagons 
but clipped either by the exclusion areas or by the extent of the imagery. Finally, the tessellation was 
overlaid with the OBIA results and additional data sources (see below). Hence, statistics of LULC 
proportions and other parameters could be calculated that serve as the base for deriving the spatial 
farmland typology.
8.2.1 Input parameters for the cluster analysis 
Choice of input parameters
As a first step for the conduction of the farmland typology, possible input parameters, also referred 
to as variables, were examined. Parameters that can be derived from the classification result include 
the proportions of any LULC class, the number of occurrences of any LULC class per area unit, the 
average size of polygons of any LULC class, varied combinations of any LULC classes, and different 
ratios between any LULC classes. Based on additional data sources (cf. ch. 2.1.4), further parameters 
can be derived such as different terrain parameters and distances to or densities of roads, schools, 
and markets. Out of the many different options 31 meaningful individual parameters were identified 
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(Tab. 8.1) and calculated for each individual hexagon. Additional parameters describing the orientation 
of farms were originally aspired. Different attempts were made based on the calculation of the border 
index and the main direction of large parcels. However, no promising result was obtained, also due to 
the fact that within the area covered by a hexagon many different structures can be found making it 
hard to summarise characteristics by a single value.
Calculation of input parameters 
The calculation of parameters derived from the classification result was carried out in ArcGIS with the 
help of the Model Builder. First, hexagons and the classification result were combined via the ‘union’ 
command. After the handling of sliver polygons and adding of data fields, the area, boundary length and 
count were calculated for each LULC class. Finally, polygons were dissolved per hexagon and statistics 
on LULC proportions were calculated. Class aggregations, ratios, average sizes and the area of a certain 
class per house were directly calculated in the data table because their calculation is straightforward.
Since the calculation of distances and densities as well as of the terrain parameters is slightly more 
complex, additional models were developed. The density of the road network was calculated based on 
the visually interpreted road data set (cf. Ch. 2.1.4) using the ‘line density’ function. Here, the tarmac 
road was assigned a slightly higher value of 1.33 compared to 1 for other roads, the output size was set 
to 10 m, and the search radius to 1,500 m. The resulting raster data set (Fig. 8.2, a) was aggregated per 
hexagon using zonal statistics. Since for schools and markets kernel density calculations did not lead 
to convincing results, nearest distances were chosen instead and calculated via the ‘Euclidean distance’ 
function. Resulting raster data sets (Fig. 8.2, b for schools) were again aggregated via zonal statistics.
The mean slope per hexagon was determined based on the slope data set and zonal statistics while for 
the surface roughness24 more complex calculations were necessary (Fig. 8.2, c). For considering aspect, 
24 To the knowledge of the author, there is no established method to numerically represent the surface roughness of an 
area. Here, surface roughness is defined by an index expressing the gain in surface area relative to the minimum possible 
gain in surface area (the area is an inclined plane; i=0) and an assumed mean potential gain in surface area (half of the 
area is a plane, the other half has twice the mean slope; i=1) considering the given mean slope. The index thus expresses 
how irregular or rugged a terrain is. The index is best interpreted together with mean slope.
Table 8.1: Parameters derived for the spatial farmland typology and their use within the three groups land 
use, landscape structures, and accessibility.
Group 1: land use
  percentage of area covered by sugarcane
  percentage of area covered by tea
  percentage of area covered by ‘maize (and beans)’
  percentage of area covered by ‘fallow and grassland’
  percentage of area covered by ‘other cultivations and 
non arable land’ (all classes but sugarcane, tea, maize, 
‘fallow and grassland’)
  percentage of area covered by non-cash crop 
(maize, 75% of ‘fallow and grassland’, napier grass)
Group 2: landscape structures
  number of objects per hectare
  average size of parcels used for cultivation of the three 
main crops (sugarcane, tea, maize)
  percentage of area covered by ‘tree and shrub vegetation’
  mean slope1 * 
  average size of parcels used for cultivation of all crops 
(cash crops and non-cash crops) **
  surface roughness2 *, **
Group 3: accessibility
  density of road network3 *
  distance to nearest school4 *
  number of houses per hectare
Rejected after a visual inspection 
  dominant aspect5 *
  distance to nearest market6 *
  ratios of tea to a) other cultivations and b) non arable 
land (2x)
  ratios of sugarcane to a) other cultivations and b) non 
arable land (2x)
  ratios of a) tea and b) sugarcane to c) other cultivations 
and d) non arable land  (4x)
  ratios of ‘tree and shrub vegetation’ to the three main 
crops (sugarcane, tea, maize)
  area in hectare of sugarcane per house 
  area in hectare of tea per house
  area in hectare of maize per house
  area in hectare of ‘fallow and grassland’ per house
  area in hectare of ‘tree and shrub vegetation’ per house
(Additional tests with different shape characteristics)
*  derived from additional data sets
**  rejected after the analysis of parameter correlations
1  calculated using Spatial Analyst and zonal statistics
2  calculated with customized models
3  calculated via ‘line density’ function and zonal statistics
4  calculated via ‘Euclidean distance’ function and zonal statistics
5  calculated with the BiotaEastGIS Tool for steps of 10° 
6  calculated via ‘Euclidean distance’ function and zonal statistics
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classes in steps of 10° were applied. The BIOTA East GIS Tool (Ojha & Schaab, 2009) was used in 
order to determine the percentage of aspect pixels belonging to each of the 36 aspect classes. In order 
to determine the most frequently occurring aspect, a set of lengthy if-statements was applied directly 
in the table view. However, the most frequent aspect (i.e. the mode) is not necessarily a representative 
or dominant aspect, because occurrences of aspects within a hexagon do not at all follow a normal 
(Gaussian) distribution. Also, it is cumbersome to numerically represent the fact that high values (e.g. 
350°) and low values (e.g. 10°) are thematically close together while far away from intermediate values 
(e.g. 180°). Figure 8.2 (d) presents a cartographic solution to these problems: occurrences of aspects are 
represented as a dot density map while the colour coding follows a colour wheel (Küppers, 1989). In this 
way, dominancy of occurring aspects can be visualized adequately.
Characteristics of input parameters
The map illustrating the density of the road network (Fig. 8.2, a) reveals high road network densities 
around Kakamega Town and other market centres as well as along the tarmac road and generally lower 
densities close to the main rivers, towards the forest, and east of Kakamega Forest approx. between 
Kambiri and Kirborkok Tea Estate (for locations see Fig. 1.2). When comparing the highly populated 
area west of Kakamega Forest between Isiukhu and Yala rivers and the less densely populated area 
north-west of Kakamega Forest (cf. last map in App. 3), contrarily to what could have been expected, a 
correlation between population density and density of road network is not evident. The circular patterns 
apparent in the map of distance to school (Fig. 8.2, b) are directly linked to the position of schools, i.e. a 
school is located in the centre of each circular pattern. Here, fewer schools are found in the less densely 
populated northern sugarcane zone.
Areas with lowest mean slopes (Fig. 8.2, c) can be found around Kisere Forest, south of Kambiri, and 
in the far north-east of the area under investigation. Higher mean slopes, above 6°, are frequent in the 
southern part and just north of Kakamega town while highest mean slopes of more than 10° can be 
found at Kambiri Hill, New Kakunga Hill, and in the foothills of the Nandi Escarpment. High surface 
roughness can be found at hexagons neighbouring areas with in particular high mean slopes; surface 
roughness is generally slightly higher in the southern part. Apart from these observations, no clear 
spatial pattern is prevalent. In contrast, on the map of dominant aspects (Fig. 8.2, d) areas of similar 
aspects form clear spatial patterns; aspects invert at ridges and rivers. This becomes especially evident 
around Yala River west of Kakamega Forest: while to the North south-facing aspects are dominating, 
north-facing aspects are frequent south of Yala River. 
From the initial 31 parameters the nine ratios as well as the five parameters describing area sizes of 
different LULC available per house were rejected after a visual inspection revealed that they are not 
very different to other parameters or do not reveal meaningful spatial patterns. Also the parameter 
‘distance to nearest market’ was rejected, because the resulting pattern just reflected the location of 
individual markets, this much stronger than in the case of schools. Furthermore, the dominant aspects 
could not be considered, because no meaningful numerical representation could be found. Two further 
parameters were rejected later during the analysis of correlations between parameters (ch. 8.2.2). 
In order to allow exploring the characteristics of all 13 plus 2 input parameters, their mean values per 
hexagon are visualized in overview maps of Appendix 3. The Z-transformed parameter values (cf. ch. 
8.2.2) are used for facilitating comparison of parameters and for emphasising differences as well as 
spatial patterns. To further assist comparability, class breaks and symbolization was kept constant for 
all maps with four classes both above (red tones) and below (green tones) the parameter’s mean value in 
steps of 0.5 standard deviations (σ). 
Grouping of input parameters into thematic topics
The 13 plus 2 parameters identified as describing the farmland in its heterogeneity well were grouped 
into three thematic topics of parameters (Tab. 8.1): land use (6 parameters), landscape structures (4+2), 
and accessibility (3). The topic of land use focuses on which crops are cultivated on the farmland and 
to what extent they are cultivated. It comprises the parameters on the percentage of area covered by 
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Figure 8.2: Maps showing intermediate results for parameters derived from additional data sources 
characterizing the farmland: a) density of road network; b) distance to nearest school; c) mean slope and 
 surface roughness; d) dominant aspect.
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the three main crops, ‘fallow and grassland’, as well as by ‘other cultivations and non arable land’ and 
‘non-cash crop’. The parameter ‘other cultivations and non arable land’ refers to all LULC classes but 
sugarcane, tea, maize, ‘fallow and grassland’, while the parameter ‘non-cash crop’ includes ‘maize (and 
beans)’, 75% of the class ‘fallow and grassland’ (cf. ch. 7.1), and napier grass. The topic of landscape 
structures characterises to what degree the farmland is structured, i.e. the size of parcels, the abundance 
of trees and woody vegetation in the farmland, and terrain characteristics. This information is reflected 
by parameters on the number of objects, the size of parcels used for cultivation of the three main crops, 
the percentage of area covered by ‘tree and shrub vegetation’, and the mean slope (cf. Fig. 8.2, c). In 
addition, the average size of parcels used for cultivation of all crops (i.e. cash crops as well as non-cash 
crops), and surface roughness (cf. Fig. 8.2, c) were initially included as input parameters. The third 
topic describes accessibility within the farmland, i.e. how accessible or central a region is compared to 
other regions. Here, the density of the road network (cf. Fig. 8.2, a), the distance to the nearest school 
(cf. Fig. 8.2, b), and the number of houses per hectare are used as indicating parameters. 
8.2.2 Preparatory considerations for the cluster analysis
Prerequisites to conduct a scientifically sound cluster analysis include a) the exclusion of outlier values, 
b) standardization, and c) the analysis of correlations between parameters as well as the checking for 
constant parameters (Gutfleisch, 2008). Not only the choice but also the treatment of input parameters 
are important and have an essential effect on the success of the cluster analysis.
Exclusion of outlier values
As a first preparatory step, outlier values were identified for the distinct input parameters and, if 
appropriate, excluded from further analysis or treated specially. This is necessary in order to avoid 
their distorting influence on the merging of cluster objects thus causing obscuration of correlations 
between parameters (Gutfleisch, 2008). However, it needs a) to be defined when to consider a value an 
outlier value and b) to be decided whether the outlier value should be excluded from the data because 
it presents an error (Burke, 2001). Therefore, a two-step procedure was applied in Excel to identify 
actual outlier values. First, all values of an input parameter were selected that exhibit a standard 
deviation greater than 3, because as a rule of thumb, they are usually considered outlier values (Nau, 
2005). Secondly, to decide on exclusion, the size of the (clipped) hexagons was considered, because it is 
supposed that actual errors result from small hexagons where mean area values are more likely not to 
be representative. Consequently, only cropped hexagons with an area of less than 5 ha were considered. 
Instead of removing the polygons from further analysis, their value was adjusted in order to meet the 3 
standard deviation criterion. For polygons larger than 5 ha, a visual checked was performed in order to 
decide whether the outlier value (> 3 standard deviations) should still be considered meaningful. Like 
this, unusual local situations such as in the case of the tea estate are not affected. For the parameters of 
group 1 (land use) a total of 22 hexagons were affected, followed by 21 hexagons in the case of group 2 
(landscape structures), and 10 hexagons in group 3 (accessibility). The most affected parameters were 
‘percentage of area covered by non-cash crop’ (13x) and ‘number of objects per hectare’ (11x). Compared 
to the total number of hexagons (1,324), only few had to be excluded.
Standardization (Z-transform)
In order to allow for a comparison of variables (or parameters) with different ranges and distributions 
they are standardized by means of the Z-transform (Gutfleisch, 2008). Z-transformed sets of values are 
characterised by having a mean of 0 and a standard deviation of 1. This does however not imply that 
sets of values follow a normal distribution. All 13 plus 2 parameters were Z-transformed within Excel 
with the build-in function ‘standardize()’. 
Analysis of correlations between parameters, checking for constant parameters
Highly correlating parameters should also be removed from the analysis because they might lead to 
a distortion of the result caused by overestimation (Gutfleisch, 2008). In particular cases such an 
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emphasis of a thematic parameter group can though be intended. Correlation between parameters was 
analysed with the statistics software R (Venables et al., 2010). The most commonly used proximity 
measure is the Pearson product-moment correlation. However, when the parameters to be analysed 
do not follow a normal distribution, the Spearman’s rank correlation should be used instead (Dytham, 
2007). In order to find out which method should be used, the distribution of the input parameters was 
tested with the commonly applied Shapiro-Wilk test (Yatani, 2010). For many parameters relatively 
high coefficients (W) larger than 0.90 were observed while the percentage of area covered by tea scored 
very low (W = 0.40) indicating that they do not follow a normal distribution (App. 4). The distribution 
of input parameters can also be analysed with the help of histograms indicating the frequency of 
parameters occurrences for defined intervals. This way, the distribution of the percentage of area 
covered by tea is visualized (App. 4). Preference was therefore given to the non-parametric Spearman’s 
rank correlation with the coefficient (ρ) ranging from -1 (perfect negative correlation) through 0 (no 
correlation) to 1 (perfect positive correlation) which was again calculated in R. 
As indicated in Table 8.2 only very few parameters are rather highly correlated with Spearman’s ρ > 0.8 
or ρ < -0.8; the highest degree of correlation exhibiting the parameters ‘Average size of parcels used for 
cultivation of the three main crops’ and ‘Average size of parcels used for cultivation of all crops’. It was 
decided to remove one of the parameters from further analysis, because they only marginally differ. 
The latter parameter was removed because in most cases it exhibits slightly higher correlations with 
other parameters (see above). This left two more parameter pairs which exhibit a rather high degree of 
correlation but were not removed because they are considered to be thematically important. 
Low correlations of one parameter with most of the others, such as in three cases where parameters 
have low non-spatial correlations of ρ < 0.2 or ρ > -0.2 with ten other parameters (Tab. 8.2), can on 
the other hand be an indicator for a (thematic) unsuitability. In spatial analysis this is especially the 
case if the parameter does not reveal spatial patterns. Therefore, and in order to make the building of 
Table 8.2: Analysis of correlation between parameters used for the spatial farmland typology by means of the 















































































































































































































1. 1 -0.62 -0.31 -0.13 -0.62 -0.47 -0.64 0.52 -0.56 -0.50 0.60 -0.14 0.09 0.24 -0.47
2. -0.62 1 0.24 -0.07 0.45 0.27 0.42 -0.29 0.48 0.25 -0.37 0.20 -0.04 -0.24 0.39
3. -0.31 0.24 1 -0.26 -0.23 0.83 -0.03 0.29 -0.10 0.03 0.14 0.10 -0.31 -0.10 0.07
4. -0.13 -0.07 -0.26 1 -0.08 0.21 0.04 -0.19 -0.11 0.15 0.01 -0.03 0.17 0.07 -0.06
5. -0.62 0.45 -0.23 -0.08 1 -0.20 0.69 -0.74 0.81 0.42 -0.82 0.16 0.11 -0.25 0.58
6. -0.47 0.27 0.83 0.21 -0.20 1 0.04 0.12 -0.11 0.15 0.08 0.10 -0.23 -0.09 0.07
7. -0.64 0.42 -0.03 0.04 0.69 0.04 1 -0.66 0.60 0.28 -0.76 -0.02 0.08 -0.22 0.60
8. 0.52 -0.29 0.29 -0.19 -0.74 0.12 -0.66 1 -0.56 -0.37 0.91 -0.08 -0.14 0.15 -0.47
9. -0.56 0.48 -0.10 -0.11 0.81 -0.11 0.60 -0.56 1 0.31 -0.66 0.15 0.10 -0.25 0.49
10. -0.50 0.25 0.03 0.15 0.42 0.15 0.28 -0.37 0.31 1 -0.40 0.18 0.04 -0.06 0.28
11. 0.60 -0.37 0.14 0.01 -0.82 0.08 -0.76 0.91 -0.66 -0.40 1 -0.11 -0.11 0.19 -0.55
12. -0.14 0.20 0.10 -0.03 0.16 0.10 -0.02 -0.08 0.15 0.18 -0.11 1 0.05 -0.12 0.23
13. 0.09 -0.04 -0.31 0.17 0.11 -0.23 0.08 -0.14 0.10 0.04 -0.11 0.05 1 -0.18 0.19
14. 0.24 -0.24 -0.10 0.07 -0.25 -0.09 -0.22 0.15 -0.25 -0.06 0.19 -0.12 -0.18 1 -0.37
15. -0.47 0.39 0.07 -0.06 0.58 0.07 0.60 -0.47 0.49 0.28 -0.55 0.23 0.19 -0.37 1
Note: Light grey shadings indicate little correlation (-0.2 < ρ < 0.2), dark grey shadings indicate high correlation (ρ < -0.8 or ρ > 0.8).
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geographic regions more likely the parameters were tested for spatial autocorrelation based on Moran’s 
I index (cf. ch. 4.3) using ArcGIS. Results are shown in Appendix 4 and reveal the highest likelihood of 
non-random clustered patterns for the percentage of area covered by sugarcane (I = 0.394), while the by 
far lowest likelihood is given for the number of objects per hectare (I = 0.025) and for surface roughness 
(I = 0.036). 
When combining results of the spatial (App. 3) and non-spatial correlation analysis (Tab. 8.2), it can 
be seen that surface roughness has both, low likelihood of non-random clustered patterns and low 
correlation to other parameters. Therefore, and also because surface roughness is eventually most 
meaningful when at the same time examined with mean slope, it was decided to remove this parameter 
from further analysis. The parameter ‘number of objects per hectare’ was kept, because it does not 
exhibit unusually low correlations to other parameters.
Constant parameters or parameters with very little variation should be removed from the analysis 
because they cause a levelling of differences and thus complicate the interpretability of results 
(Gutfleisch, 2008). All parameters used have considerable deviations so that none had to be rejected for 
this reason. 
8.2.3 Determination of clusters 
For each of the above identified groups, i.e. land use, landscape structures, and accessibility, clusters 
were determined individually. Fusion algorithms aiming at an aggregation of objects (here: hexagons) 
are referred to as polytheistic methods when multiple parameters are analysed simultaneously 
(Backhaus et al., 2008). They can be further subdivided into partitioning and hierarchical algorithms, 
where in the first group the number of clusters is defined beforehand while in the latter group it 
is decided upon afterwards (ibid.). Since no meaningful number of clusters was known a priori, a 
hierarchical approach was chosen. Here, the Ward algorithm is a widely accepted method (cf. e.g. 
Sulienman, 2008) that merges cluster objects based on a heterogeneity measure causing little variance 
within clusters; it often reveals very good results (Backhaus et al., 2008). Ward was therefore chosen as 
cluster fusion method.
The actual computation of clusters is relatively straightforward and easy to handle in R when using a 
graphical interface such as the R commander (Fox, 2006). Here, ‘squared-Euclidian’ was chosen as 
distance measure and the result can be linked to the hexagon geometry in ArcGIS once the number of 
clusters has been determined.
Determining the number of clusters
Determining the best suitable number of clusters is however a demanding task (Gutfleisch, 2008). 
Different numerical methods guiding the choice of cluster numbers exist such as the Elbow criterion, 
Calinski/Harabasz’ stopping rule, and Mojena’s test (Backaus et al., 2008). A more intuitive approach 
though is the visual inspection of a dendrogram in which the merging procedure is illustrated 
graphically (Gutfleisch, 2008). In the tree diagram horizontal distances represent the number of cluster 
objects while vertical distances reflect heterogeneity; at each node a new cluster is built (Fig. 8.3). 
Suitable numbers of clusters are determined by moving an imaginary (or real) sheet of paper vertically 
downwards starting from the root cluster at the top: a candidate is identified when for a comparatively 
long distance no new lines appear that would indicate the formation of additional clusters. The 
procedure is not very definite and decisions made can be subject to discussions, but it becomes clear 
that e.g. 5 does not seem to be a suitable number of clusters for the group of landscape structures, and 
7 and 8 clusters for analysing accessibility. Following the procedure described, candidate number of 
clusters were identified for the parameter groups land use (3, 5, and 7), landscape structures (4 and 7), 
and accessibility (3, 6, and 9). 
Since the visual analysis of the dendrograms did not reveal unambiguously suitable numbers of clusters, 
the candidate numbers were again visually analysed, this time based on the resulting spatial patterns 
as well as their explanatory power. Most convincing results were obtained with 5 clusters in the case 
of land use, 7 clusters for landscape structures, and 6 clusters for accessibility. From the 7 clusters of 
978.2 Conduction of the spatial farmland typology based on cluster analysis
Figure 8.3: Dendrograms used for determining suitable numbers of clusters for the map topics of a) land use, 
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represent the number of cluster 
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reect heterogeneity.
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landscape structures one had only 15 cluster objects assigned to it and was thematically very similar to 
another cluster so that it was only logical to merge them. 
8.2.4 Synoptic cluster analysis
Results of the three individual cluster analyses – on land use, landscape structures, and accessibility – 
were combined in order to derive a single synoptic typification of the farmland. For accomplishing this 
objective, three different methodologies were identified and tested: a) via direct combination of per-
group assigned clusters; b) via cluster analysis of per-group assigned weighted cluster values; c) via a 
separate cluster analysis comprising all input parameters at once. 
Direct combination of per-group assigned clusters
In the first approach the hexagons are analysed based on their combinations of individual cluster 
memberships within the three groups. Out of 180 possible combinations (5 × 6 × 6 clusters) 110 
actually occurred. Since this high number of direct combinations is not a feasible for using as cluster 
types, similar clusters were combined resulting in 3, 3, and 4 cluster groups for land use, landscape 
structures, and accessibility respectively25. This reduced the number of occurring combinations to 31. 
When excluding combinations with less than 25 occurrences, a feasible amount of only 13 clusters 
remains. However, the resulting clusters were not very convincing: clusters only partly formed spatially 
continuous regions (not shown here) and cluster combinations were not intuitively understandable. 
Besides, 161 hexagons were still missing a cluster assignment and would need to be allocated to one of 
the 13 clusters if this approach had been chosen.
Cluster analysis of per-group assigned weighted cluster values
In the second approach each of the clusters of the three groups was assigned a value between one and 
ten such that clusters which are thematically different from each other are farthest apart. These values 
were then used as input parameters for a new cluster analysis. Strictly seen, this is not correct, because 
parameters consist of ordinal values which are not well suited for agglomerative hierarchical cluster 
methods (SAS Institute, 2004)26. Meaningful numbers of clusters according to a visual interpretation 
of the resulting dendrogram are 4, 6, 8, and 10 of which 8 was given priority. The resulting map 
representation (not shown here) is more promising, but wrongly suggests cultivation of sugarcane in 
the south and south-east and some occurrences of tea cultivation in the northern part of the area under 
investigation when clusters are interpreted in this way (cf. e.g. Fig. 7.1). 
Separate cluster analysis comprising all input parameters at once
Since the results of the first two approaches were not convincing, difficult to interpret and include 
methodical insufficiencies, an additional cluster analysis based on all 13 parameters at once was carried 
out. In this way, the input parameters rather than the actual results of the three cluster analysis on land 
use, landscape structures, and accessibility were used. The relationship between the synoptic clusters 
and the separate thematic clusters, however, can still be analysed later (see ch. 8.3.2). 5, 6, 8, and 11 
were identified as suitable candidates for the number of clusters (Fig. 8.3, d). The different alternatives 
were again visually judged and 11 was determined as the most appropriate number. The cluster 4 
had only 20 representatives and was thus integrated into cluster 2 because it revealed very similar 
characteristics. This approach was finally used for the synoptic farmland typology in order to avoid the 
drawbacks of the other two approaches.
25 The number of clusters differs from the candidate numbers listed in ch. 8.2.3 (Fig. 8.3), because the final cluster results 
for the three analysis on land use, landscape structures, and accessibility (cf. Fig. 8.6) were considered in this post-
analysis combination of clusters.
26 Mazlack and Coppock (2002) though discuss strategies for clustering both quantitative and qualitative data based on 
scalar methods as well as soft computing methods. For an example of a qualitative cluster analysis using weighted LULC 
classes see Lung and Schaab (2006).
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8.3 Results of the spatial farmland typology
Once the cluster analysis is performed, the results need to be analysed, i.e. the meaning of each 
cluster needs to be interpreted and the location of clusters is to be analysed. This task is considered 
to be of utmost importance and is yet very challenging (Mooi & Sarstedt, 2011). Fortunately, the 
characterisation of clusters can be facilitated by different modes of visualization, including diagrams of 
variable characteristics and a localization of the clusters via maps (Gutfleisch, 2008). 
8.3.1 Presentation of cluster results
Visualization by means of multi-axes scatter plots
Variable characteristics can be illustrated by means of multi-axes scatter plots (Fig. 8.4) which can 
easily be created using R. The dimensionality of the plot is defined by the number of parameters, i.e. in 
the case of accessibility the plot has three axes. Each hexagon is represented by a value reflecting the 
according cluster whereas its location is determined by the characteristics of its parameters. The main 
advantage of this type of diagram is that variability within classes is illustrated clearly. While the multi-
dimensionality is still well comprehensible with three parameters, it is rather difficult to interpret a 
diagram with four or more axes. A disadvantage of this type of diagram is that classes cannot easily be 
separated from each other and that cluster mean values are not indicated.
Visualization by means of two-dimensional scatter plots
Another type of diagram is presented in Figure 8.5 where input parameters are plotted on the x-axis and 
cluster mean values on the y-axis, separately for each of the three groups. Z-transformed mean values 
are used for a better comparability of the parameters and individual points of a cluster are connected 
via lines in order to facilitate their association with the cluster. The colour scheme of the hexagon maps 
(see below) is applied in order to aid the interpretation of the meaning of individual clusters. A good 
comparability between different clusters is the main advantage of this type of visualization. Also, cluster 
mean values are indicated and can actually be determined. However, interpretability suffers when 
too many clusters and parameters are analysed at once as this would be the case in the synoptic view 
(10 clusters and 13 parameters), wherefore it is not visualized here. Unlike the multi-axes scatter plot 
representation, variability within clusters is unfortunately not indicated in this type of diagram.
Visualization by means of map representations
Since the objective is to depict a spatial typology of the farmland, map representation of cluster results 
are of great importance for their interpretation. Figure 8.6 shows map results for the three topics as 
Figure 8.4: Multi-axes scatter plot of the cluster analysis result for accessibility.
Accessibility
6: very high accessibility
5: low accessibility
4: low accessibility (but good school network)
3: medium to low accessibility
2: medium to high accessibility
1: very low accessibility
Examples: (cf. also Figure 8.5)
1. The cluster ‘very low accessibility’ (1) is located towards the 
axis of ‘distance to nearest school’ indicating that far distances 
to schools are characteristic for this cluster.
2. The cluster ‘very high accessibility’ (6) is located towards the 
axes of ‘density of road network’ and ‘number of houses per 
hectare’ indicating high values for these parameters and low 
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Figure 8.5: Diagrams illustrating parameter characteristics of the clusters identified in each of the three 















medium to high accessibility
medium to low accessibility




Example: The cluster 'low accessibility 
(but good school network)' has a low 
density of road network and the 
number of houses per hectare is below 
average as well. However, the distance 
to the nearest school is lower than for 
all other clusters (indicating high 








Number of objects 
per hectare
Average size of parcels 
(main crops)




very few structures / larger parcels
few structures / larger parcels
moderately structured / at terrain
moderately structured / fairly steep 
terrain
moderately structured / steep terrain
highly structured / very small parcels
Example: The cluster 'moderately 
structured / at terrain' has the second 
lowest mean slope and intermediate 
values for all other parameters, 
similarly to the other two moderately 
structured clusters. Terrain 
characteristics are therefore 








% sugarcane % tea % maize 
(and beans)








highly sugarcane oriented (25%)
high % of ‘fallow and grassland’ (30%)
tea cultivations (3%) / high % of ‘other 
cultivations and non-arable land’ 
tea cultivations (2%) / high % of maize 
(42%)
extremely tea oriented (49%)
+13.4
-2.5
Example: The cluster ‘tea cultivations 
(2%) / high % of maize (42%)‘ has the 
third highest percentage of area 
covered by tea and the highest 
percentage of area covered by ‘maize 
(and beans)’ and thus also the highest  
percentage of area covered by 
non-cash crop while the percentage of 
area covered by sugarcane is lowest.
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well as for the synopsis permitting to explore spatial patterns and correlations. Two additional diagrams 
are provided in order to better characterise cluster characteristics, one indicating land use proportions 
per cluster (land use analysis) and the other indicating mean slopes as well as parcel sizes per cluster 
(analysis of landscape structures). In the synoptic map, local diagrams showing the mean proportions 
of major LULC types are illustrated for each cluster. For a better orientation, the base maps include 
tarmac roads and main rivers.
In contrast to the colour coding used for maps visualizing the classification result (ch. 7.1), here 
different colours are used for the diagrams indicating LULC proportions (Fig. 8.6, a and d; Fig. 8.7). 
More intuitive and contrasting colours were chosen allowing for a better association with the LULC 
class, because it is not necessary that cultivations appear in the graphical background. Colours were 
chosen as they appear on the false colour infrared satellite imagery (cf. ch. 2.1.1) in case of sugarcane 
(purple) and tea (red), as they appear in nature in case of vegetation (green), or using associative 
colours in case of maize (yellow), and ‘fallow and grassland’ (grey). 
The colour scale used in the map on landscape structures (Fig. 8.6, b) is bipolar ranging from intensive 
blue (few structures) to intensive red (highly structured) via lighter brownish tones indicating 
moderately structured farmland with different degrees of terrain steepness. The colour range of the 
accessibility map (Fig. 8.6, c) is unipolar with a high intensity indicating high, and a low intensity 
indicating low accessibility. In the synoptic map (Fig. 8.6, d), yellow is chosen as a prominent bright 
colour for the central type and a brown tone for the steep terrain type. For tea and sugarcane dominated 
types, similar colours were used as in the map on landscape structures, while for transitional types, very 
light green-yellow and turquoise tones were used.
8.3.2 Interpretation of cluster meanings and location of clusters
Description of the three individual cluster maps
For the topic of land use (Fig. 8.6, a), the orientation towards the cultivation of one of the two main 
cash crops is of central importance. While for the sugarcane oriented northern region only one cluster 
was formed (‘highly sugarcane oriented’), the tea oriented southern part is divided into three clusters. 
One of them exhibits an extraordinary high percentage of area covered by tea (Fig. 8.5, a). When looking 
at the map (Fig. 8.6, a; cf. also Fig. 1.2) it becomes clear that the cluster coincides well with Kirborkok 
Tea Estate wherefore it was labelled ‘extremely tea oriented’. From the other two tea clusters, one is 
characterised by a high percentage of area covered by maize, while the other has a peak value in the 
percentage of other cultivations and non-arable land (Fig. 8.5, a). Both characteristics are presented in 
the names assigned to the clusters. The latter cluster spreads into the area north of Kakamega Town and 
also occupies hilly terrain indicating a non-ideal delineation of this cluster (Fig. 8.6, a). The remaining 
cluster is characterised by a ‘high percentage of fallow and grassland’ but otherwise intermediate values 
(Fig. 8.5, a). It is present in the far south and the eastern area as well as north of Kakamega Town plus 
some single hexagons scattered over the whole area under investigation (Fig. 8.6, a).
A highly structured landscape is, according to the analysis, characterised by a large number of objects 
per hectare, small average sizes of parcels, and a rather high percentage of ‘tree and shrub vegetation’. 
These characteristics are most pronounced in the cluster labelled ‘highly structured / very small parcels’ 
(Fig. 8.5, b) occurring in areas of population concentration such as around Kakamega municipal 
area and near Kayega Market as well as Malava Town (Fig. 8.6, b; cf. also Fig. 1.2). The two clusters 
indicating least structures (‘very few structures / larger parcels’ and ‘few structures / larger parcels’) 
are found mainly in the sugarcane dominated northern part and towards the Nandi Escarpment. Along 
the tarmac road north of Kakamega Forest, a ‘straight line’ is reproduced, probably resulting from a 
concentration of houses and accompanying other small objects along the road (Fig. 8.6, b). The area 
east of this line is generally less structured than the western part, this partly coinciding with the extent 
of different AEZ (cf. Fig. 8.1) and a change in dominant aspects (cf. Fig. 8.2, d) in these areas. The three 
remaining, moderately structured clusters are best distinguishable by their mean slope (Fig. 8.5, b), 
which is reflected by the names assigned to these clusters (steep, fairly steep, and flat terrain).
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Figure 8.6: Maps showing the results of the cluster analysis for a) land use, b) landscape structures, 
























very few structures / larger parcels 
(low % of tree and shrub vegetation)
few structures / larger parcels 
(low % of tree and shrub vegetation)
moderately structured / at terrain
moderately structured / fairly steep terrain
moderately structured / steep terrain
highly structured / very small parcels 
(high % of tree and shrub vegetation)
a) Land use
highly sugarcane oriented (25%)
high % of fallow and grassland (30%)
tea cultivation (3%) / high % of other 
cultivations and non-arable land (all classes but 
sugarcane, tea, maize, ‘fallow and grassland’)
tea cultivation (2%) / high % of maize (42%)
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Diagram of major land use proportions per cluster
























sugarcane, very remote type 
highly sugarcane oriented (27%), 
very low accessibility, very few structures
sugarcane, remote type
highly sugarcane oriented (26%), 
low accessibility, very few structures
marginal sugarcane type
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transitional type
few cash crops (sugarcane: 6%, tea: 1%), 
medium accessibility, moderately structured
transitional-remote type
some tea cultivation (2%), low accessibility 
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tea, close to rivers type
tea cultivation (3%), close to rivers, more maize 
cultivation (40%), larger parcel sizes (0.16 ha)
tea, away from rivers type
tea cultivation (4%), away from rivers, less maize 
cultivation (28%), smaller parcel sizes (0.12 ha)
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extremely tea oriented (50%) (Kiborkok Tea Estate)
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very steep slopes (11.5°), high % of other 
cultivations and non-arable land (53%)
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houses/ha), few cash crops (sugarcane: 5%, 
tea: 1%), highly structured
c) Accessibility
very high accessibility
medium to high accessibility
medium to low accessibility
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In the analysis of accessibility, it was possible to perform a ranking of clusters from very high to 
very low accessibility (Fig. 8.6, c), which is also reflected by the names chosen. Clusters with high 
accessibility are characterised by a high number of houses per hectare, a short distance to the nearest 
school, and a high density of the road network, while for low accessibility frequencies are inversed 
(Fig. 8.5, c). The cluster ‘low accessibility (but good school network)’ is an exception to this rule: mean 
values for the number of houses per hectare and the density of the road network are below average, 
while the distance to nearest school is the shortest of all clusters (Fig. 8.5, c). The position of this 
cluster within the ranking is therefore ambiguous; in the ranking carried out the former two parameters 
were paid more attention to. Highest accessibility exists in the vicinity to Kakamega Town and to 
other important market centres (Fig. 8.6, c). Lowest accessibilities are found in parts of the sugarcane 
dominated northern area and towards the Nandi Escarpment. In the area south of Kakamega Town and 
west of Kakamega Forest accessibility is higher in areas further away from the two main rivers.
Description of the synoptic cluster map
The interpretation of the synopsis is most challenging, because thirteen parameters originating from all 
three topics have to be taken into account at once. In order to improve interpretability, the proportions 
of important LULC types are visualized for each cluster via pie charts in Figure 8.6 (d). A thorough 
analysis of parameter characteristics revealed three sugarcane cluster types (depicted in shades of 
purple), three tea cluster types (shades of red and orange), two transitional cluster types (very light 
green-yellow and very light turquoise), a steep terrain cluster type (brown), and a central cluster type 
(yellow).
Two main sugarcane types could be identified that can be distinguished based on accessibility (cf. Fig. 
8.6, c) into a ‘remote type’ (covering 20.6% of the total area) and a ‘very remote type’ (20.0%). In the 
third sugarcane type, only 17% of the area is cultivated with sugarcane as compared to 26% and 27% 
(cf. pie charts in Fig. 8.6, d), thus characterising it as a ‘marginal sugarcane type’ (7.4%). As expected, 
sugarcane types are located in the northern part of the area under investigation, with the distribution 
of the two main types generally following the patter of the accessibility map. 
Apart from the ‘tea estate type’ (0.3%), which largely coincides with the ‘extremely tea oriented’ cluster 
of the land use map (cf. Fig. 8.6, a), two more tea types could be identified. In contrast to the land use 
map, the clusters neither extent into the area north of Kakamega Town nor into hilly areas (Fig. 8.6, 
d). An exception are two individual hexagons situated approx. between Shirakalu and Lubao Market 
(for locations see Fig. 1.2) that are inappropriately allotted to the two tea types. Mean values for the 
percentage of area covered by tea are slightly higher with 3% and 4%. While one tea cluster occurs in 
vicinity to the two main rivers (‘tea, close to rivers type’, 12.8%), has larger mean parcels sizes (0.16 ha), 
and a high share of land under cultivation of ‘maize (and beans)’ (40%), the other one is found away 
from rivers (‘tea, away from rivers type’, 17.1%), has slightly smaller mean parcels sizes (0.12 ha), and 
only 28% of the land is under cultivation of ‘maize (and beans)’. 
The ‘transitional type’ (10.6%) is located mainly in the area north of Kakamega Town and in the 
far south, as well as partly towards the Nandi Escarpment (Fig. 8.6, d). Here, fewer cash crops are 
cultivated (cf. Fig. 8.6, a), landscape structures are moderate (cf. Fig. 8.6, b), and accessibility is 
intermediate (cf. Fig. 8.6, c). The ‘transitional-remote type’ (4.6%) is predominantly found in the area 
around Ileho, and some single hexagons are located west of the forest (Fig. 8.6, d). Tea is cultivated 
in this area, but to a lower extent (2%), only few landscape structures exist (cf. Fig. 8.6, b), and 
accessibility is low (cf. Fig. 8.6, c). The ‘steep terrain type’ (1.7%) is characterised by very steep mean 
slopes (11.5°) (cf. Fig. 8.2, c) and a high share of other cultivations and non-arable land (53%). It is 
located in hilly areas such as at Kambiri Hill, New Kakunga Hill, and at the foothills of the Nandi 
Escarpment (Fig. 8.6, d). A very high accessibility is characteristic for the ‘central type’ (4.9%) that is 
furthermore highly structured (cf. Fig. 8.6, b) and has a low rate of cash crop cultivation (cf. Fig. 8.6, a). 
Its extent partly coincides with the ‘very high accessibility’ cluster, but further extents along the tarmac 
road north-east and south of Kakamega Town.
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8.3.3 Selected aspects of the cluster analysis results
Distinctiveness of clusters
The distinctiveness of clusters identified can be visually interpreted based on the overlap between 
clusters as illustrated in Figure 8.7 (left). Mean land use proportions indicated by the bar diagrams are 
identical to those of the pie charts in Figure 8.6, but here, variability of land use proportions within 
each clusters is indicated by additional error bars indicating an interval of confidence. It can already 
be seen that clusters separate quite well when considering these four parameters only, including 
the consideration of their standard deviations. Larger similarities solely exists between the clusters 
‘sugarcane, very remote type’ and ‘sugarcane, remote type’ as well as between the clusters ‘steep terrain 
type’ and ‘central type’ when considering only these four parameters. When including other parameters 
such as the percentage of area covered by ‘tree and shrub vegetation’, mean slope, and the density of the 
road network (not shown here), also these clusters separate clearly. 
Spatial distribution of clusters
As anticipated, sugarcane and tea dominated synoptic clusters build geographically relatively 
homogeneous regions (cf. Fig. 8.6, d). While the formation of homogeneous regions is not necessarily 
meaningful for the ‘central type’ and the ‘steep terrain type’, the transitional types build the least 
homogeneous regions. This could be in the nature of things: the transitional type is found in transition 
between other types. Nevertheless, distinct spatial patters were created that characterise the farmland 
in its heterogeneity well. The careful choice and preparation of parameters hence led to a successful 
delineation of not only thematically distinct but also spatially homogeneous regions.
Figure 8.7: Diagrams of mean proportions of important agricultural land use types for the result of the 













































































































































































Note: Error bars indicate the standard derivation per land use type within each cluster (not applicable for the 
visual interpretation since here values are given per area). Dierent sizes of hexagons and study areas are not 
taken into account.
Land use proportions for the result of the 
synoptic cluster analysis
Land use proportions for the result of 
the visual interpretation
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Comparison of cluster results to results obtained through visual interpretation
Results obtained from the visual interpretation (Fig. 8.7, right) can be used in order to cross-check the 
cluster results by comparing corresponding land use proportions (which are identical to those listed in 
Tab. 2.4). All focus test sites are covered by more than one cluster type (cf. Fig. 1.2 and 8.6) as indicated 
by small numbers next to the site name. Thus a mixture of type characteristics should be expected. For 
instance, Lubao Market is a mixture of cluster types ‘central’ and ‘sugarcane, remote’; while proportions 
of sugarcane, tea, and ‘maize (and beans)’ fit very well to the averaged land use proportions of the two 
types, the proportion of ‘fallow and grassland’ slightly exceeds the standard deviation of the two types. 
In Virhembe, the proportion of land under tea cultivation clearly exceeds those of the cluster types 
‘transitional’ and ‘tea, away from river’. Most other proportions coincide very well.
Short summary
   Existing typifications of farms and farmland in the Kakamega area based on interviews 
and spatially aggregated secondary data miss spatial explicitness and spatial coverage or 
are conducted at a very coarse scale. In contrast, the typology developed here provides a 
thematically detailed and at the same time spatially explicit overview of the farmland. 
   Hierarchical cluster analysis was used as a method of typification. From the classification 
result and additional geodata sets aggregated by means of hexagons, thirteen suitable input 
parameters were identified and grouped into the topics of land use, landscape structures, and 
accessibility.
   In order to achieve statistically valid results, outlier values were excluded from the analysis, 
input values were standardized using Z-transform, and an analysis of parameter correlations 
was performed. In addition, the determination of the most meaningful number of clusters was 
facilitated by using dendrograms as a reflection of cluster branching habits.
  Regarding land use, five distinct clusters were distinguished. Here, the orientation towards the 
cultivation of one of the two cash crops is decisive. Regarding landscape structures, six distinct 
clusters were derived ranging from very few structures and larger parcels to highly structured 
farmland with very small parcels. For accessibility, six clusters could be distinguished, 
characterised by very high to very low accessibility. Different visualization techniques 
facilitated the interpretation of cluster meanings and their spatial patterns.
  In a synoptic analysis, ten different types of farmland could be delineated: three sugarcane 
types, three tea types, two transitional types, a steep terrain type, and a central type. These 
cluster types form thematically distinct but geographically relatively homogeneous regions.
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9.1 Situation of rural livelihoods
Livelihood refers to people, their capabilities and their means of earning a living and comprises food 
as well as income and assets (Chambers & Conway, 1992; Kamugisha et al., 1997). The livelihood 
approach draws attention to issues like poverty, vulnerability, and marginalization (Rietdorf, 2009) and 
addresses problems from the people’s point of view. It takes into consideration multiple dimensions, 
i.e. also political, cultural, social, and ecological aspects (de Haan, 2005). A livelihood is considered to 
be socially sustainable when a household is able to independently cope with and recover from situations 
of stress and shock and is able to provide for descendents; it is considered environmentally sustainable 
when the base of local and global natural resources is not undermined (Carney, 1998; Chambers & 
Conway, 1992).
Livelihoods and biodiversity conservation
The improvement of livelihoods towards social and environmental sustainability is of central 
importance to the conversation of biodiversity in Kakamega Forest. Due to an increasing poverty 
level (cf. ch. 1.3.3) and inadequate livelihood options (cf. ch. 1.3.4), the forest is extensively used for 
the extraction of forest products. This is a major threat to the forest (Kenea, 2009). The BIOTA farm 
survey revealed that 65.3% of the population in forest adjacent communities use the forest at least 
twice weekly. Uses include the harvesting of firewood (80.5%), the collection of herbal medicines 
(45.5%), charcoal burning (41.0%), and the collection of forage as well as the use of water sources 
for cattle (40.5%) (Kenea, 2008). Forest biodiversity can therefore only be sustained by prohibiting 
destructive and extensive forest uses. On the other hand, forest products and services contribute up 
to 25% of the household income in forest-adjacent communities and are especially important to the 
poorest households which exploit the forest more than their better-off counterparts (Gaesing, 2009). 
It is therefore essential to improve the livelihood situation, especially for the poorest, by substituting 
incomes gained through forest products and services with alternative sources of income (Gaesing, 2009; 
Rietdorf, 2007).
Strategies to improve livelihoods
Research studies have shown that a transformation from agricultural towards non-agricultural 
employment presents an effective means for reducing the incidence and severity of poverty (Rietdorf, 
2009). At the same time, high population growth, decreasing farm sizes, and soil degradation (cf. ch. 
10.3.2, ‘on the importance of prices and yields’) require a strengthening of agricultural income 
opportunities. This is especially important because of the high dependency on agriculture in the area 
(cf. ch. 1.3.4).
According to Rietdorf (2009; source for this paragraph if not stated otherwise), strategies to improve 
rural livelihoods include income diversification and migration (cf. also Kangalawe et al., 2008). By 
diversifying household income, the vulnerability of people towards food insecurity and a collapse of 
their livelihood is reduced. Diversification also increases cash circulation in rural areas and helps to 
enhance human capital when new skills and capabilities are provided. While 69% of the households 
interviewed in the BIOTA household survey are already engaged in on-farm diversification, only 
8% of them diversify opportunity-led as opposed to survival-led. Migration is a common strategy to 
improve livelihoods because it is more easily accessible than others. In the past, higher wages in urban 
centres were a stronger reason for migration than the shortage of farmland. However, employment 
opportunities are rare and migration can lead to a shortage of farm labour (Kenea, 2009) and should 
therefore be only considered a supplementary pillar.
In order to improve the income situation on the side of agricultural own-account activities, farm 
intensification and changes in cropping patterns are commonly applied (Kenea, 2009). Farmers 
tend to keep their land under cultivation throughout the year in order to benefit from two maize 
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harvests. However, due to missing fallow periods and inadequate use of fertilizers, this labour-based 
intensification leads to a decrease in soil fertility and thus also to lower yields (ibid.). Technology-based 
improvements include the use of modern machinery, but these are rarely realised (ibid.). 
Although farmers had developed complex cultivar mixtures in the past to ensure yields under all 
weather conditions, governments and development projects have encouraged the cultivation of high-
input and high-risk crops such as hybrid maize in eastern Africa (Stigter et al., 2005; source for this 
paragraph). By returning to the cultivation of traditional crops such as millet and sorghum, which are 
more tolerant to low-rainfall regimes, implications of extreme weather events (e.g. droughts) as caused 
by global climate change might be mitigated. A return to traditional crops can thus present a way 
towards more socially sustainable livelihoods.
Another improvement strategy is related to agro-forestry (Rietdorf, 2007). By cultivating forest species 
at the farms themselves, the livelihood situation can be improved and an alternative to the exploitation 
of the forest is opened. However, the practice of agro-forestry is still nascent in the farmland around 
Kakamega Forest (Kenea, 2008). Also, by supporting existing network structures farmers can benefit 
more from social capita (Rietdorf, 2007), i.e. social relations that result in some kind of returns (Lin, 
2001).
For households to have sufficient time to get involved into off-farm activities, the introduction of a 
system for collecting roof-top rain water could be helpful. By collecting rain water from roofs and 
storing the water in tanks an average household could save up to 60 hours per month (Nthuni, 2010). 
Thus rain water harvesting could present a means for accelerating the development of alternative 
income options. For implementation, a fair non-profit microfinance system would be needed.
Constraints for improving the situation of livelihoods
Generally, people in the Kakamega area are willing to engage in non-farming activities. However, 
a number of different constraints exist that prevent the improvement of people’s livelihoods. They 
include the lack of finance, perceived high levels of competition, unreliable markets, physical distances, 
the lack of reliable power sources, inadequate entrepreneurial skills, and non-supportive government 
policies (Rietdorf, 2007). Technology-based improvements at farms are held back by the inability to 
buy modern farm inputs, an insufficient agricultural extension service, lack of credit services, and poor 
road conditions (Kenea, 2009). Due to the rundown conditions of roads, services and markets have 
become difficult to access in some areas and transport costs have risen (Waithaka et al., 2000). This 
has negative effects on economic development, but is in particular cumbersome for the implementation 
of new options (Rietdorf, 2007). The same applies for the access to credit: future diversification 
of economic activities depends on the provision of sufficient loans (ibid.). However, in the BIOTA 
household pre-test of 2005, only 20% of the households interviewed were members of a credit group 
(ibid.).
Interim conclusions on strategies and actions for improving the situation of rural livelihoods 
A comprehensive strategy for improving rural livelihoods in the farmland surrounding Kakamega 
Forest, and thus reducing the pressure on the forest, needs to address manifold aspects due to the 
many mutually influencing factors as summarised in Figure 9.1. An appropriate strategy should assist 
the development of diversified income options and improved agricultural productivity by reducing 
existing constraints. Furthermore, by addressing family planning, population growth could be slowed 
down. By improving the general educational situation, the dependency on own agricultural production 
can be reduced (Gaesing, 2009). In order to achieve these goals and thus to avoid the poverty trap, 
joint efforts of the different stake holders involved beyond the individual and local level are necessary. 
When implementing actions for improving rural livelihoods, a balance between population growth, food 
demand, income, and biodiversity conservation (cf. Kenea, 2009) is demanded that would lead to both 
socially sustainable and environmentally sustainable situations of livelihood. Such actions need to take 
into account the diverse structure of the farmland surrounding Kakamega Forest by considering the 
results of the spatially explicit farmland analyses conducted here. 
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9.2 Scenarios of rural livelihoods
Different scenarios of possible future situations of rural livelihoods were developed for the farmland 
surrounding Kakamega Forest. In a spatially explicit socio-economic model, the situation of 2005 (here 
considered as the current stage) and possible future situations (until 2020 in steps of 5 years) of rural 
livelihood are simulated. Based on the object-based classification, extrapolated data on population and 
assumptions on various socio-economic factors, assumptions with respect to income achieved through 
the three main agricultural products sugarcane, tea, and maize is analysed. Different scenarios reflect 
different long-term developments in prices and yields and thus reveal changes of household income if 
no alternative methods of improving rural livelihoods take place. The model is developed in order to 
better understand the current and possible future livelihoods and thus to better understand the local 
socio-economic system. These are typical reasons for developing environmental models (Skidmore, 
2002). 
9.2.1 Main input geodata used in the model
The OBIA classification result
The model is based on the classification result obtained through OBIA. LULC classes used are 
sugarcane, tea, ‘maize (and beans)’, ‘fallow and grassland’, ‘tree and shrub vegetation’, and house. 
Since the same base geometry was chosen for the scenarios and the farmland typology, the data were 
summarised into one value per hexagon thus reflecting percentages of area covered and, in the case of 
houses, their number. 
Population data
In accordance with the livelihood approach, households were chosen as the reference unit. The 
household level is also considered the key level at which decisions regarding farmland management 
and the use of natural resources are taken (Andersen et al., 2007). Therefore, detailed information on 
the number and distribution of households is of great importance. Since individual households cannot 
be classified, data are not directly available from the OBIA results. However, the information can be 
estimated from a combination of different data sources, i.e. the OBIA classification result, the visual 
interpretation carried out in five focus test sites, cadastral maps, and population data available on sub-
location level (Fig. 9.2).
Figure 9.1: Flowchart indicating sources for household income and influencing factors as well as actions to be 
taken by different stake holders in order to improve rural livelihoods. (In parts adapted from Gaesing, 2009, Fig. 3.6; 
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The result of OBIA provides information about the distribution of houses. Since not all houses could 
be identified, the relation between actual (‘real’) houses and houses classified in the satellite imagery 
(‘OBIA houses’) is used as a correcting ratio (1 : 2.38; cf. ch. 7.1). The cadastral boundaries were used for 
determining the average number of houses per farm. In order to do so, the number of houses classified 
in each of the three areas covered by cadastral information (cf. ch. 2.1.4) was determined and multiplied 
Figure 9.2: Illustration of relationships between houses classified by means of OBIA, visually interpreted 
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Ø2005 1 : 2.21
(per sub-location, year)
Ø2005 1 : 4.49
(per sub-location, year)
Ø 1 : 9.92
(per sub-location)
Table 9.1: Determination of relationships between farms, households, and people. (Data source: partly based on 
extrapolated KNBS 1999 data, cf. Mitchell et al., 2009)
a) Relationship between farms derived from cadastral maps and OBIA houses as well as ‘real’ houses:
cadastral map area: Lubao Virhembe Savane Avg.
OBIA houses 617 232 427
‘real’ houses (extrapolated using ratio) 1,466 551 1,015
farms according to cadastral maps 354 161 243  
ratio OBIA houses : farm 1.74 1.44 1.76 1.65
ratio ‘real’ houses : farm 4.14 3.42 4.18 3.91
b) Checking the validity of using an average ratio for the relationship between OBIA houses and ‘real’ houses:
cadastral map area: Lubao Virhembe Savane Avg.
local ratio ‘real’ houses : OBIA houses 2.11 3.19 1.96
‘real’ houses (extrap. using local ratios) 1,304 740 835
ratio ‘real’ houses (extrap.) : farm 3.68 4.59 3.44 3.91
c) Relationship between farms derived from cadastral maps as well as people and households:
sub-location: Lubao Virhembe Savane Buyangu Shirakalu Avg. **
OBIA houses 910 671 1,976 856 1,097
‘real’ houses (extrapolated using ratio) 2,162 1,594 4,696 2,034 2,607
‘real’ houses : farm 3.91 3.91 3.91 3.91 3.91
farms (extrapolated using ratio) 554 408 1202 521 667  
people 2005 (extrapolated using ratio) 6,274 3,345 10,295 4,580 5,042
households 2005 (extrap. using ratio) 1,264 681 2,090 906 988
households 2005, adjusted * 1,331 716 2,200 954 1,040
households per farm 2.40 1.83 1.75 1.83 1.56 2.21
people 2005 : household 4.71 4.68 4.67 4.80 4.85 4.49
people 2005 : farm 11.33 8.56 8.19 8.79 7.55 9.92
Note: For the ratio of ‘real’ houses to OBIA houses of the focus test sites see Tab. 7.1. Extents of test sites, areas covered by cadastral maps, 
and sub-locations are spatially not identical, even if they have the same name.
* adjusted to prospective household sizes (extrapolated using ratio); ** average value for the complete area under investigation
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households per sub-location was analogously extrapolated taking into account a decrease in the average 
household size. Figure 9.3 illustrates the historic trend and assumed the future development that was 
extrapolated by using a simple exponential regression (as implemented in Excel). 
For each sub-location, the number of classified houses was determined and the number or ‘real’ 
houses was estimated based on the ratio presented above (Tab. 9.1, c). The number of farms was then 
determined by dividing the number of ‘real’ houses by the number of ‘real’ houses per farm. Consecutive 
calculations revealed the average number of households per farm. In addition, the average number of 
people per household and the average number of people per farm were calculated based on the figures 
available for the number of people and the number of households per sub-location. As average for the 
complete area under investigation, the number of households per farm was determined as 2.11, meaning 
that statistically on average 9.92 people live on one farm or 4.49 people in one household. 
It should be pointed out here, that the ratios OBIA houses to ‘real’ houses as well as farms to ‘real’ 
houses are constant over time (since they are derived from the QuickBird imagery and cadastral maps) 
and assumed equal for all sub-locations while ratios expressing relations between farms, households, 
and people are calculated per sub-location and year because they are derived from extrapolated 
population data and thus change both, over time as well as per sub-location (see also Fig. 9.2).
Based on the calculations carried out, the area which is on average available per farm, household, and 
person was determined at sub-location level for 2005 (Fig. 9.4). Mean values for the complete area 
under investigation are 1.33 ha per farm, 0.63 ha per household, and 0.13 ha per person. Variability 
between sub-locations is high with the area available per household ranging from 0.10 ha in Kakamega 
Township to 1.75 ha in Chimuche (east of Malava at the outer edge of the area under investigation). 
Even if the land actually available should be estimated lower because infrastructure, communal land, 
and other land not suitable for farm activities are not subtracted in these calculations, the figures 
provide a good means to demonstrate the dimensions prevalent in the farmland studied.
9.2.2 Parameters and variables used in the model 
The socio-economic model uses different constant parameters as well as variables. The six variables that 
constitute the different future situations (cf. ch. 9.2.3) are yields and prices for the crop types sugarcane, 
tea, and maize. Constant parameters accounted for in the model are a) the amount of maize needed 
for home consumption, b) the number of harvests per year, and c) the area needed for additional 
homesteads. 
Figure 9.3: Diagram of historic (1979-1999) and 
extrapolated (2005-2020) trends in average household 
















Note: Figures apply to the 60 x 65 km Kakamega-Nandi study area.
by the individual ratios of ‘real’ houses to 
classified houses per test site (Tab. 9.1, a). On 
average, 3.91 ‘real’ houses (or 1.65 classified 
houses) belong to one farm. Due to the high 
variability of the ratio ‘real’ houses to OBIA 
houses amongst different test sites, it was 
cross-checked whether the use of local ratios 
instead of the averaged ratio would lead to a 
significantly different result (Tab. 9.1, b). While 
differences are evident for individual areas, 
the overall average matches perfectly. It was 
therefore assumed that the global ratio of 2.38 
can be used as substitute. 
Population data published by the KNBS for 
1999 provide the number of people and the 
number of households at sub-location level. 
While the number of people per sub-location 
had already been extrapolated for the years 
2000 until 2020 (cf. ch. 2.1.4), the number of 
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The amount of maize needed for home consumption is considered in the model in order to determine 
(cf. ch. 9.3) a) the percentage of land under maize that is available for market sale, b) a maize 
production balance, and c) the income that is generated through the sale of sugarcane, tea, and maize 
(here deducing maize home consumption). The parameter number of harvests per year is required 
in order to convert figures on crop yields found in literature into yearly values (cf. App. 5). The area 
needed for additional homesteads accounts for the loss in area not available for cultivation that 
results from a continuing splitting of farms into multiple units. The splitting of farms is caused by high 
population growth coupled with the practiced traditional system of inheritance (cf. ch. 1.3.3). When a 
farm is divided into two, the land available for agriculture does not only halve but some additional area 
is needed for a new house and an additional homestead. 
The determination of the values used in the model is based on a comprehensive literature review in case 
of all parameters and variables (App. 5). While for the latter two constant parameters significantly fewer 
sources are available, for prices and yields of the crops considered, various sources were encountered 
in literature and, especially in the case of prices, in Internet documents. However, they often differ in 
terms of time periods and geographic regions covered, which has to be considered when determining 
reasonable and representative values to be used in the model.
For yields, the Farm Management Handbook of Kenya (Jätzlod et al., 2005) presented the most 
comprehensive source in terms of local coverage and timely resolution. Yearly figures are available from 
1994/95 to 2002/03 for mean yields of sugarcane in Lugari District (approx. 7 km north of the area 
under investigation), tea in Kakamega as well as Vihiga District, and maize in Lugari District (cf. App. 5, 
Fig. 1). Prices of sugarcane, tea, and maize are influenced by the world markets, because they are 
commodity goods. Internationally valid average prices (‘commodity prices’) (App. 5, Fig. 2) are available 
from the International Monetary Fund (IMF) as monthly values reaching back until 1980 (IMF, 2010). 
However, prices achieved for processed goods differ from those achieved for raw products at farm 
gates and also, local conditions of supply and demand have influence on the prices obtained by local 
farmers. While approx. 95% of the tea produced in Kenya in 2009 was sold on the world market (Tea 
Board of Kenya, 2010), the national demand of sugarcane is not met by domestic production (EPZA, 
2005) meaning that most sugarcane produced in Kenya is locally consumed and additional sugar has to 
be imported. The latter also applies to maize: while the deficit is normally filled by cross-border trade 
with Uganda and Tanzania, in 2009 Kenya even had to acquire maize from the international market 
(KMDP, 2009). It can therefore be assumed that tea prices obtained in the area under investigation 
Figure 9.4: Diagram showing the area available per farm, household, and person on sub-location level (left) 
and on average for the complete area under investigation with variability indicated by whisker plots (right). 





















Note: All values refer to 2005 and are extrapolated incorporating an assumed decrease in avg. household size.
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widely follow those of the world market while prices for sugarcane and maize are more sensitive to local 
conditions. Therefore, national or even regional prices for sugarcane and maize should be considered in 
the model while global prices can serve as reference for tea.
9.2.3 Scenarios of different long-term price and yield developments
In total, eight different scenarios of possible future livelihood situations were developed. While the 
demographic development was assumed equal in all scenarios as derived through extrapolation of 
the KNBS population data, different future developments of the model variables yields and prices are 
hypothesised. Future developments here refer to 2015 and 2020 values on both yields and prices as well 
as to 2010 yields for tea and maize. Prices for 2010 and sugarcane yields for 2010 are assumed known 
because suitable data were available in these cases (cf. Tab. 9.2). 2005 presents the base year in which 
equal prices and yields are assumed in all scenarios. 
The base scenarios ‘no change’ with stable long-term yield and stable long-term price developments 
(Tab. 9.3) does therefore hypothesise equal values for tea and maize yields for 2005 to 2020 but lower 
sugarcane yields of 76,000 kg/ha for 2010 to 2020 as compared to 80,000 kg/ha in 2005 and prices 
for 2015 and 2020 as of 2010, i.e. higher prices for sugarcane and maize and an equal price for tea. The 
scenario naming is strictly seen not correct but was applied nevertheless for perceivability reasons. 
Three scenarios for future increase were developed – one assuming increasing prices (‘price increase’), 
one assuming increasing yields (‘yield increase’), and on assuming increases in both (‘general increase’). 
The same applies for scenarios of decrease. An additional scenario named ‘linearly continuing trends’ 
Table 9.2: Overview of values for yields and prices of sugarcane, tea, and maize (left) and of constant 
parameters (right) used in the model for scenarios of rural livelihood.
Table 9.3: Values of yields and prices for sugarcane, tea, and maize in 2005, 2010, 2015, and 2020 as used in 
the eight scenarios of rural livelihoods.
Yields (kg/ha) Prices (KSh/kg)
2005 2010 2005 2010 Constant parameters
sugarcane 80,000 76,000 1 2.5 maize needed for home consumption: 100 kg/person/year
tea 4,900 * 7 15 harvests per year**: 0.5 (sugarcane), 1*** (tea), 2 (maize)
maize 1,600 * 15 20 area for an additional homestead: 0.05 ha
* No fixed value was assigned to yields of tea and maize in 2010.          ** For relating yield figures. *** I.e. continiously.
Scenario 1: General increase  
(increase of yields & prices)
2: Price increase  
(increase of prices, stable yields)
3: Yield increase  
(increase of yields, stable prices)
4: No change  
(stable yields, stable prices)








] sugarcane 80,000 76,000 80,000 84,000 76,000 76,000 76,000 76,000 80,000 84,000 76,000 76,000 76,000
tea 4,900 5,000 5,100 5,200 4,900 4,900 4,900 5,000 5,100 5,200 4,900 4,900 4,900









sugarcane 1 2.5 4 5.5 2.5 4 5.5 2.5 2.5 2.5 2.5 2.5 2.5
tea 7 15 23 31 15 23 31 15 15 15 15 15 15
maize 15 20 25 30 20 25 30 20 20 20 20 20 20
Scenario 5: Price decrease  (decrease of prices, stable yields)
6: Yield decrease  
(decrease of yields, stable prices)
7: General decrease 
(decrease of yields & prices)
8: Linearly continuing 
trends








] sugarcane 80,000 76,000 76,000 76,000 76,000 72,000 68,000 76,000 72,000 68,000 76,000 72,000 68,000
tea 4,900 4,900 4,900 4,900 4,800 4,700 4,600 4,800 4,700 4,600 4,900 4,900 4,900









sugarcane 1 2.5 1 0.5 2.5 2.5 2.5 2.5 1 0.5 2.5 4 5.5
tea 7 15 7 3.5 15 15 15 15 7 3.5 15 23 31
maize 15 20 15 10 20 20 20 20 15 10 20 25 30
Note: Italic figures indicate values assumed constant in all scenarios. Future developments of prices and yields refer to years with no constant 
values provided, i.e. to long-term developments.
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was developed. Here, all trends that can be observed when 
comparing 2005 and 2010 values are continued linearly 
regardless of increase or decrease. For tea and maize yields, 
figures from 2005 are retained.
The amount of increase or decrease was linearly extrapolated 
from the differences between 2005 and 2010, e.g. the maize 
price was determined as 15 KSh/kg in 2005 and 20 KSh/
kg in 2010, wherefore in scenarios hypothesing a price 
increase values of 25 KSh/kg and 30 KSh/kg were chosen 
for 2015/20. In the case of decreasing sugarcane and tea 
prices an exception had to be made for 2020 in order not to 
receive negative values. Changes in tea and maize yields were 
chosen in accordance with developments in the past, i.e. a 
higher variability in the case of maize yields and more stable 
developments in tea yields.
9.2.4 Model implementation in ArcGIS
The empirical model was implemented in ArcGIS using the 
Model Builder. It proved to be practical to split up the model 
into smaller self-contained parts and to combine them in a 
toolset. These sub-models again consist of multiple smaller 
models in order to keep the entire model as clearly arranged 
as possible. Three sub-models were created that account 
for 1) the preparation of the population data, 2) bringing 
together of population data and the OBIA result plus creating 
demographic and land use statistics per hexagon, and 3) the 
various calculations needed of the actual scenarios (Fig. 9.5). 
During the implementation of the model in ArcGIS, priority 
was not given to a universal applicability of the model, i.e. by 
other users and for other regions and data, because empirical 
models are usually site-specific (Skidmore, 2002) and 
therefore not transferable to other regions without changes. 
However, the model was implemented such that constant 
input parameters, variables as well as geodata sources used 
can easily be changed in case updated data sources become 
available.
The input data used by the models comprises the geodata 
sets hexagon geometry (GEO1), the clipped and geometrically 
adjusted administrative sub-location boundaries (GEO2; 
cf. ch. 2.1.4), and the position of houses as derived through 
OBIA in form of point data (GEO3) as well as a table storing 
the population data (number of people 1999 and 2005-2020, 
number of households 1999) per sub-location (TAB1), a table 
with percentages of land use and number of houses according 
to the OBIA classification results per hexagon (TAB2), and 
a table for the assignment of farmland types (TAB3) that is 
optionally used by an additional model (see below).
    Figure 9.5: Illustration of the model implementation in ArcGIS 
for scenarios of rural livelihoods with sub-models, important steps, 
and data sets indicated.
Data used in the model
geodata:
GEO1 –  hexagon geometry
GEO2 –  administrative sub-location boundaries
(adjusted and clipped to t to GEO1)
GEO3 –  houses as classied by OBIA (points)
tabular data:
TAB1 –  CBS population data per sub-location
(poeple 1999-2020 and households 1999)
TAB2 –  OBIA result per hexagon (% of sugarcane, 
tea, maize, fallow and grassland, no. of houses)
TAB3 –  farmland types per hexagon
temporary data sets (created by the model):
TMP1 –  geometry of GEO2 but with number 
of OBIA houses per sub-location
TMP2 –  geometry of the union of GEO1 and GEO2
TMP3 –  table with population statistics per TMP2 
geometry
TMP4 –  geometry of GEO1 but with number 
of OBIA houses per hexagon
Sub-model 1
preparation of population data
1-2 adjust TAB1 data to GEO2 
geometry for 1999-2020 
population data and extrapolate 
2005-2020 household data
3-5 determine the no. of OBIA 
houses per sub-loation 
and assign to GEO2
6 calculate the no. of  ‘real’ houses 
and ratios of OBIA houses 
to households and poeple
Result: extrapolated population data, 






unifying population and OBIA data
1 merge GEO1 and GEO2 with the 
‘union’ command
2-4 calculate no. of people and 
households (1999-2020) for 
each polygon of the TMP2 
geometry
5-7 summarize population statistics 
per individual hexagon 
(calculate area weighted sums)
8-9 determine no. of OBIA houses 
and ratios to households 
and poeple per hexagon 
and assign to TMP3
10-11 compute population statistics 
based on the no. of OBIA 
houses and per-hexagon ratios
Result: re-allocated population data 










calculation of the scenarios
1-2 join TAB2 and TMP3 and provide 
elds needed for the scenario 
calculations (67 in total)
3 calculate one scenario at a time 
using basic arithmetic 
operations (model ‘core’)
4-5 export result to a table (nal 
result for one scenario)
Result: scenarios of rural livelihoods 
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In the first sub-model population data are prepared in six individual steps. In the table of population 
statistics (TAB1), fields for the clipped population and extrapolated household data are added (1) 
and calculated by multiplying the number of people per sub-location with the area ratio of original 
to clipped and adjusted sub-locations and linearly extrapolating household figures (2). By creating a 
spatial join between the sub-location (GEO2) and the OBIA house point (GEO3) geometries (3) the 
number of OBIA houses per sub-location is determined and written to a temporary output file (TMP1). 
Again, additional fields are added to the table of population statistics (4) to hold values calculated in 
the consecutive steps. After joining (5) the temporary output data set TMP1 based on the sub-location 
id, the number of OBIA houses per sub-location is transferred to the population table (6) and the 
number of ‘real’ houses is approximated for 2005 based on the ratio of ‘real’ to OBIA houses (cf. ch. 
7.1) which is stored in a model variable. For 2005 to 2020, the ratio of OBIA houses to people and to 
households is determined per sub-location (still 6). Like this, it is possible to deduce how many people 
and households are represented by each individual OBIA classified house in 2005 and also estimated 
for 2010 to 2020, depending on the sub-location it is placed in, preserving the KNBS population figures.
In the second sub-model that brings together population and OBIA data eleven individual steps were 
necessary. Via the ‘union’ function the two geometry input data sets containing hexagons (GEO1) and 
sub-locations (GEO2) are merged together (1) resulting into a temporary geometry (TMP2). After 
adding the necessary fields to the temporary geodata set (2) and joining the population data table to it 
(3), values for the number of people and households (1999-2020) as well as the ratios of OBIA houses 
to people and households are calculated for each of the merged polygons based on the area share the 
polygon has on the sub-location it lays in (4). With the ‘summary statistics’ function, the population 
statistics are summed up per individual hexagon into a new temporary table (TMP3) (5). Like this, 
the number of people and households according to the KNBS census as well as the proportions of 
OBIA houses to people and households is computed per individual hexagon taking into account the 
proportions of different sub-locations it might overlap with. After removing the table join carried out in 
step 2 (6), a clean-up procedure renames the cryptified filed names of TMP3 into more meaningful ones 
(7). Another spatial join is performed, this time between the hexagon geometry (GEO1) and the OBIA 
house point data set (GEO3), in order to determine the number of OBIA houses for each individual 
hexagon and resulting in another temporary geometry (TMP4) (8). This information is then transferred 
to TMP3 (9). Finally, population statistics on people and households are computed per hexagon, 
this time based on the number of OBIA houses (cf. steps 8 and 9) and the ratios of OBIA houses to 
people and households available for each hexagon (cf. step 5) (10), and the resulting table is joined to 
the hexagon geometry (GEO1) in order to allow visualizing these intermediate results (11). With this 
procedure, the position of individual houses as derived from the OBIA classification is used in order to 
re-distribute the population information available from the KNBS census of 1999. In other words, the 
information available for the population per hexagon is a combination of both, the KNBS census data 
for absolute numbers as well as the OBIA result for the distribution within sub-locations.
In the last sub-model, a total of 67 fields needed for the calculation of the scenarios are added to the 
temporary table TMP3 (1) and the table is joined to the table holding the OBIA results per hexagon (2). 
The next step (3) can be considered the ‘core’ of the model because here the scenario calculations are 
carried out using the results of sub-models one and two. In a simple user interface, values for the model 
variables yields and prices are entered for 2005 to 2020. Model parameters assumed constant (cf. ch. 
9.2.2) are stored in model variables so that they are not shown in the user interface but can easily be 
modified within the Model Builder. The individual formulae applied for the calculation of the results are 
not discussed here because they use basic arithmetic operations only and can easily be revealed through 
logic. After removing the join created in the first step (4), the user is given the possibility to export the 
results into a plain table (5) presenting the ultimate model output with all the information needed for 
the seven map topics (cf. ch. 9.3) plus additional preliminary results. For visualization purposes the 
table can be joined to the hexagon geometry. For each scenario steps 2 to 5 have to be repeated and the 
according scenario values have to be filled in the user interface. 
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Two additional models can be used optionally. The first prepares statistics per type of farmland as 
determined by the typology. Here, the table holding information on farmland types (TAB3) is used. 
The second model deletes any temporary data sets (TMP1-4). The model can be executed very quickly: 
for running the entire model, only approx. 1 minute and 45 seconds of CPU time is required for one 
complete pass. Some additional time is needed to enter model variables and to execute each step.
9.3 Results of the scenarios
9.3.1 Exploring the scenario results based on small multiple maps for seven map topics
In order to illustrate the current (2005) and possible future (here considering 2010, 2015, and 2020) 
situations of rural livelihood in a spatially explicit manner, seven map topics have been identified:
  production of sugarcane [1], tea [2], and maize [3] (in kg/hh/year)
  land under maize cultivation available for market sale (in %) [4]
   maize production balance (total production minus home consumption) (in kg/hh/year) [5]
   income through sale of sugarcane, tea, and maize (deducting maize needed for home consumption) 
(in KSh/hh/year) [6]
   potential additional maize yields from unused fallow land (in kg/hh/year) [7]
This results in a total number of 175 thematic maps for eight scenarios and four time steps (3 × 7 × 8 for 
2010-2020 plus 7 for 2005)27. This large number of maps needs to be visualized appropriately to allow 
for a comparison between different scenarios, different years, and even different topics. Since printed 
maps do not present an adequate means, an interactive and dynamic Web-based tool was developed, 
which is introduced in chapter 9.4. In order to present the most important results in printed form 
though, small multiple maps were chosen as means of visualization in this chapter. For an overview of 
the seven map topics and in order to visualize changes over time, maps for each topic are presented for 
2005 to 2020 based on the ‘no change’ scenario (Fig. 9.6; App. 6). For comparison of different scenario 
results, maps for each scenario are illustrated for topic 6 in 2020 (Fig. 9.7).
Visualization of results through small multiple maps
Small multiple maps are a suitable visualization solution for a variety of problems related to data 
presentation (Tufte, 2001). They are a normally circa stamp-sized series of graphics in which only one 
variable is changed from one map to the other while the others remain constant (Tufte, 2001; Tufte, 
2007). Small multiples are well suited for revealing a variety of alternatives or a range of different 
options at one glance (Tufte, 2001). They are considered well-designed when they are amongst others 
multivariate, inevitably comparative, of narrative content, and have a high data density (Tufte, 2007). 
Without doubt, the small multiple maps presented here are multivariate and can easily be compared, 
because only one variable is changed at a time and the map desing does not change otherwise. Also, 
a story-telling content can be associated and the data density is very high. Data density is defined as 
the number of entries in a data matrix divided by the area of data graphic; data densities achieved by 
common statistical graphics are typically lower than 5 data per cm² (ibid.). For the 1,324 hexagons 
visualized at a scale of 1 : 500,000 a data density of 213 data per cm² is reached due to 3,972 data 
entries (two coordinates for the centre of gravity and one for the shading) displayed on 18.63 cm². The 
map size was therefore chosen to be larger than the size of a stamp. 
In the small multiple maps the number of classes was chosen to be six for unipolar and eight for bipolar 
scales allowing an easy identification of classes. Colours chosen follow those of the topics as used in 
other chart visualizations (e.g. purple tones for sugarcane and red tones for tea; cf. ch. 8.3.1) and high 
27 The scenarios ‘general increase’ / ‘yield increase’ and ‘price increase’ / ‘no change’ / ‘price decrease’ / ‘linearly continuing 
trends’ as well as ‘yield decrease’ / ‘general decrease’ are based on the same values for yields and prices in 2010 
(cf. Tab. 9.3) so that these maps are identical.
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values are expressed by an increase in saturation. Zero values (cf. topic 4) are associated with white 
while bipolar scales use red for negative and green for positive values. Break values for the classification 
were chosen with priority to be equidistant and using round values. However, some exceptions were 
necessary in order to account for frequency distributions. In the case of topic 6, the values for the 
non-food fraction of the rural poverty line as extrapolated for 2005 and per household (7,890) and 
55% thereof representing the share of agricultural own-account income on total income (14,346) are 
used as break values; the former is considered as thematic zero value. As can be noted on the maps, 
not all hexagons have values in per household representations (all topics except for 4). From the 1,324 
hexagons 36 have no households associated because no house was classified here during OBIA. These 
are mainly small sliver polygons (cf. ch. 8.2.1) but just north of Buyangu village a complete hexagon is 
unpopulated according to the model.
Production of sugarcane, tea, and maize
Unsurprisingly, high per household production of sugarcane is associated with the northern and a high 
per household tea production with the southern part of the area under investigation (App. 6). Highest 
per household production rates can be found in the north-east in the case of sugarcane and north of 
Shinyalu and Virhembe, along and south of the western part of Yala river as well as at Kirborkok Tea 
Estate in the case of tea. In the case of maize, per household production is highest in the eastern part 
of the area under investigation, still high in the northern part and along Yala river and lowest in the 
central areas as well as in the area around Khayega, Shinyalu, and Virhembe.
Between 2005 and 2020 the production of all crops is steadily decreasing in the case of the ‘no change’ 
scenario due to the increase in population. For sugarcane the per household production will have 
dropped by 40% from an average of 13,320 kg/hh/year in 2005 to an average of 7,996 kg/hh/year in 
2020 when considering those hexagons that had a sugarcane production of more than 5,000 kg/hh/
year in 2005. For tea the decrease amounts to 39% (496 kg/hh/year in 2005 as compared to 305 kg/
hh/year in 2020) when considering those hexagons that had a tea production of more than 125 kg/
hh/year in 2005. For maize a decrease of 39% is to be expected according to the scenario (1,117 kg/hh/
year in 2005, 681 kg/hh/year in 2020) considering the entire area. Even more severe decreases are to 
be expected when yields should decrease (scenarios 6 and 7). With a decrease of 46% (sugarcane), 42% 
(tea), and 62% (maize) the decrease share in per household production caused by yields is though by far 
less relevant than those caused by demographic developments, especially in the case of cash crops. 
Land under maize cultivation available for market sale and maize production balance
The map series illustrating the percentage of land under maize cultivation that is available for sale to 
the market (App. 6) reveals that in 2005 in 86% of all hexagons at least some land is available. This 
figure decreases to 59% in 2020 when no changes in maize yields (scenario 4) are to be expected thus 
following a linearly continuing trend (scenario 8). According to the scenarios, even assuming favourable 
yield trends (scenarios 1 and 3) the demographic development cannot be compensated resulting in 
77% of the hexagons in which it is possible to sell maize. Further decreases in maize yields (scenarios 
6 and 7) would lead to a drastic situation, in which only in 28% of the hexagons maize can be sold.
Thematically similar, topic 5, in which the maize needed for home consumption is subtracted from the 
production, indicates the overall maize production balance, i.e. how much maize is left over or missing 
per household (Fig. 9.6). In 2005 an overall balance for the entire area reveals a positive mean balance 
of 494 kg/hh/year. This values decreases to 6 kg/hh/year in 2020 assuming ‘no change’ (scenario 4) 
and thus linearly continuing trends of maize yields (scenario 8), to 261 kg/hh/year in scenario 1 and to a 
negative balance of -143 kg/hh/year in case of further yield decreases. 
For a region where the cultivation of maize (and beans) is the most important type of land use (cf. ch. 
1.3.5) it is alarming that already in 2005 only about twice as much maize is produced as needed for 
home consumption (taking a domestic requirement of 100 kg/person/year as a basis). In case of future 
yield decreases the area will not be able to produce sufficient maize as needed by the local people in 
order to satisfy their domestic needs; even when assuming stable yields the quantity of production is 
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hardly sufficient to cope with population growth. It should moreover be pointed out here, that – as in all 
calculations – Kakamega municipal area is not considered, meaning that the demand of this urban area 
is not yet accounted for by the scenarios.
Income through sale of sugarcane, tea, and maize
The overall situation of income achieved through agricultural activities on own land is summarised 
by the income that can be achieved through the sale of sugarcane, tea, and maize. Since maize needed 
for home consumption is deduced here, negative incomes occur (Fig. 9.6). In 2005 this affects 10% of 
the hexagons which are placed in or in close vicinity to the area classified as central farmland type. In 
a further 27% of the hexagons the average agricultural own-account household income is less then the 
amount needed in order to reach the adjusted national rural poverty line (of 7,890 KSh/hh/year; App. 
7). In another 18%, or 55% in total, of the hexagons households have on average less than 14,346 KSh/
year and would therefore not be able to reach the poverty line if own-account agriculture was their only 
source of income. In the ‘no change’ scenario, the income situation improves in 2010 due to increasing 
prices for sugarcane and maize that can widely compensate for population growth. In 2015 and 2020, 
income decrease again, in the northern part only slightly but considerably more in the area of tea 
cultivations. Here, hardly any hexagon exhibits average incomes of more than 7,890 KSh/hh/year by 
2020. Generally, the income situation is better in the northern and eastern part, especially in the far 
north-east. Here, average agricultural own-account incomes of more than 60,000 KSh/hh/year can 
be achieved, mainly due to the lower population density in this area. Lowest agricultural own-account 
incomes are achieved in more densely populated regions such as around Kakamega municipal area and 
Khayega. 
Figure 9.7 illustrates how the income situation would be like in 2020 according to the eight different 
scenarios. In case of increasing yields and prices (scenario 1) the income gained from agricultural own-
account activities would have improved by 2020 as compared to 2005. Large parts of the northern and 
eastern regions would gain incomes higher than 40,000 KSh and also areas of tea cultivation would 
benefit from increases more than they would suffer from population growth. Only central areas with 
little production would be negatively affected by increasing prices alone as can also be seen in scenario 
2 – which reveals very similar results as scenario 8 (cf. also Tab. 9.3). An increase of yields not coupled 
with a price increase (scenario 3) would be especially beneficial to central and tea cultivating areas but 
not to areas of sugarcane cultivation. The overall worst case scenarios are 7 and 5 according to which 
sugarcane and tea farmers would get less for their harvests and areas with negative maize balances (see 
above) would not be able to compensate for population growth. Here, in only 7% respectively 19% of the 
hexagons average agricultural own-account incomes would be high enough to reach up to the poverty 
Figure 9.8: Diagram indicating agricultural own-account incomes through sale of sugarcane, tea, and maize 
(left) and maize production balance (right) per farmland type for scenario 4 (‘no change‘), from 2005 to 2020.
Map topic 6:
Income through sale of sugarcane, tea, and maize 
(deducting maize needed 
for home consumption)
Map topic 5:
Maize production balance 
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Note: The tea estate type is out of scope.
Scenario ‚no change‘  [4]
1
2
1: Non-food fraction of the rural poverty line as extrapolated for 2005 and per household
2: 55% thereof representing the share of agricultural income in total income
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line. Central areas would however still be better-off with general and price only decreases as compared 
to scenarios 6, 1, and 2 because they could benefit from lower maize prices. Northern regions would on 
the other hand – out of the three decrease scenarios – be still best-off with decreasing yields only since 
they are more affected by prices than by yields.
Potential additional maize yields from unused fallow land
In the last map topic, the additional maize yield per household is addressed that could result from 
using fallow land that is currently uncultivated for no particular reason and amounts to 7.5% of the 
land classified as ‘fallow and grassland’ as assumed in the model. Absolute values are low in all years 
with about 39 kg/hh/year in 2005 and 22 kg/hh/year in 2020 (scenario 4) and limited to those areas 
that already have the highest per household productions of maize. The potential resulting from unused 
fallow land is therefore marginal but could become more important when having to cope with a 
decreasing production balance.
9.3.2	Regionalization	and	synthetical	reflection	of	the	scenario	results
Regionalization – results for individual types of farmland
The results of map topics 6 and 5 for the ‘no change’ scenario are summarised per farmland type in 
Figure 9.8 representing the average of all hexagons belonging to the according type.
The assumed high increase in sugarcane prices between 2005 and 2010 (cf. Tab. 9.3) leads to higher 
incomes in the sugarcane dominated farmland types outperforming effects of population growth and 
decreasing sugarcane yields while the comparatively smaller increase in tea prices results in constant 
income for the tea dominated types (Fig. 9.8, left). From 2010 to 2020 incomes steadily decrease solely 
due to population growth; in the sugarcane dominated types values of 2020 reach those of 2005 while 
in the tea dominated types income undermines those of 2005 and 2010. Highest theoretical incomes 
are generated in the tea estate type (reaching 109,000 KSh/hh/year in 2010) – these incomes though 
are in reality not gained by families, coincidentally living in the same hexagons as Kirborkok Tea Estate 
belongs to, but by the company. Best real performances are gained in the sugarcane und marginal 
sugarcane types (ca. 20,000 to 30,000 KSh/hh/year in 2005) followed by the transitional (remote) 
and steep terrain types (ca. 10,000 to 20,000 KSh/hh/year). In the ‘tea, close to rivers’ type incomes 
are significantly higher than in the ‘tea, away from rivers’ type (ca. 8,000 vs. 4,000 KSh/hh/year in 
2005 and ca. 3,000 vs. 300 KSh/hh/year in 2020). The central type performs worst with negative 
incomes in all years (reaching ca. -5,000 KSh/hh/year in 2020) because here most maize needed for 
home consumption has to be bought from the market due to little space being available for cultivating 
maize. This does however not necessarily mean that the total household income is lower than in other 
types since more alternative income sources other than agricultural ones ought to be more easily 
available here than in remote regions. On an overall average, the extrapolated non-food fraction of the 
national rural poverty line of 14,346 KSh/hh/year is outperformed by the sugarcane dominated types, 
the transitional-remote type, and the steep terrain type (the latter two just reach the line in 2020). 
When considering the average share of income generated from agricultural own-account production of 
55% (i.e. 7,890 KSh/hh/year), the income in the ‘tea, away from rivers’ type are lower in any year and 
lower in the ‘tea, close to rivers’ type in 2015/2020 while in 2005/2010 the line is just reached. The 
transitional type just reaches the value of 7,890 in 2015 and falls below it in 2020.
The maize production balance (Fig. 9.8, right) reveals declines for all farmland types due to constant 
maize yields but growing population. Highest maize balances are achieved in the marginal sugarcane 
and the transitional-remote types with more than 1,200 kg/hh/year surplus in 2005, decreasing to 
about 600 kg/hh/year in 2020, followed by the very-remote sugarcane type (from ca. 1,000 kg/hh/year 
in 2005 to 400 kg/hh/year in 2020). A negative balance is obtained in the central type with an average 
of ca. -200 kg/hh/year in 2005 and ca. -300 kg/hh/year in 2020 and in the ‘tea, away from rivers’ type 
in 2015/2020.
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Regionalization – the situation of livelihoods for distinct farmland types
By summarising the scenario outcomes per farmland type one can explore livelihood situations 
specific to a particular type of farmland. This is meaningful, because the situation of income obtained 
through the sale of agricultural products varies largely amongst the different farmland types (Fig. 9.8). 
Agricultural own-account household income is generally higher in the sugarcane dominated than in the 
tea dominated types. The assumed price increase is especially beneficial for the sugarcane dominated 
types and can here counteract land scarcity caused by population growth. Even though tea is typically 
cultivated on much smaller parcels as compared to sugarcane, the tea oriented types do not exhibit 
higher maize balances per household. In contrast, the relatively higher percentage of land cultivated by 
maize (and beans) is not able to compensate the extremely high population density in the south-west of 
the area under investigation. 
Establishing alternative sources of income is important for all areas, but especially demanded for the 
central type in which own-account incomes obtained through agricultural activities are not sufficient to 
meet basic needs. Here, a strengthening of existing credit service facilities seems most relevant. Out of 
all farmland types, the marginal sugarcane type is best prepared to cope with future problems. Besides 
a low population density, a high share of land under cultivation of food crops coupled with a moderate 
cultivation of cash crops is characteristic for this type – presenting a motivation for other farmland 
regions to develop into the same direction.
Synthetical reflection of the scenario results
When analysing the scenario results in a more synthetical manner, certain observations can be derived. 
These important concluding findings include: 
  Decreases of sugarcane and tea yields as assumed by the ‘no change’ scenario for 2010 are of little 
importance reflecting the demographic developments. Assumed decreasing maize yields though 
do matter, even if they only contribute half as much as to the decrease of per household maize 
production as demographic developments do.
  Maize production is not very effective considering the amount of area used for cultivation of maize. 
When no better yields can be achieved in the future there will hardly be enough maize to feed the 
local rural population by 2020. A further decline in soil fertility and associated lower yields would 
lead to a severe shortage of maize in the region.
  Income obtained through agricultural own-account activities in wide parts of the farmland 
surrounding Kakamega Forest do not meet the non-food fraction of the rural poverty line, even if 
only considering the agricultural share of the total income. In the north-eastern part of the area 
under investigation, the income situation is generally better. The spatial pattern is influenced by 
population density causing smaller farm sizes as well as by the shares of land used for cash crops and 
maize.
  Changes in future yields and prices affect different regions differently strong. While increasing future 
prices amplify the gap of income generated from agricultural own-account production between 
central and remote regions, decreasing prices reduce local differences but would at the same time 
be especially severe: in hardly any region average agricultural own-account incomes would be high 
enough to reach up to the derived poverty line. Only an increase of both yields and prices would lead 
to a slight improvement of the income situation in most parts of the area under investigation. 
  Assumed price changes have a much greater influence on agricultural own-account incomes than 
those assumed for yields due to a higher variability in prices.
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9.4 Exploring the results of the spatially explicit farmland analysis through an 
interactive and dynamic Web-based tool
The high number of 175 choropleth maps resulting from the combination of seven map topics, eight 
scenarios, and four time steps (cf. ch. 9.3.1) would lead to a hardly manageable amount of paper 
maps when printed out individually. Series of small multiple maps that were chosen to illustrate 
important results (cf. ch. 9.3.1) help to reduce the number of maps but are little flexible. A map series 
e.g. comparing results according to the eight different scenarios for a certain year and topic (cf. Fig. 
9.7) cannot be used for comparing different time steps. In order to allow for more flexible cross-
comparisons, additional small multiple maps would be required, leading to more maps again. For a 
comprehensive and efficient exploration of the manifold scenario results interactive and/or dynamic 
visualization techniques (for terminology see below) are therefore required. Using these techniques, 
cause-and-effect chains may be identified that eventually lead to additional geospatial knowledge. 
Therefore, an interactive and dynamic tool was implemented that allows for an explorative data analysis 
and emphasises on user friendliness (Lübker et al., 2011)28. Besides the display and easy comparison of 
maps, the tool brings the scenario results in relation to the results of the spatial farmland typology and 
provides additional background information.
Terminology for interactive and dynamic Web-based visualizations
In literature, the terms ‘interactive’ and ‘dynamic’ in the context of cartographic visualization are not 
always used consistently. However, Kraak (2001) categorizes Internet maps into static and dynamic 
maps and further into view-only and interactive maps. According to this classification, static view-
only maps are simple image files that are often not designed for the use in the Internet, while on 
static interactive maps the user can perform some interaction such as switching layers on and off, 
zooming and panning, or selecting alternative symbologies and colours. Furthermore, Kraak refers to 
dynamic view-only maps as animations that are typically realised using animated GIF images while 
dynamic interactive maps allow either simple user interactions like pause, continue, forward, and 
backward (movies files of e.g. virtual flights) or more complex interactions such as known from virtual 
reality environments (‘clickable animation’). Hence, Kraak refers to the term dynamic as in motion or 
animation, i.e. the map changes dynamically as time passes. 
In the context of the World Wide Web, the term ‘dynamic’ is used differently. In contrast to a static Web 
page, a Web page is typically referred to as dynamic when the complete or some part of the content is 
generated or can be changed at run-time (Raghavan & Garcia-Molina, 2000). The dynamic generation 
of Web content can either be realised on the server side (using scripting languages such as PHP,  
ASP.NET, Java, or Ruby) or on the client side (using scripting languages such as JavaScript or Flash) 
whereas the code is interpreted by the browser (ibid.). This distinction also applies to the dynamic 
generation of images (or maps). Images can be generated at run-time on the server side (using special 
libraries of server-side scripting languages) or on the client-side (e.g. using SVG and asynchronous 
JavaScript; see ‘technical realisation of the tool’ below). 
When presenting a large amount of maps with the same base geometry but different thematic content, 
such as it is desired here, a dynamic generation of the maps is much more flexible than creating 
numerous static maps. For example, changes in the appearance of the thematic content as well as 
changes in the base geometry that turn out to be necessary with hindsight can be realised much easier 
(see ‘technical realisation of the tool’ below). A dynamic map generation that is realised on the client-
side in addition improves the potential of user interactivity, because the map content can be changed at 
run-time, i.e. without a reloading of the page and without a preloading of all maps provided.
In the context of the tool presented here, the term ‘interactive’ is referred to as defined by Kraak (2001), 
i.e. meaning that the user can perform interactions with the map as opposed to view-only maps, while 
the term ‘dynamic’ is referred to as used in the context of the World Wide Web, i.e. the (client-side or 
server-side) generation of maps at run-time as opposed to static maps that are created in advance. The 
28 The tool was implemented by J. Klein as part of his Bachelor thesis (Klein, 2011).
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term ‘Web-based’ simple refers to the fact that the tool was realised by means of Web technologies and 
can be used via a Web browser. 
Structure of the tool
The tool consists of three main parts (cf. Klein, 2011). In the first part a single map is displayed in large 
allowing to explore individual maps in detail (Fig. 9.9, a). With the help of three drop-down lists the 
user can select a scenario type, a map topic, and a year. When all options are selected, the according 
map is displayed accompanied by a legend without a reloading of the page. As additional map layers 
rivers, roads, Kakamega municipal area, and the forest area can be superimposed on the map on-the-
fly. In this section, all 175 choropleth maps can be viewed as individual maps. In addition, the maps 
of the four typologies (cf. Fig. 8.6) and maps showing modelled population density for the four years 
considered can be displayed.
In the second part series of small multiple maps are displayed allowing a comparison of different 
scenario results (Fig. 9.9, b). The user can choose here between three different types of comparisons: 
when selecting the option ‘scenario & topic’ the results for the four different time steps can be compared 
after selecting a scenario type and a map topic from drop-down lists. The second option ‘topic & year’ 
allows to compare the eight different scenario after selecting a map topic and a year. The third option 
‘scenario & year’ allows to compare the seven map topics for a given scenario type and year. In this 
section, all possible comparisons of scenario results can by visualized by means of series of four, seven, 
or eight maps. In total 116 map series can be explored and the user strongly benefits from the interactive 
and/or dynamic visualization that allows an easy switching between the numerous maps (cf. Lübker 
et al., 2011).
The third part covers the spatially explicit farmland typology. In an initial view, the four typology maps 
are displayed alongside each other to allow for a comparison between the maps. In an advanced view 
(Fig. 9.9, c), for selected hexagons, i.e. one for each synoptic cluster type (cf. ch. 8.3.2), large-scale 
visualizations of present (2005) and possible future (2020) land use/cover situations can be explored. 
Like this, the differences between the ten farmland types are further illustrated and the typology is 
shifted from a very abstract presentation at hexagon level to a closer-to-reality depiction explaining the 
actual situation on the ground (Lübker et al., 2011). This type of visualization is especially suited for 
local people as it is less abstract and because in East Africa many people lack experience in map reading 
(Schaab, 2009).
For the display of maps, a default size of 460 by 620 pixels for single maps and 235 by 310 pixels for 
map series was chosen in the tool. This allows displaying two rows of four small multiple maps or a 
single map alongside with a complete legend plus drop-down lists on a screen with a resolution of 1024 
by 768 pixels without scrolling (cf. Klein, 2011). However, maps can be enlarged using the browsers 
built-in zoom functionality without any loss of quality because SVG is used as technology for the 
generation of maps (see below).
Technical realisation of the tool
A browser-based implementation was favoured in order to allow a possible wide spreading of 
the visualization tool (cf. Lübker et al., 2011; http://www.iaf.hs-karlsruhe.de/gvisr/tool.html). 
It was deliberately decided to use a client-side-only implementation rather than a client-server 
implementation in order to allow a location independent use of the tool. When copied to a digital 
medium, such as CD or USB stick, the tool can also be used on a computer without the need of an 
Internet connection. 
A variety of Web technologies was used for the implementation of the tool (Klein, 2011): Extensible 
HyperText Markup Language (XHTML) was used to create the individual Web pages and thus presents 
the base of the implementation. Cascading Style Sheets (CSS) were used for design declarations and 
steer the appearance of the XHTML pages. The format for vector graphics on the Internet, Scalable 
Vector Graphics (SVG), was chosen for a dynamic creation of map geometries and legends. For the 
storage of the thematic map content Extensible Markup Language (XML) was chosen as a standardized 
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Figure 9.9: Screenshots 
(clipped) of the interactive 
and dynamic web-based 
tool implemented to 
explore the results of 
the farmland analysis 
(Klein, 2011) showing a) 
the single map display 
mode, b) the map 
comparison mode, and c) 
the advanced farmland 
typology view indicating 
large-scale visualizations 
of present (2005) and 
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format. JavaScript (also referred to as ECMAScript) was used to allow user interaction within the tool. 
On the one hand, JavaScript was used to switch map layers on and off as well as to dynamically load the 
content of the chained drop-down lists once a selection is made in one of the lists. On the other hand, 
JavaScript was used to dynamically load the SVG map content from XML files. Since this retrieval of 
information works asynchronously – i.e. parts of a Web page are changed without a reloading of the 
entire Web page – it is referred to as Asynchronous JavaScript and XML (Ajax; cf. Holdener III, 2008).
Short summary
   An increasing poverty level and inadequate livelihood options present a major threat to the 
biodiversity of Kakamega Forest: due to high population growth, decreasing farm sizes, and 
a proceeding degradation of soils the forest is extensively used for the extraction of forest 
products. Strategies to improve rural livelihoods aim at a diversification of household income 
through non-agricultural employment while at the same time supporting agricultural own-
account activities.
  A spatially explicit socio-economic model was designed here in order to gain information on 
the situation of rural livelihoods in the farmland surrounding Kakamega Forest. The model 
was implemented in ArcGIS and is based on the OBIA classification results, extrapolated and 
spatially re-distributed population data as well as socio-/agro-economic factors and focuses on 
the household level.
  Assuming different potential developments of yields and prices for the three main agricultural 
products sugarcane, tea, and maize, eight different scenarios were simulated for the time steps 
2005, 2010, 2015, and 2020. Results are summarised in seven map topics. Besides the per-
household production of sugarcane, tea, and maize, e.g. the income obtained through the sale 
of sugarcane, tea, and maize are determined and set into relation to the extrapolated national 
rural poverty line.
  A regionalization of the scenario results via the farmland typology allows exploring livelihood 
situations specific to a particular type of farmland. The scenario results further allow 
identifying areas that are most vulnerable to certain changes of yields and prices and thus 
reflect the heterogeneity of the farmland. The spatial explicitness of the model can facilitate 
planning activities to improve the situation of rural livelihoods by providing location-specific 
information. 
  An interactive and dynamic Web-based tool was developed in order to better explore the high 
number of choropleth maps resulting from the spatially explicit analysis. The tool consists of 
the three main parts designed to explore individual maps in large, to display series of small 
multiple maps, and to illustrate the differences between the ten farmland types with the help 
of large-scale visualizations of present and possible future LULC situations. 
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10. Discussion
10.1	Discussion	of	selected	OBIA	topics	and	the	OBIA	workflow	
10.1.1 Optimization of segmentation parameters
From the review of nine studies described in recent literature (ch. 3.3.2) it can be concluded that 
encouraging research is carried out in the field of segmentation parameter optimization, even though 
the application of optimization techniques is still the exception rather than the rule. In order to better 
characterise optimization studies, a conceptual framework for the categorization of optimization studies 
was developed here and applied to the nine studies (ch. 3.3.2). The analysis revealed that different 
methods are applied for evaluation, e.g. based on a comparison index evaluating over- and under-
segmentation plus segment positions (Möller et al., 2007) or based on genetic algorithms (Costa et 
al., 2008). However, the design of optimization studies is not a trivial task and considerations on the 
design are often not made thoroughly. Instead of demonstrating the usability of a certain method of 
discrepancy or goodness evaluation within a real case study that actually aims at a multilevel LULC 
classification, many authors solely focus on the evaluation methods applied (e.g. Wang et al., 2004; 
Weidner, 2008). 
Categorization of the parameter optimization conducted
The requests for a thorough study of parameter optimization formulated in chapter 3.3.2 are well met 
by the approach presented here. While it has been assured from the very beginning that the focus 
test sites represent the heterogeneity of the area under investigation well, it was shown that groups of 
classes are optimized individually. While many of the existing studies examine the scale parameter only 
(e.g. Kim & Madden, 2006; Drăguţ et al., 2010), here, all degrees of freedom of the multiresolution 
segmentation are covered, and parameter settings are selected in adequately small increments. 
Applying the conceptual framework of categorization (cf. Tab. 3.1), the study presented uses both 
goodness (I-G1 and G2) and discrepancy (I-D1) methods. While most studies rely on either goodness 
or discrepancy methods, it was here decided to follow the approach suggested by Radoux and Defourny 
(2008). Like this, the study took benefit of the advantages of both kind of methods, i.e. on the one hand 
to be independent from reference data that might be influenced by the interpreter and on the other 
hand to calibrate the settings to an actual result and to allow for an optimization per class or group 
of classes (cf. ch. 4.1.2). Considering that multiple scale representation is regarded as one of the main 
advantages of OBIA over pixel-based image analysis (cf. ch. 3.1.2), an accounting for the multilevel 
principle was assured in the study conducted by optimizing segmentation parameters per group of 
classes (II-2). Surprisingly, out of the nine studies, to which the categorization system was applied to, 
Table 10.1: Applying the conceptual framework of characterising parameter optimization studies to the 
approach presented here. (cf. Tab. 3.1 for other studies)
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goodness (I-G1+ I-G2): objective function 
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Categorization based on …
 I:  the kind of evaluation method used  see p. 37
 II:  the applicability of the multilevel principle see p. 39
 III:  study site size and sampling see p. 39
 IV:  the parameter combinations covered see p. 40
 V:  the degree of automation of a study see p. 40
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only three account for the multilevel principle (Costa et al., 2008; Drăguţ et al., 2010; Weidner, 2008). 
From the studies considered, the one presented here is the only one where a cross-checking of results is 
possible (III-3). Furthermore, a large number of candidate segmentations were tested and the approach 
includes an elaborative reconsidering of results and their interpretation (IV 2b).
Customized GIS models were implemented to facilitate processing of a large number of candidate 
segmentations. However, automation has not reached a stage in which a tool can be provided that 
would allow an easy applicability also by other users. In the current stage, manual intervention is still 
needed in several of the processing steps. Therefore, a categorization of type V cannot be assigned. 
Future research would need to be conducted on how to integrate all calculation steps within one 
software package, i.e. in eCognition. Only then, automation could be advanced allowing the procedure 
to become more user-friendly. However, there is currently no obvious way to integrate the calculation of 
Moran’s I index into eCognition. Besides, implementing the measures of over- and under-segmentation 
into eCognition would require significant programming efforts. 
Number of parameter combinations vs. processing time 
Studies of segmentation parameter optimization frequently require a trade-off between a meaningful 
number of parameter combinations against the resulting processing time (and disk space). A testing 
of small increments is desirable in order to gain more accurate results but may lead to inadmissible 
calculation efforts. One possibility to meet both criteria is to split the study into two steps – as done 
in the study presented here. Though, dependencies between parameters need to be considered; i.e. it 
is not meaningful to optimize shape factor and compactness in two individual steps, because only by 
considering both at a time, the best suited segmentation can be determined. If the study conducted 
was not split, it would have been necessary to create 12,000 candidate segmentations that would 
have occupied approx. 400 GB of disk space (38.7 GB × 12,000 / 600; cf. ch. 4.1.3), leading to some 
difficulties in handling the data. However, the processing time would have been even more problematic: 
approx. 15 days (37.5 hrs. × 12,000 / 1,200) for the creation of the candidate segmentations, approx. 
4 days (8 hrs. × 12,000 / 900; cf. ch. 4.3.1) for the calculation of the discrepancy measure, and another 
approx. 12 days (14 hrs. × 12,000 / 600) for the calculation of the goodness measure.
Further topics of discussion
A segmentation result that exhibits certain characteristics or fits best to a reference segmentation result 
does not necessarily guarantee that it will also lead to the best classification result possible. It would 
therefore be desirable to actually compare classification results obtained with different candidate 
segmentations. In their comparison of 23 different scale parameters, Kim and Madden (2006) use 
actual classification accuracies for choosing a suitable setting. However, their classification procedure 
relies on a very simple sample-based SNN classification that is not adjusted for the different scales. In a 
more realistic approach, complex rule-based multilevel classification would need to be elaborated and 
adjusted for each segmentation result individually. However, it would by far be too time-consuming to 
conduct proper classifications for all possible options (Wang et al., 2004). Nevertheless, an interesting 
question for future research would be to investigate how accuracies of classification results obtained 
with selected parameter settings could be taken into consideration by an optimization procedure.
All studies of parameter optimization examined here, including the current study, are designed for or 
applied to certain imagery and a specific task. Thus, the segmentation parameter settings obtained are 
only valid for a very particular, narrowed case. However, more general statements would be desirable 
on what parameter settings should be used for certain LULC classes, sensed by a certain sensor, under 
certain conditions, and in a certain type of landscape. Here, future research could establish an open 
reference catalogue summarising segmentation parameter settings considered optimal under given 
conditions. Such a catalogue would certainly be a valuable tool and could be used as a starting point for 
any new LULC classification and would accelerate the development of rule-based classifications. The 
same type of catalogue could be established for features that serve to describe a certain class best. The 
information needed could be obtained from existing studies like the one presented here (see Tab. 4.6 for 
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exact settings). But unfortunately – besides that collecting these substantial information would require 
a lot of time – in literature, the exact settings of segmentation parameters used in OBIA studies are 
often not stated by the authors.
On the relevance of the results for the actual classification
The results obtained from the optimization of segmentation parameters (cf. ch. 4) could directly be used 
for the classification without any further adjustment. The results are especially valuable, because the 
setting of segmentation parameters is a crucial step in any OBIA classification and the application of 
trial-and-error runs is not a good alternative (cf. ch. 10.1.5). Therefore, even though a new procedure, 
which besides is very laborious, had to be developed, it can be concluded that it was very worthwhile to 
conduct the parameter optimization. Moreover, the procedure was also used to review the grouping of 
classes that had been made prior to the analysis (cf. ch. 4.4). The analyses revealed that four groups of 
classes, which correspond to the four segmentation levels, are most suitable. This finding could as well 
be directly used in the classification and presents an important decision to be made. 
10.1.2 Feature selection and threshold determination
Exploring feature characteristics based on histograms and scatter plots has for a long time been a 
standard method of data exploration in remote sensing (cf. Buchroithner, 1989; Lillesand et al., 2008 
‘graphical representation of the spectral response patters’). However, even if the amount of features 
available in pixel-based classifications is limited to the number of bands and derived ratios or other 
image transforms, feature selection is applied in pixel-based remote sensing (Richards & Jia, 2006) and 
is especially useful for the analysis of hyper-spectral imagery (Bittencourt & Clarke, 2004). In OBIA, 
any object feature can be used for exploration. With the almost infinite number of features available it is 
not practical to identify suitable features using graphical representations. For highly multi-dimensional 
object spaces such as in the case of OBIA, quantitative selection procedures are needed instead. 
Such analyses use reference data and identify suitable features based on statistical measures of class 
separability such as divergence, Jeffries-Matusita distance, and Bhattacharyya distance (cf. ch. 3.3.3). 
Feature selection tools assist the user in applying the measures to sample objects with feature values 
assigned to them and occasionally also determine threshold values to be used in class membership 
definitions. In this thesis, the ready-to-use and relatively easy to handle SEaTH tool (Nussbaum 
et al., 2005; Marpu et al., 2008) was preferred over eCognition’s built-in ‘feature space optimization’ 
(Definiens, 2009b; cf. Leduc, 2004) and approaches based on GA (Van Coillie et al., 2007) or CART 
(Bittencourt & Clarke, 2004). While very little information about the underlying method is available for 
the ‘feature space optimization’ routine, the latter two solutions are not implemented as ready-to-use 
software. 
Limitations of automated feature selection 
In an automated feature selection that is conducted prior to the classification, by nature no class-related 
features can be considered, because classes are not yet defined. Furthermore, hardly any shape features 
were selected by the algorithm (ch. 5.2.1). This means that from the different types of features available 
in OBIA (cf. ch. 3.1.3), only spectral features, texture features and those customized features that are 
arithmetic rather than relational are of importance to the automated selection. Consequently, a number 
of features that are important for rule set development are omitted in automated feature selection. 
Another limitation of the SEaTH tool is that feature characteristics are assessed individually (cf. ch. 
3.3.3). However, combining features with dissimilar characteristics is often more effective, even if one 
of the features suites to exclude only few objects and thus has a low separability value. This combinatory 
effect of features is neglected by the software.
In the feature selection conducted, multiple scale representation was accounted for firstly by deriving 
feature values from the according segmentation level and secondly by only considering objects of the 
same or a higher level (having larger objects). In this setup, however, the consecutive classification 
approach is not accounted for entirely, because the order in which classes are classified within a group 
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of classes is determined as part of the classification stage (cf. ch. 10.1.5) and thus not known at the 
time of conducting feature selection. A feature selection that entirely accounts for the consecutive 
classification approach would for a given class need to consider those objects of classes which are 
classified later on. This would, however, require a strong interweaving of the feature selection with the 
rule set development and would make feature selection more complex and time-consuming.
On the relevance of the results for the actual classification
Results obtained through the feature selection present a good starting point for the actual rule set. But, 
only less than half of the features were actually used in class descriptions (cf. Tab. 5.1). Instead, for 
many class descriptions a priori constraints (e.g. regarding shape characteristics) proved to be useful 
and class-related features played an important role in the rule set developed (cf. ch. 6.1). However, 
this deficit of incompleteness of the feature selection applied is of systemic nature rather than caused 
by the software used, because neither a priori constraints nor class-related features can be detected by 
automated feature selection techniques (cf. above). Furthermore, additional features determined by 
trial-and-error runs were used in order to refine class descriptions (cf. ch. 6.1). 
The selection of features that are relevant for describing a class was more straightforward than the 
optimization of segmentation parameters, because the SEaTH tool could be used. Nevertheless, 
a workflow containing multiple successive steps was necessary to conduct the statistical analysis 
(cf. ch. 5). It can be concluded that although the feature selection applied was useful, manual 
adjustments and trial-and-error runs remained a necessity.
Threshold values were determined by the SEaTH tool as an additional output for the features selected. 
Even though the determined threshold values in many cases pointed into the right direction, extensive 
trial-and-error runs were needed in order to obtain the best possible results for the imagery at hand. 
Also, in some cases a distinction regarding the image swath as well as the use of quantiles proved to 
be beneficial. Quantiles are useful for most spectral, texture, and arithmetic customized features but 
should not be used for shape or for context-based features, because they do not depend on the current 
image tile (ch. 6.1.1). Also, for classes which occur only in parts of the imagery (here: sugarcane and 
tea), absolute values are better suited (cf. ch. 6.1.2 and 6.1.3). However, both concepts could not be 
accounted for in the automated threshold analysis. It can therefore be concluded that the threshold 
determination was of little practical help for the classification conducted.
10.1.3	On	the	relevance	of	true	image	hierarchy	and	fuzzy	membership	definitions	for	the	
classification	result
The concepts of truly hierarchically connected segmentation levels as well as the use of fuzzy logic in 
the definition of class memberships are considered to be important advantages of OBIA over traditional 
classification techniques (e.g. Hay, 2002; Shackelford & Davis, 2003; cf. ch. 3.1.2). This is also reflected 
by the fact that ‘hierarchy’ and ‘fuzzy’ are found in the title of many OBIA-related publications (e.g. 
Lang, 2005; Benz et al., 2004; Leduc, 2004). Here, it is argued that their importance for actual 
classifications is often overestimated.
True image hierarchy
It is undisputed that a scene should be segmented at multiple scales, because different types of objects 
exhibit different sizes (Marpu, 2009; Hese, 2007). Therefore, hierarchical segmentation is frequently 
applied in studies described in literature (e.g. Ivits-Wasser, 2004; Leukert, 2005; Carleer & Wolff, 
2006). However, real world examples can rarely be encountered in which it was necessary to use true 
image hierarchy for the successful identification of a LULC class. More frequently, image hierarchy is 
used to bring together preliminary classification results from upper or lower levels (Mitri & Gitas, 2004; 
Mallinis et al., 2010; Varela et al., 2008; ch. 6.1.1) or in order to use thematic layers for inclusion or 
exclusion (Gao, 2008; Kux & Araújo, 2008; ch. 6.1.1) via the ‘existence of super/sub objects’ feature.
It should also be noted that the truly hierarchical approach involves some disadvantages. In a strictly 
hierarchical setting, segment boundaries are not generalized when creating an upper level but existing 
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segments are merged only (Lang, 2008). This may lead to a suboptimal delineation of larger objects. 
The inheriting of segment boundaries is also problematic for multilevel parameter optimization 
procedures (ch. 3.3.2). In order to reproduce the inheriting of segment boundaries, the optimization 
would need to be completed for each level individually. Only when the best suited settings for the 
lower level are known, the candidate segmentations for the next upper level could be created. As a 
consequence the parameter optimization procedures would become even more complex and time-
consuming. The classification carried out here is therefore not based on a strictly hierarchical object 
network. Instead of inheriting segment boundaries to upper levels, all unclassified objects of a lower 
level are merged after the classification of a lower level (cf. ch. 6.1.1).
Fuzzy membership definitions
The concept of fuzzy logic presents a valuable means for describing vague information (cf. Witte, 2002). 
Since ‘fuzzy’ is the standard procedure for class membership rules in eCognition (Benz et al., 2004), 
it is very likely that a classification carried out with this software uses some sort of fuzzy definitions. 
The following discussion, however, distinguishes between the use of fuzzy logic a) for combining class 
membership rules and b) for the final classification result.
A class description usually contains multiple features. Here, it is convenient to classify an object that 
has a low but still acceptable score for only one or two features but to reject the object in case it has 
a low score for many features. However, the fine tuning of thresholds is already the probably most 
time-consuming part of rule set development (ch. 6.1.1), even when not focusing on the choice of 
membership function types, their curvature, and the exact values for upper and lower membership 
thresholds. Therefore, the benefit resulting from fuzzy membership definitions is relatively small for the 
classification as a whole. In the classification carried out here, only the two basic function types ‘larger 
than’ and ‘smaller than’ were therefore used, without adjustments of function curvatures (ch. 6.1.1). 
During the determination of thresholds, for practical reasons only the approximate function mean 
value was defined (i.e. the membership value of 0.5; cf. Fig. 3.3). For the upper and lower boundary of 
the membership function (membership values 0 and 1), values slightly lower and higher than the mean 
value (e.g. 1% or 2%) were then chosen instead of applying a laborious fine tuning of these boundary 
values. 
For the final classification result, crisp statements are usually to be preferred, because how useful is the 
information that a certain object is with a certainty of 80% a house but with a certainty of 20% a road? 
This example demonstrates that fuzzy statements on multiple class memberships are only meaningful 
for classes that can be described by an ordinal relationship, or even by an interval / ratio relationship. 
Other than in e.g. wetland classification (Grenier et al., 2008) or when addressing the problem of 
mixed pixels (Benz et al., 2004), general LULC classifications usually require crisp classes of discrete 
categories that are scaled nominally (Jensen, 2005). Therefore, in the classification carried out here, a 
crisp class assignment was chosen and every object was assigned to exactly one class.
10.1.4	Accuracy	assessment	of	OBIA	classification	results
Accuracy assessment based on an evaluation of the error matrix is still a very common method for 
evaluating OBIA results (Gao, 2008; Matinfar et al., 2007; Navulur, 2006), mainly because it is 
a well-known methodology that allows addressing errors systematically. However, errors of mis-
segmentation, which by their very nature do not occur in pixel-based assessments, need to be assessed 
separately. Following the concept of Eisfelder et al. (2009), classes which do not separate well from 
the surroundings can be identified. Assessments of shape fit, such as suggested by Schöpfer et al. 
(2008) and Albrecht (2010), play a minor role in general land use classifications where areal fit is 
more important: a frequent application of a general land use classification is the analysis of the share 
of land cover, i.e. as in the case of the farmland typology (ch. 8) and the scenarios of rural livelihoods 
(ch. 9). Therefore, a weighting based on the areal error is suggested here. Like this the assessment 
is shifted from a mere binary to an areal error assessment where large objects contribute stronger 
to the assessment because they are more important. Thus, a more realistic view on the accuracy 
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can be obtained with regard to the usability of the classification result for a given task of general 
LULC analysis. Point-shaped object types, such as small houses, provide an exception, because their 
occurrence rather than their extent matters. Here, the non-weighted figures are more meaningful. 
For the classification performed, accuracy values improved in the majority of cases when applying the 
weighting. As this is not the case throughout, weighting must not by mistake be seen as a means to 
manipulate accuracy assessment to improve the resulting figures. 
Site-specific OBIA accuracy assessment
A site-specific accuracy assessment that applies methods as e.g. known from bi-temporal change 
detection based on post-classification comparison (cf. Coppin et al., 2004) is suggested here. As a 
prerequisite, reference data covering a complete area needs to be available, e.g. from ground truthing. 
The resulting error masks are illustrative and easy to comprehend (cf. Fig. 7.4). Error masks indicate 
the spatial occurrence of errors and help to identify weaknesses of class descriptions. Therefore, they 
may already be used during classification for cross-checking the rule set (cf. ch. 10.1.5). In addition 
to the site-specific assessment, non-site-specific accuracy assessments can be used to check whether 
a class is over- or under-represented (cf. Tab. 7.1). Different classes were used for the visual image 
interpretation and the actual classification (cf. Tab. 2.3). This needs to be taken into account when 
interpreting accuracy results of the binary error mask. Classes used in the visual image interpretation 
that are not present in the OBIA classification inevitably lead to errors, because they are not mapped 
by the error matrix. However, these errors are inherent to the system rather than a result of a poor 
classification. Thus, values derived from the binary mask tend to underestimate classification accuracy.
The site-specific accuracy assessment proved to be especially useful in case of the class house. While 
the error matrix here revealed high success rates and the visual interpretation did not identify 
any particular classes with high confusion, the comparison of the number of occurrences revealed 
considerable insufficiencies (cf. Tab. 7.1, bottom) allowing for a more realistic estimation of accuracy in 
this particular case.
Error matrix and visual judgement of accuracy
While with the stratified random sampling used for the error matrix, the complete area under 
investigation is covered at the level of individual segments, with the delineation of site-specific error 
masks selected sites are assessed covering the complete area of the subset. These two types of accuracy 
assessment do thus complement one another well. As a third pillar of accuracy assessment, visual 
judgement was chosen. While some authors consider a visual judgement of a classification outcome not 
a valid method of assessment (e.g. Congalton, 1991), others emphasise on its usefulness and request for 
a visual assessment besides applying statistical methods (e.g. Lung, 2010). For the classification carried 
out, the visual assessment proved to be valuable, especially to identify problems that occur in a specific 
region only. These errors could not be identified by the other techniques and would thus have been 
missed. That a visual judgement of accuracy presents a good starting point for judging classification 
outcomes was further confirmed by the fact that visually identified class confusions generally match well 
to the observations obtained through the analysis of the error matrix. This fact confirms that a visual 
judgement of accuracy assessment presents a good starting point for judging classification outcomes.
Concluding remarks on OBIA accuracy assessment
It was demonstrated that the accuracy of a classification has many facets. By concentrating on a single 
aspect, i.e. by using one particular evaluation method or focusing on one single value, certain errors 
might be missed and the classification outcome is reflected in an unrealistic manner. Applying different 
methods and considering different figures helps to gain a more realistic estimation of the classification 
outcomes – even if this approach is more complex and no single representative value can be given. The 
approaches suggested here cover different facets of accuracy by combining methods even though they 
are considered historical or outdated (cf. Foody, 2002), and lead to a comprehensive assessment of 
accuracy for OBIA classification results.
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Promising research is conducted in the field of OBIA-specific accuracy assessment (cf. e.g. Albrecht, 
2010; Eisfelder et al., 2009; Schöpfer et al., 2008). However, so far no comprehensive methodological 
framework exists for the assessment of general LULC classifications plus there is no easy-to-apply 
software implementation of OBIA-specific accuracy assessment approaches. Therefore, it is desired to 
carry out more research in this field. The OBIA community should address the field with higher priority 
and be better aware of the problem.
10.1.5	Workflow	considerations	for	systematic	and	structured	OBIA	classifications
An OBIA classification usually consists of several tasks. As outlined in Lübker and Schaab (2010), 
on which this subchapter draws, these tasks can be grouped into four stages (Tab. 10.2): a) pre-
classification, b) segmentation, c) classification, and d) post-classification. The boundaries of these 
stages can be ambiguous. Tasks of the post-classification stage like cartographic generalization and 
checking for logical errors can, if appropriate, also be integrated into the actual classification stage. 
When applying classification-based segmentation (cf. Benz et al., 2004), the segmentation task directly 
interacts with the classification stage.
The applicability of statistical analysis, expert knowledge and trial-and-error runs
To carry out the above named individual tasks, some researches rely almost exclusively on statistical 
analysis such as the optimization of segmentation parameters (cf. ch. 4, for discussion see ch. 10.1.1) 
or the selection of features suitable for class descriptions (cf. ch. 5, for discussion see ch. 10.1.2). By 
contrast, others emphasise the importance of expert knowledge (cf. ch. 3.2.3; e.g. Hay & Castilla, 2008; 
Lang, 2008). Statistical analysis can help to reduce subjectivity, which often results from the sole use of 
visual judgement. Without the integration of such objective quantitative measures, classification results 
strongly depend on the experience of the image analyst and may depend on chance. The integration 
of a priori expert knowledge is commonly seen as one of the key advantages of OBIA over pixel-based 
approaches (cf. Platt & Rapoza, 2008). Without the incorporation of this knowledge, a rule-based 
classification approach is not very different to a simple sample-based NN classification approach.
In order to benefit from the advantages of both approaches, they should be combined within an 
integrative workflow. This means that statistical analysis should be applied and expert knowledge 
should be incorporated wherever appropriate. For particular tasks, such as the refinement of 
class descriptions, however, trial-and-error runs remain the only or the most suitable option (see 
below). In an integrative workflow, it is crucial to decide which approach should be applied to which 
task. However, most research has so far concentrated on particular aspects in isolation, rather 
than developing strategies that combine statistical analysis with expert knowledge. Therefore, the 
applicability of the approaches for common OBIA tasks is outlined below (see also Tab. 10.2) with the 
intention to present a systematic and structured OBIA classification scheme.
First stage: pre-classification
The general classification strategy is here referred to as the choice between a) classifying all desired 
LULC classes or groups of classes at once (competitive classification strategy) or b) classifying each 
class or group of classes individually (consecutive classification strategy) (see ch. 3.2.3 for explanation). 
While the first strategy better allows defining fuzzy class membership values and good classification 
results can be achieved (cf. e.g. Neubert, 2005), the latter strategy comes closer to the procedure applied 
during visual image interpretation (cf. also Arroyo et al., 2010). In any case the decision for one or the 
other is solely based on expert knowledge, because statistical analysis as well as trial-and-error runs 
would by far be too complex and seem little promising. 
For a broad classification of LULC classes a grouping of classes representing the segmentation levels is 
useful (cf. ch. 6.1.1). Like this the characteristics of the individual classes regarding object size and shape 
are accounted for while at the same time the number of segmentation levels is kept at a feasible number. 
Again, this task depends on the experience of the analyst but can be revised during the statistical 
optimization of parameter settings (cf. ch. 4). 
134 10. Discussion
In OBIA (Neubert et al., 2008b; Vanhuysse et al., 2010) and even more so in pixel-based remote 
sensing (Jackson & Huete, 1991; Coppin, et al., 2004), vegetation indices are very frequently used to 
improve classification results. The potential of using Canny edge images in remote sensing application 
is demonstrated by Ali and Clausi (2001) as well as Turker and Kok (2006). The choice of image 
derivates is mainly based on expert knowledge, e.g. obtained from literature, and trial-and-error runs. 
Second stage: segmentation
In the segmentation stage the optimization of segmentation parameters (ch. 4) is crucial, because all 
subsequent classification steps depend on the segmentation quality (Hofmann et al., 2008a; Singh et 
al., 2005). When using eCognition’s region-based multiresolution segmentation (cf. ch. 3.2.1), trial-and-
error runs seem inappropriate due to the high number of possible options. Expert knowledge might be 
incorporated to some extent as an a priori constraint for an optimization procedure. However, optimal 
Table 10.2: Common OBIA tasks grouped by classification stages (left) and choice of the appropriate approach 
(statistical analysis, trial-and-error, expert knowledge; middle) as well as a categorization on the realisation of 
the tasks (right). (Source: Lübker & Schaab, 2010, Tab. 1, extended)


















general classification strategy  
 (cf. ch. 3.2.3 / 6.1.1) X – – –
grouping of classes  
 (cf. Tab. 2.3 / ch. 4.1) X – – –
choice of image derivates  
 (cf. ch. 2.1.3) (x) X – – –
stage: seg men tation
optimization of segmentation 
parameters  (cf. ch. 4 / 3.3.2) X
new method1 (partly 







selection of relevant features  
 (cf. ch. 5 / 3.3.3) X (x) (x)
existing method
partly regarding methodology
definition of thresholds  
 (cf. ch. 5 / 3.3.3) (x) X hardly –
use of ancillary data  
 (cf. ch. 2.1.4 / 6.1.3) (x) (x) X – – –
definition of a priori constraints  
 (cf. ch. 6.1)
X – – –
refinement of class descriptions  
 (cf. ch. 6.1.1 / 6.1.5) X (x) new method
3 as far as 
possible –
order of classification  
 (cf. ch. 6.1.1) (x) X – – –
stage: post-classification
cartographic generalization  
 (cf. ch. 6.1.1) (x) X
new 
implementation yes –
checking for logical errors  
 (cf. ch. 6.1.1) (x) X
new 
implementation yes –
accuracy assessment  
 (cf. ch. 3.3.4 / 7.2) (x)
a X new concept
4, new 
implementation




X: most appropriate approach; (x): optional application; (x)a: methods of error assessment are based on statistics  
1: area fitness rate (AFR);  2: conceptual framework for the categorization of optimization studies;  3: classification-based NN 
classification;  4: combination of existing concepts (cf. ch. 7.2.1)
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segmentation settings can differ greatly for different imagery and LULC classes. This lets statistical 
analysis to be the best suited option. 
Third stage: classification
In rule-based classifications, the quality of class descriptions determines how correctly classes can be 
distinguished from another and is therefore directly related to classification accuracy. Therefore, the 
selection of features (ch. 5) to be used in class descriptions and the definition of thresholds can be seen 
as one of the core tasks in rule set development (cf. ch. 3.3.3).
Selecting the most relevant features for a class description can either be accomplished through excessive 
trial-and-error comparisons or through statistical analysis. Such analyses are based on reference data 
and calculate class separability using certain measures (Richards & Jia, 2006; Swain & Davis, 1978). 
Expert knowledge can be of advantage when selecting input features for analysis or in order to limit 
trial-and-error runs. Feature selection tools assist the user also in finding suitable thresholds to be 
used in class membership definitions (Marpu et al., 2008). For large and heterogeneous areas under 
investigation, however, extensive trial-and-error runs in spatially well distributed image subsets remain 
a necessity. 
For most LULC classes a single class description based on statistically determined features alone might 
not be sufficient. An additional refinement of class descriptions using further rules and/or sub- or 
temporary classes becomes necessary. Here, rules using context-based features expressing relations to 
already classified objects can be defined (cf. ch. 3.1.3)29. In order to set-up these rules trial-and-error 
runs present the most realistic option. However, the rule set can become very complex and a testing of 
what elementary effect a single feature and a rule have on the end result can become challenging. 
The use of ancillary data in OBIA is an often discussed topic in literature (Blaschke & Lang, 2006), 
supported by the fact that with software like eCognition the integration of data from multiple sources 
and of both raster and vector representation has become straightforward. What ancillary data are to 
be used in a classification scheme is after all determined by its availability. The use of ancillary data 
strongly depends on expert knowledge. However, trial-and-error runs as well as statistical approaches 
can be used in order to further improve their employment. When ancillary data are used e.g. as a 
limiting factor, the task overlaps with what is here referred to as the refinement of class descriptions or 
can be seen as an a priori constraint. 
Similarly to the refinement of class descriptions the definition of a priori constraints can help to 
enhance the classification result by further restricting the class description. These limiting definitions 
are based on expert knowledge and may involve ancillary data, minimum area sizes, and relations to 
already classified objects. 
When following the consecutive classification strategy, the order of a classification, i.e. in which 
sequence classes are classified, plays a role (cf. Zlinszky et al., 2012). As in visual image interpretation, 
classes that contain rather small objects and that are relatively easy to delineate are classified first. The 
decision on a particular classification order is based on expert knowledge; trial-and-error runs may be 
used in order to confirm the assumptions made. 
Fourth stage: post-classification
In the context of OBIA different kinds of cartographic generalization can be applied: a) shape 
generalization enhancing objects by smoothing their outline or making them follow geometric shapes 
e.g. of a rectangle or circle, b) merging of over-segmented objects, and c) omission of very small objects 
by defining minimum sizes (cf. ch. 6.1.1). These generalization techniques can also be applied at an 
earlier stage of classification for refining class descriptions, i.e. the two tasks overlap. The application of 
such generalization techniques requires expert knowledge, their degree of utilization must, however, be 
tested by trial-and-error.
29 Context-based features cannot be identified by the SEaTH procedure, because a classification result does not yet exist 
(cf. also ch. 10.1.2).
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While a checking for logical errors is already conducted as part of the refinement of class descriptions 
during the classification stage, it can again become necessary towards the end of the workflow to re-
classify objects based on classes from a higher level. Such a checking for logical errors is based on expert 
knowledge; similar to other tasks fine tuning might also require some trial-and-error. 
The assessment of the result’s accuracy (cf. ch. 3.3.4, 7.2 and 10.1.4) is typically the last task of any 
image analysis. While the assessment is usually merely applied as a means to judge the classification 
outcomes, it may also be interwoven with the classification stage in order to further improve results. For 
an interweaving, a site-specific error assessment as provided by the toolbox presented here (cf. ch. 7.2.1) 
suites best, because it is easy-to-use and helps to carry out the comparison rapidly. However, when 
using the same objects for further improving classification results and as a means to judge the 
classification outcomes, the assessment is statistically biased and an overestimation of the accuracy has 
to be expected. For this reason and in order not to further increase the complexity of the classification 
process, the accuracy assessment applied here was merely used as a means to judge the classification 
accuracy. The methods used to assess the classification accuracy are all based on expert judgements, 
even if they are based on statistical procedures that quantify the degree of error. 
Application of the workflow in the classification carried out
The classification carried out here follows this systematic and structured classification scheme as 
recommended above. While the statistical analyses applied for optimizing parameter settings as well as 
for selecting features (and thresholds) are described comprehensively in chapters 4 and 5, both expert 
knowledge and trial-and-error were applied to accomplish the other OBIA tasks. The workflow becomes 
manifest in the rule set used for the classification (cf. Niemeyer, 2009). Individual processes and their 
control structures are defined in the process tree, while classes and their fuzzy membership functions 
are defined in the class hierarchy (cf. ch. 3.1.4). 
As an a priori decision, i.e. as part of the pre-classification stage, the general classification strategy 
was chosen (cf. ch. 3.2.3). A consecutive classification strategy was chosen here in order to include 
experiences gained from the visual image interpretation. Classes were combined into four meaningful 
groups as identified during parameter optimization (cf. ch. 4.1 and Tab. 2.3). The grouping was again 
guided by experiences gained through the visual image interpretation (i.e. by expert-knowledge). 
Hence, the four segmentation levels were created one after the other followed by the actual classification 
of the according classes. Therefore, segmentation is here allotted to the classification stage (cf. Fig. 
6.1). The choice of image derivates (cf. ch. 2.1.3) to be used had been made prior to developing the 
actual rule set (cf. ch. 6.1.1). While the choice of the two image derivates, vegetation index and edge 
image, was mainly based on literature sources, the settings for deriving them were guided by trial-and-
error runs. Their suitability for the classification carried out was verified as part of the optimization 
of segmentation parameters and the selection of features, i.e. using statistical analysis. In coincidence 
with the applicability of the different approaches (cf. Tab. 10.2), all tasks associated with the pre-
classification stage mainly depend on expert knowledge.
Synthesis of the workflow considerations
The systematic workflow considerations carried out here revealed that for only two out of the thirteen 
tasks identified, statistical analysis presents the most appropriate approach: parameter optimization 
and feature selection (cf. Tab. 10.2). However, these two tasks are of essential importance for any OBIA 
classification and were therefore addressed here to a greater extent than the other tasks. The setting of 
segmentation parameters should be as adequate as possible, because all subsequent classification steps 
depend on the segmentation results (Hofmann et al., 2008a; Singh et al., 2005; cf. ch. 3.3.2). An initial 
selection of suitable features is essential (Carleer & Wolff, 2006; cf. ch. 3.3.3), because the choice can be 
used as the basis for developing the actual rule sets. In turn, sophisticated class descriptions are crucial 
for any rule-based classification, because they determine how correctly a class can be distinguished 
from others. At the same time, parameter optimization and feature selection require numerous 
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decisions and can be considered to have a multi-dimensional problem space. Finding the best solution 
based on trial-and-error would easily exhaust the user (Gao, 2008).
For the definition of thresholds and the refinement of class descriptions the application of trial-and-
error runs is indispensable while for six further tasks trial-and-error is an option. In addition, expert 
knowledge plays an important role in any OBIA workflow. Out of thirteen tasks, nine rely on expert 
knowledge while for two further tasks its integration is optional. While with the integration of context 
and human perception into rule set development the advantage of OBIA over pixel-based approaches is 
apparent (cf. Förster, 2008), the dependency on trial-and-error is a major drawback of OBIA, because 
repeated test runs lead to long developing times. At the same time, the integration of expert knowledge 




With the results of the OBIA classification, for the first time, highly detailed LULC information is 
available for the farmland surrounding Kakamega Forest. While the available analysis of Landsat 
imagery allows for the delineation of long-time land cover time series that are e.g. valuable for analysing 
changes in forest biodiversity patterns (Lung, 2010), the coarser resolution of the sensor does not 
allow for a detailed classification of the farmland. With a resolution of the QuickBird sensor that is 
comparable to aerial photography (cf. ch. 2.1.1; Lübker, 2005), however, fifteen classes of LULC (plus 
shadow and unclassified) could be distinguished within the farmland (cf. ch. 7.1). These highly detailed 
classification results allow an in-depth analysis of the farmland surrounding the forest. 
With an overview map on LULC proportions where the classification results are spatially aggregated 
(Fig. 7.1) it is already possible to depict some geospatial patterns such as e.g. the boundary between 
sugarcane and tea dominated farming. Moreover, with the classification results, a regionalization 
or typification of the farmland can be performed as described in chapter 8. When combining the 
classification results with census data (cf. ch. 9.2.1) as well as socio-economic assumptions and data (cf. 
ch. 9.2.2), the situation of rural livelihoods can be described in a spatially explicit manner and scenarios 
of future developments can be modelled. 
Validation of land use proportions and farm sizes
For validation of the classification results of land use proportions for the three main crop types, besides 
the BIOTA household survey of 2006 (Diwani, 2009), the outcomes of semi-structured interviews 
conducted at 385 randomly selected rural households near Kakamega Forest in 2005/2006 by Börner 
et al. (2009). His study revealed that on average about 74% of the area of a farm is used for crop 
production. The questionnaires further revealed that on cash crop oriented farms about 36% to 37% of 
the land is used for the cultivation of sugarcane and about 5% to 7% for the cultivation of tea, while on 
subsistence-oriented farms about 67% to 70% of the farmland is used for the cultivation of maize (and 
beans) (ibid.). The BIOTA household survey on the other hand revealed that sugarcane oriented farms 
use 57% to 58% and tea oriented farms use 26% and 53% of their land for the cultivation of cash crops. 
On subsistence-oriented farms between 62% and 82% of the farmland is cultivated with maize (and 
beans) (ibid.). The high share of tea cultivations decreases though when taking into consideration that 
54 out of 69 farms in the tea dominated farmland had not cultivated any tea – resulting in an adjusted 
average of 8%. The same situation applies for sugarcane resulting in an adjusted average of 25%.
According to the OBIA classification result, on average 61% of the land is used for cultivation or as 
‘fallow and grassland’ (cf. Tab 7.3). Considering that, according to the classification results, 29% of the 
area investigated is covered by woody vegetation and another 6% by houses and homesteads, the figure 
provided by Börner et al. (2009) seems rather high. Land use figures derived from the satellite imagery 
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of 26% and 27% for the two sugarcane oriented farmland types (Fig. 8.7) coincide well with the adjusted 
figures obtained through the BIOTA household survey. Land use figures for tea of 3% and 4% for the 
two tea oriented farmland types (Fig. 8.7) are lower than those obtained through the interviews but 
confirm the observation that in general much less farmland is cultivated with tea than with sugarcane. 
When adding 52.5% of the area classified as ‘fallow and grassland’ to the class ‘maize (and beans)’ 
(cf. ch. 7.1), the area under cultivation of maize (and beans) amounts to 53% in non cash crop oriented 
areas and between 43% and 46% in tea dominated areas (cf. Fig. 8.7). Figures are thus lower than those 
obtained from the interviews. 
In general, land use proportions obtained via OBIA fit to those obtained through interviews, but they 
tend to be slightly lower. A reason for this gap could be that parts of the 29% land classified as woody 
vegetation are in interviews not considered to be part of a farm compound which is the reference 
unit for household surveys. Areas classified as bare soil, burnt, road, river, fish pond, or shadow and 
unclassified areas only marginally influence LULC proportions, because they amount to less than 4%.
According to the farm management handbook of Kenya the average size of land available per household 
was 0.8 ha in Kakamega District in 1999 when including Kakamega Municipality and between 2.5 ha 
and 5.1 ha on division level (cf. ch. 1.3.5; Jätzold et al., 2005). The BIOTA household survey of 2006 
revealed an average land size of 1.0 ha per household with two thirds of the households having less 
than 0.7 ha (cf. ch. 1.3.5; Kenea, 2008). From the interviews conduced by Börner et al., (2009) in 
2005/2006 an overall average of 1.1 ha per household was derived. From the OBIA classification results 
in combination with census data, a mean value of 0.6 ha per household was derived for the area under 
investigation for 2005 (cf. ch. 9.2.1). Variability within sub-locations is high though, ranging from 0.10 
ha in Kakamega Township to 1.75 ha in Chimuche. The average size of land available per household 
assumed here is thus slightly lower compared to other sources. 
Transferability of the rule set developed
The rule set defined here in order to classify the Kakamega area is indeed very complex (cf. ch. 6.1). 
Class descriptions and classification rules were developed to be preferably universally valid. However, 
as outlined in chapter 3.3.5, different kinds of transferability of a classification procedure can be 
distinguished (Nussbaum & Menz, 2008b; Rokitnicki-Wojcik et al., 2011; Förster, 2008; Sumaryono, 2010).
The large size of the area under investigation required the development of a solid rule set that is valid 
for any part of the scene and not only in a small subset. Within-scene transferability was guaranteed 
by selecting twelve representative and well distributed test sites (cf. ch. 2.2.2) and by continuously 
cross-checking the choice of features and setting of thresholds during rule set development. Since the 
area under investigation was covered by two distinct image scenes, across-scene transferability could 
be confirmed to some extent. However, in the classification rules for some classes, different features 
and/or thresholds had to be used to successfully classify them in both swaths. Distinct reflectance 
characteristics of certain object types are caused by distinct atmospheric as well as geometrical 
conditions present in the two recordings. Therefore, when desiring to transfer the rule set to a third 
scene, time demanding adjustments would have to be accepted. 
Spatial transferability is difficult to achieve in a region that is as heterogeneous as western Kenya. 
Possibly, the rule set could be transferred to neighbouring areas some dozens of kilometres away 
without major adjustments. However, other crop types such as coffee could be encountered in other 
areas requiring adjustments of the rule set. Besides, impacts mentioned for scene transferability would 
need to be taking into account as well. Nonetheless, the rule set developed here can serve as a basis 
for other LULC classification in western Kenya and structurally similar areas. Since the two image 
swaths were recorded with a time difference of 13 days, temporal transferability can be assumed 
to some extent. Seasons are not as pronounced as in the temperate zones, even if for some parcels 
different preparation stages can be observed at the join line of the two swaths. Moreover, LULC classes 
such as houses, roads, rivers, bare soil, etc. are very unlikely to change their characteristics with time. 
Here, recording conditions are expected to have a greater impact on the transferability of a rule set. 
Across-sensor transferability is not applicable for this study.
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When intending to transfer the rule set developed for the farmland surrounding Kakamega Forest to 
another scene of the same area, to a similar area, or to a different point in time, adjustments would be 
need to be made (cf. Tiede et al., 2010). It was accepted here that such adjustments would be necessary 
in favour of a) developing a rule set that is more specific to the situation encountered in area under 
investigation and thus of b) classification accuracy, which is assumed to be higher when a rule set is 
more specific (Rokitnicki-Wojcik et al., 2011; Nussbaum & Menz, 2008b; Tiede et al., 2010).
10.2.2	Large-area	classification	of	general	LULC
A special challenge of the classification carried out here was the combination of a) large-area coverage 
with VHSR imagery and b) the complete area coverage of a general LULC classification while at the 
same time distinguishing a comparatively large number of classes.
Many OBIA studies described in literature that use VHSR imagery cover image subsets of rather small 
areas only (e.g. Ardila et al., 2010; Addink et al., 2008; Niemeyer et al., 2008; cf. Tab. 10.3), typically 
between 1 and 10 km² (Arroyo et al., 2010). On the contrary, studies that do cover large areas often use 
imagery of lower spatial resolution (cf. e.g. Biro Turk, 2011; Lung, 2010; Ma et al., 2001; cf. Tab. 10.3). 
This observation is not surprising, because lower resolution sensors have larger swath widths (e.g. 
Landsat ETM+: 185 km compared to QuickBird: 18 km), and can therefore sense larger areas within one 
overflight. However, it also means that from the six studies mentioned above, five analysed less than 20 
million pixels per time step, i.e. roughly the resolution of a modern consumer camera. By contrast, in 
the study presented here over 1.3 billion pixels were classified. With the resolution of the Landsat ETM+ 
sensor this amount of pixels would be sufficient to cover an area as large as Kenya and Somalia together.
Furthermore, many OBIA studies concentrate on one particular or very few classes. Authors e.g. limit 
their analysis to the detection of road features (Nobrega et al., 2008), the identification of burnt areas 
(Mitri & Gitas, 2004) or the classification of a certain crop type such as sugarcane (Xavier et al., 2006) 
or bananas (Johansen et al., 2009). Even studies that classify the complete area covered by the imagery 
and that thus aim at a general LULC classification sometimes distinguish five or six LULC classes only 
(e.g. Thunig et al., 2010; Arroyo et al., 2010). General LULC classifications that distinguish more than 
ten classes are presented by Matinfar et al. (2007; 14 classes) and Schmidt (2003; 17 classes) but are the 
exception rather than the rule. The study presented here distinguishes 15 LULC classes, plus the classes 
shadows and unclassified, i.e. a comparatively large number of classes. 
One main challenge associated with large-area coverage is the fact that two image swaths were required 
to cover the area under investigation (cf. ch. 2.1.1). Even when applying a sophisticated pre-processing, 
slightly different DN ranges, differences in shadow lengths as well as variations caused by different 
vegetation stages, and differences in ground use cannot be eliminated (cf. ch. 2.1.2). Another important 
challenge is the heterogeneity of the farmland and spatially varying conditions. When developing the 
rule set all relevant types of land use occurring in the area under investigation need to be covered and 
the variation of their representation in the imagery needs to be accounted for. Challenges associated 
with the large-area coverage were addressed in the classification by using twelve thoroughly distributed 
test sites (cf. ch. 2.2.2) for cross-checking the rule set development, by using quantiles instead of fixed 
Table 10.3: Comparison of selected studies described in literature regarding study area sizes and the 
approximate number of pixels needed to cover them.





Ardila et al. (2010) QuickBird 0.60 m 0.85 km² 2.4 million
Addink et al. (2008) aerial photography 0.25 m 1.20 km² 19.2 million
Niemeyer et al. (2008) QuickBird 0.60 m 3.78 km² 10.5 million
Biro Turk (2011) Aster / Landsat ETM+/TM/MSS 15 m to 60 m 1,200.00 km² 5.3 million
Lung (2010) Landsat ETM+/TM/MSS 30 m (/60 m) 9,002.00 km² 10.0 million
Ma et al. (2001) Landsat TM 30 m 380,850.00 km² 423.2 million
this study QuickBird 0.60 m 473.48 km² 1,315.2 million
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thresholds whenever appropriate (cf. ch. 6.1.1), and by setting thresholds separately for the eastern and 
western swath when necessary (cf. ch. 6.1.1). A challenge of the complete area coverage of a general 
LULC classification is that rule sets have to be developed for many classes, which is of course more 
demanding than focusing on a single class. The challenge of distinguishing more classes is that rule 
sets become very complex and require even more efforts. Also, it is only logically that a classification 
distinguishing many classes results in lower classification accuracies as compared to a classification 
distinguishing only few classes.
As a result of the challenges identified the development of the rule set was very time-consuming. 
Besides, the large file size of the image data (22.8 GB of QuickBird imagery, cf. ch. 2.1.2) let to long 
processing times, e.g. approx. one hundred hours for running the final classification (cf. ch. 6.2.1) 
making the data handling more complicated as compared to using smaller image subsets. Also due 
to the large size of the imagery, a time-consuming tiling and stitching was required (cf. ch. 6.2.1) that 
generated an additional 29 GB of image data and demanded a manual correction of errors occurring at 
the join line of tiles (cf. ch. 6.2.2). It can thus be summarised that the classification performed here was 
indeed very challenging. 
10.2.3	Classification	of	the	classes	house	and	sugarcane
Due to the high complexity of the rule set developed here, it is unfortunately not possible to specify and 
to discuss every detail of the entire rule set. Instead, the general setup of the classification is outlined 
presenting a useful starting point for other OBIA classifications (cf. ch. 6.1.1). More detailed information 
of the exact rule set is provided for the two classes house and sugarcane as an example (cf. ch. 6.1.2 
and 6.1.3). Important information of the classification, however, such as the exact settings for the 
segmentation parameters and the features used for the classification of all classes are provided without 
gaps. Thus, important decisions to be made when setting up a rule set can be transferred to other 
classification approaches. In the following section, the classification of the classes house and sugarcane 
is discussed in more detail.
Classification of houses
Many studies on the extraction of buildings from VHSR satellite imagery have been conducted and 
published in literature. Fields of application are wide and include cartographic production (Tarantino & 
Figorito, 2011), socio-economic studies (Haverkamp, 2004), urban planning (Lhomme et el., 2009), and 
the creation of city models (Mayunga et al., 2005). Building detection is considered to be a very difficult 
task and methods developed are often limited to a certain house type or a very specific application, 
fail when buildings are situated close to each other or are limited to certain building characteristics 
(Haverkamp, 2004; Mayunga et al., 2005). Restrictions include the shape, e.g. only roofs are identified 
that are rectilinear (Liu et al., 2005), and the size, e.g. only buildings with a length of between 10 m 
and 100 m (Jin & Davis, 2005) are detected. Other detection methods are semi-automated and require 
a priori information such as derived from the manual marking of the approximate building centre 
(Mayunga et al., 2005). Indirect information like edges or shadows are used by some authors (e.g. Jin 
& Davis, 2005) but even more helpful is the incorporation of 3D information that is e.g. derived from 
stereo imagery (Fraser et al., 2002) or through Lidar surveys (Weidner, 1997). 
Apart from research on informal settlements and camps of refugees or internally displaced people 
(e.g. Hofmann et al., 2008b; Giada et al., 2003; Tiede et al., 2010), most research on building extraction 
is conducted in urban areas of more economically developed countries. Therefore, detailed information 
on the localisation of individual housing is scarce in less economically developed countries (Devaux 
et al., 2007). An exception presents a study conducted by Devaux et al. (2007). For the situation 
encountered in the semi-arid extreme and only sparsely populated north of Cameroon, the authors were 
able to detect 88% of the houses using an OBIA classification routine. The classification could though 
benefit from the fact that homesteads follow a clear set-up and clearly stand out from the surroundings. 
This situation encountered is thus very different to the densely populated and highly diverse landscape 
of the Kakamega Forest area that is abundantly covered with vegetation.
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Unfortunately, existing methods are little suitable for the imagery at hand and could not easily be 
transferred to meet the special needs encountered in the farmland analysed. For the study conducted, 
no a priori information on houses, such as high resolution 3D data, was available and a semi-automated 
procedure was rejected due to the large number of houses. Shape constraints could not be applied, 
because houses may be rectilinear, quadratic, or circular. A size constraint of 19 / 20 m² as the lower 
limit was used in the rule set (cf. Fig. 6.2), but did not have a major effect on the classification. An upper 
limit was not used in order not to exclude schools and factories. Moreover, at market places, houses 
are attached to one another so that they appear as large house objects in the imagery. Therefore, a very 
complex classification routine was developed (see ch. 6.1.2 and Fig. 6.2) that consists of 15 individual 
processes and is based on a number of different spectral, texture, customized, and contextual features.
Classification of sugarcane 
Research aiming at the classification of sugarcane by means of remote sensing is associated with the 
agricultural sector and in particular carried out in countries with extensive sugarcane production 
such as Brazil, Australia or South Africa. According to Abdel-Rahman and Ahmed (2008), studies 
are conducted in order to a) map the extent of sugarcane production areas (cf. Markley et al., 2003), 
b) identify phenological stages of crops (cf. Mobasheri et al., 2008), c) distinguish different crop 
varieties (cf. Johnson et al., 2005), d) for yield prediction (cf. Gers, 2003), or e) for monitoring crop 
health and nutritional status (cf. Apan et al., 2004).
However, the reliable classification of sugarcane is a demanding task. Besides the influence of the 
recording geometry and atmospheric conditions, the spectral response pattern of sugarcane plants 
is affected by its geometrical canopy structure (planophile vs. erectophile sugarcane foliage), by its 
foliar chemistry, and by different agronomic and/or biophysical parameters such as leaf area index 
(LAI) (Abdel-Rahman & Ahmed, 2008; Simões et al., 2005). Hence, the phenological stage of the crop, 
which is commonly expressed in growing degree-days and can be divided into – up to nine different 
(Mobasheri et al., 2008) – thermal age groups (Abdel-Rahman & Ahmed, 2008), is only one factor 
determining how sugarcane appears in satellite imagery. 
In a rather general LULC classification, Xavier et al. (2006) achieved a good separation of sugarcane 
to the classes forest, soybeans, peanuts, water bodies and urban areas. LULC classes which are difficult 
to distinguish from sugarcane are known to be pasture (i.e. fallow land, ibid.) and banana plantations 
(Johansen et al., 2009). The spectral behaviour of fallow land is especially similar to that of sugarcane 
making it difficult to separate the two classes, even when using multitemporal imagery and thus 
considering temporal variations (Xavier et al., 2006). In the case of banana plantations, the separability 
to sugarcane can be improved by incorporating an entropy texture measure of the panchromatic 
channel in the classification that allows distinguishing between different types of row structures 
(Johansen et al., 2009). Other authors rely on in-situ measurements of pigment profiles and hyper-
spectral leaf reflectance (Johnson et al., 2005).
For the area under investigation, neither sugarcane-specific in-situ measurements nor multitemporal 
VHSR imagery were at hand. The rule set development for sugarcane (cf. ch. 6.1.3) required a lot of 
thorough testing and fine tuning, which was very time-consuming. In line with the observation of Xavier 
et al. (2006), the class ‘fallow and grassland’ was most difficult to distinguish from sugarcane as also 
suggested by the feature selection method applied (cf. Tab. 5.2). Even if it was not aimed to distinguish 
banana plantations here, using an entropy texture measure of the panchromatic channel as suggested 
by Johansen et al. (2009) proved to be valuable. Besides, dissimilarity and homogeneity measures were 
successfully applied (cf. Tab. 5.2 and Fig. 6.3). A distinction between different phenological stages of 
the sugarcane crops was not possible but also not needed for this study. All growing stages were covered 
by the rule set presented in Figure 6.3. Instead, a distinct treatment of the eastern and western image 
swath proved to be beneficial. This, due to different atmospheric conditions and recording geometries 
(cf. ch. 2.1.2) which influence the spectral responds patterns of sugarcane (cf. Abdel-Rahman & Ahmed, 
2008; Simões et al., 2005).
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10.2.4	Classification-based	NN	classification
The term ‘classification-based NN classification’ is suggested here for a novel classification approach 
that combines a sophisticated rule-based approach with a sample-based NN approach. On the 
one hand, sample-based NN classifications (cf. ch. 3.2.2) that are applied on their own are usually 
considered little advanced, because expert knowledge cannot be incorporated into the classification 
process (Lang et al., 2006). However, sample-based classifications are straightforward and lead to 
results very quickly (Walker & Blaschke, 2008), because they do not require excessive trial-and-error 
runs. Furthermore, sample-based classifications are more objective than rule-based classification, 
because they are purely based on statistics. On the other hand, rule-based classifications (cf. ch. 3.2.3) 
benefit from the many advantages of OBIA by incorporating expert knowledge into the classification 
process (Lang et al., 2006; Lübker & Schaab, 2010). However, developing sophisticated classification 
schemes is a very time-consuming task (Ivits-Wasser, 2004; Laliberte et al., 2006) and depends on the 
operator’s expertise and his knowledge about the underlying processes (Benz et al., 2004).
In a classification-based NN classification, the advantages of both approaches are combined. For the 
main classification part, a priori knowledge can be integrated, context-based information can be used 
and the full control over the class assignment procedure is guaranteed. Objects that cannot be classified 
reliably are then treated based on an autonomous statistical procedure that decides which class is the 
most probable to assign to each object. The statistical base for the classification-based NN classification 
is especially profound, because a large number of reliable samples are available from the rule-based part 
of the classification. This indicates that the approach is very robust. 
A major advantage of the classification-based NN classification approach is that the rules used in 
class descriptions of the rule-based part can be formulated rather strict and the operator is able to 
concentrate on keeping the errors of commission as low as possible. In the rule-based part of the 
classification not all objects need to be assigned to a LULC class. Objects that are difficult to classify, e.g. 
because their feature characteristics are similar to other LULC classes, can be left for the sample-based 
classification part. Also, the sample-based part of the classification can be largely automated, requires 
only a relatively simple rule set, and samples do not need to be collected manually.
In order to achieve the best possible result, in the classification of the Kakamega Forest area a) the 
number of objects not classified in the rule-based part was kept as low as possible (approx. between 5% 
and 10%), b) the sample-based class assignment was limited to selected LULC classes that occur areal 
(cf. ch. 6.1.5), and c) additional rules were defined for the classes homestead, sugarcane and tea (cf. ch. 
6.1.5). Future research would be desirable to evaluate the effect the approach has on the accuracy of a 
classification. It can so far only be assumed that the approach enhances classification accuracy.
10.3 Discussion of the spatially explicit farmland analysis
10.3.1 Spatial farmland typology
The spatially explicit typology for the farmland surrounding Kakamega Forest identifies regions that 
are similar to each other in terms of certain characteristics. It therefore allows for a comprehensive 
overview of the farmland. Existing typifications of farms and the farmland in the Kakamega area 
(cf. Diwani, 2009; Kenea, 2008; Jätzold et al., 2005; see ch. 8.1) are partly or completely based on 
interviews and spatially aggregated secondary data rather than spatially explicit information derived 
from satellite imagery. An advantage of the interview-based approach is that socio-economic factors 
such as income can be surveyed directly. However, in order to obtain a comprehensive overview of 
the complete farmland surrounding Kakamega Forest, the farm typology conducted by Diwani is 
missing spatial explicitness and spatial coverage, while the livelihood zonation by the UN World Food 
Programme (WFP; see Kenea, 2008 for details) lacks thematic depth as well as spatial detailedness. 
The agro-ecological zones defined by Jätzold and Schmidt are both spatially explicit and thematically 
detailed, but the scale is rather coarse (approx. 1 : 600,000). Also, the potential of the farmland is 
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analysed here, rather than the actual situation. Here, the research conducted as part of this thesis tries 
to close the gap. Spatial explicitness is guaranteed by the high spatial resolution of the classification 
result while thematic depth is assured by choosing parameters relevant to the actual structure of the 
farmland and considering additionally derived data sets (see below).
The farmland typology presented here could be considered less comprehensive than a household 
survey, because only parameters that can be derived from the satellite imagery are considered. 
However, the most important drivers that characterise the farmland as identified by Diwani (2009) 
were considered in the analysis. They are the shares of land under a) tea, b) sugarcane, and c) maize 
and could in this study be derived from the imagery. By using a remote sensing approach, in which not 
the individual farm but the farmland is focused on, no distinction between market and subsistence-
oriented farms was possible. However, the type of orientation is directly linked to farm sizes (Diwani, 
2009) wherefore the parameter ‘number of houses per hectare’ (cf. App. 3) can be used as a proxy to 
estimate market orientation. In comparison, the farmland typology presented is spatially more accurate 
and thematically more sophisticated than the WFP livelihood zonation. Contrary to the WFP livelihood 
zonation, the north-eastern part of the area under investigation was reliably identified as a (highly) 
sugarcane oriented region, not as a mixed farming zone. When compared to the very complex AEZ 
(Jätzold et al., 2005), the higher spatial detailedness of the results is evident, e.g. the border between 
the sugarcane zone and the tea zone is mapped more accurately (Schaab et al., 2010). This finding could 
be used to locally enhance the AEZ mapping. The spatial farmland typology can thus be used to develop 
tailored recommendations for the farmland and for other planning purposes as further substantiated in 
chapter 10.3.2 on scenarios of rural livelihood.
Methodology of the approach
Cluster analysis was used in the approach presented as the method to identify distinct types of 
farmland. Applying this statistical explorative multivariate method, it was possible to identify 
relationships between objects or individuals (Backhaus et al., 2008; Thien-Seitz, 2008). OBIA 
classification results and information from additional data sets were aggregated using hexagons of 
ca. 42 ha in size presenting the reference unit of analysis, i.e. the objects to be analysed. Hexagons 
exhibit certain advantages over other regular tessellations of a plane (Birch et al., 2007; cf. ch. 8.2) 
and are recommended as planning units for applications of conservation biology (Nhancale & Smith, 
2011). Besides some more technical treatment of input data such as the exclusion of outlier values, and 
the standardization of values (Gutfleisch, 2008; cf. ch. 8.2.2), the most challenging parts of the cluster 
analysis were a) the choice of input parameters, b) the determination of the number of clusters, and 
c) the interpretation of cluster meanings. 
An initial 31 candidate parameters (cf. Tab. 8.1) served as input to the cluster analysis. By means of 
visual inspection, 15 parameters were rejected, because they were not very different to other parameters 
or did not reveal meaningful spatial patterns (cf. ch. 8.2.1). In addition, the parameter ‘dominant 
aspect’ had to be omitted, because no meaningful numerical representation could be found. For the 
remaining 15 parameters, a correlation analysis was conducted, because highly correlating parameters 
might distort the result (Gutfleisch, 2008). Using the statistics software R (Venables et al., 2010), 
the Spearman’s rank correlation was applied. This proximity measure is recommended when the 
parameters to be analysed do not follow a normal distribution (Dytham, 2007) and was therefore 
chosen instead of the more commonly used Pearson product-moment. Based on the still remaining 
13 input parameters, four different thematic topics were derived: land use (6 parameters), landscape 
structures (4), accessibility (3), and a synoptic analysis (all parameters). The synoptic cluster analysis 
reflects characteristics of the beforehand derived monothematic analyses. However, the synopsis is 
more than just a simple combination of the three groups; it combines the strengths of the individual 
topics thus emphasising prominent cluster types.
For determining the best suitable number of clusters, different numerical methods exist such as the 
Elbow criterion, Calinski/Harabasz’ stopping rule, and Mojena’s test (Backaus et al., 2008). For the 
analysis conducted here, a more intuitive approach was chosen by visually inspecting a dendrogram in 
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which the merging procedure of the cluster analysis is illustrated graphically (cf. Gutfleisch, 2008). In a 
second step, a set of potentially suitable number of clusters were again visually checked. This time, the 
resulting spatial patterns as well as the explanatory power of the clusters were considered. In this way, 
the best suitable number of clusters was determined as 5, 7, 6, and 11 for the four topics. A labelling 
of the clusters is usually very challenging and presents a crucial step of any cluster analysis (Mooi & 
Sarstedt, 2011; cf. ch. 8.3.2). For the analysis carried out here, the interpretation of cluster meanings 
was considerably facilitated by using different forms of visualizations (see the following paragraph).
Results of the farmland typology
For the interpretation of the cluster maps, different forms of visualization were applied (cf. ch. 8.3.1): 
multi-axes scatter plots (Fig. 8.4), two-dimensional scatter plots (Fig. 8.5), map representations (Fig. 
8.6), and diagrams indicating mean proportions of important agricultural land use types (Fig. 8.6, d and 
Fig. 8.7, left). In order to derive the meaning and characteristics of the individual clusters and in order 
to analyse their distribution in space it is here suggested to consult all types in parallel, because each 
type of visualization has its own advantages.
By visually interpreting mean land use proportions of the different synoptic cluster types (Fig. 8.7, left) 
and by considering additional parameters such as mean slope or the density of the road network, it can 
be concluded that the resulting clusters are well distinct from each other suggesting a high face validity 
of the results. This can also be confirmed when looking at the OBIA classification results (Fig. 10.1; 
for description of clusters see ch. 8.3.2 and Fig. 8.6, d). The ‘sugarcane, remote’ type (example subset 
A) exhibits some more structures than the ‘sugarcane, very remote’ type (B) and the shares of land 
under cultivation of sugarcane (A: 24%, B: 30%) fit well to the cluster type averages of 26% and 27% 
respectively. One of the main factors for distinguishing the two tea dominated cluster types ‘tea, close to 
rivers’ (C) and ‘tea, away from rivers’ (D) is the share of land under cultivation of ‘maize (and beans)’; 
40% in the type that is close to rivers as compared to 28% in the other type. This difference is also 
obvious in the two subsets (32% vs. 20%). While in subset C the share of land under cultivation of tea 
matches the cluster average of 3% very well, in subset D the share (11%) is well above the cluster average 
of 4%. In the subset of the transitional type (E), the shares of land under cultivation of either tea or 
sugarcane amounts only 2% – reflecting a major characteristic of this type. In line with the description 
in the subset of the central type (F) house density is very high, a major road is passing the area meaning 
a high accessibility, and only very little space is available for the cultivation of (cash) crops.
By visually interpreting the cluster maps (Fig. 8.6) distinct spatial patterns can be observed and it 
can be concluded that the derived clusters characterise the farmland in its heterogeneity well. In the 
cluster map on land use (Fig. 8.6, a), the northern part is strongly dominated by the ‘highly sugarcane 
oriented’ type while the tea oriented southern part is divided into three clusters. Besides a small cluster 
representing Kirborkok Tea Estate, one tea cluster occurs in the vicinity to the two main rivers Isiukhu 
and Yala while the other is found away from these rivers. The latter type exhibits fewer areas cultivated 
with maize but a higher percentage of other cultivations and non-arable land. In the cluster map on 
landscape structures (Fig. 8.6, b), the highly structured cluster type – exhibiting largest numbers 
of objects per hectare, smallest average parcel sizes, and rather high percentages of ‘tree and shrub 
vegetation’ – can be found in vicinity to Kakamega Town and other market centres. The two clusters 
indicating least structures are found mainly in the northern part and towards the Nandi Escarpment 
while three moderately structured clusters that are best distinguishable by their mean slope (steep, 
fairly steep, and flat terrain) dominate the southern part. In the cluster map on accessibility (Fig. 8.6, 
c), six ranked cluster types can be distinguished. The spatial pattern for the high accessibility cluster 
generally follows that of the highly structured cluster type. Lowest accessibilities are found in parts of 
the sugarcane dominated northern region and towards the Nandi Escarpment. In the tea dominated 
region west of Kakamega Forest and south of Kakamega Town, accessibility is lower towards Yala and 
Isiukhu rivers and higher away from these rivers as well as in the southern part; i.e. a similar pattern 
as described for land use. Many of the spatial patterns present in the three individual cluster maps are 
reflected in the synopsis (for more details see ch. 8.3).
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10.3.2 Planning scenarios of rural livelihoods
The spatially explicit scenarios of rural livelihoods developed here reflect the adverse situation of 
livelihoods in the agricultural matrix surrounding Kakamega Forest (cf. ch. 1.3.4 and 1.3.3; Rietdorf, 
2007; Gaesing, 2009; Lung, 2009). The analyses address topics that are important for the regional 
level while focusing on the household level, i.e. considering the people’s point of view. This livelihood 
Figure 10.1: OBIA classification result for subsets of selected farmland cluster types: sugarcane, remote type 
(A), sugarcane, very remote type (B), tea, close to rivers type (C), tea, away from rivers type (D), transitional type 
(E), and central type (F).
F: central typeE: transitional type
C: tea, close to rivers type D: tea, away from rivers type














cultivation tree and shrub vegetation 
sparse shrub vegetation
















approach in the broader sense analyses poverty and vulnerability focused on the own-account 
agricultural income share, which is of central importance to livelihoods in the region. With the drastic 
population growth encountered in this area (cf. ch. 1.3.3), the already fraught situation of livelihoods 
is expected to further worsen within the next years and decades (cf. Kenea, 2009). The scenarios 
outcomes underpin that possible negative trends in crop yields and prices can exacerbate the situation 
further. Due to still missing options for alternative incomes (cf. Gaesing, 2009; Rietdorf, 2007), the 
pressure on the forest is aggravated meaning a serious threat for its unique biodiversity (Kenea, 2008). 
With the help of the spatially explicit LULC information derived from the satellite imagery and the 
socio-economic model that underlies the scenarios developed here, the current and possible future 
situations of livelihoods in the farmland surrounding Kakamega Forest is described. In contrast to other 
recent studies of livelihood situations based on interviews (cf. Rietdorf, 2007 & 2009; Gaesing 2009; 
Kenea, 2008 & 2009; Levin, 2010), the approach presented here is spatially explicit. For the first time 
the complete area is, without gaps, covered at the local level. The situation of rural livelihoods in the 
Kakamega area was comprehensively assessed by the house surveys conducted by the BIOTA project (cf. 
Rietdorf, 2007 & 2009). But, being conducted at the level of individual farms, the surveys lack spatial 
coverage and are thus not able to reflect the situation in the complete farmland surrounding Kakamega 
Forest. By contrast, the scenarios developed here allow to analyse effects related to location and thus to 
reflect the heterogeneity of the farmland. Here, the spatially explicit farmland typology is of great help. 
The scenarios further allow identifying and depicting possible future problems as well as to analyse 
the importance of the different influencing factors, here considering prices and yields for the three 
main crops in combination with population growth and associated land scarcity caused by the existing 
inheritance system. 
Figure 10.2: Fitting together of the interdisciplinary modelling approach of rural livelihoods, indicating input 
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Interdisciplinary aspects of the planning scenarios
In Figure 10.2 the interdisciplinary approach of the planning scenarios conducted here is outlined. 
Remote sensing, or more specifically OBIA, techniques were developed and applied to classify the 
large-area coverage VHSR satellite imagery. These data served as the spatially explicit and, although 
aggregated, highly detailed input to the model. Spatially aggregated thematic geodata on population 
distribution was extrapolated and combined with the classification result for houses using GIS 
methodology and serving as an important input to the model (cf. ch. 9.2.1). Also, the actual modelling 
of the scenarios was implemented in a GIS using ArcGIS Model Builder (cf. ch. 9.2.4). Constant 
parameters (maize needed for home consumption, harvests per year, area for an additional homestead) 
as well as model variables (yields and prices for sugarcane, tea, and maize) were derived based on 
literature reviews (cf. ch. 9.2.2 and App. 5) and relate to the field of agro-economy and socio-economy. 
Finally, cartographic techniques such as small multiple maps and an interactive and dynamic Web-
based tool were used to visualize the manifold versatile as well as comprehensive scenario results (cf. 
ch. 9.4 and 10.3.3).
The scenario modelling that is at the moment implemented statically via ArcGIS Model Builder could be 
further developed such that it is directly linked to the visualization tool and can be executed from there 
thus allowing the calculation of scenarios at run-time. Technically, this could be realised with the help 
of a Web Processing Service (WPS) as available with ArcGIS Server functionality. Such functionality 
would not only allow an easy processing of scenarios with changed input values for yields and prices (as 
well as for the constant parameters) but would also allow on-the-fly analysis of the influence individual 
parameters have on the overall scenario results. In this way, the user could judge the model results 
more easily and would be stimulated to more profoundly engage himself with the modelling approach. 
However, the implementation of such integration would require significant additional efforts and the 
according software licences. 
Results of the livelihood scenarios
From the results of the socio-economic modelling, seven map topics could be identified (ch. 9.3.1; 
Fig. 10.2, bottom-left): production of a) sugarcane, b) tea, and c) maize, d) land under maize cultivation 
available for market sale, e) maize production balance, f) income through sale of sugarcane, tea, and 
maize, and g) potential additional maize yields from unused fallow land. With the spatial explicitness of 
the model it is possible to analyse the heterogeneity of the agricultural matrix surrounding Kakamega 
Forest and to identify local differences in the current situation of livelihoods within the area covered. By 
applying extrapolation techniques for four time steps it was possible to model potential future trends 
in rural livelihoods. In total, eight different scenarios were developed that reflect different assumed 
long-term developments for prices and yields of the main crops sugarcane, tea, and maize (Tab. 9.3; 
Fig. 10.2, centre-left). With the scenario results it is possible to analyse potential future threats to the 
situation of rural livelihoods. The scenarios also allow identifying areas that are most vulnerable to 
certain changes of yields and prices and are thus most at risk. The spatial explicitness of the model can 
therefore facilitate planning activities to improve the situation of rural livelihoods to be more location-
specific. Especially when set in relation to the adjusted national rural poverty line (cf. App. 7), the model 
results underline that it is essential to implement strategies to improve livelihoods (cf. ch. 9.1; e.g. 
Rietdorf, 2009; Kenea, 2009), because through agricultural activities alone, the livelihood situation is 
not likely to improve.
The model results indicate that in 2005, in 37% of all hexagons the average agricultural own-account 
household income is less then the amount needed in order to reach the adjusted national rural poverty 
line. In another 18% of the hexagons households have on average less than what is needed to reach 
the poverty line if own-account agriculture was their only source of income. Lowest agricultural 
own-account incomes are achieved in the synoptic cluster types ‘central’, ‘tea, away from rivers’, and 
‘transitional’, while highest incomes are achieved in the sugarcane dominated northern part, especially 
in the far north-east. Depending on the scenario, the situation encountered in 2020 is expected to have 
changed and different regions are expected to be affected differently. Large parts of the northern and 
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eastern regions would benefit by any of the increase scenarios (scenarios 1 to 3) while central areas 
would in all cases be negatively affected. Tea dominated regions would benefit from a general increase 
(scenario 1) while a price-only increase (scenario 2; similar to scenario 8) would have a negative effect. 
In case of the no change scenario (4) the northern and eastern regions would still be able to cope 
with population growth while in all other regions the situation would be worse. Assuming decreases 
in prices, yields or both, (scenarios 5 to 7) the situation would become worse in any part of the area 
under investigation. Assuming a general decrease, in 93% of all hexagons the average agricultural own-
account income would not be high enough to reach up to the poverty line. Central areas would however 
still be better-off with general and price-only decreases as compared to scenarios 6, 1, and 2 since they 
could benefit from lower maize prices. In the yield-only decrease scenario (6), sugarcane dominated 
areas would still be considerably better-off than tea dominated areas (for more details see ch. 9.3.1).
When summarising scenario outcomes per farmland type (cf. Fig. 9.8), differences between 
individual cluster types, which evidently correspond to geographic regions, can be explored. Best real 
performances are gained in the sugarcane und marginal sugarcane types followed by the transitional 
(remote) and steep terrain types. In the ‘tea, close to rivers’ type incomes are significantly higher than 
in the ‘tea, away from rivers’ type. The central type performs worst with negative incomes in all years 
because here most maize needed for home consumption has to be bought from the market. However, in 
the central regions alternative income sources ought to be more easily available than in remote regions. 
Out of all farmland types, the marginal sugarcane type is best prepared to cope with future problems. 
Besides a low population density, a high share of land under cultivation of food crops coupled with a 
moderate cultivation of cash crops is characteristic for this type (for more details see ch. 9.3.2).
Model simplifications and constraints
A model always presents an abstraction or simplification of reality (Skidmore, 2002), in which some 
factors are picked out from a complex reality. Simplification is also desired in order to concentrate on 
important factors and for a model not to become too complex. Like this, models are better manageable 
and model outputs can be interpreted more easily. The model developed here does not consider any 
political, cultural, or social influences (apart from the inheritance system), because they are difficult to 
include in empirical models and are often unpredictable.
Another simplification is that no income from other agricultural production apart from sugarcane, tea, 
and maize are included in the model, i.e. income generated through the sale of livestock and poultry 
as well as e.g. beans, sweet potatoes, vegetables, and bananas is not considered. The total income 
generated from agricultural production should therefore be assumed higher than what is achieved 
through the three main crops. Income shares as stated by Kenea (2008) (cf. ch. 1.3.4) can serve as 
indicator for an estimation of total own-account agricultural income.
Also, costs for investments such as seeds, fertilizer, tools and machinery, hired labour, etc. are not 
considered in the model. The actual agricultural production income is therefore lower than what is 
revealed by the model. Here, a statement by Jätzold et al. (2005) can be used to estimate the production 
costs to amount approx. 15% of the market price in case of maize production30.
The model further assumes equal prices for selling maize on the market and buying additional maize in 
case home consumption cannot be satisfied by own harvests. In reality price of maize is slightly higher 
when bought within the village community as compared to what is achieved at farm gate. However, the 
difference is not significant when compared to intra-annual variations due to the availability of maize 
being coupled to the harvesting seasons (S. Nthuni & M. Macharia, pers. comm.). It is very common to 
trade maize and other food stuff amongst neighbours (informal market), sometimes also for services or 
labour force. An adjustment was therefore not considered necessary.
 
30 The average production costs for maize cultivated with no additional input is estimated 62 USD per hectare and season. 
Considering a yield of 1,600 kg/ha, a price of 20 KSh/kg, and an exchange rate of 75 KSh/USD, the production costs 
amount to approx. 15% of the market price.
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Another constraint of the model is that for all four time steps the same proportions of land use types are 
assumed (apart from additional homesteads), i.e. no changes in cultivation patterns are covered that 
might result from new situations of supply and demand. This simplification was necessary, because no 
sound evidence on future developments is available. 
A principle constraint affecting the explanatory power of the scenario results is triggered by the fact 
that the model assumes the farmland within a spatial reference unit (hexagon) to be equally distributed 
amongst the residentiary households. In reality though, farm sizes differ considerably amongst 
neighbours, i.e. some households own larger areas of farmland while others have less to their disposal. 
The variability of land partition within a hexagonal comb is therefore not reflected. From the results 
it can therefore not be derived how many people or what percentage of the population lives below the 
poverty line (headcount index). All statements on income are hence reflecting the averaged situation 
for a particular comb. This presents a methodical drawback in comparison to in-situ surveys such as 
the BIOTA household survey, where individual households are interviewed and variability is covered 
(Diwani, 2009). Such interviews are however limited to individual households and thus either cover 
a small spatial extent such as a village only or are distributed over a larger area at selected sites not 
covering the complete area. In order to obtain an overview and to identify differences between the 
various regions the approach developed here is indispensable.
On the importance of prices and yields
Crop prices can hardly be influenced by individual farmers and often develop in a volatile way, because, 
especially in the case of commodities such as sugarcane and tea, they depend on the developments at 
world markets and are subject to the development of exchange rates (Dib, 2008). In the recent past 
though, prices for crops such as maize and sugarcane are on the increase at the world market due to an 
increasing demand of agrofuels (Community Technology Development Trust, 2008; La Via Campesina, 
2008). While increasing prices for sugarcane and tea present a chance for farmers to counteract land 
scarcity caused by population growth, increasing prices could lead to a further orientation towards cash 
crops. This would, however, mean that less maize is cultivated for sale at the local market. This reveals 
a dilemma: on the one hand, an increasing population demands more edibles; on the other hand, more 
income is needed as a base for livelihoods through the cultivation of cash crops. 
Considering past developments of local sugarcane and tea yields (cf. App. 5, Fig. 1) it can be assumed 
that yields of cash crops will not change greatly in the short term, as reflected by the scenarios (cf. Tab. 
9.3). However, obtained crop yields are directly related to soil fertility, which is considered to have 
great importance to agriculture in this area (Tittonell et al., 2008). Unfortunately, soil fertility has 
substantially declined around Kakamega Forest due to permanent cultivation over long times and a 
lack of adequate measures to conserve soil fertility (Rietdorf, 2007). This leads to soil erosion and soil 
nutrient depletion, mainly resulting in deficiencies of nitrogen (N), phosphorus (P), and also potassium 
(K) (Diwani & Becker, 2009). Strategies to enhance or restore soil fertility (Diwani & Becker, 2009) 
include the input of organic nutrients such as farmyard manure, kitchen waste, and maize stover 
and other crop residues or plant material. However, poor farmers often have few or no cows, kitchen 
waste is already applied to home gardens on a daily basis, and the application of stover to parcels is 
time-consuming and labour intensive. Other, more promising alternatives (Diwani, 2009) include the 
application of plant residues (additional P), zero tillage (additional N), and improved fallows (additional 
N). Plant residues have competitive usages, but plants grown in fences and hedges such as Tithonia 
diversifolia and Lantana camara are an alternative, because they are widely accessible at low-cost. 
Zero tillage is a technique where (maize) seeds are directly drilled into the ground, avoiding ploughing 
and other tillage operations and thus preventing the formation of hardpans. Fallows are improved by 
incorporating the biomass of legumes (cf. ch. 1.3.5), thus adding organic matter to the soil. Moreover, 
sustainable crop management strategies are required in cases where farmers apply more than required 
input to the most fertile fields while not improving fields with poor soil fertility (Tittonell et al., 2008).
The future development of maize yields and prices is especially important to the area due to its 
relevance as main food crop. In his study, Levin (2010) estimated that in Western Province two thirds 
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of the population could benefit from increasing maize prices. In his general equilibrium analysis – 
which does not account for population growth though – he further estimated that doubled maize prices 
would reduce poverty (head count) by 28% while doubled fertilizer prices would lead to a poverty 
increase of 6% as compared to a base scenario. Even though the scenarios developed here do not allow 
a quantification of poverty rates, the rather general statement of Levin is reproduced in the spatial 
analysis: increasing local prices for maize lead to a higher income in areas of positive maize production 
balance while other areas are negatively affected when additional maize needs to be bought (Fig. 9.6). 
10.3.3 Cartographic visualization of the spatially explicit farmland analysis results
Adequate means of visualization are required in order to explore the manifold final results as well as 
important intermediate results of the spatially explicit farmland analysis (i.e. farmland typology and 
scenario simulation). For the presentation of the input data used and intermediate results a number 
of diagrams, dendrograms, multi-axes scatter plots and maps were prepared (cf. e.g. Fig. 8.2, 8.3, 
8.4, 9.3, and 9.4). For the presentation of the final results of the typology and the scenarios again a 
variety of diagrams, maps, and small multiple maps were prepared (cf. Fig. 8.5, 8.6, 8.7, 9.6, 9.7 and 
9.8). However, the spatially explicit farmland analyses, especially in case of the scenarios of rural 
livelihoods, result in a vast amount of geospatial information. These data require additional techniques 
of cartographic visualizations specifically developed for the computational exploration of large amounts 
of information.
Terminology for cartographic visualizations aiming at the computational exploration of 
large data sets
Different terms are used in literature in the context of cartographic visualizations that aim at the 
computational exploration of large data sets (cf. e.g. MacEachren, 1995; Schaab, 2000; Kraak 
& Ormeling, 2010). The term ‘scientific visualization’ (cf. Hearnshaw & Unwin, 1994) is used to 
emphasise the analytical power of data exploration and often applied to very large data sets whereas 
‘information visualization’ (cf. Keim, 2002) also comprises non-scientific data (Kraak & Ormeling, 
2010). Other terms used in this context include ‘exploratory data analysis’ (EDA; cf. Tukey, 1977) and 
‘exploratory visualization’ (EVIS; Lippert-Stephan, 1997). In the mid-1990s the term ‘geovisualization’ 
or ‘geographic visualization’ (GVIS; MacEachren, 1995) was introduced as a synthesis of the above 
mentioned concepts for the visualization of spatial data. The field of geovisualization provides the 
“theory, methods and tools for visual exploration, analysis, synthesis and presentation of geospatial 
data” (Kraak & Ormeling, 2010, p. 169). Geovisualization thus refers to the process of stimulating the 
gaining of geospatial knowledge about patterns, relationships, and trends (ibid.). This aim is realised 
by exploring complex spatial data sets in different ways, e.g. by using multiple views of small adjoined 
maps (i.e. small multiple maps), animations, and by linking of maps with other modes of display such as 
tables or graphs (Slocum et al., 2009).
The concept of geovisualization is often applied to and especially valuable for the analysis of spatio-
temporal data sets (cf. Andrienko et al., 2003; Monmonier, 1990). The data resulting from the 
scenarios are certainly spatial data and describe four time steps, wherefore they can be considered to 
be temporal data. However, other than the temporal property, the spatial property of the data is static, 
i.e. neither geometry nor location changes over time. In other words, the temporal component is limited 
to qualitative changes of thematic properties (‘type 3’ as in Andrienko et al., 2003). From a database 
point of view the scenario data would not be considered as spatio-temporal, because the concept of 
spatio-temporal databases is applied to geometries that change over time (cf. Erwig et al., 1999). For 
these reasons, the concepts developed for the visualization of spatio-temporal data (cf. Koussoulakou & 
Kraak, 1992; Block, 2000; Andrienko et al., 2003) are only partly suitable for the data at hand. 
More recently, the concept of ‘geovisual analytics’ was introduced (cf. Andrienko et al., 2007) in 
conformity with the term ‘visual analytics’ (cf. Thomas & Cook, 2005). Geovisual analytics aim to 
facilitate decision-making by supporting analytical reasoning (Kraak, 2008). It is applied to time-
critical, continuously changing data sets that are needed for approaching real-world problems in 
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interdisciplinary approaches (Kraak & Ormeling, 2010). For analysing such complex data sets, 
interactive visual interfaces are required (Andrienko et al., 2007). These new tools “enable a truly 
synergetic work of humans and computers where each side applies its unique abilities in the best 
possible way” (ibid., p. 840) by linking maps with other graphic representations (Kraak, 2008). 
Geovisual analytics is thus used to support problem-solving and decision making by gaining better 
geospatial knowledge about a certain phenomenon. Another concept is the interactive space-time 
cube (cf. Andrienko et al., 2003) that was developed for the visualization of spatio-temporal data 
(cf. Koussoulakou & Kraak, 1992).
An interactive and dynamic Web-based tool as a means of geovisualization
In order to better explore the results of the spatially explicit farmland analyses an interactive and 
dynamic Web-based tool was developed (cf. ch. 9.4; Klein, 2011). The tool helps to explore spatial 
patterns and relationships between different scenarios and to relate them to the different types of 
farmland identified by means of cluster analysis. Like this, better geospatial knowledge about the 
farmland surrounding Kakamega Forest can be gained. With the help of the tool local planning can 
benefit from the versatile cartographic depictions and local people can be made aware of upcoming 
problems which they might face under certain circumstances (Lübker et al., 2011).
In all three main parts of the tool (cf. ch. 9.4), user interaction is possible such as switching layers as 
well as a legend on and off and choosing map topics. The tool can therefore be classified as ‘interactive’ 
according to the categorization of Internet maps suggested by Kraak (2001). All maps are created 
dynamically, i.e. the map content is generated and can be changed at run-time (cf. Raghavan & Garcia-
Molina, 2000). 
For the implementation of the tool technologies such as XHTML, CSS, SVG, XML, JavaScript and 
Ajax were chosen because they offer a number of advantages in contrast to static implementations (cf. 
Klein, 2011) but – unlike e.g. Adobe Flash, Adobe Shockwave, Apache Flex, Microsoft Silverlight, and 
Oracle JavaFX – rely on open Web standards (cf. Sikos, 2011). By using SVG and XML instead of static 
images it is easily possible to change the symbolization of the choropleth maps, because all colour codes 
and values determining class boundaries are defined centrally within one single XML file. Additional 
scenarios or changes in input values could be adopted very quickly, because the ArcGIS tables created 
by the scenario toolset (cf. ch. 9.2.4) can, with the help of an MS Excel macro, easily be converted into 
well-formed XML files (cf. Klein, 2011). Furthermore, since SVG is vector-based rather than raster-
based, maps can be zoomed into without any loss of quality using the browser’s built-in functionality. 
By using the Ajax technology, user interaction is facilitated such that map layers and legends can be 
turned on and off on-the-fly and maps are loaded onto the map without a reloading of the Web page 
which would make a direct comparison more difficult.
In order to further improve the tool, additional techniques of cartographic visualization could be 
incorporated. For example, the navigation between different years could be facilitated with a time slider 
or additional back and forward buttons. Tool tips could be displayed when pausing the mouse pointer 
over an individual hexagon and graphs or diagrams showing additional information such as changes 
over time or LULC proportions could be faded in when clicking on a hexagon (cf. Fig. 7.1). Functionality 
known from interactive visual interfaces (see above) could further support the identification of patterns, 
relationships, and trends: in the typology view, a linking of the map with a graph indicating proportions 
of LULC for individual hexagons as well as for the cluster average (cf. Fig. 8.7) would present an 
alternative to click-events. By contrast, animation is not considered a valuable complement for the data 
at hand, because the information density of the maps is too high. Nor is the interactive space-time cube 
applicable (see above), because the spatial property of the data is static as discussed above. Currently, 
the Web-based tool is only fully supported by Mozilla Firefox (from version 3.6 onwards; cf. Klein, 
2011). In a further development of the tool cross-browser compatibility should be aspired. However, any 
of the advancements suggested above would require significant additional programming efforts.
In order to make the tool better useful for actual planning purposes, additional functionality would 
present an asset. The modelling results could be linked more directly to the OBIA classification results 
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by establishing a way to incorporate the LULC data as well as information on classification accuracy into 
the tool. Model results could also be summarised based on administrative units in order to facilitate the 
planning, e.g. on sub-location level. In order to facilitate orientation, a drop-down list holding names 
of towns, sub-locations and other places of interest could be included that triggers a highlighting of the 
according place when selected by the user. Such improvements clearly require extensive modifications 
of the tool that would also present a technical challenge. Instead, for now, a GI system should be 
favoured for detailed planning.
Like in geovisual analytics (see above), the aim of the tool is to facilitate decision-making by gaining 
better geospatial knowledge about the area under investigation (cf. Kraak, 2008). However, the 
underlying data are neither time-critical nor continuously changing. Also, the linking of maps with 
other graphic representations, as it is characteristic for multiple-view interfaces, is implemented 
only to a limited degree. The tool developed here can thus not be referred to as an ‘interactive visual 
interface’ as defined by Andrienko et al. (2007) (see above). Even if the analysis results can be explored 
in a few different ways (but cf. Slocum et al., 2009), it seems appropriate to refer to the tool as a type 
of geovisualization (see above). Like it is the aim of geovisualization, the tool stimulates the gaining 
of geospatial knowledge about patterns, relationships, and trends (cf. Kraak & Ormeling, 2010) and 
visualizes vast amounts of spatial data (cf. MacEachren, 1995) as obtained through the comprehensive 
analysis of the farmland surrounding Kakamega Forest presented in this thesis.
153List of references
List of references
Abdel-Rahman, E.M. & F.B. Ahmed (2008): The application of remote sensing techniques to sugarcane (Saccharum 
spp. hybrid) production: a review of the literature. In: International Journal of Remote Sensing, 29(13): 
3753-3767.
Addink, E. (2010): Creating objects. Key note talk presented at Geographic Object-Based Image Analysis (GEOBIA 
2010), 29/06-02/07/2010, Ghent, Belgium. 
Addink, E.A., M.E. ten Haaf & S.M. de Jong (2008): Monitoring vegetation structure in floodplains for flood risk 
estimation. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of GEOBIA 2008 – Pixels, 
Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 05-08/08/2008, Calgary, 
Alberta, Canada. ISPRS International Archives, 38(4/C1).
Albrecht, F. (2010): Uncertainty in image interpretation as reference for accuracy assessment in object-based image 
analysis. In: Proceedings (digital) of the 9th International Symposium on Spatial Accuracy Assessment in Natural 
Resources and Environmental Sciences, 20-23/07/2010, Leicester, UK.
Alexandridis, T., E. Lazaridou, A. Tsirika & G. Zalidis (2009): Using earth observation to update a Natura 2000 
habitat map for a wetland in Greece. In: Journal of Environmental Management, 90(7): 2243-2251.
Ali, M. & D. Clausi (2001): Using the Canny edge detector for feature extraction and enhancement of remote sensing 
images. In: IEEE Proceedings of the International Geoscience and Remote Sensing Symposium (IGARSS) 2001, 
09-13/07/2001, Sydney, Australia. Vol. 5: 2298-2300.
Althof, A.J. (2005): Human impact on flora and vegetation of Kakamega Forest, Kenya: Structure, distribution and 
disturbance of plant communities in an East African rainforest. PhD thesis, Department of Mathematics / Natural 
Sciences, University of Koblenz-Landau, Germany. (urn:nbn:de:hbz:kob7-220)
Andersen, E., B. Elbersen, F. Godeschalk & D. Verhoog (2007): Farm management indicators and farm typologies 
as a basis for assessments in a changing policy environment. In: Journal of Environmental Management, 82(3): 
353-36.
Andrienko, G., N. Andrienko, P. Jankowski, D. Keim, M.-J. Kraak, A. MacEachren & S. Wrobel (2007): Geovisual 
analytics for spatial decision support: Setting the research agenda. In: International Journal of Geographical 
Information Science, 21(8): 839-857.
Andrienko, N., G. Andrienko & P. Gatalsky (2003): Exploratory spatio-temporal visualization: an analytical review. 
In: Journal of Visual Languages and Computing, 14(2003): 503-541.
Apan, A., A. Held, S. Phinn & J. Markley (2004): Detecting sugarcane ‘orange rust’ disease using EO-1 Hyperion 
hyperspectral imagery. In: International Journal of Remote Sensing, 25(2): 489-498.
Ardila, J.P., A. Tolpekin & W. Bijker (2010): Context-sensitive extraction of tree crown objects in urban areas using 
VHR satellite images. In: E.A. Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) of Geographic Object-
Based Image Analysis (GEOBIA 2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS International Archives,  
38(4/C7).
Arroyo, L., K. Johansen & S. Phinn (2010): Mapping land cover types from very high spatial resolution imagery: 
automatic application of an object based classification scheme. In: E.A. Addink & F.M.B. Van Coillie (eds.): 
Proceedings (digital) of Geographic Object-Based Image Analysis (GEOBIA 2010), 29/06-02/07/2010, Ghent, 
Belgium. ISPRS International Archives, 38(4/C7).
Asser, B. (2009): Historical Narratives – Dynamische Visualisierung von Landschaftsveränderungen im Gebiet der 
Kakamega-Nandi-Forests (Westkenia). Unpublished Diploma thesis, Faculty of Geomatics, Karlsruhe University 
of Applied Sciences, Germany.
Atkinson, P.M. & A.R. Tatnall (1997): Introduction: Neural networks in remote sensing. In: International Journal of 
Remote Sensing, 18(4): 699-709.
Australian Cane Growers Council (ACGC) (2010): About the sugarcane industry. URL: http://www.canegrowers.com.
au/page/Industry_Centre/about-the-australian-sugarcane-industry/ (accessed: 23/08/2010).
Baatz, M., C. Hoffmann & G. Willhauck (2008): Progressing from object-based to object-oriented image analysis. 
In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-driven 
remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany: 29-42.
154 List of references
Baatz, M. & A. Schäpe (2000): Multiresolution segmentation – an optimization approach for high quality multi-
scale image segmentation. In: J. Strobl, T. Blaschke, G. Griesebner (eds.): Angewandte Geographische 
Informationsverarbeitung XII, Beiträge zum AGIT-Symposium Salzburg 2000, 05-07/07/2000, Salzburg, 
Austria. Wichmann, Heidelberg, Germany: 12-23.
Backhaus, K., B. Erichson, W. Plinke & R. Weiber (2008): Multivariate Analysemethoden. Eine 
anwendungsorientierte Einführung. 12th ed., Springer, Berlin/Heidelberg, Germany.
Baillie, J.E.M., C. Hilton-Taylor & S.N. Stuart (eds.) (2004): 2004 IUCN red list of threatened species. A global 
species assessment. IUCN, Gland, Switzerland and Cambridge, UK.
Baldenhofer, K. (2007): Lexikon der Fernerkundung. URL: http://www.fe-lexikon.info/lexikon-g.htm#ground-truth 
(accessed: 21/04/2008).
Balk, D., U. Deichmann, G. Yetman, F. Pozzi, S. Hay & A. Nelson (2005): Determining global population distribution: 
Methods, applications and data. In: Advances in Parasitology, 62: 119-156.
Barrett, E. & L. Curtis (1999): Introduction to environmental remote sensing. 4th ed., Stanley Thornes, Cheltenham, 
UK.
Benediktsson, J.A., P. Swain & O. Ersoy (1990): Neural network approaches versus statistical methods in 
classification of multisource remote sensing data. In: IEEE Transactions on Geoscience and Remote Sensing, 
28(4): 540-552.
Benz, U., P. Hofmann, G. Willhauck, I. Langenfelder & M. Heynen (2004): Multi-resolution, object-oriented fuzzy 
analysis of remote sensing data for GIS-ready information. In: ISPRS Journal of Photogrammetry and Remote 
Sensing, 58(3-4): 239-258.
Bertin, J. (1967): Sémiologie Graphique. Les diagrammes, les réseaux, les cartes. Mouton / Gauthier-Villars, Paris, 
France.
Beyer, H. L. (2004): Hawth’s analysis tools for ArcGIS. ULR: http://www.spatialecology.com/htools 
(accessed: 13/12/2010).
Biggs, T., P. Thenkabail, M. Gumma, C. Scott, G. Parthasaradhi & H. Turral (2006): Irrigated area mapping 
in heterogeneous landscapes with Modis time series, ground truth and census data, Krishna basin, India. 
In: International Journal of Remote Sensing, 27(19): 4245-4266.
Birch, C., S. Oom & J. Beecham (2007): Rectangular and hexagonal grids used for observation, experiment and 
simulation in ecology. In: Ecological Modelling 206(3-4): 347-359.
Biro Turk, K.G. (2011): Geovisualisation of multi-temporal satellite data for landuse/landcover change analysis and 
its impacts on soil properties in Gadarif Region, Sudan. PhD thesis, Faculty of Forest, Geo and Hydro Sciences, 
Technische Universität Dresden, Germany. (urn:nbn:de:bsz:14-qucosa-83390)
Bishop, Y., S. Fienberg & P. Holland (1975): Discrete multivariate analysis: Theory and practice. MIT Press, 
Cambridge, MA, USA. 
Bittencourt, H.R. & R.T. Clarke (2004): Feature selection by using classification and regression trees (CART). In: 
Proceedings of 20th ISPRS congress ‘Geo-Imagery Bridging Continents’, 12-23/07/2004, Istanbul, Turkey. Vol. 
35, part 7: 66-70.
Blackett, H. (1994): Forest Inventory Report No. 3: Kakamega. Forest Department / KIFCON, Nairobi, Kenya.
Blaschke, T. (2010): Object based image analysis for remote sensing. In: ISPRS Journal of Photogrammetry and 
Remote Sensing, 65(1): 2-16.
Blaschke, T., S. Lang & G.J. Hay (eds.) (2008): Object-based image analysis – spatial concepts for knowledge-
driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany.
Blaschke, T. & S. Lang (2006): Object based image analysis for automated information extraction – a synthesis. In: 
Proceedings (digital) of the MAPPS-ASPRS 2006 Fall Conference ‘Measuring the Earth II’, 6-10/11/2006, San 
Antonio, TX, USA
Blaschke, T. & J. Strobl (2001): What’s wrong with pixels? Some recent developments interfacing remote sensing and 
GIS. In: GeoBIT/GIS, 6(01): 12-17.
Block, C. (2000): Monitoring change: Characteristics of dynamic geo-spatial phenomena for visual exploration. In: 
C. Freksa, W. Brauer, C. Habel & K.F. Wender (eds.): Spatial cognition II: Integrating abstract theories, empirical 
studies, formal methods, and practical applications. Lecture Notes in Artificial Intelligence, vol. 1849. Springer, 
Berlin/Heidelberg, Germany:16-30.
155List of references
Blume, H.-P., G. Brümmer, U. Schwertmann, R. Horn, I. Kögel-Knabber, K. Stahr, K. Auerswald, L. Beyer, 
A. Hartmann, N. Litz, A. Scheinost, H. Stanjek, G. Welp & B.-M. Wilke (ed.) (2002): Scheffer / Schachtschabel: 
Lehrbuch der Bodenkunde. 15th ed., Spektrum Akademischer Verlag, Heidelberg, Germany.
Bollmann J. & W.G. Koch (eds.) (2001-2002): Lexikon der Kartographie und Geomatik. Spektrum Akademischer 
Verlag, Heidelberg, Germany.
Börner, J., J. Mburu, P. Guthiga & S. Wambua (2009): Assessing opportunity costs of conservation: Ingredients 
for protected area management in the Kakamega forest, Western Kenya. In: Forest Policy and Economics, 
11: 459-467.
Breckle, S.-W. (ed.) (2002): Walter’s vegetation of the earth. The ecological systems of the geo-biosphere. 4th ed., 
Springer, Berlin/Heidelberg, Germany.
Brice, C. & C. Fennema (1970): Scene analysis using regions. In: Artificial Intelligence, 1(3): 205-226. 
Brieskorn, E., S.D. Chatterji, M. Epple, U. Felgner, H. Herrlich, M. Hušek, V. Kanovei, P. Koepke, G. Preuß, 
W. Purkert & E. Scholz (eds.) (2002): Felix Hausdorff: Gesammelte Werke. Grundzüge der Mengenlehre. Vol. 2. 
Springer, Berlin/Heidelberg, Germany.
Buchroithner, M.F. (2011): Kartographie – eine selbständige, integrative und spannende Wissenschaft. 
In: Vermessung & Geoinformation, 2011(1): 24-33.
Buchroithner, M.F. (1989): Fernerkundungskartographie mit Satellitenaufnahmen. Digitale Methoden, 
Reliefkartierung, geowissenschaftliche Applikationsbeispiele. Vol. IV/2. In: E. Arnberger (ed.): Die Kartographie 
und ihre Randgebiete. Deuticke, Vienna, Austria.
Buchroithner, M.F. & P. Azócar Fernández (2011): Cartography in the context of sciences: Theoretical and 
technological considerations. The Cartographic Journal, 48(1): 4-10.
Buisiness Daily (2009): Maize price to remain high across East Africa. Issue 12/11/2009, Nairobi, Kenya. 
URL: http://www.businessdailyafrica.com/Company%20Industry/-/539550/685080/-/u5awjfz/-/ 
(accessed: 23/08/2010).
Burke, S. (2001): Missing values, outliers, robust statistics and non-parametric methods. In: LCGC Europe Online 
Supplement ‘statistics and data analysis’: 19-24. 
Burnett, C. & T. Blaschke (2003): A multi-scale segmentation/object relationship modelling methodology for 
landscape analysis. In: Ecological Modelling ,168(3): 233-249.
Camberlin, P. & R. Okoola (2003): The onset and cessation of the “long rains” in eastern Africa and their interannual 
variability. In: Theoretical and Applied Climatology, 75(1): 43-54.
Campbell, J. & J. Browder (1995): Field data collection for remote sensing analysis: Spot data, Rondônia, Brazil. 
In: International Journal of Remote Sensing, 16(2): 333-350.
Canny J. (1986): A computational approach to edge detection. In: IEEE Transactions on Pattern Analysis and 
Machine Intelligence, 8(6): 679-698.
Carleer, A.P. & E. Wolff (2006): Urban land cover multi-level region-based classification of VHR data by selecting 
relevant features. In: International Journal of Remote Sensing, 27(6): 1035-1051.
Carleer, A.P., O. Debeir & E. Wolff (2005): Assessment of very high spatial resolution satellite images segmentations. 
In: Photogrammetric Engineering and Remote Sensing, 71(11): 1285-1294.
Carney, D. (ed.) (1998): Sustainable rural livelihoods. What contributions can we make? Papers presented at the 
Department for International Development’s Natural Resources Advisers’ Conference, 12-15/07/1998, Russels 
Press, Nottingham, UK. 
Carr, D., A. Olsen & D. White (1992): Hexagon mosaic maps for display of univariate and bivariate geographical data. 
In: Cartography and Geographic Information Systems, 19(4): 228-236.
Castilla, G. & G.J. Hay (2008): Image objects and geographic objects. In: T. Blaschke, S. Lang & G.J. Hay (eds.): 
Object-based image analysis – spatial concepts for knowledge-driven remote sensing applications. Lecture Notes 
in Geoinformation and Cartography, vol. 18. Springer, Berlin/Heidelberg, Germany: 91-110.
Central Bank of Kenya (CBK) (2010): Indicative exchange rates. URL: http://www.centralbank.go.ke/ forex/Default.
aspx (accessed: 05/08/2010).
Chambers, R. & G. Conway (1992): Sustainable rural livelihoods: Practical concepts for the 21st century. IDS 
discussion paper 296. Institute of Development Studies, Brighton, UK.
156 List of references
Chmiel, J. & A. Fijałkowska (2008): Geo-object based VHR image classification supported by GIS layers and expert 
knowledge. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of GEOBIA 2008 – Pixels, 
Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 05-08/08/2008, Calgary, 
Alberta, Canada. ISPRS International Archives, 38(4/C1).
Cohen, J. (1960): A coefficient of agreement for nominal scales. In: Educational and Psychological Measurement, 
20(1):37-46.
Community Technology Development Trust (CTDT) (2008): Agrofuels for Africa? Background paper for Civil Society 
Positions to CBD-COP9. Harare, Zimbabwe.
Congalton, R. (1991): A review of assessing the accuracy of classification of remotely sensed data. In: Remote Sensing 
of Environment, 37(1): 35-46.
Congalton, R. & K. Green (1999): Assessing the accuracy of remotely sensed data: Principles and practices. CRC Press, 
Boca Raton, FL, USA.
Coppin, P., I. Jonckheere, K. Nackaerts, B. Muys & E. Lambin (2004): Digital change detection methods in ecosystem 
monitoring: a review. In: International Journal of Remote Sensing, 25(9): 1565-1596.
Costa, G.A.O.P., R.Q. Feitosa, T.B. Cazes & B. Feijó (2008): Genetic adaption of segmentation parameters. 
In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-driven 
remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany: 679-695.
Dammann, P. (2007): Erarbeitung von jeweils auf die Nutzer ausgerichteten dynamischen Visualisierungen – 
Beispiele aus bzw. für das Projekt BIOTA-Ostafrika. Unpublished Bachelor thesis, Faculty of Geomatics, Karlsruhe 
University of Applied Sciences, Germany.
De Haan, L. (2005): How to research the changing outlines of African livelihoods. In: Proceedings (online) of the 
11th General Assembly of the Council for the Development of Social Science Research in Africa (CODESRIA) 
‘Rethinking African development: beyond impasse, towards alternatives’, 06-10/12/2005, Maputo, Mozambique. 
URL: http://www.codesria.org/IMG/pdf/de_Haan.pdf (accessed: 18/11/2010).
De Kok, R., P. Wezyk & M. Weidenbach (2008): The role of edge objects in full autonomous image interpretation. 
In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of GEOBIA 2008 – Pixels, Objects, 
Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 05-08/08/2008, Calgary, Alberta, 
Canada. ISPRS International Archives, 38(4/C1).
De Stefano, C., F. Fontanella & C. Marrocco (2008): A GA-based feature selection algorithm for remote sensing 
images. In: M. Giacobini, A. Brabazon, S. Cagnoni, G.A. Di Caro, R. Drechsler, A. Ekart, A.I. Esparcia-Alcazar, 
M. Farooq, A. Fink, J. McCormack, M. O’Neill, J. Romero, F. Rothlauf, G. Squillero, S. Uyar & S. Yang (eds.): 
Applications of evolutionary computing. EvoWorkshops 2008: EvoCOMNET, EvoFIN, EvoHOT, EvoIASP, 
EvoMUSART, EvoNUM, EvoSTOC, and EvoTransLog. Lecture Notes in Computer Science, vol. 4974. Springer, 
Berlin/Heidelberg, Germany: 285-294.
Debeir, O., P. Latinne & I. Van den Steen (2001): Remote sensing classification of spectral, spatial and contextual data 
using multiple classifier systems. In: Image Analysis and Stereology, 20(1): 584-589.
Definiens (ed.) (2009a): eCognition Developer 8. Reference Book. Version 1.2.0, Munich, Germany.
Definiens (ed.) (2009b): eCognition Developer 8. User Guide. Version 1.2.0, Munich, Germany.
Delaplace, K.L.W., F.M.B. Van Coillie, R.R. De Wulf, D. Gabriels, K. De Smet, M. Ouessar, A. Ouled Belgacem & 
T. Houcine (2010): Object-based assessment of tree attributes of Acacia tortilis in Bou-Hedma, Tunisia. In: E.A. 
Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) of Geographic Object-Based Image Analysis (GEOBIA 
2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS International Archives, 38(4/C7).
Devaux, N., J.-M. Fotsing & J.-P. Chéry (2007): Extraction automatique d’habitations en milieu rural de PED à partir 
de données THRS. In: Cybergeo – European Journal of Geography, Article 388.
Dib, A. (2008): Welfare effects of commodity price and exchange rate volatilities in a multi-sector SOE model. Bank 
of Canada Working Paper, 2008-8. Bank of Canada, Ottawa, Canada.
Dietterich, T. (1998): Approximate statistical tests for comparing supervised classification learning algorithms. 
In: Neural Computation, 10(7): 1895-1923.
DigitalGlobe (2004): QuickBird imagery products, product guide. Revision 4.3, Longmont, CO, USA.
Directorate of Overseas Surveys (D.O.S.) (1970): East Africa 1 : 50,000 (Kenya). Sheets 88/3, 88/4, 89/3, 102/1, 
102/2, 103/1, 102/3, 102/4, 103/3, Series Survey of Kenya Y731 (D.O.S. 423), ed. 6. (Mosaic for the extent 
‘Kakamega Forest and associated forest areas’ provided by BIOTA-E02.)
157List of references
Diwani, T. (2009): Implications of resource management on soil fertility in common farm types in Kakamega, 
Western Kenya. PhD thesis, Faculty of Agriculture, University of Bonn, Germany.
Diwani, T. & M. Becker (2009): Farming systems and soil fertility management in Kakamega, Western Kenya. 
In: K. Gaesing (ed.): Reconciling rural livelihood and biodiversity conservation: Lessons from research and 
practice. SPRING research series, vol. 52. International Spatial Planning Centre, Faculty of Spatial Planning, 
Technische Universität Dortmund, Germany: 75-93.
Drăguţ, L., D. Tiede & S. Levick (2010): ESP: A tool to estimate scale parameter for multiresolution image 
segmentation of remotely sensed data. In: International Journal of Geographical Information Science, 
24(6): 859-871.
Dytham, C. (2007): Choosing and using statistics: A biologist’s guide. Reprint of 2nd ed., Blackwell, Malden, MA, USA.
eCognition Community (2008a): Edge layers in segmentation. In: eCognition Community Discussion Forum. 
URL: http://community.ecognition.com/home/discussion-667 (accessed: 31/12/2010)
eCognition Community (2008b): Using variables in layer name and image object domain. In: eCognition Community 
Discussion Forum. URL: http://community.ecognition.com/home/ discussion-587 (accessed: 31/12/2010).
Eisfelder, C., T. Kraus, M. Bock, M. Werner, M. Buchroithner & G. Strunz (2009): Towards automated  
forest-type mapping – a service within GSE Forest Monitoring based on SPOT-5 and IKONOS data. 
In: International Journal of Remote Sensing, 30(19): 5015-5038.
Erwig, M., R.H. Güting, M. Schneider, M. Vazirgiannis (1999): Spatio-temporal data types: An approach to modeling 
and querying moving objects in databases. In: GeoInformatica, 3(3): 269-296.
Espindola, G., G. Camara, I. Reis, L. Bins & A. Monteiro (2006): Parameter selection for region-growing image 
segmentation algorithms using spatial autocorrelation. In: International Journal of Remote Sensing, 
27(14): 3035-3040.
Faugeras, O. (2004): Image segmentation, a historical and mathematical perspective. Paper presented at the 7th 
International Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI 2004), 
26-29/09/2004, Saint-Malo, France.
Feitosa, R.Q., R.S. Ferreira, C.M. Almeida, F.F. Camargo & G.A.O.P. Costa (2010): Similarity metrics for genetic 
adaptation of segmentation parameters. In: E.A. Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) 
of Geographic Object-Based Image Analysis (GEOBIA 2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS 
International Archives, 38(4/C7).
Flanders, D., M. Hall-Beyer & J. Pereverzoff (2003): Preliminary evaluation of eCognition object-based software for 
cut block delineation and feature extraction. In: Canadian Journal of Remote Sensing, 29(4): 441-452.
Food and Agriculture Organization (FAO) (2008): Country profile: Food security indicators. Kenya. URL: http://
www.fao.org/fileadmin/templates/ess/documents/food_security_statistics/country_profiles/en/ Kenya_e.pdf 
(accessed: 07/10/2010).
Foody, G. (2008): Sample size determination for image classification accuracy assessment and comparison. 
In: Proceedings of the 8th International Symposium on Spatial Accuracy Assessment in Natural Resources and 
Environmental Sciences, 25-27/06/2008, Shanghai, China: 154-162.
Foody, G. (2002): Status of land cover classification accuracy assessment. In: Remote Sensing of Environment, 
80: 185-201.
Forbes, D. (1995): Classification-algorithm evaluation: Five performance measures based on confusion matrices. 
In: Journal of Clinical Monitoring, 11(3): 189-206.
Foreign Agricultural Service (FAS) (2010): Kenya MY 2011 corn supply, demand & trade forecast. Grain and feed 
report, Nairobi. URL: http://gain.fas.usda.gov/Recent%20GAIN%20Publications/Kenya%20FY %202011%20
corn%20forecast%20_Nairobi_Kenya_3-16-2010.pdf (accessed: 07/10/2010).
Förster, M. (2008): Integration of geo-information in classification processes of satellite imagery for NATURA 2000 
Monitoring. PhD thesis, School VI – Planning Building Environment, TU Berlin, Germany.
Förster, M. & M. Pearson (2002): Income distribution and poverty in the OECD area: Trends and driving factors. 
In: OECD Economic Studies, 34: 7-39. 
Fox, J. (2006): Getting started with the R commander. URL: http://socserv.mcmaster.ca/jfox/Misc/Rcmdr/ Getting-
Started-with-the-Rcmdr.pdf (accessed: 27/05/2010).
Fraser, C.S., E. Baltsavias & A. Gruen (2002): Processing of Ikonos imagery for submetre 3D positioning and building 
extraction. In: ISPRS Jornal of Photogrammetry and Remote Sensing, 56(3): 177-194.
158 List of references
Frauman, E. & E. Wolff (2005): Segmentation of very high spatial resolution satellite images in urban areas for 
segments-based classification. In: Proceedings (digital) of the International Symposium Remote Sensing and Data 
Fusion Over Urban Areas and 5th International Symposium Remote Sensing of Urban Areas, 14-16/03/2005, 
Tempe, USA.
Gaesing, K. (2009): Reconciling biodiversity conservation with rural livelihood needs – A research concept under 
test in Kakamega Forest in Western Kenya. In: K. Gaesing (ed.): Reconciling rural livelihood and biodiversity 
conservation: Lessons from research and practice. SPRING research series, vol. 52. International Spatial Planning 
Centre, Faculty of Spatial Planning, Technische Universität Dortmund, Germany: 23-36.
Gamanya, R., P. De Maeyer, & M. De Dapper (2009): Object-oriented change detection for the city of Harare, 
Zimbabwe. In: Expert Systems With Applications, 36(1): 571-588.
Gao, Y. (2008): Image segmentation and object based image analysis using remote sensing images. PhD thesis, 
Faculty of Philosophy and Literature, National Autonomous University of Mexico, Mexico.
Gao, Y. & J.F. Mas (2008): A comparison of the performance of pixel based and object based classifications over 
images with various spatial resolutions. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of 
GEOBIA 2008 – Pixels, Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 
05-08/08/2008, Calgary, Alberta, Canada. ISPRS International Archives, 38(4/C1).
Gao Y., J.F. Mas, I. Niemeyer, P.R. Marpu & J.L. Palacio (2007): Object oriented image analysis for a forest area land 
cover mapping. In: Proceedings (digital) of the 5th International Symposium Spatial Data Quality 2007 ‘Modelling 
qualities in space and time’, 13-15/06/2007, Enschede, The Netherlands. 
Gartner, G. (2012): Modern cartography. Presented at 11th VoGIS-Fachforum ‘Der rasche Wandel in der 
Geodatenverarbeitung – Fluch und/oder Segen?’, 29/11/2012, Feldkirch, Vorarlberg, Austria.
Gers, C.J. (2003): Remotely sensed sugarcane phenological characteristics at Umfolozi South Africa. In: Proceedings 
of the IEEE Geoscience and Remote Sensing Symposium (IGARSS) 2003, 21/07/2003-25/07/2003, Toulouse, 
France. Vol. 2: 1010-1012.
Giada, S., T. De Groeve, D. Ehrlich & P. Soille (2003): Information extraction from very high resolution satellite 
imagery over Lukole refugee camp, Tanzania. In: International Journal of Remote Sensing, 24(22): 4251-4266.
Giuliarelli D., P. Corona & A. Lamonaca (2007): Sperimentazione di tecniche object oriented per la classificazione 
di uso/copertura del suolo Corine Land Cover da immagini satellitari a media risoluzione. In: Forest@, 
4(3): 272-282. 
Government of Kenya (GoK) (2005a): Geographic dimensions of well-being in Kenya. Who and where are the poor? 
A constituency level profile. Vol. II, Ministry of Planning and National Development, Central Bureau of Statistics, 
Nairobi, Kenya.
Government of Kenya (GoK) (2005b): Kakamega district strategic plan 2005-2010. Ministry of Planning and National 
Development, National Coordination Agency for Population and Development, Nairobi, Kenya.
Government of Kenya (GoK) (2001): 1999 population and housing census. Counting our people for development. 
Vols. I and II, Ministry of Finance and Planning, Central Bureau of Statistics, Nairobi, Kenya.
Government of Kenya (GoK) (2000): Second report on poverty in Kenya. Vols. 1-3, Ministry of Finance and Planning, 
Central Bureau of Statistics, Nairobi, Kenya. 
Grenier, M., S. Labrecque, M. Benoit & M. Allard (2008): Accuracy assessment method for wetland object-based 
classification. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of GEOBIA 2008 – Pixels, 
Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 05-08/08/2008, Calgary, 
Alberta, Canada. ISPRS International Archives, 38(4/C1).
Gutfleisch, R. (2008): Leitfaden Clusteranalyse, Teil 2: Was ist eine Clusteranalyse, wann und wie wird 
sie angewendet? Proceedings (online) of the Städtestatistik Frühjahrstagung 2008 ‘Clusteranalyse’, 
31/03-02/04/2008, Saarbrücken, Germany. URL: http://www.staedtestatistik.de/fileadmin/vdst/ag-methodik/
Leitfaeden/2008_AGMethodik_LeitfadenClusteranalyse_Teil2.pdf (accessed: 11/11/2010).
Hájek, F. (2005): Object-oriented classification of remote sensing data for the identification of tree species 
composition. In: Proceedings of ForestSat 2005, 31/05-03/06/2005, Borås, Sweden.
Hall-Beyer, M. (2007): The GLCM tutorial. Version 2.10. URL: http://www.fp.ucalgary.ca/ mhallbey/tutorial.htm 
(accessed: 23/04/2009).
Haralick, R.M. & L.G. Shapiro (1992): Computer and Robot Vision, vols. I and II. 1st ed., Addison-Wesley, Reading, 
MA, USA.
159List of references
Haralick, R., K. Shanmugam & I. Dinstein (1973): Textural features for image classification. In: IEEE Transactions on 
Systems, Man and Cybernetics, 3(6): 610-621. 
Harley J.B. & D. Woodward (eds.) (1987): The history of cartography. Vol. 1 ‘Cartography in Prehistoric, Ancient, and 
Medieval Europe and the Mediterranean’. The University of Chicago Press, Chicago, IL, USA.
Haverkamp, D. (2004): Automatic building extraction from Ikonos imagery. In: Proceedings (digital) of the ASPRS 
2004 Annual Conference ‘Mountains of Data – Peak Decisions’, 23-28/05/2004, Denver, CO, USA.
Hay, G.J. (2002): Multiscale object-specific analysis: An integrated hierarchical approach for landscape ecology. 
PhD thesis, Faculté des arts et des sciences, Université de Montréal, Canada.
Hay, G.J. & G. Castilla (2008): Geographic Object-Based Image Analysis (GEOBIA): A new name for a new discipline. 
In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-driven 
remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany: 75-89.
Hearnshaw, H.M. & D.J. Unwin (eds.) (1994): Visualization in geographical information systems. Wiley, London, UK.
Herz, O. (2004): Georeferenzierung und Mosaikierung von historischen Luftbildern für den Kakamega Forest 
und assoziierte Waldgebiete (Westkenia) sowie erste visuelle Auswertung bzgl. Landbedeckungsänderungen. 
Unpublished Bachelor thesis, Faculty of Geomatics, Karlsruhe University of Applied Sciences, Germany.
Hese, S. (2007): Working note: ‘Using Definiens Professional and Developer software’. Version 0.5. URL: http://
www.geogr.uni-jena.de/fileadmin/Fernerkundung/c2heso/WN-Using-Definiens-Pro-05032007.pdf (accessed: 
10/10/2008).
Hese, S. & C. Schmullius (2008): Object-oriented oil spill contamination mapping in west Siberia with Quickbird 
data. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-
driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany: 367-382.
Hoddinott, J. (1994): A model of migration and remittances applied to Western Kenya. In: Oxford Economic Papers, 
46(3): 459-476.
Hofmann, P. (2001): Detecting informal settlements from Ikonos image data using methods of object oriented 
image analysis – an example from Cape Town (South Africa). In: Proceedings of 2nd International Symposium on 
Remote Sensing of Urban Areas, 22-23/06/2001, Regensburg, Germany: 107-118.
Hofmann, P., J. Strobl & T. Blaschke (2008a): A method for adapting global image segmentation methods to images 
of different resolutions. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of GEOBIA 2008 
– Pixels, Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 05-08/08/2008, 
Calgary, Alberta, Canada. ISPRS International Archives, 38(4/C1).
Hofmann, P., J. Strobl, T. Blaschke & H.J.H. Kux (2008b): Detecting informal settlements from QuickBird data in 
Rio de Janeiro using an object-based approach. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image 
analysis – spatial concepts for knowledge-driven remote sensing applications. Lecture Notes in Geoinformation 
and Cartography, vol. 18. Springer, Berlin/Heidelberg, Germany: 531-553.
Hölbling, D. & M. Neubert (2008): ENVI Feature Extraction 4.5 – Snapshot. In: GIS Business, 7(2008): 48-51.
Holdener III, A.T. (2008): Ajax: The definitive guide. Interactive applications for the Web. O’Reilly, Sebastopol, 
CA, USA.
Huete, A.R. (1988): A soil-adjusted vegetation index (SAVI). In: Remote Sensing of Environment, 25(3): 295-309.
Im, J., J.R. Jensen & J.A. Tullis (2008): Object-based change detection using correlation image analysis and image 
segmentation. In: International Journal of Remote Sensing, 29(2): 399-423.
Imhof, E. (1972): Thematische Kartographie. Lehrbuch der Allgemeinen Geographie. Vol. 10. De Gruyter, Berlin, 
Germany / New York, USA.
International Monetary Fund (IMF) (2010): Primary commodity prices. URL: http://www.imf.org/external/np/res/
commod/index.asp (accessed: 05/08/2010).
International Tropical Timber Organization (ITTO) & International Union for the Conservation of Nature (IUCN) 
(2009): ITTO/IUCN Guidelines for the conservation and sustainable use of biodiversity in tropical timber 
production forests. ITTO Policy Development Series, vol. 17. Yokohama, Japan. 
160 List of references
Ivits-Wasser, E. (2004): Potential of remote sensing and GIS as landscape structure and biodiversity indicators. 
Methodological study relating field data to visually interpreted and segmented landscape objects and image 
grey values. PhD thesis, Faculty of Forest and Environmental Sciences, Albert-Ludwig University of Freiburg, 
Germany. (urn:nbn:de:bsz:25-opus-13607)
Jackson, R.D. & A.R. Huete (1991): Interpreting vegetation indices. In: Preventive Veterinary Medicine, 11(3-4): 
185-200.
Jacobsen, K. (2009): Very high resolution satellite images – competition to aerial images. In: Proceedings (online) 
of the Map World Forum 2009, 10-12/02/2009, Hyderabad, India. URL: http://www. gisdevelopment.net/
technology/emerging/mwf09_Karsten_SatelliteImages.htm (accessed: 16/12/2010).
Jätzold, R., H. Schmidt, B. Hornetz & C. Shisanya (2005-2011): Farm management handbook of Kenya. Vol. II: 
Natural conditions and farm management information, 2nd ed., Ministry of Agriculture & GTZ, Nairobi, Kenya.
Jätzold, R., H. Schmidt, B. Hornetz & C. Shisanya (2005): Farm management handbook of Kenya. Vol. II: Natural 
conditions and farm management information, 2nd ed., part A: West Kenya, subpart A1: Western Province. 
Ministry of Agriculture & GTZ, Nairobi, Kenya.
Jätzold, R. & H. Schmidt (1982): Farm management handbook of Kenya. Vol. II: Natural conditions and farm 
management information, 1st ed., part A: Western Kenya (Western and Nyanza provinces). Ministry of Agriculture 
& GTZ, Nairobi, Kenya.
Jama, B., C. Palm, R. Buresh, A. Niang, C. Gachengo, G. Nziguheba & B. Amadalo (2000): Tithonia diversifolia as a 
green manure for soil fertility improvement in western Kenya: A review. In: Agroforestry Systems, 49(2): 201-221.
Janssen, L.L.F. & H. Middelkoop (1992): Knowledge-based crop classification of a Landsat Thematic Mapper image. 
In: International Journal of Remote Sensing, 13(15): 2827-2837.
Jensen, J. (2005): Introductory digital image processing: A remote sensing perspective. 3rd ed., Prentice Hall, 
Upper Saddle River, NJ, USA.
Jeon, B. & D.A. Landgrebe (1992): Classification with spatio-temporal interpixel class dependency contexts. 
In: IEEE Transactions on Geoscience and Remote Sensing, 30(4): 663-672.
Jin, X. & C.H. Davis (2005): Automated building extraction from high-resolution satellite imagery in urban areas 
using structural, contextual, and spectral information. In: EURASIP Journal on Applied Signal Processing, 
2005(14): 2196-2206.
Johansen, K., S. Phinn, C. Witte, S. Philip & L. Newton (2009): Mapping banana plantations from object-oriented 
classification of SPOT-5 imagery. In: Photogrammetric Engineering & Remote Sensing, 75(9): 1069-1081.
Johansen, K., L.A. Arroyo & C. Witte (2008): Object-oriented change detection of riparian environments from high 
spatial resolution multi-spectral images. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of 
GEOBIA 2008 – Pixels, Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 
05-08/08/2008, Calgary, Alberta, Canada. ISPRS International Archives, 38(4/C1).
Johnson, R.M., R.P. Viator, C.J. Veremis, E.P. Richard & P. Zimba (2005): Discrimination of sugarcane varieties with 
hyperspectral reflectance measurements and plant pigment analysis. In: Journal of the American Society of Sugar 
Cane Technologists, 28: 63-75.
Kamugisha, J.R., Z.A. Ogutu & M. Ståhl (1997): Parks and people: Conservation and livelihoods at crossroads. 
Technical Report No. 17. SIDA’s Regional Soil Conservation Unit (RSCU), Nairobi, Kenya.
Kangalawe, R., E. Liwenga, R. Kabumbuli & M. Walingo (2008): Livelihood diversification and implications 
on poverty and environment in the Lake Victoria Basin. In: African Journal of Environmental Science and 
Technology, 2(10): 272-281.
Keim, D.A. (2002): Information visualization and visual data mining. In: IEEE Transactions on Visualization and 
Computer Graphics, 7(1): 100-107.
Kenea, W. (2009): Population growth and implications for biodiversity conservation – The case of Kakamega in 
Western Kenya. In: K. Gaesing (ed.): Reconciling rural livelihood and biodiversity conservation: Lessons from 
research and practice. SPRING research series, vol. 52. International Spatial Planning Centre, Faculty of Spatial 
Planning, Technische Universität Dortmund, Germany: 53-64.
Kenea, W. (2008): Rural livelihood, land management and biodiversity: Community participation for biodiversity 
conservation. PhD thesis, Faculty of Spatial Planning, Technische Universität Dortmund, Germany. (urn:nbn:de:h
bz:290-2003/26623-1)
Kenya Export Processing Zones Authority (EPZA) (2005): Kenya’s sugar industry 2005. Report. URL: http://www.
epzakenya.com/UserFiles/File/Kenyasugar.pdf (accessed: 07/10/2010).
161List of references
Kenya Maize Development Programme (KMDP) (2009): Project profile. Kenya. URL: http://www.acdivoca.org/site/
Lookup/Kenya-KMDP/$file/Kenya-KMDP.pdf (accessed: 07/10/2010).
Kenya Tea Development Agency (KTDA) (2010): Kapkatet tea factory. URL: http://www.ktdateas.com/ index.
php?option=com_content&task=view&id=72 (accessed: 04/08/2010).
Kim, M. & M. Madden (2006): Determination of optimal scale parameters for alliance-level forest classification 
of multispectral Ikonos images. In: S. Lang, T. Blaschke & E. Schöpfer (eds.): Proceedings (digital) of the 1st 
International Conference on Object-based Image Analysis (OBIA 2006) ‘Bridging Remote Sensing and GIS’, 
04-05/07/2006, Salzburg, Austria. ISPRS International Archives, 36(4/C42).
Kirimi, L. (2009): Kenya’s maize pricing situation: Challenges and opportunities. In: Proceedings of a roundtable 
discussion on Kenya’s food situation: Challenges and opportunities, 18/09/2009, Nairobi, Kenya. ULR of 
presentation: http://www.tegemeo.org/Maize-pricing-2.asp (accessed: 03/08/2010).
Klein, J. (2011): Dynamische Visualisierung von Szenarien zur agrarischen Landnutzungsänderung im Gebiet 
Kakamega, Kenia. Unpublished Bachelor thesis, Faculty of Geomatics, Karlsruhe University of Applied Sciences, 
Germany.
Koch, B., M. Jochum, E. Ivits & M. Dees (2003): Pixelbasierte Klassifizierung im Vergleich und zur Ergänzung zum 
objektbasierten Verfahren. In: Photogrammetrie, Fernerkundung, Geoinformation, 3/2003: 195-204.
Kokwaro, J.O. (1988): Conservation status of the Kakamega Forest in Kenya: The easternmost relic of the equatorial 
rain forests of Africa. Monographs in Systematic Botany, Missouri Botanical Garden, 25: 471-489.
Kontoes, C.C. & D. Rokos (1996): The integration of spatial context information in an experimental knowledge-based 
system and the supervised relaxation algorithm – two successful approaches to improving SPOT-XS classification. 
In: International Journal of Remote Sensing, 17(16): 3093-3106.
Koussoulakou, A. & M.-J. Kraak (1992): Spatio-temporal maps and cartographic communication. 
In: The Cartographic Journal, 29(2): 101-108.
Kraak, M.-J. (2008): From geovisualisation toward geovisual analytics. In: The Cartographic Journal, 45(3): 163-164.
Kraak, M.-J. (2001): Settings and needs for Web cartography. In: M.-J. Kraak, & A. Brown (eds.): Web cartography. 
Developments and prospects. Francis and Taylor, London, UK: 1-8.
Kraak, M.-J. & F. Ormeling (2010): Cartography: Visualization of spatial data. 3rd ed., Pearson, Harlow, Essex, UK.
Küppers, H. (1989): Harmonielehre der Farben: theoretische Grundlagen der Farbgestaltung. DuMont, Cologne, 
Germany.
Kux, H.J.H. & E.H.G. Araújo (2008): In: Object-based image analysis using QuickBird satellite images and GIS 
data, case study Belo Horizonte (Brazil). In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis 
– spatial concepts for knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and 
Cartography, vol. 18. Springer, Berlin/Heidelberg, Germany: 570-588.
La Via Campesina (2008): A response to the global food prices crisis: Sustainable family farming can feed the 
world. Press Release. Rome, Italy. URL: http://viacampesina.org/en/index.php?option=com_content&task= 
view&id=483&Itemid=38 (accessed: 12/12/2010).
Laliberte, A. & A. Rango (2008): Incorporation of texture, intensity, hue, and saturation for rangeland monitoring 
with unmanned aircraft imagery. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) of 
GEOBIA 2008 – Pixels, Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 
05-08/08/2008, Calgary, Alberta, Canada. ISPRS International Archives, 38(4/C1).
Laliberte, A., J. Koppa, E. Fredrickson & A. Rango (2006): Comparison of nearest neighbor and rule-based 
decision tree classification in an object-oriented environment. In: Proceedings of the IEEE International 
Geoscience and Remote Sensing Symposium (IGARSS) 2006, ‘Remote Sensing – A Natural Global Partnership’, 
31/07-04/08/2006, Denver, CO, USA: 3923-3926.
Lang, S. (2008): Object-based image analysis for remote sensing applications: Modeling reality – dealing with 
complexity. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for 
knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. 
Springer, Berlin/Heidelberg, Germany: 3-27.
Lang, S. (2005): Image objects vs. landscape objects. Interpretation, hierarchical representation and significance. 
Unpublished PhD thesis, Centre for Geoinformatics, Salzburg, Austria.
Lang, S. & D. Tiede (2007): Snapshot Definiens Developer. In: GIS-Business, 9/2007: 34-37.
162 List of references
Lang S., F. Albrecht & T. Blaschke (2006): OBIA-Tutorial – Introduction to object-based image analysis. Version 1.0, 
Salzburg, Austria.
Lauriks R., R.R. De Wulf, S. Carter & A. Niang (1999): A methodology for the description of border hedges and the 
analysis of variables influencing their distribution: A case study in western Kenya. In: Agroforestry Systems, 
44(1): 69-86.
Leduc, F. (2004): Feature space optimization prior to fuzzy image classification. In: Proceedings (digital) of the 7th 
International Conference on Information Fusion, 28/06-01/07/2004, Stockholm, Sweden.
Leukert, K. (2005): Übertragbarkeit der objektbasierten Analyse bei der Gewinnung von GIS-Daten aus 
Satellitenbildern mittlerer Auflösung. PhD thesis, Fakultät für Bauingenieur- und Vermessungswesen, Universität 
der Bundeswehr München, Germany.
Levin, J. (2010): Poverty impact of rising maize prices in Kenya. Working Paper. Swedish Business School, Örebro 
University, Örebro, Sweden.
Lewinski, S. (2006): Applying fused multispectral and panchromatic data of Landsat ETM+ to object oriented 
classification. In: Proccedings (digital) of the 26th EARSeL Symposium ‘New Developments and Challenges in 
Remote Sensing’, 29/05-02/06/2006, Warsaw, Poland.
Lhomme, S., D.-C. He, C. Weber & D. Morin (2009): A new approach to building identification from very-high-spatial 
resolution images. In: International Journal of Remote Sensing, 30(5): 1341-1354.
Lillesand, T., R. Kiefer & J. Chipman (2008): Remote sensing and image interpretation. 6th ed., Wiley, Hoboken, NJ, 
USA.
Lin, N. (2001): Social capital: A theory of social structure and action. Structural analysis in the social sciences. Vol. 19. 
Cambridge University Press, New York, USA. 
Lippert-Stephan, E.-M. (1997): Exploratory visualization in environmental data analysis. PhD thesis, Faculty of 
Philosophy II, University of Zurich, Switzerland. (urn:http://www.sudoc.fr/076810704)
Liu, Z.J., J. Wang & W.P. Liu (2005): Building extraction from high resolution imagery based on multi-scale object 
oriented classification and probabilistic Hough transform. In: Proceedings of the IEEE International Geoscience 
and Remote Sensing Symposium (IGARSS) 2005, ‘Harmony Between Man and Nature’, 25-29/07/2005, Seoul, 
Kerea: 2250-2253.
Lucieer, A. (2004): Uncertainties in segmentation and their visualisation. PhD thesis, Faculty of Geosciences, Utrecht 
University, The Netherlands.
Lübker, T. (2005): Auswertung von QuickBird-Satellitenbilddaten im Gebiet Kakamega Forest (Westkenia) mittels 
Methoden der multispektralen Bildverarbeitung sowie der objektorientierten Segmentierung. Unpublished 
Diploma thesis, Faculty of Geomatics, Karlsruhe University of Applied Sciences, Germany.
Lübker, T., J. Klein & G. Schaab (2011): Spatial data exploration of large-area VHR satellite classification results and 
derivates through cartographic visualization. In: Proceedings (online) of ICA workshop GeoViz Hamburg 2011 
‘Linking Geovisualization with Spatial Analysis and Modelling’, 10-11/03/2011, Hamburg, Germany.
Lübker, T. & G. Schaab (2010): A work-flow design for large-area multilevel GEOBIA: Integrating statistical measures 
and expert knowledge. In: E.A. Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) of Geographic Object-
Based Image Analysis (GEOBIA 2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS International Archives,  
38(4/C7).
Lübker, T. & G. Schaab (2009): Optimization of parameter settings for multilevel image segmentation in GEOBIA. 
In: Proceedings (digital) of ISPRS Hannover Workshop 2009 ‘High-Resolution Earth Imaging for Geospatial 
Information’, 02-05/06/2009, Hannover, Germany.
Lübker, T. & G. Schaab (2008a): “Ground truthing” – Erfassung von Referenzdaten für VHR-Satellitenbilddaten in 
einem ländlichen Gebiet Westkenias. In: J. Strobl, T. Blaschke, G. Griesebner (eds.): Angewandte Geoinformatik 
2008, Beiträge zum 20. AGIT-Symposium, 02-04/07/2008, Salzburg, Austria. Wichmann, Heidelberg, Germany: 
28-33.
Lübker. T. & G. Schaab (2008b): Identifying benefits of pre-processing large area QuickBird imagery for object-
based image analysis. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts 
for knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. 
Springer, Berlin/Heidelberg, Germany: 203-219.
Lübker, T. & G. Schaab (2008c): Prozessierung von großflächigen QuickBird-Satellitenbilddaten für das Gebiet 
Kakamega Forest (Westkenia). In: Photogrammetrie, Fernerkundung, Geoinformation, 1/2008: 15-27.
163List of references
Lübker. T. & G. Schaab (2006): Large area QuickBird imagery for object-based image analysis in Western Kenya: 
Pre-processing difficulties, workarounds and resulting benefits as well as (first) segmentation strategies. In: 
S. Lang, T. Blaschke & E. Schöpfer (eds.): Proceedings (digital) of the 1st International Conference on Object-based 
Image Analysis (OBIA 2006) ‘Bridging Remote Sensing and GIS’, 04-05/07/2006, Salzburg, Austria. ISPRS 
International Archives, 36(4/C42).
Lung, M. (2009): Community study in Forest Again project zone. Working Paper. URL: http://www.eco2librium.net/
sitebuildercontent/sitebuilderfiles/communitystudy.pdf (accessed: 21/10/2010).
Lung, T. (2010): Assessing processes of long-term land cover change and modelling their effects on tropical 
forest biodiversity patterns – a remote sensing and GIS-based approach for three landscapes in East 
Africa. PhD thesis, Faculty of Forest, Geo and Hydro Sciences, Technische Universität Dresden, Germany. 
(urn:nbn:de:bsz:14-qucosa-62173)
Lung, T., T. Lübker, J.K. Ngochoch & G. Schaab (2013): Human population distribution modelling at regional level 
using very high resolution satellite imagery. In: Applied Geography, 41: 36-45.
Lung T., Peters M.K., Farwig N., Böhning-Gaese K. & G. Schaab (2012): Combining long-term land cover time series 
and field observations for spatially explicit predictions on changes in tropical forest biodiversity. In: International 
Journal of Remote Sensing, 33(1): 13-40.
Lung, T. & G. Schaab (2006): Assessing fragmentation and disturbance of west Kenyan rainforests by means of 
remotely sensed time series data and landscape metrics. In: African Journal of Ecology 44(4), 491-506.
Ma, Z., M.M. Hart & R.L. Redmond (2001): Mapping vegetation across large geographic areas: integration of 
remote sensing and GIS to classify multisource data. In: Photogrammetric Engineering & Remote Sensing, 
67(3): 295-307.
MacEachren, A.M. (1995): How maps work: Representation, visualization, and design. Guildford, New York, USA.
Mahmoud, A., S. Elbialy, B. Pradhan & M. Buchroithner (2011): Field-based landcover classification using 
TerraSAR-X texture analysis. In: Advances in Space Research, 48(5): 799-805.
Mallinis, G., M. Pleniou & N. Koutsias (2010): Object-based vs. pixel-based mapping of fire scars using multi-scale 
satellite data. In: E.A. Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) of Geographic Object-Based Image 
Analysis (GEOBIA 2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS International Archives, 38(4/C7).
Markley, J., A. Raines & R. Crossley (2003): The development and integration of remote sensing, GIS and data 
processing tools for effective harvest management. In: Proceedings (digital) of the 25th Conference of the 
Australian Society of Sugar Cane Technologists, 06-09/05/2003, Townsville, Queensland, Australia; record 
number 20033076944.
Marpu, P.R. (2009): Geographic object-based image analysis. PhD thesis, Faculty of Geosciences, Geo-Engineering 
and Mining, Technische Universität Bergakademie Freiberg, Germany. (urn:nbn:de:bsz:105-5519610)
Marpu, P.R., I. Niemeyer, S. Nussbaum & R. Gloaguen (2008): A procedure for automatic object-based classification. 
In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-driven 
remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany: 169-184.
Matinfar, H.R., F. Sarmadian, S.K. Alavi Panah & R.J. Heck (2007): Comparisons of object-oriented and pixel-based 
classification of land use/land cover types based on Landsat 7, Etm+ spectral bands (Case study: Arid region of 
Iran). In: Eurasian Journal of Agricultural & Environmental Sciences, 2(4): 448-456.
Mayunga, S.D., Zhanga, Y. & D.J. Coleman (2005): Semi-automatic building extraction utilizing QuickBird imagery. 
In: U. Stilla, F. Rottensteiner & S. Hinz (eds.): Proceedings of the ISPRS Workshop CMRT 2005 ‘Object 
Extraction for 3D City Models, Road Databases and Traffic Monitoring – Concepts, Algorithms and Evaluation’, 
29-30/08/2005, Vienna, Austria. ISPRS International Archives, 36(3/W24): 131-136.
Mazlack, L. & S. Coppock (2002): Granulating data on non-scalar attribute values. In: Proceedings of the 2002 IEEE 
International Conference on Fuzzy Systems, 12-17/05/2002, Honolulu, HI, USA. Vol. 2: 944-949.
Meinel, G. & M. Neubert (2004) A comparison of segmentation programs for high resolution remote sensing data. In: 
O. Altan (ed.): Proceedings of 20th ISPRS Congress ‘Geo-Imagery Bridging Continents’, 12-23/07/2004, Istanbul, 
Turkey. ISPRS International Archives, 35(B4): 1097-1102.
Meinel, G., M. Neubert, & J. Reder (2001): Pixelorientierte versus segmentorientierte Klassifikation von IKONOS-
Satellitenbilddaten – ein Methodenvergleich. In: Photogrammetrie, Fernerkundung, Geoinformation, 
3/2001: 157-170.
164 List of references
Michuki, G. (2008): Trapped in subsistence? A study of poor rural livelihoods in rural Kenya with a focus on non-
agricultural activities. PhD thesis, Faculty of History, Art and Oriental Studies, University of Leipzig, Germany. 
Mitchell, N. (2011): Rainforest change analysis in Eastern Africa: A new multisourced, semi-quantitative approach 
to investigating more than 100 years of forest cover disturbance. PhD thesis, Faculty of Mathematics and Natural 
Sciences, University of Bonn, Germany. (urn:nbn:de:hbz:5N-26793)
Mitchell, N., G. Schaab & W. Wägele (eds.) (2009): Kakamega Forest ecosystem: An introduction to the natural 
history and the human context. In: G. Schaab (ed.): Karlsruher Geowissenschaftliche Schriften (KGS), A(17). 
Karlsruhe University of Applied Sciences, Karlsruhe, Germany.
Mitchell, N. & G. Schaab (2008): Developing a disturbance index for five East African forests using GIS to analyse 
historical forest use as an important driver of current land use/cover. In: African Journal of Ecology, 46(4): 
572-584.
Mitchell, N., E. Fischer, W. Freund, K. Gaesing, M. Hagen, M. Kraemer, M. Oesker, M. Peters, W. Wägele, 
T. Wünscher & G. Schaab (2008): BIOTA involvement in the participatory forest management of Kakamega 
Forest, aiming at a zonation map. In: Programme of the International Congress ‘Biodiversity in Africa – 
Observation and Sustainable Management for our Future!’, 29/09-03/10/2008, Spier, South Africa: 71.
Mitchell, N., T. Lung & G. Schaab (2006): Tracing significant losses and limited gains in forest cover for the 
Kakamega-Nandi complex in western Kenya across 90 years by use of satellite imagery, aerial photography and 
maps. In: Proceedings of the ISPRS (TC7) Mid-Term Symposium ‘Remote Sensing: From Pixels to Processes’, 
08-11/05/2006, ITC Enschede, The Netherlands.
Mitri, G.H. & I.Z. Gitas (2004): A performance evaluation of a burned area object-based classification model when 
applied to topographically and non-topographically corrected TM imagery. In: International Journal of Remote 
Sensing, 25(14): 2863-2870.
Mobasheri, M.R., M. Chahardoli, J. Jokar & M. Farajzadeh (2008): Sugarcane phenological date estimation using 
broad-band digital cameras. In: American Journal of Agricultural and Biological Sciences, 3(2): 468-475.
Möller, M. & E. Schöpfer (2008): Metropolitan growth mapped from sapce images. In: M. Ehlers, K. Behncke, F.-G. 
Gerstengrabe, F. Hillen, L. Koppers, L. Stroink & J. Wächter (eds.): Digital earth summit on geoinformatics: 
Tools for global change research. Wichmann, Heidelberg, Germany: 218-225.
Möller, M., L. Lymburner & M. Volk (2007): The comparison index: A tool for assessing the accuracy of image 
segmentation. In: International Journal of Applied Earth Observation and Geoinformation, 9(3): 311-321.
Monmonier, M. (1990): Strategies for the visualization of geographic time-series data. In: Cartographica, 27(1): 
30-45.
Mooi, E. & M. Sarstedt (2011): A concise guide to market research. The process, data, and methods using IBM SPSS 
statistics. Springer, Berlin/Heidelberg, Germany. 
Moran, P.A.P. (1950): Notes on continuous stochastic phenomena. In: Biometrika, 37: 17-23.
Muchori, F.N. (2007): The development and implementation of mobile GIS applications of use for research and 
management in Kakamega Forest (western Kenya). Unpublished Master thesis, Faculty of Geomatics, Karlsruhe 
University of Applied Sciences.
Mugalavai, E., E. Kipkorir, D. Raes & M. Rao (2008): Analysis of rainfall onset, cessation and length of growing 
season for western Kenya. In: Agricultural and Forest Meteorology, 148(6-7): 1123-1135.
Nau, B. (2005): Forecasting: Additional notes on regression analysis. URL: http://www.duke.edu/~rnau/regnotes.
htm#outliers (accessed: 12/01/2011).
Navulur, K. (2006): Multispectral image analysis using the object-oriented paradigm. CRC Press, Boca Raton, 
FL, USA.
Ndufa, J.K., S.M. Gathumbi, H.W. Kamiri, K.E. Giller & G. Cadisch (2009): Do Mixed-Species Legume Fallows 
Provide Long-Term Maize Yield Benefit Compared with Monoculture Legume Fallows? In: Agronomy Journal, 
101(6): 1352-1362.
Neubert, M. (2005): Bewertung, Verarbeitung und segmentbasierte Auswertung sehr hoch auflösender 
Satellitenbilddaten vor dem Hintergrund landschaftsplanerischer und landschaftsökologischer Anwendungen. 
PhD thesis, Faculty of Forest, Geo and Hydro Sciences, Technische Universität Dresden, Germany. (urn:nbn:de:s
wb:14-1144049443008-65810)
165List of references
Neubert, M., H. Herold & G. Meinel (2008a): Assessing image segmentation quality – concepts, methods and 
application. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for 
knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. 
Springer, Berlin/Heidelberg, Germany: 769-784.
Neubert, M., S. Kropp, S. Wagenknecht, D. Stow & L. Coulter (2008b): Vegetation fire fuels mapping in the San 
Diego city canyons – A method comparison. In: G.J. Hay, T. Blaschke & D. Marceau (eds.): Proceedings (digital) 
of GEOBIA 2008 – Pixels, Objects, Intelligence ‘GEOgraphic Object Based Image Analysis for the 21st Century’, 
05-08/08/2008, Calgary, Alberta, Canada. ISPRS International Archives, 38(4/C1).
Newman, M., K. McLaren & B. Wilson (2011): Comparing the effects of classification techniques on landscape-
level assessments: Pixel-based versus object-based classification. In: International Journal of Remote Sensing, 
32(14): 4055-4073.
Ngochoch, J.K. (2007): Gridding census population numbers for the BIOTA East Africa study areas – literature-based 
conceptualization and GIS-based implementation. Unpublishes Masters thesis, Faculty of Geomatics, Karlsruhe 
University of Applied Sciences, Germany.
Nhancale, B. & R. Smith (2011): The influence of planning unit characteristics on the efficiency and spatial pattern of 
systematic conservation planning assessments. In: Biodiversity and Conservation, 20(8): 1821-1835.
Niemeyer, I. (2009): Object-based image analysis. Short course remote sensing 2009, part 1: Image analysis for 
remote sensing. Technische Universität Bergakademie Freiberg, Freiberg, Germany.
Niemeyer, I., P.R. Marpu & S. Nussbaum (2008): Change detection using object features. In: T. Blaschke, S. Lang & 
G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-driven remote sensing applications. 
Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/Heidelberg, Germany: 185-201.
Niemeyer, I., S. Nussbaum & M.J. Canty (2005): Automation of change detection procedures for nuclear safeguards-
related monitoring purposes. In: Proceedings (digital) of 31st International Symposium on Remote Sensing of 
Environment ‘Global Monitoring for Sustainability and Security’, 20-24/06/2005, Saint Petersburg, Russian 
Federation.
Nobrega, R.A.A., C.G. O’Hara & J.A. Quintanilha (2008): An object-based approach to detect road features for 
informal settlements near Sao Paulo, Brazil. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image 
analysis – spatial concepts for knowledge-driven remote sensing applications. Lecture Notes in Geoinformation 
and Cartography, vol. 18. Springer, Berlin/Heidelberg, Germany: 589-607.
Nthuni, S. (2010): Spatial modelling of rainwater harvesting potential for the Kakamega area in western Kenya. 
Unpublished Master thesis, Faculty of Geomatics, Karlsruhe University of Applied Sciences.
Nussbaum, S. & G. Menz (2008a): Preface. In: S. Nussbaum & G. Menz (eds.): Object-based image analysis and treaty 
verification. New approaches in remote sensing – applied to nuclear facilities in Iran. Springer, Berlin/Heidelberg, 
Germany: v-vi.
Nussbaum, S. & G. Menz (2008b): Object-based analysis of Iranian nuclear facilities. In: S. Nussbaum & G. Menz 
(eds.): Object-based image analysis and treaty verification. New approaches in remote sensing – applied to 
nuclear facilities in Iran. Springer, Berlin/Heidelberg, Germany: 85-122.
Nussbaum, S., I. Niemeyer & M.J. Canty (2005): Feature recognition in the context of automated object-oriented 
analysis of remote sensing data monitoring the Iranian nuclear sites. In: Proceedings (digital) of SPIE Europe 
Symposium Optics/Photonics in Security & Defense, 26-29/09/2005, Bruges, Belgium. Vol. ED103.
O’Callaghan J., C. Maende & G. Wyseure (1994): Modelling the intercropping of maize and beans in Kenya. 
In: Computers and Electronics in Agriculture, 11(1994): 351-365.
O’Neil-Dunne, J. (2008): Letters from the Spatial Analysis Laboratory: Definiens Developer customized import. URL: 
http://letters-sal.blogspot.com/2008/12/definiens-developer-customized-import.html (accessed: 08/01/2010).
Oanda (2010): Historical exchange rates. URL: http://www.oanda.com/lang/en/currency/historical-rates (accessed: 
01/10/2010).
Oczipka, M. (2007): Objektbasierte Klassifizierung hochauflösender Daten in urbanen Räumen unter besonderer 
Berücksichtigung von Oberflächenmodellen. PhD thesis, Department of Earth Sciences, Freie Universität Berlin, 
Germany. (urn:nbn:de:kobv:188-fudissthesis000000003065-9)
Odhiambo, E.A. (2007): Census cartography: the Kenyan experience. Paper presented at the United Nations Expert 
Group Meeting on Contemporary Practices in Census Mapping and Use of Geographical Information Systems, 
29/05-01/06/2007, New York, USA.
166 List of references
Ojha, N. & G. Schaab (2009): Deploying ArcGIS Engine for tailored analyses in nature conservation. In: Proceedings 
(digital) of the 29th Annual ESRI International User Conference, 13-17/07/2009, San Diego, CA, USA.
Olson, C. (2008): Is 80% accuracy good enough? In: Proceedings (digital) of the ASPRS Fall 2008 conference Pecora 
17 ‘the future of land imaging ... ongoing operational’, 17-20/11/2008, Denver, CO, USA. 
Openshaw, S. & A. Turner (2001): Disaggregative spatial interpolation. In: Proceedings (online) of the GIS Research 
UK 9th annual conference (GISRUK 2001), 18-20/04/2001, Glamorgan, Wales, UK. URL: http://www.geog.leeds.
ac.uk/people/a.turner/publications/archive/OpenshawTurner2001.html (accessed: 30/09/2010).
Opitz, D. & S. Blundell (2008): Object recognition and image segmentation: The Feature Analyst approach. In: 
T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-driven 
remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany: 153-167.
Penaloza, M. & R. Welch (1996): Feature selection for classification of polar regions using a fuzzy expert system. 
In: Remote Sensing of Environment, 58(1): 81-100.
Phan, T., J. Peterson & S. Chandra (2009): Integration of GIS and remote sensing in mapping urban consolidation 
patterns – a case study in city of Monash, Australia. In: Proceedings of the Surveying & Spatial Sciences Institute 
Biennial International Conference, 28/09-02/10/2009, Adelaide, Australia: 293-303.
Platt, R.V. & L. Rapoza (2008): An evaluation of an object-oriented paradigm for land use/land cover classification. 
In: The Professional Geographer, 60(1): 87-100.
Puissant, A., J. Hirsch & C. Weber (2005): The utility of texture analysis to improve per-pixel classification for high to 
very high spatial resolution imagery. In: International Journal of Remote Sensing, 26(4): 733-745.
Radoux, J. & P. Defourny (2008): Quality assessment of segmentation results devoted to object-based classification. 
In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for knowledge-driven 
remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. Springer, Berlin/
Heidelberg, Germany: 257-271.
Radoux, J. & P. Defourny (2006): Influence of image segmentation parameters on positional and spectral quality 
of the derived objects. In: S. Lang, T. Blaschke & E. Schöpfer (eds.): Proceedings (digital) of the 1st International 
Conference on Object-based Image Analysis (OBIA 2006) ‘Bridging Remote Sensing and GIS’, 04-05/07/2006, 
Salzburg, Austria. ISPRS International Archives, 36(4/C42).
Raghavan, S. & H. Garcia-Molina (2000): Crawling the hidden Web. Technical Report No. 2000-36. Stanford 
InfoLab, Stanford, CA, USA.
Ravallion, M., S. Chen, & P. Sangraula (2009): Dollar a Day revisited. In: The World Bank Economic Review 23(2): 
163-184.
Repko, A.F. (2011): Interdisciplinary research: Process and theory. 2nd ed., SAGE, Thousand Oaks, CA, USA.
Retallack, G. (2001): Soils of the past: An introduction to paleopedology. 2nd ed., Blackwell, Oxford, UK.
Richards, J. & X. Jia (2006): Remote sensing digital image analysis. An introduction. 4th ed., Springer, Berlin/
Heidelberg, Germany.
Richter, R. (2006): Atmospheric / topographic correction for satellite imagery. ATCOR-2/3 user guide. Version 6.2, 
DLR-Report DLR-IB 565-01/06, Wesslingen, Germany.
Richter, R. (1996): A spatially-adaptive fast atmospheric correction algorithm. In: International Journal of Remote 
Sensing, 17(6): 1201-1214.
Rietdorf, U. (2009): Livelihood strategies of households in Kakamega District and their relation to biodiversity 
conservation. In: K. Gaesing (ed.): Reconciling rural livelihood and biodiversity conservation: Lessons from 
research and practice. SPRING research series, vol. 52. International Spatial Planning Centre, Faculty of Spatial 
Planning, Technische Universität Dortmund, Germany: 37-52.
Rietdorf, U. (2007): Biodiversity protection and economic development in Kakamega District, Kenya: The challenge 
to social capital. In: Proceedings (digital) of the 9th annual BIOECON conference ‘Economics and Institutions for 
Biodiversity Conservation’, 20-21/09/2007, Cambridge, UK.
Rokitnicki-Wojcik, D., A. Wie & P. Chow-Fraser (2011): Transferability of object-based rule sets for mapping coastal 
high marsh habitat among different regions in Georgian Bay, Canada. In: Wetlands Ecology and Management, 
19(3): 223-236.
Rosenfeld, A., & A.C. Kak (1976): Digital picture processing. Academic Press, New York, USA.
167List of references
Ruiz, L., A. Fernández-Sarría & J. Recio (2002): Evaluation of texture analysis techniques to characterize vegetation. 
In: Proceedings (digital) of the 1st International Symposium on Recent Advances in Quantitative Remote Sensing, 
16-20/09/2002, Torrent/Valencia, Spain: 514-521.
Salasya, B., W. Mwangi, H. Verkuijl, M. Odendo & J. Odenya (1998): An assessment of the adoption of seed and 
fertilizer packages and the role of credit in smallholder maize production in Kakamega and Vihiga districs, Kenya. 
CIMMYT and KARI, Mexico City, Mexico.
Sarmento, P., H. Carrão & M. Caetano (2008): A fuzzy synthetic evaluation approach for land cover cartography 
accuracy assessment. In: Proceedings of the 8th International Symposium on Spatial Accuracy Assessment in 
Natural Resources and Environmental Sciences, 25-27/06/2008, Shanghai, China: 348-355.
SAS Institute (ed.) (2004): SAS/STAT 9.1 User’s guide. SAS Institute, Cary, NC, USA.
Schaab, G. (2009): Experiences from testing map visualizations in a developing country as the base for a research 
framework. In: Proceedings (digital) of the 24th International Cartographic Conference (ICC 2009) ‘The World’s 
Geo-Spatial Solutions’, 15-21/11/2009, Santiago de Chile, Chile; conf. theme 17 ‘Users’.
Schaab, G., B. Khayota, G. Eilu & W. Wägele (eds.) (2010): The BIOTA East Africa Atlas: Rainforest change over time. 
Karlsruhe University of Applied Sciences, Faculty of Geomatics, Karlsruhe, Germany.
Schaab, G., T. Lübker & T. Lung (2009a): Addressing different user groups with one atlas: The BIOTA East Africa 
Atlas, subtitled Rainforest Change over Time. In: Proceedings (digital) of the 24th International Cartographic 
Conference (ICC 2009) ‘The World’s Geo-Spatial Solutions’, 15-21/11/2009, Santiago de Chile, Chile; conf. theme 
14 ‘Atlases’.
Schaab, G., T. Lübker, T. Lung & N. Mitchell (2009b): Remotely sensed data for sustainable biodiversity 
mangement – the case model of Kakamega Forest in western Kenya. In: Proceedings (digital) of the 33rd 
International Symposium on Remote Sensing of Environment ‘Sustaining the Millennium Development Goals’, 
04-08/05/2009, Stresa, Italy; ref. 479.
Schaab, G., B. Asser, K. Busch, P. Dammann, N. Ojha & H. Zimmer (2009c): Interaktive Visualisierungen zur 
Unterstützung von Biodiversitätsforschung und -management in einem Entwicklungsland – Erfahrungen und 
Herausforderungen. In: Kartographische Nachrichten. Fachzeitschrift für Geoinformation und Visualisierung, 
2009(5): 264-272.
Schiewe, J. (2002): Segmentation of high-resolution remotely sensed data – concepts, applications and problems. 
In: C. Armenakis & Y.C. Lee (eds.): Proceedings of the Symposium on Geospatial Theory, Processing and 
Applications, 09-12/07/2002, Ottawa, Canada. ISPRS International Archives, 34(4): 380-385. 
Schmidt, M. (2003): Development of a fuzzy expert system for detailed land cover mapping in the Dra 
catchment (Morocco) using high resolution satellite images. PhD thesis, University of Bonn, Germany. 
(urn:nbn:de:hbz:5n-02097)
Schöpfer, E., S. Lang & F. Albrecht (2008): Object-fate analysis: Spatial relationships for the assessment of object 
transition and. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for 
knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. 
Springer, Berlin/Heidelberg, Germany: 785-801.
Schowengerdt, R. (2006): Remote sensing. Models and methods for image processing. 3rd ed., Academic Press, 
Elsevier Science, Burlington, MA, USA.
Shackelford, A.K. & C.H. Davis (2003): A hierarchical fuzzy classification approach for high-resolution multispectral 
data over urban areas. In: IEEE Transactions on Geoscience and Remote Sensing, 41(9): 1920-1932.
Sikos, L.F. (2011): Web standards. Mastering HTML5, CSS3, and XML. Apress, New York, USA.
Simões, M.D.S., J.V. Rocha & R.A.C. Lamparelli (2005): Spectral variables, growth analysis and yield of sugarcane. 
In: Scientia Agricola, 62(3): 199-207.
Singh, M., S. Singh & D. Partridge (2005): Parameter optimization for image segmentation algorithms: A systematic 
approach. In: S. Singh, M. Singh, C. Apte & P. Perner (eds.): Proceedings of Pattern Recognition and Image 
Analysis, 3rd International Conference on Advances in Pattern Recognition (ICAPR 2005), 22-25/08/2005, Bath, 
UK. Part II, Lecture Notes in Computer Science, vol. 3687. Springer, Berlin/Heidelberg, Germany: 11-19.
Skidmore, A. (2002): Environmental modelling with GIS and remote sensing. Taylor and Francis, London, UK.
Skupin, A. & P. Agarwal (2008): Introduction: What is a self-organizing map? In: P. Agarwal & A. Skupin (eds.): 
Self-organizing maps: Applications in geographic information science. Wiley, Chichester, UK: 1-20.
Slocum, T.A., R.B. McMaster, F.C. Kessler & H.H. Howard (2009): Thematic cartography and geovisualization. 
3rd ed., Prentice Hall, Upper Saddle River, NJ, USA.
168 List of references
Stigter, C.J., D. Zheng, L.O.Z Onyewotu & M. Xurong (2005): Using traditional methods and indigenous technologies 
for coping with climate variability. In: Climatic Change, 70(1-2): 255-271.
Stover, J. & S. Kirmeyer (2008): DemProj – A computer program for making population projection. USAID, 
Washington, DC, USA.
Stow, D., A. Lopez, C. Lippitt, S. Hinton & J. Weeks (2007): Object-based classification of residential land use within 
Accra, Ghana based on QuickBird satellite data. In: International Journal of Remote Sensing, 28(22): 5167-5173.
Sturm, U. & U. Weidner (2009): Further investigations on segmentation quality assessment for remote sensing 
applications. In: Proceedings (digital) of ISPRS Hannover Workshop 2009 ‘High-Resolution Earth Imaging for 
Geospatial Information’, 02-05/06/2009, Hannover, Germany.
Sulieman, H.M. (2008): Mapping and modelling of vegetation changes in the Southern Gadarif Region, Sudan, 
using remote sensing: land-use impacts on biophysical processes. PhD thesis, Faculty of Forest, Geo and Hydro 
Sciences, Technische Universität Dresden, Germany. (urn:nbn:de:bsz:14-ds-1199964393472-79860)
Sulieman, H.M. & M.F. Buchroithner (2009): Degradation and abandonment of mechanized rain-fed agricultural 
land in the southern Gadarif region, Sudan: The local farmers’ perception. In: Land Degradation & Development, 
20(2): 199-209.
Sumaryono, Sumaryono (2010): Assessing building vulnerability to tsunami hazard using integrative remote sensing 
and GIS approaches. PhD thesis, Faculty of Geosciences, Ludwig-Maximilians-Universität München, Germany. 
(urn:nbn:de:bvb:19-123909)
Swain, P. & S. Davis (eds.) (1978): Remote sensing: The quantitative approach. McGraw Hill, New York, USA.
Swinkels, R.A., S. Franzel, K.D. Shepherd, E. Ohlsson & J.K. Ndufa (1997): The economics of short rotation improved 
fallows: Evidence from areas of high population density in Western Kenya. In: Agricultural Systems, 55(1): 99-121.
Tarantino, E. & B. Figorito (2011): Extracting buildings from true color stereo aerial images using a decision making 
strategy. In: Remote Sensing, 3(8): 1553-1567.
Tea Board of Kenya (2010): Tea statistics. January 2010. ULR http://www.teaboard.or.ke/Downloads/Statistics/ 
2010/January/tabid/164/Default.aspx (accessed: 25/11/2010).
The Indian Express (2009): Sugarcane farmers protest new pricing. Issue 19/11/2009. New Delhi, India. URL:  
http://www.indianexpress.com/news/sugarcane-farmers-protest-new-pricing/543662/ (accessed: 23/08/2010).
Thenkabail, P. (1999): Characterization of the alternative to slash-and-burn benchmark research area representing 
the Congolese rainforests of Africa using near-real-time Spot HRV data. In: International Journal of Remote 
Sensing, 20(5): 839-877.
Thiel, Ch., Ca. Thiel, T. Riedel & C. Schmullius (2008): Object-based classification of SAR data for the delineation 
of forest cover maps and the detection of deforestation – A viable procedure and its application in GSE Forest 
Monitoring. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for 
knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. 
Springer, Berlin/Heidelberg, Germany: 327-343.
Thien-Seitz, U. (2008): Leitfaden Clusteranalyse, Teil 1: Die Clusteranalyse als Teil der Multivariaten 
Analysemethoden. Proceedings (online) of the Städtestatistik Frühjahrstagung 2008 ‘Clusteranalyse’, 
31/03-02/04/2008, Saarbrücken, Germany. URL: http://www.staedtestatistik.de/fileadmin/vdst/ag-methodik/
Leitfaeden/2008_AGMethodik_LeitfadenClusteranalyse_Teil1.pdf (accessed: 11/11/2010).
Thomas, J.J. & C.A. Cook (eds.) (2005): Illuminating the path: The research and development agenda for visual 
analytics. IEEE Press, Washington, D.C., USA.
Thunig, H., N. Wolf, S. Naumann, A. Siegmund & C. Jürgens (2010): Automated LULC classification of VHR optical 
satellite data in the context of urban planning. In: E.A. Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) 
of Geographic Object-Based Image Analysis (GEOBIA 2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS 
International Archives, 38(4/C7).
Tiede, D., S. Lang, D. Hölbling & P. Füreder (2010): Transferability of OBIA rulesets for IDP camp analysis in Darfur. 
In: E.A. Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) of Geographic Object-Based Image Analysis 
(GEOBIA 2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS International Archives, 38(4/C7).
Tittonell, P., K.D. Shepherd, B. Vanlauwe & K.E. Giller (2008): Unravelling the effects of soil and crop management 
on maize productivity in smallholder agricultural systems of western Kenya: An application of classification and 
regression tree analysis. In: Agriculture, Ecosystems & Environment, 123(1-3): 137-150.
Tobler, W. (1970): A computer movie simulating urban growth in the Detroit region. In: Economic Geography, 
46: 234-240.
169List of references
Trimble (2010): Trimble breaks new ground for production image analysis with eCognition software native 
64-bit support. News release, 5/12/2010. URL: http://www.trimble.com/news/ release.aspx?id=120610a 
(accessed: 12/01/2011).
Trodd, N.M. (1995): Uncertainty in land cover mapping for modelling land cover change. In: Proceedings of the 21st 
Annual Conference of the Remote Sensing Society ‘Remote Sensing in Action’, 11-14/09/1995, Nottingham, UK: 
1138-1145.
Tuceryan, M. & A. Jain (1998): Texture analysis. In: C.H. Chen, L.F. Pau & P.S.P. Wang (eds.): The handbook of 
pattern recognition and computer vision. 2nd ed., World Scientific, Singapore: 207-248.
Tufte, E. (2007): The visual display of quantitative information. 2nd ed., 5th print, Graphics Press, Cheshire, CT, USA.
Tufte, E. (2001): Envisioning information. 8th print, Graphics Press, Cheshire, CT, USA.
Tukey, J.W. (1977): Exploratory data analysis. Addison-Wesley, Reading, MA, USA.
Turker, M. & E.H. Kok (2006): Developing an integrated system for extracting the sub-fields within agricultural 
parcels from remote sensing images. In: S. Lang, T. Blaschke & E. Schöpfer (eds.): Proceedings (digital) of the 
1st International Conference on Object-based Image Analysis (OBIA 2006) ‘Bridging Remote Sensing and GIS’, 
04-05/07/2006, Salzburg, Austria. ISPRS International Archives, 36(4/C42).
Tzotsos, A., C. Iosifidis & D. Argialas (2008): A hybrid texture-based and region-based multi-scale image 
segmentation algorithm. In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial 
concepts for knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, 
vol. 18. Springer, Berlin/Heidelberg, Germany: 221-237.
Van Coillie, F.M.B., L.P.C. Verbeke & R.R. De Wulf (2007): Feature selection by genetic algorithms in object-based 
classification of IKONOS imagery for forest mapping in Flanders, Belgium. In: Remote Sensing of Environment, 
110(4): 476-487.
Vanhuysse, S., C. Ippoliti, A. Conte, M. Goffredo, E. De Clercq, C. De Pus, M. Gilbert & E. Wolff (2010): Object-
based classification of SPOT and ASTER data complemented with data derived from MODIS vegetation indices 
time series in a Mediterranean test-site. In: E.A. Addink & F.M.B. Van Coillie (eds.): Proceedings (digital) 
of Geographic Object-Based Image Analysis (GEOBIA 2010), 29/06-02/07/2010, Ghent, Belgium. ISPRS 
International Archives, 38(4/C7).
Varela, R.A.D., P.R. Rego & M.S.C. Iglesias (2008): Classification of linear environmental impacts and habitat 
fragmentation by object-oriented analysis of aerial photographs in Corrubedo National Park (NW Iberian 
Peninsula). In: T. Blaschke, S. Lang & G.J. Hay (eds.): Object-based image analysis – spatial concepts for 
knowledge-driven remote sensing applications. Lecture Notes in Geoinformation and Cartography, vol. 18. 
Springer, Berlin/Heidelberg, Germany: 399-414.
Venables, W.N., D.M. Smith & the R Development Core Team (eds.) (2010): An introduction to R. Notes on R: 
A programming environment for data analysis and graphics. Version 2.12.0. URL: http://cran.r-project.org/doc/
manuals/R-intro.pdf (accessed: 10/11/2010).
Wagner, P., J. Köhler, A. Schmitz & W. Böhme (2008): The biogeographical assignment of a west Kenyan rain forest 
remnant: Further evidence from analysis of its reptile fauna. In: Journal of Biogeography, 35(8): 1349-1361.
Waithaka, M., A. Wokabi, J. Nyangaga, E. Ouma, T. de Wolff, J. Biwott, S. Staal, M. Ojowi, R. Ogidi, I. Njarro 
& P. Mudavadi (2000): A Participatory Rapid Appraisal (PRA) of farming systems in Western Kenya. SDP 
Collaborative Research Report. MALDM, KARI, ILRI, DFID, Nairobi, Kenya.
Walker, J.S. & T. Blaschke (2008): Object-based landcover classification for the Phoenix metropolitan area: 
Optimization vs. transportability. In: International Journal of Remote Sensing, 29(7): 2021-2040.
Wang, L., W.P. Sousa & P. Gong (2004): Integration of object-based and pixel-based classification for mapping 
mangroves with IKONOS imagery. International Journal of Remote Sensing, 25(24): 5655-5668.
Weidner, U. (2008): Contribution to the assessment of segmentation quality for remote sensing applications. 
In: J. Chen, J. Jiang & J. van Genderen (eds.): Proceeding of the 21st ISPRS Congress ‘Silk Road for Information 
from Imagery’, 3-11/07/2008, Beijing, China. ISPRS International Archives, 37(B7): 479-484.
Weidner, U. (1997): Digital surface models for building extraction. In: A. Gruen, E.P. Baltsavias & O. Henricsson 
(eds.): Automatic Extraction of Man-MadeObjects from Aerial and Space Images (II), Proceedings of the Centro 
Stefano Franscini Ascona. Birkhauser, Basel, Switzerland: 193-202.
Weng, Q. (2010): Remote sensing and GIS integration: Theories, methods, and applications. McGraw-Hill, New York, 
USA.
170 List of references
Whiteside, T., G. Boggs & S. Maier (2011): Comparing object-based and pixel-based classifications for mapping 
savannas. In: International Journal of Applied Earth Observation and Geoinformation, 13(6): 884-893.
Wiederkehr, E., B. Belletti, S. Dufour & H. Piégay (2010): Physical characterisation of river corridors from 
orthophotos: challenging issues and first application to the Rhone hydrographic network. In: E.A. Addink & 
F.M.B. Van Coillie (eds.): Proceedings (digital) of Geographic Object-Based Image Analysis (GEOBIA 2010), 
29/06-02/07/2010, Ghent, Belgium. ISPRS International Archives, 38(4/C7).
Witte, R. (2002): Architektur von Fuzzy-Informationssystemen. Books on Demand, Norderstedt, Germany.
World Bank (2010): Data by country: Kenya. URL: http://data.worldbank.org/country/kenya 
(accessed: 05/10/2010).
World Bank (2003): Kenya: A policy agenda to restore growth. World Bank Country Economic Memorandum, 
Report No. 25840-KE, Poverty Reduction and Economic Management 2, Africa Region, Washington, D.C., USA.
Wright, H. (2007): Introduction to scientific visualization. Springer, New York, USA.
Xavier, A.C., B.F.T. Rudorff, Y.E. Shimabukuro, L.M.S. Berka & M.A. Moreira (2006): Multi-temporal analysis of 
MODIS data to classify sugarcane crop. In: International Journal of Remote Sensing, 27(4): 755-768.
Yahoo Finance (2010): Interactive chart. URL: http://finance.yahoo.com/echarts?s=EURUSD=X# 
chart23:compare=kes=x (accessed: 01/10/2010).
Yatani, K. (2010): Statistics for HCI Research. Normality and data transformation. URL: http://yatani.jp/ HCIstats/
DataTransformation#NormalityTest (accessed: 8/11/2010).
Yu, Q., P. Gong, N. Clinton, G. Biging, M. Kelly & D. Schirokauer (2006): Object-based detailed vegetation 
classification with airborne high spatial resolution remote sensing imagery. In: Photogrammetric Engineering & 
Remote Sensing, 72(7): 799-811.
Yuan, F. & M. Bauer (2006): Mapping impervious surface area using high resolution imagery: A comparison of 
object-based and per pixel classification. In: Proceedings (digital) of the ASPRS 2006 Annual Conference 
‘Prospecting for Geospatial Information’, 01-05/05/2006, Reno, NV, USA.
Zadeh, L.A. (1965): Fuzzy Sets. In: Information and Control, 8: 338-353.
Zhan, Q., M. Molenaar, K. Tempfli & W. Shi (2005): Quality assessment for geo-spatial objects derived from remotely 
sensed data. In: International Journal of Remote Sensing, 26(14): 2953-2974.
Zhang, Y.J. (2001): A review of recent evaluation methods for image segmentation. In: Proceedings of the 6th 
International Symposium on Signal Processing and its Applications, 13-16/08/2001, Kuala Lumpur, Malaysia. 
Vol. 1: 148-151.
Zhang, Y. J. (1996): A survey on evaluation methods for image segmentation. In: Pattern Recognition, 
29(8): 1335-1346.
Zimmer, H., M. Danzeglocke & G. Schaab (2006): Presenting the project BIOTA East Africa in a museum exhibition 
– A multimedia presentation with special regard to remote sensing and GIS. In: K. Kriz, W. Cartwright, A. 
Pucher & M. Kinberger (eds.): Kartographie als Kommunikationsmedium – Cartography as a communication 
medium. Proceedings of the Mitteleuropäischer Kartographentag (= 54th Deutscher Kartographentag) as part of 
GICON 2006 ‘Geoinformation verbindet Gesellschaften’, 10-14/07/2006, Vienna, Austria. Wiener Schriften zur 
Geographie und Kartographie, vol. 17: 39-46.
Zlinszky, A., W. Mücke, H. Lehner, Ch. Briese & N. Pfeifer (2012): Categorizing wetland vegetation by airborne laser 
scanning on Lake Balaton and Kis-Balaton, Hungary. In: Remote Sensing, 4(6): 1617-1650.
171List of references
172 Appendix
Appendix 1: Results of the feature selection and threshold determination 
including their visual judgement
Note: Features used in the actual rule set are set in bold. Numbers in brackets in the column ‘visual judgement’ indicate a similarity of the feature to 
this rank number; similarities to the inverse of a feature are indicated by a minus sign in front of the rank number. The classes vegetables and rock 
had to be omitted in the actual classification, i.e. no rule set was developed in which the features could have been used. The class fish pond was 
derived from what was earlier classified as burnt area and shadow (cf. ch. 6.1.4). For the classes sugarcane, ‘napier grass, sweet potato’, and ‘fallow 
and grassland’ thresholds of all or a number of features were mistakenly determined zero by the SEaTH tool. (For a list of features see Tab. 5.1)
River
# Feature J Threshold (function) Visual judgement
1 l_mean_edge 1.7036 3.46 (<) poor
2 t_glcm_a2m_savi 1.4546 0.013 (<) poor
3 l_hsi_i 1.3766 0.010 (<) (4)
4 l_mean_ms4 1.3766 680.78 (<) good – very good
5 l_mean_pan 1.3649 277.68 (<) very good
6 t_glcm_mean_pan 1.3001 36.58 (<) (5)
7 l_mean_bright 1.2980 267.90 (<) (5)
8 l_contn_ms4_03 1.1655 -242.50 (<) good – very good
9 l_hsi_h 1.1648 0.513 (>) poor
10 l_contn_ms4_10 1.1590 -267.17 (<) (8)
Dirt road
# Feature J Threshold (function) Visual judgement
1 l_hsi_h 1.3900 0.086 (<) ok – poor
2 c_ratio3_ms4 1.0832 1.08 (<) good
3 c_ratio4_savi 0.9450 0.118 (<) good
4 c_ratio4_ms3 0.8141 0.217 (>) (-2, -3, 7, -8)
5 l_contn_pan_10 0.7929 48.17 (>) ok – good
6 c_ratio3_ms3 0.7726 0.280 (>) (4)
7 l_mean_ms3 0.6880 508.79 (>) very good
8 l_mean_savi 0.6827 232.07 (<) (2, 3, -4, -7)
9 s_len_wid 0.6636 3.88 (>) good
10 t_glcm_mean_savi 0.6571 29.12 (<) (8)
Tarmac road
# Feature J Threshold (function) Visual judgement
1 c_zabut 1.4667 319.38 (<) very good
2 c_ratio3_ms4 1.4428 0.768 (<) ok
3 l_mean_ms4 1.3414 677.65 (<) good – very good
4 l_hsi_i 1.3412 0.010 (<) (3)
5 c_ratio3_ms2 1.3384 0.240 (>) good – ok
6 c_ratio4_ms2 1.3210 0.194 (>) (5)
7 l_mean_pan 1.2937 294.74 (<) good – very good
8 t_glcm_mean_pan 1.2927 37.08 (<) (7)
9 l_contn_pan_10 1.2729 -857.74 (<) very good
10 l_hsi_s 1.2707 0.542 (<) ok
House
# Feature J Threshold (function) Visual judgement
1 c_ratio3_ms1 0.8454 0.184 (>) very good
2 l_stdv_ms1 0.8157 46.87 (>) ok – good
3 c_ratio4_ms1 0.8079 0.153 (>) (1)
4 c_ratio3_ms4 0.8051 1.10 (<) good
5 t_glcm_a2m_pan 0.7329 0.000 (>) ok
6 c_zabut 0.7217 484.84 (<) good
7 s_area 0.7142 68.56 (<) ok
8 l_stdv_ms2 0.6291 49.21 (>) (2)
9 c_ratio3_ms2 0.6255 0.221 (>) (1)
10 c_ratio4_ms2 0.6095 0.179 (>) (9)
Tree and shrub vegetation
# Feature J Threshold (function) Visual judgement
1 t_glcm_a2m_savi 1.4099 0.010 (<) good
2 t_glcm_a2m_ms4 1.0209 0.002 (<) ok
3 t_glcm_hom_savi 0.9843 0.304 (<) ok
4 t_glcm_a2m_ms1 0.9613 0.011 (<) (1,2)
5 t_glcm_ent_savi 0.9214 5.22 (>) fairly poor
6 t_glcm_a2m_pan 0.9105 0.006 (<) (1,2)
7 t_glcm_hom_pan 0.7353 0.207 (<) ok – poor
8 t_glcm_ent_ms1 0.6335 5.16 (>) (-5)
9 l_mean_ms3 0.6194 289.25 (<) good
10 t_glcm_stdv_savi 0.5892 5.26 (>) fairly poor
Shadows
# Feature J Threshold (function) Visual judgement
1 l_mdiffn_pan_0 1.5116 -108.57 (<) ok 
2 l_mdiffn_ms4_0 1.4736 -125.38 (<) ok
3 l_contn_ms4_03 1.4160 -188.30 (<) (9)
4 c_ratio4_savi 1.3355 0.327 (>) good – very good
5 l_mdiffn_savi_0 1.3296 55.97 (>) ok
6 l_mean_bright 1.3100 277.43 (<) ok – good
7 l_mean_pan 1.2890 312.57 (<) good – very good
8 l_hsi_h 1.2879 0.460 (>) poor
9 l_contn_ms4_10 1.2591 -185.27 (<) good
10 t_glcm_mean_pan 1.2540 39.45 (<) (7)
Homestead
# Feature J Threshold (function) Visual judgement
1 t_glcm_a2m_savi 0.7665 0.037 (<) fairly poor
2 s_area 0.7364 731.23 (<) ok
3 l_contn_pan_10 0.6952 74.30 (>) good
4 l_contn_pan_03 0.6818 82.69 (>) (4)
5 l_mdiffn_pan_0 0.6569 72.88 (>) (4)
6 t_glcm_a2m_pan 0.5854 0.010 (<) ok – good
7 l_contn_ms4_03 0.5814 64.01 (>) (4)
8 l_mdiffn_ms4_0 0.5515 78.09 (>) (7)
9 t_glcm_a2m_ms1 0.5457 0.018 (<) good
10 l_contn_ms4_10 0.5419 57.55 (>) (7)
Vegetables
# Feature J Threshold 
(function) Visual judgement
1 l_contn_edge_10 1.4809 -949.07 (>) poor
2 t_glcm_a2m_savi 1.4784 0.009 (<) poor
3 l_contn_edge_03 1.4740 -1157.61 (>) (1)
4 t_glcm_a2m_ms1 1.3310 0.007 (<) poor
5 t_glcm_a2m_pan 1.2912 0.004 (<) poor
6 t_glcm_ent_savi 1.2847 5.34 (>) poor
7 l_stdv_savi 1.2411 40.15 (>) ok – poor
8 t_glcm_stdv_savi 1.2391 5.25 (>) (7)
9 t_glcm_hom_savi 1.2094 0.314 (<) ok – poor
10 t_glcm_ent_ms1 1.1734 5.54 (>) poor
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Rock
# Feature J Threshold (function) Visual judgement
1 l_contn_edge_10 1.1799 -2403.86 (>) poor
2 l_contn_edge_03 1.0994 -3247.77 (>) (2)
3 t_glcm_a2m_savi 0.9426 0.029 (<) ok – poor
4 t_glcm_a2m_pan 0.9193 0.007 (<) poor
5 t_glcm_a2m_ms1 0.8393 0.011 (<) poor
6 l_hsi_h 0.6561 0.000 (<) ok
7 t_glcm_ent_ms1 0.6542 5.29 (>) poor
8 c_ratio4_ms1 0.6295 0.137 (>) ok
9 c_ratio3_ms1 0.6197 0.160 (>) (9)
10 l_stdv_ms1 0.6078 44.02 (>) ok – poor
Bare soil
# Feature J Threshold (function) Visual judgement
1 l_hsi_h 1.2225 0.085 (<) ok
2 c_ratio4_savi 1.0130 0.101 (>) very good
3 l_mean_ms3 1.0006 498.98 (<) very good
4 l_mean_ms1 0.9813 300.83 (<) (3)
5 c_ratio3_ms4 0.9805 0.911 (>) (2)
6 t_glcm_mean_pan 0.9691 76.23 (>) (7)
7 l_mean_bright 0.9592 477.45 (>) (3)
8 l_mean_pan 0.9588 615.30 (>) (7)
9 t_glcm_mean_ms2 0.9439 47.10 (>) (3)
10 l_mean_ms2 0.9399 381.50 (<) (3)
Maize (and beans)
# Feature J Threshold (function) Visual judgement
1 l_hsi_h 1.2327 0.092 (<) poor
2 c_ratio3_ms3 1.2242 0.266 (>) (2)
3 c_ratio4_ms3 1.1877 0.209 (>) good
4 l_mean_savi 1.1272 241.00 (<) good – very good
5 t_glcm_mean_savi 1.1260 29.98 (<) (4)
6 c_zabut 1.0622 497.27 (<) good – very good
7 c_ratio4_ms4 0.9125 0.498 (<) good 
8 c_ratio3_ms4 0.8832 1.04 (<) (7)
9 t_glcm_a2m_savi 0.8530 0.045 (>) ok
10 l_mean_maxdiff 0.8316 2.14 (<) ok – poor
Sugarcane
# Feature J Threshold (function) Visual judgement
1 c_ratio3_ms3 0.4686 0.000 (<) fairly poor
2 l_contn_pan_10 0.4587 0.000 (>) poor
3 l_contn_savi_10 0.4515 0.000 (>) poor
4 t_glcm_a2m_savi 0.4404 0.000 (<) poor – fairly poor
5 c_ratio4_ms3 0.4257 0.000 (<) fairly poor
6 l_contn_pan_03 0.4131 0.000 (>) poor
7 l_contn_savi_03 0.3872 0.000 (>) poor
8 l_contn_edge_03 0.3856 0.000 (>) poor
9 t_glcm_hom_pan 0.3691 0.279 (<) fairly poor
10 l_mean_savi 0.3642 0.000 (>) good
Tea
# Feature J Threshold (function) Visual judgement
1 c_ratio4_ms2 1.4496 0.145 (<) good – ok
2 c_ratio3_ms2 1.4435 0.170 (<) (1)
3 l_mean_maxdiff 1.3033 2.45 (>) ok – good
4 c_ratio4_ms4 1.2883 0.593 (>) good
5 c_ratio4_ms1 1.2558 0.101 (<) (1)
6 c_ratio3_ms1 1.2539 0.112 (<) (5)
7 l_hsi_s 1.2334 0.754 (>) ok
8 c_ratio3_ms4 1.2162 1.52 (>) (4)
9 c_zabut 1.2019 757.75 (>) good – very good
10 t_glcm_mean_savi 1.1778 42.41 (>) ok
Napier grass, sweet potato
# Feature J Threshold (function) Visual judgement
1 t_glcm_a2m_savi 1.1241 0.024 (<) ok
2 t_glcm_a2m_ms4 0.7725 0.004 (<) ok
3 l_contn_pan_10 0.6775 0.000 (>) good
4 l_contn_pan_03 0.6527 0.000 (>) (3)
5 l_contn_savi_10 0.5629 21.00 (>) good
6 l_hsi_s 0.5530 0.700 (>) ok
7 l_contn_ms4_10 0.5426 35.37 (>) good
8 t_glcm_hom_savi 0.5264 0.491 (<) ok
9 c_ratio4_savi 0.5237 0.000 (>) ok
10 l_contn_ms4_03 0.5229 34.01 (>) (7)
Fallow and grassland
# Feature J Threshold (function) Visual judgement
1 t_glcm_a2m_savi 0.5935 0.000 (<) good
2 l_mean_edge 0.4515 0.000 (<) poor
3 l_contn_pan_10 0.4449 0.000 (>) poor
4 t_glcm_dis_savi 0.4376 0.000 (<) ok
5 l_contn_savi_10 0.4211 0.000 (>) poor
6 l_contn_pan_03 0.4188 0.000 (>) poor
7 c_ratio3_ms3 0.4091 0.000 (<) ok
8 c_ratio4_ms3 0.3872 0.000 (<) (7)
9 l_mean_savi 0.3784 0.000 (>) ok
10 t_glcm_mean_savi 0.3742 0.000 (>) (9)
Burnt area
# Feature J Threshold (function) Visual judgement
1 t_glcm_mean_pan 1.4870 41.19 (<) (2)
2 l_mean_pan 1.4869 331.58 (<) good
3 l_mean_bright 1.4441 298.59 (<) good
4 l_mean_ms2 1.0958 226.59 (<) (10)
5 t_glcm_mean_ms2 1.0902 27.98 (<) (4)
6 l_mean_ms3 1.0443 256.20 (<) (10)
7 l_hsi_i 1.0321 0.011 (<) (8)
8 l_mean_ms4 1.0321 745.90 (<) good – very good
9 t_glcm_mean_ms4 1.0301 92.99 (<) (8)
10 l_mean_ms1 0.7237 179.11 (<) ok
Fish pond
# Feature J Threshold (function) Visual judgement
1 t_glcm_stdv_savi 1.6501 5.93 (>) poor
2 l_stdv_savi 1.5041 44.71 (>) (1)
3 t_glcm_a2m_savi 1.3747 0.012 (<) poor
4 l_contn_pan_03 1.3654 -477.75 (<) good
5 l_contn_ms4_03 1.3439 -223.14 (<) (7)
6 l_contn_pan_10 1.3369 -528.02 (<) (4)
7 l_contn_ms4_10 1.2969 -237.90 (<) good
8 t_glcm_dis_savi 1.2958 3.08 (>) ok – poor
9 s_area 1.2908 439.56 (<) poor
10 s_border_len 1.1986 178.59 (<) poor
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Appendix	2:	 Rule	sets	for	all	LULC	classes	classified
Note: For the documentation of the class house see Figure 6.2 (on p. 69), for the documentation of the class sugarcane see Figure 6.3 (on p. 71).  
For a documentation of subsequent classifications see pages 186-187, for a documentation of special customized features, customized algorithms 
and a legend for class descriptions see page 188. 
 River – Classes River – Processes
11_river_lvlA (nal river class on level A) 
 and (min) 
  # exist. of super objects 11_river_5 [0      1]   
11_river_1 (classication based on SEaTH features, modied and extended) 
 and (min) 
  and (min) 
   c_zabud  [q(7)      q(8)]   
   l_mean_pan  [q(4)      q(5)]   
   or (max) 
    and (min) 
     l_mean_ms4 [q(5)      q(6)]   
     ↔ x_east_of_joinline [-1      1]   
    and (min) 
     l_mean_ms4 [2.5      3]   
     ↔ x_east_of_joinline [-1      1]   
   or (max) 
    and (min) 
     c_ratio3_ms2 [q(93)      q(94)]   
     ↔ x_east_of_joinline [-1      1]   
    and (min) 
     c_ratio3_ms2 [q(97)      q(98)]   
     ↔ x_east_of_joinline [-1      1]   
   or (max) 
    and (min) 
     l_contn_ms4_03 [q(11)      q(12)]   
     ↔ x_east_of_joinline [-1      1]   
    and (min) 
     l_contn_ms4_03 [q(30)      q(35)]   
     ↔ x_east_of_joinline [-1      1]   
  or (max) 
   c_ratio4_savi [q(45)      q(55)]   
   t_glcm_a2m_ms4 [q(50)      q(60)]   
11_river_2 (classication with less strong rules on neighbouring segments 
only) 
 and (min) 
  and (min) 
   c_ratio3_ms2 [q(78)      q(88)]  
   l_mean_pan [q(4)      q(5)]  
   or (max) 
    and (min) 
     c_zabud [q(7)      q(8)]  
     ↔ x_east_of_joinline [-1      1]  
    and (min) 
     c_zabud [q(4)      q(5)]  
     ↔ x_east_of_joinline [-1      1]  
   or (max) 
    and (min) 
     l_mean_ms4 [q(5)      q(6)]  
     ↔ x_east_of_joinline [-1      1]  
    and (min) 
     l_mean_ms4 [q(2.5)      q(3)]  
     ↔ x_east_of_joinline [-1      1]  
  or (max) 
   # Rel. border to 11_river_1 [0.01      0.05]  
   # Rel. border to 11_river_2 [0.05      0.1]  
11_river_3 (enclosed polygons (only single-segment-objects ...)) 
 and (min) 
  & 11_sum_relborder_12 [0.4      0.45]  
11_river_4 (merge 1+2+3) 
 {the class description is empty} 
11_river_5 (eliminate small and odd-shaped objects (possibly house 
shadows)) 
 and (min) 
  Length of main line (no cycles) [40      50]  
  Length/Width (only main line) [6      7]  
  Width (only main line) [6      7]  
1. copy image object level (‘level A’ to ‘level A river’) 
produce a copy of the segmentation result of ‘level A’ called ‘level A 
river’ (the classication is carried out on this temporary level) 
2. classication (11_river_1) 
all unclassied objects on level A river, active class: 11_river_1 
3. classication (11_river_2) 
all unclassied objects on level A river, run four times, active class: 
11_river_2 
4. classication (11_river_3) 
all unclassied objects on level A river, active class: 11_river_3 
5. assign class (11_river_4) 
assign all objects of classes 11_river_{1, …, 3} on level A to class 
11_river_4 
6. merge region (11_river_4) 
merge all objects of class 11_river_4 (GIS operation: ‘dissolve’), 
permit the fusion of super-objects 
7. classication (11_river_5) 
all objects of class 11_river_4 on level A river, active class: 11_river_5 
8. classication (11_river_lvlA) 
all unclassied objects on level A, active class: 11_river_lvlA  
(transfer the classication to level A) 
9. reshape (11_river_lvlA) 
apply the customised algorithm ‘reshape’ (input parameters: scale 
parameter=75, class=11_river_lvlA, level=level A) 
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12_roads_lvlA (nal dirt road class on level A) 
 and (min) 
  # exist. of super objects 12_roads_8 [0      1]  
12_roads_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  and (min) 
   c_ratio3_ms4 [q(17)      q(20)] 
   c_ratio4_savi [q(10)      q(12)] 
   l_mean_ms3 [q(92)      q(94)]  
  l_contn_edge_03 [-41000      -40000]  
  l_contn_pan_10 [q(90)      q(92)]  
  s_len_wid [2      3]  
12_roads_2 (‘looser’ rules, only neighbours of already classied segments) 
 and (min) 
  and (min) 
   c_ratio3_ms4 [q(17)      q(20)]  
   c_ratio4_savi [q(10)      q(12)] 
   l_mean_ms3 [q(92)      q(94)]  
  or (max) 
   # Rel. border to 12_roads_1 [0.075      1]  
   # Rel. border to 12_roads_2 [0.075      1]  
   # Rel. border to 99_exclude [0.075      1] 
12_roads_3 (classication of adjacent edges) 
 and (min) 
  & 12_sum_relborder_roads12 [0.4      0.45]  
  l_mean_edge [q(90)      q(92)]  
12_roads_4 (merge of 1+2+3, where not bare soil in upper level) 
 and (min) 
  # exist. of super objects lvlC_bare_nonroadnonhouse (2)  
  [0      1]  
  or (max) 
   # Classied as 12_roads_1 [0      1]  
   # Classied as 12_roads_2 [0      1]  
   # Classied as 12_roads_3 [0      1]  
12_roads_5 (remove errors of commission based on density) 
 and (min) 
  s_density [1.3      1.4]  
12_roads_6  
 and (min) 
  s_area [20      30]  
12_roads_7 (merge island polygons and egdes adjacent to road objects) 
 and (min) 
  # Rel. border to 12_roads_6 [0.9      1]  
12_roads_8 (eliminate remaining parcels and combine end result) 
 and (min) 
  s_area [700      800]  
  s_density [1.2      1.25]  
 
Additional intermediate classes: 
lvlC_bare (intermediate classication of bare soil on level C, still includes some 
non-bare soil object, too) 
 and (min) 
  c_ratio4_savi [q(10)      q(12)]  
  l_mean_bright [q(84)      q(86)]  
  l_mean_ms3 [q(89)      q(91)]  
lvlC_bare_nonroadnonhouse (exclude non-bare soil objects from 
lvlC_bare based on shape characteristics) 
 and (min) 
  s_area [80      100]  
  s_density [1.4      1.5]  
 
Note: The class ‘99_exclude’ contains areas that are excluded from 
the classication (forest, town, area without imagery) 
1. copy image object level (‘level A’ to ‘level A roads’) 
produce a copy of the segmentation result of ‘level A’ called ‘level A 
roads’ (the classication is carried out on this temporary level) 
2. classication (12_roads_1) 
all unclassied objects on level A roads, active class: 12_roads_1 
3. classication (12_roads_2) 
all unclassied objects on level A roads, run until nothing changes, 
active class: 12_roads_2 
4. classication (12_roads_3) 
all unclassied objects on level A roads, active class: 12_roads_3 
5. classication (12_roads_4) 
all objects of classes 12_roads_{1, …, 3} on level A roads, active class: 
12_roads_4 
6. merge region (12_roads_4) 
merge all objects of class 12_roads_4 (GIS operation: ‘dissolve’), 
permit the fusion of super-objects 
7. shape split (prototype) (12_roads_4) 
split image objects of class 12_roads_4 based on the shape of their 
border, use a maximum border ratio of 0.01 
8. classication (12_roads_5) 
all objects of classes 12_roads_4 on level A roads, active class: 
12_roads_5 
9. classication (12_roads_6) 
all objects of classes 12_roads_5 on level A roads, active class: 
12_roads_6 
10. nd enclosed by class (12_roads_7) 
assign all unclassied objects on level A roads, that are enclosed by 
12_roads_6 to the class 12_roads_7, run until nothing changes 
11. classication (12_roads_8) 
all objects of classes 12_roads_6 and 12_roads_7 on level A roads, 
active class: 12_roads_8 
12. image object fusion (12_roads_8) 
fuse all objects of class 12_roads_8, use all tting as tting mode, 
use a target value factor of 1 
13. classication (12_roads_lvlA) 
all unclassied objects on level A, active class: 12_roads_lvlA  
(transfer the classication to level A) 
 
Processes for intermediate classes 
1. multiresolution segmentation (level_C_temp) 
create segmentation level level_C_temp, above level A  
(for parameter settings see Table 4.6) 
2. classication (lvlC_bare) 
all unclassied objects on level_C_temp, active class: lvlC_bare 
3. merge region (lvlC_bare) 
merge all objects of class lvlC_bare with Rel. border to lvlC_bare 
> 0.35 (GIS operation: ‘dissolve’), run until nothing changes, do not 
permit the fusion of super-objects 
4. classication (lvlC_bare_nonroadnonhouse) 
all objects of class lvlC_bare on level_C_temp, active class: 
lvlC_bare_nonroadnonhouse 
Dirt road – Classes Dirt road – Processes
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13_roads_tar_lvlA (nal tarmac road class on level A) 
 and (min) 
  # exist. of super objects 13_roads_tar_5 [0      1]  
13_roads_tar_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  and (min) 
   c_ratio3_ms1 [q(98)      q(98.5)]  
   c_ratio3_ms1 [q(88)      q(89)]  
   c_zabud [q(3.5)      q(4.5)]  
   l_contn_pan_10 [q(10)      q(11)]  
   l_mean_ms4 [q(10)      q(11)]  
   l_mean_pan [q(26)      q(28)]  
13_roads_tar_2 (classication of adjacent edges and enclosed segments) 
 or (max) 
  and (min) 
   l_mean_edge [72      75]  
   or (max) 
    # Rel. border to 12_roads_tar_1 [0.3      0.4]  
    # Rel. border to 12_roads_tar_2 [0.3      0.4]  
  or (max) 
   # Rel. border to 12_roads_tar_1 [0.9      1.0]  
   # Rel. border to 12_roads_tar_2 [0.9      1.0]  
13_roads_tar_3 (classication of segments adjacent to tarmac roads using 
looser rules (with edges adjacent to tarmac roads)) 
 or (max) 
  and (min) 
   and (min) 
    c_ratio3_ms1 [0.175      0.18]  
    c_zabud [320      330]  
    l_mean_ms4 [700      710]  
    l_mean_pan [475      500]  
   or (max) 
    # Rel. border to 12_roads_lvlA [0.2      0.3]  
    # Rel. border to 12_roads_tar_1 [0.2      0.3]  
    # Rel. border to 12_roads_tar_2 [0.2      0.3]  
    # Rel. border to 12_roads_tar_3 [0.2      0.3]  
  and (min) 
   l_mean_edge [72      75]  
   or (max) 
    # Rel. border to 12_roads_lvlA [0.2      0.3] 
    # Rel. border to 12_roads_tar_1 [0.2      0.3]  
    # Rel. border to 12_roads_tar_2 [0.2      0.3]  
    # Rel. border to 12_roads_tar_3 [0.2      0.3]  
13_roads_tar_4 (merge 1+2+3) 
 and (*) 
13_roads_tar_5 (eliminate non-tarmac roads based on shape features) 
 and (min) 
  s_area [100      110]  
  s_len_wid [5.5      6.5]  
1. copy image object level (‘level A’ to ‘level A roads_tar’) 
produce a copy of the segmentation result of ‘level A’ called ‘level A 
roads_tar’ (the classication is carried out on this temporary level) 
2. classication (13_roads_tar_1) 
all unclassied objects on level A roads_tar, active class: 
13_roads_tar_1 
3. classication (13_roads_tar_2) 
all unclassied objects on level A roads_tar, run until nothing changes, 
active class: 13_roads_tar_2 
4. classication (13_roads_tar_3) 
all unclassied objects on level A roads_tar, run until nothing changes, 
active class: 13_roads_tar_3 
5. classication (13_roads_tar_4) 
all objects of classes 13_roads_tar_{1, …, 3} on level A roads_tar, 
active class: 13_roads_tar_4 
6. merge region (13_roads_tar_4) 
merge all objects of class 13_roads_tar_4 (GIS operation: ‘dissolve’), 
permit the fusion of super-objects 
7. classication (13_roads_tar_5) 
all objects of class 13_roads_tar_5 on level A roads_tar, active class: 
13_roads_tar_4 
8. nd enclosed by class (13_roads_tar_5) 
assign all unclassied objects on level A roads_tar, that are enclosed 
by 13_roads_tar_5 to the class 13_roads_tar_5, run until nothing 
changes 
9. classication (13_roads_tar_lvlA) 
all unclassied objects on level A, active class: 13_roads_tar_lvlA 
10. reshape (13_roads_tar_lvlA) 
apply the customised algorithm ‘reshape’ (input parameters: scale 
parameter=750, class=13_roads_tar_lvlA, level=level A) 
Tarmac road – Classes Tarmac road – Processes
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21_treeshrub_lvlB (nal ‘tree and shrub vegetation’ class on level B) 
 {the class description is empty} 
21_treeshrub_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  c_ratio3_ms4 [q(53)      q(55)]  
  # exist. of super objects lvlD_highVegeParcels (1) [0      1]  
  # exist. of super objects lvlD_littleVegeParcels (1) [0      1]  
  # exist. of super objects lvlD_sugarParcels (1) [0      1]  
  l_mean_ms3 [q(67)      q(70)]  
  l_mean_savi [q(45)      q(48)]  
  t_glcm_a2m_ms4 [0.0027      0.0029]  
  t_glcm_a2m_savi [0.014      0.015]  
  t_glcm_ent_pan [q(50)      q(55)]  
  t_glcm_hom_savi [q(60)      q(62)]  
21_treeshrub_2 (classication of singe trees on parcels; including shadows) 
 and (min) 
  and (min) 
   l_mean_ms3 [q(67)      q(70)]  
   t_glcm_a2m_ms4 [0.0027      0.0029]  
   t_glcm_ent_pan [q(50)      q(55)]  
  and (min) 
   l_contn_savi_10 [220      240]  
   l_mdin_savi_0 [58      62]  
   l_stdv_pan [68      72] 
  # exist. of super objects lvlD_highVegeParcels (1) [0      1]  
21_treeshrub_3 (edges of ‘tree and shrub vegetation’ objects) 
 and (min) 
  & 21_sum_relborder_12 [0.3      0.4]  
  l_mean_edge [190      200]  
 
Additional intermediate classes:  
20_level_d_temp (class group for intermediate classication of level D 
objects on level B; with common shape characteristics) 
 and (min) 
  s_area [250      400]  
  s_compactness [2.5      3]  
  s_rect_t [0.55      0.6]  
  s_shp_index [3      3.5]  
lvlD_sugarParcels (sugarcane parcels and some maize parcels)  
 and (min) 
  c_ratio3_ms4 [q(90)      q(92)]  
  l_mean_savi [245      380]  
  l_stdv_ms4 [120      125]  
  t_glcm_dis_savi [3.4      3.6]  
  t_glcm_stdv_savi [6      6.2]  
 and (min)  
  [20_level_d_temp] (inherited) 
lvlD_highVegeParcels (tea and other parcels with high vegetation such as 
‘napier grass, sweet potato’)   
 and (min) 
  c_zabud [750      775]  
  t_glcm_hom_pan [0.3      0.35]  
  t_glcm_mean_ms4 [135      140]  
  t_glcm_stdv_savi [6      6.5]  
 and (min)  
  [20_level_d_temp] (inherited) 
lvlD_littleVegeParcels (bunt area and other darkish parcels with very little 
vegetation)  
 and (min) 
  c_ratio3_ms4 [1.1      1.2]  
  l_mean_ms3 [275      280]  
  l_mean_pan [410      420]  
  t_glcm_dis_edge [4.9      5.1]  
  t_glcm_dis_pan [5      5.1]  
  t_glcm_ent_pan [q(50)      q(55)]  
 and (min)  
  [20_level_d_temp] (inherited) 
1. classication (21_treeshrub_1) 
all unclassied objects on level B, active class: 21_treeshrub_1 
2. classication (21_treeshrub_2) 
all unclassied objects on level B, active class: 21_treeshrub_2 
3. classication (21_treeshrub_3) 
all unclassied objects on level B, active class: 21_treeshrub_3 
4. classication (21_treeshrub_lvlB) 
all objects of classes 21_treeshrub_{1, …, 3} on level B, active class: 
21_treeshrub_lvlB 
 
Processes for intermediate classes 
1. multiresolution segmentation (level_D_TEMP) 
create segmentation level level_D_TEMP, above level B  
(for parameter settings see Table 4.6) 
2. classication (lvlD_sugarParcles) 
all unclassied objects on level_D_TEMP, active class: 
lvlD_sugarParcles 
3. classication (lvlD_highVegeParcels) 
all unclassied objects on level_D_TEMP, active class: 
lvlD_highVegeParcels 
4. classication (lvlD_littleVegeParcels) 
all unclassied objects on level_D_TEMP, active class: 
lvlD_littleVegeParcels 
Tree and shrub vegetation – Classes Tree and shrub vegetation – Processes
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Shadows – Classes Shadows – Processes 
22a_shadows_lvlB_houses (nal house shadow class on level B) 
 {the class description is empty} 
22b_shadows_lvlB_treeshrubs (nal ‘tree and shrub vegetation’ shadow 
class on level B) 
 {the class description is empty} 
22c_shadows_lvlB_others (nal other shadow class on level B) 
 {the class description is empty} 
22_shadows_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  and (min) 
   # exist. of super objects lvlD_highVegeParcels (1) [0      1]  
   # exist. of super objects lvlD_littleVegeParcels (1) [0      1]  
   # exist. of super objects lvlD_sugarParcels (1) [0      1]  
  c_ratio_savi [0.33      0.34] 
  l_contn_ms4_10 [-240      -230]  
  l_contn_pan_10 [-800      -780]  
  l_mean_pan [260      280]  
22_shadows_2 (edges of shadows) 
 and (min) 
  l_mean_edge [190      200]  
  # Rel. border to 22_shadows_1 [0.3      0.4]  
22_shadows_3 (merge 1+2) 
 {the class description is empty} 
22_shadows_4a_house (house shadows) 
 and (min) 
  # Rel. border to 14_houses_lvlA [0.3      0.4]  
  # Rel. border to 22_shadows_4a_houses [0.3      0.4]  
22_shadows_4b_treeshrub (shadows of ‘tree and shrub vegetation’) 
 and (min) 
  # Rel. border to 21_treeshrub_lvlB [0.2      0.25]  
  # Rel. border to 22_shadows_4b_treeshrub [0.2      0.25]  
22_shadows_4c_others (other shadows) 
 {the class description is empty}  
1. classication (22_shadows_1) 
all unclassied objects on level B, active class: 22_shadows_1 
2. classication (22_shadows_2) 
all unclassied objects on level B, active class: 22_shadows_2 
3. classication (22_shadows_3) 
all objects of classes 22_shadows_{1, 2} on level B, active class: 
22_shadows_3 
4. classication (22_shadows_4a_houses) 
all objects classied as 22_shadows_3 on level B, run until nothing 
changes, active class: 22_shadows_4a_houses 
5. classication (22_shadows_4b_treeshrubs) 
all objects classied as 22_shadows_3 on level B, run until nothing 
changes, active class: 22_shadows_4b_treeshrubs 
6. classication (22_shadows_4c_others) 
all objects classied as 22_shadows_3 on level B, active class: 
22_shadows_4c_others 
7. classication (22a_shadows_lvlB_houses) 
all objects classied as 22_shadows_4a_houses on level B,  
active class: 22a_shadows_lvlB_houses 
8. classication (22b_shadows_lvlB_treeshrubs) 
all objects classied as 22_shadows_4b_treeshrubs on level B,  
active class: 22b_shadows_lvlB_treeshrubs 
9. classication (22c_shadows_lvlB_others) 
all objects classied as 22_shadows_4c_others on level B,  
active class: 22c_shadows_lvlB_others 
10. merge region (22a_shadows_lvlB_houses) 
merge all objects of class 22a_shadows_lvlB_houses (GIS operation: 
‘dissolve’), permit the fusion of super-objects 
11. merge region (22c_shadows_lvlB_others) 
merge all objects of class 22c_shadows_lvlB_others (GIS operation: 
‘dissolve’), permit the fusion of super-objects 
12. merge region (22b_shadows_lvlB_treeshrubs) 
merge all objects of class 22b_shadows_lvlB_treeshrubs (GIS 
operation: ‘dissolve’), permit the fusion of super-objects
Note: For the denition of the intermediate classes 
lvlD_highVegeParcels, lvlD_littleVegeParcels , and lvlD_sugarParcels 
see ‘tree and shrub vegetation’.
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31_homestead_lvlC (nal homestead class on level C) 
 {the class description is empty} 
31_homestaed_baresoil (classication of bare soil areas) 
 and (min) 
  c_ratio4_savi [0.055      0.065]  
  l_mean_bright [q(84)      q(86)]  
  l_mean_ms3 [q(89)      q(91)]  
  l_mean_pan [630      650]  
  # Rel. border to 14_house_lvlA [0.3      0.4]  
31_homestead_temp (exclude falsely classied segments) 
 and (min) 
  l_mean_savi [165      170]  
  # Rel. border to 14_house_lvlA [0      0.05]  
31_homestead_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  and (*) 
   s_compactness [4.8      5]  
   s_density [0.9      1] 
   s_len_wid [3.9      4.1]  
  l_contn_pan_10 [90      120]  
  or (max) 
   # Distance to 14_house_lvlA [22      25]  
   # Rel. border to 14_house_lvlA [0.01      0.02]  
  s_area [1000      1400]  
  t_glcm_a2m_ms1 [0.02      0.022]  
  t_glcm_a2m_pan [0.0095      0.0105]  
31_homestead_2 (nd enclosed segments) 
 {the class description is empty}  
1. classication (31_homestaed_baresoil) 
all unclassied objects on level C, active class: 31_homestaed_baresoil 
2. classication (31_homestead_1) 
all unclassied objects on level C, active class: 31_homestead_1 
3. classication (31_homestead_temp) 
all objects classied as 31_homestead_1 on level C, active class: 
31_homestead_temp 
4. nd enclosed by class (31_homestead_2) 
assign all unclassied objects on level C, that are enclosed by 
14_houses_lvlA, 31_homestead_1, or 31_homestead_2 to the class 
31_homestead_2, run until nothing changes 
5. classication (31_homestead_lvlC) 
all objects classied as 31_homestead_{1, 2} on level C, active class: 
31_homestead_lvlC 
6. remove classication (31_homestaed_baresoil, 
31_homestead_temp) 
all objects classied as 31_homestaed_baresoil or 
31_homestead_temp on level C 
7. reshape_fusiononly (31_homestead_lvlC) 
apply the customised algorithm ‘reshape_fusiononly’ (input 
parameters: level=level C, class=31_homestead_lvlC, scale 
parameter=240) 
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Bare soil – Classes Bare soil – Processes 
34_baresoil_lvlC (nal bare soil class on level C) 
 {the class description is empty} 
34_baresoil_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  and (min) 
   c_zabud [q(16)      q(17)]  
   l_mean_ms4 [q(65)      q(70)]  
  and (min) 
   c_ratio4_savi [0.08      0.09]  
   l_mean_bright [460      470]  
   l_mean_ms3 [490      507]  
  and (min) 
   s_area [50      60]  
34_baresoil_2_nonrect (exclude falsely classied polygons that are non-
rectangular and do not neighbour to other bare soil polygons) 
 and (min) 
  or (max) 
   s_density [0.6      0.7]  
   s_rect_t [0.3      0.32]  
  # Rel. border to 34_baresoil_1 [0.1      0.2] 
34_baresoil_3_verybright (classication of very bright parcels previously 
not classied as bare soil, mainly due to limitations of the zabud feature) 
 and (min) 
  c_ratio4_savi [0.055      0.065]  
  l_mean_bright [q(82)      q(84)]  
  l_mean_ms3 [q(89)      q(91)]  
  l_mean_ms4 [q(65)      q(70)]  
  l_mean_pan [630      650]  
  s_area [50      60]  
34_baresoil_4_texture (exclude maize and other parcels based on texture 
features, when not mainly surrounded by 34_baresoil_1) 
 and (*) 
  or (max) 
   t_glcm_dis_pan [2      2.5]  
   t_glcm_stdv_pan [3.5      4]  
  # Rel. border to 34_baresoil_1 [0.75      0.8]  
 
1. classication (34_baresoil_1) 
all unclassied objects on level C, active class: 34_baresoil_1 
2. classication (34_baresoil_2_nonrect) 
all objects classied as 34_baresoil_1 on level C, active class: 
34_baresoil_2_nonrect 
3. classication (34_baresoil_3_verybright) 
all unclassied objects on level C, active class: 
34_baresoil_3_verybright 
4. classication (34_baresoil_4_texture) 
all objects classied as 34_baresoil_1 or 34_baresoil_3_verybright on 
level C, active class: 34_baresoil_4_texture 
5. classication (34_baresoil_lvlC) 
all objects classied as 34_baresoil_1 or 34_baresoil_3_verybright on 
level C, active class: 34_baresoil_lvlC 
6. remove classication (31_homestaed_baresoil, 
31_homestead_temp) 
all objects classied as 34_baresoil_1, 34_baresoil_2_nonrect, 
34_baresoil_3_verybright or 34_baresoil_4_textureon level C 
7. reshape_fusiononly (31_homestead_lvlC) 
apply the customised algorithm ‘reshape_fusiononly’ (input 
parameters: level=level C, class=34_baresoil_lvlC, scale 
parameter=240) 
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1. classication (41_maize_1) 
all unclassied objects on level D, active class: 41_maize_1 
2. classication (41_maize_2) 
all unclassied objects on level D, active class: 41_maize_2 
3. classication (41_maize_lvlD) 
all objects classied as 41_maize_{1, 2}  on level C, active class: 
41_maize_lvlD 
41_maize_lvlD (nal ‘maize (and beans)’ class on level D) 
 {the class description is empty} 
41_maize_group (group class for maize, inherits rules to other classes)
 and (min) 
  l_mean_pan [190      200]  
  s_area [100      110]  
41_maize_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  c_ratio4_ms3 [q(60)      q(64)]  
  c_zabud [q(32)      q(37)]  
  l_mean_savi [q(35)      q(41)]  
  t_glcm_a2m_savi [0.017      0.018]  
 and (min)  
  [41_maize_group] (inherited) 
41_maize_2 (classication of dark green parcels) 
 and (min) 
  c_zabud [q(32)      q(37)]  
  l_mean_bright [350      370]  
  t_glcm_a2m_savi [0.018      0.02]  
 and (min)  
  [41_maize_group] (inherited) 
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Tea – ProcessesTea – Classes
42_tea_lvlD (nal tea class on level D) 
 and (min)  
  [42_tea_group] (inherited) 
41_tea_group (group class for tea, inherits rules to other classes) 
 and (min) 
  s_area [150      200]  
41_tea_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  and (min) 
   Compactness [2.6      2.7]  
   Density [1.05      1.15]  
  and (min) 
   c_ratio4_ms2 [0.145      0.15]  
   c_ratio4_ms4 [0.575      0.585]  
   c_zabud [780      790]  
   l_mean_savi [365      380]  
 and (min)  
  [42_tea_group] (inherited) 
42_tea_2east ↔ (eastern swath: classication based on texture measures) 
 and (min) 
  GLCM Ang. 2nd moment lowres_ms3 (all dir.) [0.028      0.03]  
  GLCM Entropy lowres_ms1 (all dir.) [3.7      3.8]  
  GLCM Entropy lowres_ms3 (all dir.) [4.3      4.4]  
 and (min)  
  [42_tea_group] (inherited) 
42_tea_2west ↔ (western swath: classication based on texture measures) 
 and (min) 
  GLCM Ang. 2nd moment lowres_ms3 (all dir.) [0.004      0.0042]  
  GLCM Entropy lowres_ms1 (all dir.) [6      6.1]  
  GLCM Entropy lowres_ms3 (all dir.) [6.4      6.6]  
 and (min)  
  [41_tea_group] (inherited) 
1. classication (42_tea_1) 
all unclassied objects on level D, active class: 42_tea_1 
2. classication (42_tea_2east) 
all objects classied as 42_tea_1 on level D with x_east_of_joinline 
>= 0, active class: 42_tea_2east 
3. classication (42_tea_2west) 
all objects classied as 42_tea_1 on level D with x_east_of_joinline 
<= 0, active class: 42_tea_2east 
4. classication (42_tea_lvlD) 
all objects classied as 42_tea_2east or  42_tea_2west on level D, 
active class: 42_tea_lvlD 
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44_napiersweetpot_lvlD (nal ‘napier grass, sweet potato’ class on level D) 
 {the class description is empty} 
44_napiersweetpot_group (group class for ‘napier grass, sweet potato’, 
inherits rules to other classes) 
 and (min) 
  s_area [50      100]  
  s_compactness [3.7      3.8]  
  s_rect_t [0.48      0.52]  
  s_shp_index [3.4      3.6]  
44_napiersweetpot_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  c_ratio3_ms2 [0.12      0.205]  
  c_ratio4_savi [0.12      0.25] 
  l_hsi_s [0.65      0.9]  
  t_glcm_a2m_ms4 [0.00055      0.006]  
  t_glcm_a2m_savi [0.005      0.025]  
  t_glcm_hom_savi [0.27      0.53]  
  or (max) 
   and (min) 
    l_contn_ms4_10 [70      90]  
    l_contn_pan_10 [50      60]  
    l_contn_savi_10 [0      40]  
   # Rel. border to 44_napiersweetpot_1  [0.1      0.2]  
  or (max) 
   and (min) (eastern swath: dierentiate from sugarcane) 
    GLCM Homogeneity pan (all dir.) [0.036      0.037]  
    t_glcm_ent_pan [6      6.1]  
    ↔ x_east_of_joinline [-1      1]  
   and (min) (western swath: dierentiate from sugarcane) 
    GLCM Homogeneity pan (all dir.) [0.076      0.077]  
    t_glcm_ent_pan [7      7.1]  
    ↔ x_east_of_joinline [-1      1.01]  
 and (min)  
  [44_napiersweetpot_group] (inherited) 
1. classication (44_napiersweetpot_1) 
all unclassied objects on level D, run 2x, active class: 
44_napiersweetpot_1 
2. classication (44_napiersweetpot_1) 
all objects classied as 44_napiersweetpot_1 on level D, active class: 
44_napiersweetpot_1 
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Fallow and grassland / sparse shrub vegetation – 
Classes
Fallow and grassland / sparse shrub vegetation – 
Processes
{A}
45_fallowgrasgrazing_lvlD (nal ‘fallow and grassland’ class on level D) 
 {the class description is empty} 
45_fallowgrasgrazing_group (group class for ‘fallow and grassland’,
inherits rules to other classes) 
 and (min) 
  or (max) 
   and (min) (western swath) 
    GLCM Homogeneity pan (all dir.) [q(75)      q(80)]  
    ↔ x_east_of_joinline [-1      1.01] 
   and (min) (eastern swath) 
    GLCM Homogeneity pan (all dir.) [q(75)      q(80)]  
    ↔ x_east_of_joinline [-1      1]  
  s_area [50      60]  
45_fallowgrasgrazing_1 (classication based on SEaTH features, adjusted; 
lower values of l_mean_savi) 
 and (min) 
  c_ratio3_ms3 [0.21      0.32]  
  c_zabud [435      450]  
  l_mean_savi [175      300] 
  t_glcm_a2m_savi [0.007      0.008]  
  t_glcm_dis_savi [1.9      2.05]  
 and (min)  
  [45_fallowgrasgrazing_group] (inherited) 
45_fallowgrasgrazing_2 (classication based on SEaTH features, adjusted; 
higher values of l_mean_savi) 
 and (min) 
  c_ratio3_ms3 [0.21      0.32]  
  c_zabud [445      465] 
  l_mean_savi [300      370] 
  t_glcm_a2m_savi [0.007      0.008]  
  t_glcm_dis_savi [1.9      2.0]  
 and (min)  
  [45_fallowgrasgrazing_group] (inherited) 
45_fallowgrasgrazing_3 (classication based on SEaTH features, adjusted) 
 and (min) 
  c_ratio3_ms3 [0.21      0.32]  
  c_zabud [445      465]  
  l_mean_savi [180      370] 
  t_glcm_a2m_savi [0.007      0.008]  
  t_glcm_dis_savi [1.9      1.95]  
 and (min)  
  [45_fallowgrasgrazing_group] (inherited) 
45_fallowgrasgrazing_4 (very dark parcels, including pruned tea parcels) 
 and (min) 
  c_ratio4_savi [0.205      0.21]  
  c_zabud [500      720] 
  l_mean_bright [370      385]  
  l_mean_pan [450      460]  
 and (min)  
  [45_fallowgrasgrazing_group] (inherited) 
45_fallowgrasgrazing_bytheriver (classication of ‘fallow and 
grassland’  situated next to rivers) 
 and (min) 
  and (min) 
   c_zabud [350      360]  
   l_mean_savi [170      360] 
  and (min) 
   x_river40m_touching [-1      1]  
 
45b_smallshrubs_lvlD (nal ‘sparse shrub vegetation’ class on level D) 
 and (min) 
  c_ratio3_ms3 [0.25      0.27]  
  c_ratio3_ms3 [0.17      0.18] 
  c_zabud [470      490]  
  l_mean_savi [270      360] 
  l_stdv_savi [50      60]  
  s_area [20      30]  
  t_glcm_a2m_savi [0.005      0.006]  
  t_glcm_a2m_savi [0.023      0.024]  
1. classication (45_fallowgrasgrazing_1) 
all unclassied objects on level D, active class: 
45_fallowgrasgrazing_1 
2. classication (45_fallowgrasgrazing_2) 
all unclassied objects on level D, active class: 
45_fallowgrasgrazing_2 
3. classication (45_fallowgrasgrazing_3) 
all unclassied objects on level D, active class: 
45_fallowgrasgrazing_3 
4. classication (45_fallowgrasgrazing_4) 
all unclassied objects on level D, active class: 
45_fallowgrasgrazing_4 
5. classication (45_fallowgrasgrazing_bytheriver) 
all unclassied objects on level D, active class: 
45_fallowgrasgrazing_bytheriver 
6. classication (45_fallowgrasgrazing_lvlD) 
all objects classied as 45_fallowgrasgrazing_{1, 2, 3, 4, bytheriver} on 
level D, active class: 45_fallowgrasgrazing_lvlD 
7. classication (45b_smallshrubs_lvlD) 
all unclassied objects on level D, active class: 45b_smallshrubs_lvlD 
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Burnt area / sh pond – Classes Burnt area / sh pond – Processes
46_burnt_lvlD (nal burnt area class on level D) 
 {the class description is empty} 
47_shpond_lvlD (nal sh pond class on level D) 
 {the class description is empty} 
46+47_group (group class for burnt area and sh pond, inherits rules to other 
classes) 
 and (min) 
  s_area [50      60]  
46_burnt_1 (classication based on SEaTH features, adjusted) 
 and (min) 
  and (min) 
   l_mean_bright [320      330]  
   l_mean_ms1 [190      195]  
   l_mean_ms4 [710      720]  
   l_mean_pan [330      340]  
  and (min) 
   c_ratio4_savi [0.19      0.195]  
   c_zabud [480      490]  
 and (min)  
  [46+47_group] (inherited) 
46_burnt_11_river (exclude river polygons) 
 and (min) 
  c_ratio3_ms2 [0.205      0.21]  
  l_mean_ms4 [590      600]  
  t_glcm_a2m_ms4 [0.0004      0.00041]  
 and (min)  
  [46+47_group] (inherited) 
46_burnt_14_houses (exclude house polygons) 
 and (min) 
  or (max) 
   c_ratio3_ms1 [0.12      0.125]  
   # Rel. border to 14_houses_lvlA [0.2      0.3]  
  s_area [110      130]  
  s_area [30      40]  
 and (min)  
  [46+47_group] (inherited) 
46_burnt_22b_treeshadows (exclude ‘tree and shrub vegetation’ 
polygons) 
 and (min) 
  or (max) 
   c_ratio3_ms1 [0.13      0.14]  
   # Rel. border to 21_treeshrub_lvlB [0.3      0.4]  
   # Rel. border to 22b_shadows_lvlB_treeshrub [0.2      0.3]  
   # Rel. border to 41_maize_lvlD [0.5      0.6]  
  s_area [40      60]  
 and (min)  
  [46+47_group] (inherited) 
47_shpond_1 (classication of sh ponds, mainly based on texture features) 
 and (min) 
  c_zabud [300      320]  
  s_area [45      50]  
  s_area [950      1050]  
  t_glcm_a2m_pan  [0.02      0.021]  
  t_glcm_ent_pan [4.7      4.8]  
  t_glcm_hom_pan [0.405      0.41]  
 and (min)  
  [46+47_group] (inherited) 
1. classication (46_burnt_1) 
all unclassied objects and all objects classied as 40lvlD_12_roads 
or 40lvlD_21_treeshrubs on level D, active class: 46_burnt_1 
2. classication (47_shpond_1) 
all objects classied as 22c_shadows_lvlB_others, 22b_shadows_lvlB_ 
treeshrubs, or 46_burnt_1on level C, active class: 47_fishpond_1 
3. classication (46_burnt_11_river) 
all objects classied as 46_burnt_1 on level D, active class: 
46_burnt_11_river 
4. classication (46_burnt_14_houses) 
all objects classied as 46_burnt_1 on level D, active class: 
46_burnt_14_houses 
5. classication (46_burnt_22b_treeshadows) 
all objects classied as 46_burnt_1 on level D, active class: 
46_burnt_22b_treeshadows 
6. classication (46_burnt_11_river) 
all objects classied as 46_burnt_1 on level D, active class: 
46_burnt_11_river 
7. assign class (46_burnt_lvlD) 
assign all objects of class 46_burnt_1 on level D to class 
46_burnt_lvlD 
8. assign class (11_river_lvlA) 
assign all objects of class 46_burnt_11_river on level D to class 
11_river_lvlA 
9. assign class (14_houses_lvlA) 
assign all objects of class 46_burnt_14_houses on level D to class 
14_houses_lvlA 
10. assign class (22b_shadows_lvlB_treeshrubs) 
assign all objects of class 46_burnt_22b_treeshadows on level D to 
class 22b_shadows_lvlB_treeshrubs 
11. assign class (47_shpond_lvlD) 
assign all objects of class 47_shpond_1 on level D to 
47_shpond_lvlD 
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Subsequent classications 
In segmentation levels C and D some objects were again classied that had been missed during the earlier classication in ‘ner’ segmentation 
levels. These objects where then added to the according nal class. Classes aected are dirt road (level A, rened in levels C and D), house (level A, 
rened in level C), and ‘tree and shrub vegetation’ (level B, rened in level D). In addition, the classes dirt road and sugarcane were checked for 
logical errors as part of post-processing. The corresponding class descriptions and processes are described in the following.
Additional classications on segmentation level C 
30lvlC_12_roads (classication of missed dirt roads on level C) 
 and (min) 
  l_mean_bright [400      420]  
  l_mean_ms3 [q(88)      q(90)]  
  s_density [0.7      0.9]  
  s_len_wid [4.9      5.1]  
30lvlC_14_houses_temp (nal class of missed houses on level C) 
  {the class description is empty} 
30lvlC_14_houses_1 (classication of missed houses on level C) 
 and (min) 
  c_ratio3_ms1 [q(98)      q(99)]  
  or (max) 
   l_mean_pan [900      920]  
   t_glcm_a2m_savi [q(85)      q(87)]  
  s_area [900      1000]  
30lvlC_14_houses_2 (classication of missed houses on level C) 
 and (min) 
  c_ratio3_ms1 [0.14      0.15]  
  c_ratio3_ms4 [1      1.2]  
  c_zabud [480      490]  
  # Rel. border to 31_homestead_lvlC [0.1      0.2]  
  s_area [35      40]  
  s_area [80      100]  
  s_compactness [1.6      1.8]  
  s_rect_t [0.8      0.85]  
 
30lvlC_12_roads (before process group ‘31_homestead’) 
1. classication (30lvlC_12_roads) 
all unclassied objects on level C, active class: 30lvlC_12_roads 
2. reshape (30lvlC_12_roads) 
apply the customised algorithm ‘reshape’ (input parameters: scale 
parameter=750, class=30lvlC_12_roads, level=level C) 
3. classication (12_roads_lvlA) 
all objects classied 30lvlC_12_roads as on level C, active class: 
12_roads_lvlA 
30lvlC_14_houses (after process group ‘30lvlC_12_roads’) 
1. classication (30lvlC_14_houses_1) 
all unclassied objects on level C, active class: 30lvlC_14_houses_1 
2. reshape (30lvlC_14_houses_1) 
apply the customised algorithm ‘reshape’ (input parameters: scale 
parameter=750, class=30lvlC_14_houses_1, level=level C) 
3. classication (30lvlC_14_houses_temp) 
all objects classied as 14_houses_lvlA with Rel. border to 
30lvlC_14_houses_1 > 0.1on level C, active class: 
30lvlC_14_houses_temp 
4. classication (30lvlC_14_houses_temp) 
all objects classied as 30lvlC_14_houses_1 with Rel. border to 
30lvlC_14_houses_1 > 0.1on level C, active class: 
30lvlC_14_houses_temp 
5. merge region (30lvlC_14_houses_temp) 
merge all objects of class 30lvlC_14_houses_temp (GIS operation: 
‘dissolve’), permit the fusion of super-objects 
6. classication (14_houses_lvlA) 
all objects classied as 30lvlC_14_houses_{1, temp} on level C, active 
class: 14_houses_lvlA 
7. nd enclosed by class (14_houses_lvlA) 
assign all objects with s_area < 15 on level C, that are enclosed by 
14_houses_lvlA to the class 14_houses_lvlA 
30lvlC_14_houses (after process group ‘31_homestead’) 
1. classication (30lvlC_14_houses_2) 
all objects classied as 22a_shadows_lvlB_houses, 
22b_shadows_lvlB_treeshrubs, 22c_shadows_lvlB_others, 
31_homestead_lvlC, or unclassied on level C, active class: 
30lvlC_14_houses_2 
2. reshape (30lvlC_14_houses_2) 
apply the customised algorithm ‘reshape’ (input parameters: scale 
parameter=750, class=30lvlC_14_houses_2, level=level C) 
3. classication (30lvlC_14_houses_temp) 
all objects classied as 14_houses_lvlA with Rel. border to 
30lvlC_14_houses_2 > 0.1on level C, active class: 
30lvlC_14_houses_temp 
4. classication (30lvlC_14_houses_temp) 
all objects classied as 30lvlC_14_houses_2 with Rel. border to 
30lvlC_14_houses_2 > 0.1on level C, active class: 
30lvlC_14_houses_temp 
5. merge region (30lvlC_14_houses_temp) 
merge all objects of class 30lvlC_14_houses_temp (GIS operation: 
‘dissolve’), permit the fusion of super-objects 
6. classication (14_houses_lvlA) 
all objects classied as 30lvlC_14_houses_{2, temp} on level C, active 
class: 14_houses_lvlA 
7. nd enclosed by class (14_houses_lvlA) 
assign all objects with s_area < 15 on level C, that are enclosed by 
14_houses_lvlA to the class 14_houses_lvlA 
    continues on next page
    continues on next page
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Additional classications on segmentation level D 
40lvlD_12_roads (classication of missed dirt roads on level D) 
 and (min) 
  l_mean_pan [580      590]  
  s_area [20      30]  
  s_len_wid [4      5]  
  Width [10      11]  
40lvlD_21_treeshrubs (classication of missed ‘tree and shrub vegetation’ 
on level D) 
 and (min) 
  c_ratio3_ms4 [1      1.1]  
  l_mean_pan [560      570]  
  s_area [20      30]  
  s_asymmetry [0.8      0.85]  
  s_border_ind [1.6      1.7]  
  s_density [1      1.1]  
  s_len_wid [3      4]  
 
Checking of logical errors as part of post-processing 
49_enclosed_road_temp (checking for logical errors: presumed dirt roads 
that belong to parcels of ‘maize (and beans)’) 
 and (min) 
  # Rel. border to 41_maize_lvlD [0      2] 
49_sugar_linear_temp (checking for logical errors: presumed sugarcane 
parcels that belong to ‘tree and shrub vegetation’) 
 and (min) 
  s_len_wid [6      8]  
  Width (only main line) [8      10] 
40lvlD_12_roads 
1. classication (40lvlD_12_roads) 
all unclassied objects on level D, active class: 40lvlD_12_roads 
2. classication (12_roads_lvlA) 
all objects classied as 40lvlD_12_roads on level D, active class: 
12_roads_lvlA 
40lvlD_21_treeshrubs  
1. classication (40lvlD_21_treeshrubs) 
all unclassied objects on level D, active class: 40lvlD_21_treeshrubs 
2. classication (21_treeshrub_lvlB) 
all objects classied as 40lvlD_21_treeshrubs on level D, active class: 
21_treeshrub_lvlB 
49_enclosed_road_temp 
1. classication (49_enclosed_road_temp) 
all objects classied as 12_roads_lvlA on level D, active class: 
49_enclosed_road_temp 
2. classication (41_maize_lvlD) 
all objects classied as 49_enclosed_road_temp on level D, active 
class: 41_maize_lvlD 
49_sugar_linear_temp  
1. classication (49_sugar_linear_temp) 
all objects classied as 43_sugarcane_lvlD on level D, active class: 
49_sugar_linear_temp 
2. classication (21_treeshrub_lvlB) 
all objects classied as 49_sugar_linear_temp on level D, active class: 
21_treeshrub_lvlB 
Appendix 2: Rule sets for all LULC classes classified
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Legend for class descriptions
Class-related declarations
 11_river_1 class name
 (classication of ...) general remark
 [classname] (inherited)  class description inherits rules from  parent class stated in square brackets
Logical operators (note that operators may also be negated)
 and (min) minimum of the fuzzy values
 or (max) maximum of the fuzzy values
 and (*) product of the fuzzy values
Features
 l_mean_ms3 spectral feature (layer values)
 s_area shape feature
 t_glcm_a2m_pan texture feature
 c_zabud customized feature
 x_river40m_touching customized object feature   based on ancillary data
 # Rel. border ... class-related feature
 & 12_sum_relborder ... class-related customized feature
 {A} feature based on ancillary data 
       x_east_of_joinline dierentiation between eastern   and western swath 
Fuzzy statements
 [80      100] fuzzy statement with values for lower  and upper thresholds
 q(n) threshold value is the n%-quantile 
  ‘larger than’ function
  ‘smaller than’ function
  ‘full range’ function (from ... to ...)
  Boolean ‘larger than’ function
  Boolean ‘smaller than’ function
  ‘singleton’ function (exact value)
Special customized features  
11_sum_relborder_12 
[Rel. border to 11_river_1] + [Rel. border to 11_river_2] 
12_sum_relborder_roads12 
[Rel. border to 12_roads_1] + [Rel. border to 12_roads_2] 
14_sum_relborder_houses1234 
[Rel. border to 14_houses_1] + [Rel. border to 14_houses_2] + 
[Rel. border to 14_houses_3] + [Rel. border to 14_houses_4] 
14_sum_relborder_houses1234edge 
[Rel. border to 14_houses_1] + [Rel. border to 14_houses_2] + 
[Rel. border to 14_houses_3] + [Rel. border to 14_houses_4] + 
[Rel. border to 14_edges] 
21_sum_relborder_12 
[Rel. border to 21_treeshrub_1] + [Rel. border to 21_treeshrub_2] 
 
x_east_of_joinline 




Customized algorithms  
reshape (‘scale parameter’, ‘class’, ‘level’) 
1. merge region (current class) 
merge all objects of current class (GIS operation: ‘dissolve’), permit 
the fusion of super-objects 
2. pixel-based object resizing (current class) 
use shrinking as resizing mode, assign new image objects as  
unclassied, run once, active class: current class 
3. pixel-based object resizing (current class) 
use growing as resizing mode, grow into unclassied, run once, 
active class: current class 
4. chessboard segmentation (current class) 
apply chessboard segmentation to current class, use an object size 
of 1 
5. multiresolution segmentation (current level) 
create segmentation on current level, use current scale parameter 
and most recently set values for shape factor and compactness 
6. multiresolution segmentation region grow (current 
class) 
apply multiresolution segmentation region grow on current level, 
use current scale parameter, 0.3 for shape factor and 0.5 for 
compactness, active class: current class 
reshape_fusiononly (‘scale parameter’, ‘class’, ‘level’) 
1. multiresolution segmentation region grow (current 
class) 
apply multiresolution segmentation region grow on current level, 
use current scale parameter, 0.3 for shape factor and 0.5 for 
compactness, active class: current class 
Class-related customized features (‘&’)
Customized object features based on ancillary data
↔
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Appendix 3: Map topics used as input for the spatial farmland typology
* rejected after the analysis of parameter correlations
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Group 1 (land use)
Group 2 (landscape structures)
1: Average size of parcels used for cultivation of the three main crops (sugarcane, tea, maize); 2: Average size of parcels used for cultivation of all crops (cash 
crops and non-cash crops); 3: Number of objects per hectare; 4: Percentage of area covered by ‘tree and shrub vegetation’; 5: Surface roughness; 6: Mean slope
1: Percentage of area covered by ‘fallow and grassland’; 2: Percentage of area covered by ‘maize (and beans)’; 3: Percentage of area covered by non-cash crop; 
4: Percentage of area covered by ‘other cultivations and non arable land; 5: Percentage of area covered by sugarcane; 6: Percentage of area covered by tea
W: Shapiro-Wilk coecient; I: Moran’s I index 
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1: Distance to nearest school; 2: Number of houses per hectare; 3: Density of road network
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Group 1 (land use)
Group 2 (landscape structures)
1: Average size of parcels used for cultivation of the three main crops (sugarcane, tea, maize); 2: Average size of parcels used for cultivation of all crops (cash 
crops and non-cash crops); 3: Number of objects per hectare; 4: Percentage of area covered by ‘tree and shrub vegetation’; 5: Surface roughness; 6: Mean slope
1: Percentage of area cove ed by ‘fallow and grassland’; 2: Percentage of area covered by ‘maize (and b ans)’; 3: Percentage of area covered by non-cash crop; 
4: Percentage of area covered by ‘other cultivations and non arable land; 5: Percentage of area covered by sugarcane; 6: Percentage of area covered by tea
W: Shapiro-Wilk coecient; I: Moran’s I index 
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Appendix 5: Parameters and variables used in the scenarios of rural livelihoods
Amount of maize needed for home consumption (constant parameter)
  Sources of information (in kg maize per person per year): 
– Jätzold & Schmidt (1982): 202 kg in AEZ UM1; based on the assumption that a) 70% of the calorie intake of an average 
person is accomplished by maize and b) a daily diet comprises 2,784 kilocalories
– Kenya Maize Development Programme (KMDP, 2009): 98 kg as average for the whole of Kenya
– US Foreign Agricultural Service (FAS, 2010): steady decrease in Kenya from 90 kg in 2001 to approx. 75 kg in 2005
  Value used in the model: 100 kg
  Reasoning: A lower medial value was chosen, because maize consumption has probably decreased since the survey by 
Jätzold & Schmidt was conducted in 1977. Also, the calorie intake assumed is rather high in comparison to 1,750 and 
2,190 kilocalories defined by the Food and Agriculture Organization (FAO, 2008) as the Minimum respectively the Average 
Dietary Energy Requirement for Kenya from 2003 to 2005 and compared to 2,250 kilocalories defined by GoK (2005a) as 
the minimum nutritional requirement per adult equivalent per day. Nevertheless, the local consumption in the Kakamega 
Forest area could still be higher than in other areas of the country due to a better local availability of the crop.
Number of harvests per year (constant parameter)
  Sources of information: no certain sources – none of the sources encountered for crop yields indicated whether values 
refer to yields achieved per year or per harvest
  Value used in the modelling: maize: 2; sugarcane: 0.5; tea: 1
  Reasoning: Yields for seasonal crops are typically stated per season (F. Mussgung, pers. comm.) which was therefore 
assumed for the figures on yields found in the diverse sources (see below). Since two harvests of maize are common 
throughout the area under investigation (cf. ch. 2.5) this is also assumed in the model; since sugarcane needs almost 
two years to mature (cf. ch. 2.5) and might not be immediately re-planted, one harvest every two years is assumed for 
sugarcane. Permanent crops such as tea are harvested continuously throughout the year and thus do not have defined 
harvest seasons. It was therefore assumed that figures provided in literature are on yearly yields.
Area needed for additional homesteads (constant parameter)
  Sources of information (size of homestead area in ha): 
– Diwani & Becker (2009): typically 0.1 ha for subsistence- and market-oriented, 0.2 ha for highly market-oriented farms
– OBIA classification result: 0.04 ha for house and homestead per household
  Value used in the model: 0.05 ha
  Reasoning: A slightly higher value than derived from the OBIA results was chosen for the model, because some additional 
space for fences and vegetables should be considered that are not classified by OBIA. The value is lower than those 
Figure 1: Diagram showing the development of local 
sugarcane, tea, and maize yields between 1994/95 and 
2002/03. (Data source: Jätzold et al., 2005)
suggested by Diwani & Becker (2009), but priority 
was given to the classification result, because the 
figures identified in the field survey are obtained 
through interviews rather than using accurate 
surveying methods. 
Sugarcane yields (model variable)
  Sources of information (in kg per hectare): 
– Jätzold et al. (2005): 75,000 kg to 80,000 kg 
in Lugari District (approx. 7 km north of the 
area under investigation); little variability from 
1994/95 to 2002/03 (cf. Fig. 1)
– EPZA, (2005): 73,000 kg and 79,000 kg in 2003 
and 2004; figures apply for out-growers in the 
Mumias factory zone in the northern part of 
the area under investigation
– Informal interviews (G. Schaab, pers. comm.): 
sugarcane yields were significantly lower in 
2010 than in 2005 (cf. Tab. 1)
  Values used in the model: 80,000 kg for 2005 and 










1994/95 1996/97 1998/99 2000/01
yield [t/ha] – tea and maize yield [t/ha] – sugarcane
Note: Figures on 1994/95 for sugarcane and maize refer to the area that 










  Reasoning: The most recent figures found in the two sources differ by only 1,000 kg (or 1%). Here, the value provided by 
Jätzold et al. (2005) was given priority. Taking into consideration the informal interviews, 5% less yields were assumed 
for 2010. This decrease is lower that what was stated in the interviews, but it is more in line with the mid-term trends 
encountered in the literature sources.
Tea yields (model variable)
  Sources of information (in kg per hectare): 
– Jätzold et al. (2005): just below 5,000 kg in Vihiga District and in Kakamega District; before 1998/99, lower yields were 
obtained in Vihiga than in Kakamega (cf. Fig. 1)
– Informal interviews (G. Schaab, pers. comm.): no clear trend in tea yields between 2005 and 2010 (cf. Tab. 1)
  Value used in the model: 4,900 kg
  Reasoning: Following the figures provided in the Farm Management Handbook of Kenya, a value just below 5,000 kg was 
chosen for the model.
Maize yields (model variable)
  Sources of information (in kg per hectare): 
– Jätzold et al. (2005): rather stable around 2,600 kg between 1994/95 and 1998/99, but significantly lower thereafter, 
i.e. down to 1,700 kg in 2002/03 (cf. Fig. 1)
– Diwani & Becker (2009): between 400 kg and 2,900 kg, depending on the type
– Tittonell et al. (2008): 1,600 kg, with a standard variability of 900 kg depending on soil fertility; based on interviews 








price [KSh/kg] – tea and maize price [KSh/kg] – sugarcane
Note: Prices for sugarcane and tea were converted into KSh for 2000-2004  via 
visual estimation of Yahoo Finance (2010), for 2005-2010 via CBK (2010) gures. 
Prices for 2010 refer to the rst half of the year.







Figure 2: Diagram showing the development of estimated 
world market prices for raw sugarcane, green leave tea, 
and national prices for wholesale grain maize, 2000 to 
2010. (Data source: IMF, 2010; Kirimi, 2009; FAS, 2010; ACGC, 
2010; KTDA, 2010)
– Informal interviews (G. Schaab, pers. comm.): 
no clear trend in maize yields between 2005 
and 2010 (cf. Tab. 1)
  Value used in the model: 1,600 kg
  Reasoning: An average value was chosen for the 
model that fits very well to all three local literature 
sources.
Sugarcane prices (model variable)
  Sources of information (in KSh / US-cents per kg):  
(cf. Fig. 2)
– IMF (2010): global ‘International Sugar 
Agreement price’; 10.1 US-cents in 2005 and 
20.0 US-cents in 2010 – converts to approx. 1.09 
KSh / 2.24 KSh for 2005 / 2010 at farm-gate
– Informal interviews (G. Schaab, pers. comm.): 
1 KSh and 3 KSh in 2005 and 2010 (cf. Tab. 1)
– The Indian Express (2010): 2009/10 growing 
season, India; approx. 4.2 KSh (converted) 
  Conversion of global processed sugar prices to at 
farm-gate prices: A conversion ratio was adopted 
from figures published by the Australian Cane 
Growers Council (ACGA, 2010) assuming approx. 
0.143 kg processed sugar per kilogram of canes.  
Table 1: Responds of local research assistants interviewed on yields (left) and prices (right) for sugarcane, tea, 
and maize in 2005 and 2010. (Data source: G. Schaab, pers. com.)
Yields Prices
2005 / 2010 local unit 2005 / 2010 metric unit 2005 / 2010 unit
sugarcane 60 / 40 t per acre
=>
148,263 / 98,842 kg/ha 1 / 3 KSh/kg
tea 25 to 30 kg per ¼ acre 247 to 297 kg/ha 5 to 7 / 14* KSh/kg
maize 22 / 20 bags per acre 4,893 / 4,448 kg/ha 14 / 17 KSh/kg
Note: One acre equals to 0.4047 hectares; one bag of maize equals to 90 kg (KMDP, 2009).
* plus an additional bonus of 7 KSh/kg
Appendix 5: Parameters and variables used in the scenarios of rural livelihoods
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The resulting amounts were converted into KSh based on yearly averaged exchange rates obtained from the Central Bank 
of Kenya (CBK, 2010).
  Values used in the model: 1.0 KSh for 2005, 2.5 KSh for 2010
  Reasoning: For the model, the converted IMF prices and the results of the informal interview were averaged and rounded. 
The Indian source was paid less attention to.
Tea prices (model variable)
  Sources of information (in KSh / US-cents per kg):  (cf. Fig. 2)
– IMF (2010): prices obtained at the Mombassa Tea Auction for Best Pekoe Fannings; 216 US-cents in 2005 and 301 US-
cents in 2010 for made tea – converts to approx. 40 KSh / 57 KSh for 2005 / 2010 for green leaf tea
– Informal interviews (G. Schaab, pers. comm.): 5 to 7 KSh and 14 KSh (plus bonus) in 2005 and 2010 (cf. Tab. 1)
– Rietdorf (pers. comm.): BIOTA household pre-test of 2005 (n=2 in case of tea prices); 7 KSh or 8 KSh
  Conversion of global made tea prices to green leaf prices: A conversion ratio was derived from figures on the production 
of both, green leaf and made tea at Kapkatet tea factory provided by the Kenya Tea Development Agency (KTDA, 2010). 
On average, 1 kg of tea leaves results in 0.242 kg made tea.
  Values used in the model: 7 KSh for 2005, 15 KSh for 2010
  Reasoning: For the model, values obtained by the informal interviews and the BIOTA household pre-test were used, 
because they are expected to better reflect the local situation. For the converted world market prices it is assumed that a 
systematic error was made that, unfortunately, could not be identified.
Maize prices (model variable)
  Sources of information (in KSh per kg / gorogoro, Kenya wholesale grain prices):  (cf. Fig. 2)
– Kirimi (2009): time series for Nairobi; 15 KSh 2005 
– FAS (2010): report on national prices; 20 KSh in 2010 
– EPZA (2005): 12.86 KSh in 2003
– Waithaka et al. (2000): 25 KSh per gorogoro in 2000, gorogoro being the standard unit for maize trade in western 
Kenya that equals to roughly 2.25 kg of dry maize kernels
– Business Daily (2009): 33.59 KSh in May 2009 being a temporary wholesale record price
– Informal interviews (G. Schaab, pers. comm.): 14 KSh and 17 KSh in 2005 and 2010 (cf. Tab. 1)
  Values used in the model: 15 KSh for 2005, 20 KSh for 2010
  Reasoning: Figures provided by Kirimi (2009) and FAS (2010) are believed to be accurate and their time frames fit to 
the model very well. Again, information about prices obtained through the informal interviews match the model 
assumptions well.
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The dimension of household income generated through the sale of sugarcane, tea, and maize as 
modelled in the scenarios of rural livelihood is difficult to judge. From a European perspective, the 
amount of income converted into Euro or US-Dollar seems extremely low when compared to common 
household incomes of more economically developed countries. However, the local income situation 
differs greatly from European standards. Here, wages of unskilled jobs and average annual households 
incomes (cf. Ch. 9.1) are a good first indicator for judging income dimensions. In order to define one 
single meaningful figure with a high degree of significance though, the national rural poverty line is 
consulted. 
A poverty line is used in order to classify what percentage of a population is to be considered poor 
expressed by the headcount index (GoK, 2005a). It is determined based on the amount of money 
needed to purchase a food basket allowing to meet a minimum nutritional requirement of 2,250 
kilocalories per adult equivalent per day (value for Kenya) as well as to cover additional costs for basic 
non-food needs (GoK, 2005a; GoK, 2000). A global poverty line was established at 1 USD in 1990 by 
the World Bank and revised in 2008 to 1.25 USD per day per person (Ravallion et al., 2009). In order 
to allow for statements that are representative on a more regional level however, national poverty lines 
should be considered which are separately available for rural and urban areas. In Kenya, the poverty 
line was last determined by the Welfare Monitoring Surveys conducted in 1994 and 1997 (GoK, 2005a; 
Ravallion et al., 2009) and estimated at 1,239 KSh per adult per month for rural areas (GoK, 2005a; 
Kenea, 2008; GoK, 2000). Three fourths of this sum (927 KSh) account for food expenditures while 
only one fourth (312 KSh) accounts for non-food expenditures (World Bank, 2003; Kenea, 2008; 
GoK, 2000). The magnitude of this low fraction was confirmed in a survey conduced by Levin (2010) 
that revealed a non-food expenditure portion of 33%. Only the non-food fraction of the national rural 
poverty line is used for comparison, because in the income obtained through the sale of sugarcane, tea, 
and maize as expressed in map topic 6 (see Ch. 9.3) maize needed for home consumption is already 
deduced; and maize is the most important staple crop (cf. Ch. 1.3) while other food stuff is often self-
cultivated or informally traded amongst neighbours (cf. Ch. 10.3.2).
In order to compare income presented in map topic 6 to the national rural poverty line, some 
adjustments have to be made. Firstly, the poverty line needs to be adjusted to the cost-of-living 
situation in 2005 and secondly transferred from the amount needed per person to the amount available 
per household. The development of prices is reflected by the Consumer Price Index (CPI) which 
increased in Kenya by 81% from 1997 to 2005 (World Bank, 2010). Following this development a 
rural national poverty line adjusted for 2005 is estimated at 2,242 KSh and 564 KSh for the non-food 
fraction. As average for the area under investigation 4.49 people belonged to one household in 2005. 
However, the amount of money needed per household cannot be defined as to the sum of the individual 
incomes. Instead, the sum is commonly divided by the square-root of the household size in order to 
account for ‘equivalence-scale elasticy’ as e.g. applied by the Organisation for Economic Co-operation 
and Development (OECD) in their calculations on income distribution and poverty (Förster & Pearson, 
2002). The household income needed in order to meet the adjusted rural poverty line for non-food 
is therefore estimated at 1,195 KSh per month or 14,346 KSh per year1. It is further estimated that 
agriculture contributes to 55% of the average household income (cf. Ch. 9.1) so that for comparison with 
values expressed in map topic 6 the poverty line value is additionally reduced by 45% resulting in as 
estimated 658 KSh per month or 7,890 KSh per year (Tab. 1). Converted to 2005 US-Dollars (based on 
Oanda, 2010), 1,195 KSh equal to approx. 12 USD and 658 KSh equal to approx. 9 USD.
1 Strictly seen, the figure needs to be determined per individual household because they are different in sizes and therefore 
bias the square-root calculation, i.e. the square-root of the average household size is not necessarily equal to the sum 
of the average of each square-rooted household size. However, the deviation is acceptable and no better estimation is 
available.
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Table 1: Figures used for estimating a per household rural poverty line for Kenya 2005 as an indicator for the 
dimension of income obtained through the sale of sugarcane, tea, and maize after deducting maize needed 
for home consumption.
Figure Value Unit Source
rural poverty line for Kenya 1997 1,239 KSh/person/month
GoK (2000)
… non-food fraction 312 KSh/person/month
CPI for Kenya, increase from 1997 to 2005 80.94 % World Bank (2010)
rural poverty line for Kenya 2005 (via CPI) 2,242 KSh/person/month
based on CPI
… non-food fraction 564 KSh/person/month
avg. household size 4.49 people/household cf. GoK (2001)
factor accounting for ‘equivalence-scale elasticy’ 2.12 cf. Förster & Pearson (2002)
rural poverty line for Kenya 2005 per household 57,005 KSh/household/year extrapolated via  
the factor above … non-food fraction 14,346 KSh/household/year
55% of the above 7,890 KSh/household/year cf. Michuki (2008)
Appendix 7: National rural poverty line as an indicator for the dimension of household income

