We replicate the study of Tabak & Cajueiro (2007) : "Are the crude oil markets becoming weakly efficient over time? A test for time-varying long-range dependence in prices and volatility" published in Energy Economics 29, pp. 28-36. The results have been mostly confirmed. Specifically, we have confirmed that the crude oil markets efficiency could be rejected up till approximately 1994 and this holds for both studied crude oil commodities -Brent and WTI. Analyzing an extended dataset up till June 2017, we find that the markets remained efficient (at least with respect to long-range dependence) until the outbreak of the Global Financial Crisis in 2008. This is confirmed by all three applied methods -the rescaled range analysis used in the original study, and the detrended fluctuation analysis and the Geweke-Porter-Hudak estimator which were added for stronger validity of the results. The markets returned back to efficiency around 2012 and remained there until 2015 when the Hurst exponent started another rally and stayed rather high until the end of the examined sample. Comparing the two markets, the Brent crude oil shows stronger signs of inefficiency during the inefficient periods compared to the WTI crude oil. This is in hand with the results reported in the original study. Apart from rerunning the analysis on an extended dataset and using two additional methods, we also provide a firmer validity check using the movingblock bootstrap procedure, which outperforms the original shuffling procedure in the provided forecasting study.
Introduction
We replicate the results of Tabak and Cajueiro (2007) presented in "Are the crude oil markets becoming weakly efficient over time? A test for time-varying long-range dependence in prices and volatility". Tabak and Cajueiro (2007) analyze the returns and volatility of the Brent and West Texas Intermediate (WTI) crude oil spot prices using the rescaled range analysis of Hurst (1951) with adjustments according to Lo (1991) . The main result of the paper is that the crude oil markets become more efficient in time as the estimated Hurst exponent H converges towards the level of H = 0.5 suggesting no persistence (longterm memory), existence of which would suggest exploitable profitable trading strategies as argued already by Mandelbrot and van Ness (1968) .
Apart from the actual results concerning the efficient market hypothesis (Fama, 1965a (Fama, ,b, 1970 (Fama, , 1991 , an important contribution of the paper lies in the fact that it was one of the pioneering papers presenting results of interdisciplinary research in a mainstream economics journal -Energy Economics -and drawing attention of the economics and finance community. Until then, the interdisciplinary research in the energy economics and energy finance journals had been rather scarce. Panas and Ninni (2000) studied the petroleum markets with the use of correlation dimension, various entropies and Lyapunov exponent and found strong evidence of chaotic behavior. Adrangi et al. (2001) examined the crude oil, heating oil and gasoline prices to find strong non-linear dependencies which were, however, inconsistent with the chaos hypothesis. And Serletis and Andreadis (2004) uncovered multifractal structures and turbulent behavior in the WTI crude oil series. Tabak and Cajueiro (2007) drew attention of many researchers and following their steps, various results with a broad range of topics have been published in economics and finance outlets. Only until 2010, several interesting papers building on the original paper of Tabak and Cajueiro (2007) were published. Alvarez-Ramirez et al. (2008) studied the Brent, Dubai and WTI crude oil markets using the detrended fluctuation analysis (DFA) and argued that the markets are inefficient in the short-term perspective but efficient in the long-term one. Kang et al. (2009) analyzed the same set of markets as the previous study and showed that the fractionally integrated generalized autoregressive heteroskedasticity model (FIGARCH) fits volatility better that the generally used GARCH model. This way, they showed that long-term memory (a specific case of fractional integration) plays an important role in the crude oil markets. Charles and Darné (2009) utilized the variance ratio test to argue for inefficiency of the Brent and WTI markets betweem 1994 and 2008. Aloui and Mabrouk (2010) added persistence, fat tails and asymmetry to their Value-atRisk (VaR) and expected shortfall (ES) models to show that including these properties into the model improves the forecasting performance. Cunado et al. (2010) ran a battery of tests to show that many energy futures are persistent in volatility (but no persistence in returns was found). Alvarez-Ramirez et al. (2010) applied the lagged detrended fluctuation analysis to find deviations from market efficiency in crude oil via the multiscaling of Hurst exponent. And Wang and Liu (2010) found that crude oil markets are moving towards market efficiency in time but the trend is not stable. After 2010, there are many more examples of a successful utilization of methods from outside of economics and finance on economic, financial, and specifically also energy problems (for the recent ones, see Kristoufek and Vosvrda (2014) , Sensoy and Hacihasanoglu (2014) , Kristoufek and Lunackova (2015) , Lubnau and Todorova (2015) , Gu and Zhang (2016) and Li et al. (2016) ).
In our replication, we follow the steps of the original study and apply the rescaled range analysis on the series of the Brent and WTI crude oil returns and volatility (approximated by the absolute returns). Apart from extending the analyzed time series towards June 2017, we also apply two additional methods to estimate the Hurst exponent -the detrended fluctuation analysis and the Geweke-Porter-Hudak estimator. We also provide an extra discussion on statistical validity of the results and use an additional moving-block bootstrap procedure. As a further extension, we also provide a detailed forecasting study to see whether the detected inefficiencies can be exploited for successful forecasting models. Our results in general support the results of the original study in the sense that the crude oil returns had showed signs of persistence, which goes against the efficient market notion, but the persistence vanished towards the original study sample end (July 2004). However, the prolonged sample uncovers that the dynamics did not stabilize much after 2004, quite the contrary. Therefore, our study confirms the important message of the original one -statistical and dynamic properties of the crude oil prices change in time markedly and it is necessary to study local properties and their time dynamics rather than only global properties with limited information content.
The paper is organized as follows. Section 2 summarizes the utilized methodology, specifically the estimators of Hurst exponent -the rescaled range analysis applied in the original study and the detrended fluctuation analysis and the Geweke-Porter-Hudak estimator as two additional robustness check methods -and the approach towards statistical inference of the estimators. Section 3 presents the analyzed dataset and Section 4 shows the results of the original as well as the extended data sample. Section 5 presents the results of a forecasting study and Section 6 discusses the results and concludes.
Methodology
In its classical form, the efficient market hypothesis (EMH) assumes fair markets, which translates into inability of reaching long-term above-average risk-adjusted profits with respect to the given information set (Fama, 1970 (Fama, , 1991 . Specifics of the information set yield three forms of EMH -weak (historical data), semi-strong (publicly available information), and strong (private information). Then if, for example, we are able to make the above-described profits using only the historical data, we say that the weak-form EMH is violated. The weak-form efficiency is studied most frequently as the historical data are usually easily available and the trading strategies are thus testable, which is not necessarily true for the other two forms.
Apart from the profit-oriented specification of EMH, the hypothesis has also statistical implications towards the dynamic properties of the price and thus also returns series of assets. Specifically, the (logarithmic) prices of an efficient asset should follow a random walk (Fama, 1965b) or a martingale (Samuelson, 1965) . Both specifications have a common implication for the connected returns -there should be no serial correlation 3 (auto-correlation). Violation of the "no serial correlation" assumption is usually considered to be a proof of the EMH rejection. From the statistical perspective, there is a fundamental separation between short-term dependence and long-term dependence. The short-term dependence is characterized by non-zero but rapidly (usually exponentially) vanishing auto-correlation structure. Such dependence is standardly modeled using the autoregressive moving average models (ARMA) and its various forms. The long-range dependent (long-term memory, persistent) processes have a slowly (usually hyperbolically) decaying auto-correlation function. These processes are standardly modeled via the fractionally integrated ARMA models (FARIMA/ARFIMA) and fractional Gaussian noise (or fractional Brownian motion for integrated processes). Both types of dependence cause troubles towards the formal EMH. Yet, as noted by Timmermann and Granger (2004) , short-term dependencies change rapidly over time and investors need to adjust their trading strategies over time as well. There is thus a big difference between finding historical short-term dependence and actually being able to build a trading strategy and utilize it profitably. However, long-term memory in returns is inconsistent with continuous time stochastic processes used in option and futures pricing (Lo, 1991) and more importantly, its existence suggests extensive opportunities for long-lasting profitable trading strategies (Mandelbrot and van Ness, 1968) .
Formally, the long-range dependent processes can be defined in both time and frequency domain. In the time domain, persistence is characterized through a power-law decaying auto-correlation function. Asymptotically, the auto-correlation function ρ(k), with time lag k, of a persistent process decays as ρ(k) ∝ k 2H−2 . Hurst exponent H is a crucial parameter of long-range dependent processes. For H > 0.5, the process is persistent and it is reminiscent of a locally trending process. For H < 0.5, we have an anti-persistent process with an excessive (compared to a serially uncorrelated process) switching. And for H = 0.5, there is no long-term memory. In the frequency domain, persistent processes have a divergent at origin spectrum so that for spectrum f (λ) with frequency λ, we have f (λ) ∝ λ 1−2H for λ → 0+. These properties have further implications such as non-summable auto-correlations and diverging covariance of partial sums which are used as basis for estimators of Hurst exponent H (Beran, 1994; Taqqu et al., 1995; Taqqu and Teverovsky, 1996; Robinson, 1995; Geweke and Porter-Hudak, 1983; Barunik and Kristoufek, 2010; Teverovsky et al., 1999) . Tabak and Cajueiro (2007) build their analysis on the above-mentioned connection between persistence and violation of EMH. Using the rescaled range analysis, they show that the crude oil returns changed their dynamic properties between 1983 and 2004. In our study, we extend the portfolio of estimators to three, utilizing the detrended fluctuation analysis and the Geweke-Porter-Hudak estimator in addition to the rescaled range analysis. We also prolong the analyzed dataset to June 2017. In the following parts, we introduce the utilized estimators, discuss how to approach the results on statistical basis and provide details on the moving window estimation procedure.
Hurst exponent estimators Rescaled range analysis
The rescaled range analysis procedure (RS) (Hurst, 1951; Mandelbrot and Wallis, 1968 ) is based on the asymptotic power-law scaling behavior of ranges of persistent integrated series. In the procedure, a time series x t of length T is split into N adjacent sub-periods of length υ, i.e. N υ = T . In each sub-period I n (n = 1, . . . , N ), a rescaled range of a profile
is a range of the corresponding profile and S In is a standard deviation of the corresponding series x t . This rescaled range is calculated for each sub-period of length υ and then averaged over all such sub-periods to get (R/S) υ (Peters, 1994; Taqqu et al., 1995; Weron, 2002) . The Hurst exponent is obtained via the least squares regression on the log-log transformation of the scaling law
The scaling law is estimated over a range of sub-period lengths. In our application 1 , we set υ min = 10 and υ max = T /5 with a step of 10.
Detrended fluctuation analysis
The detrended fluctuation analysis (DFA) (Peng et al., 1994; Kantelhardt et al., 2002 ) builds on the asymptotic power-law scaling of variance of persistent integrated series. Similarly to the rescaled range analysis, a time series x t of length T is divided into sub-periods of length υ and a profile is constructed in each such sub-period. A polynomial (usually, and also in our case, linear) fit X υ (t) of the profile is estimated in each sub-period and a detrended signal Y υ (t) is constructed as Y υ (t) = X(t) − X υ (t). The fluctuation F 2 DF A (υ), calculated as an average mean squared error from the polynomial trend over all sub-periods of the same length, follows
In the same logic as for RS, minimum and maximum sub-period lengths need to be set. Here, we keep the same ones as for RS so that υ min = 10 and υ max = T /5 with a step of 10 as proposed by Einstein et al. (2002) , Alvarez-Ramirez et al. (2005) and Matos et al. (2008) .
GPH estimator
The Geweke-Porter-Hudak (GPH) estimator (Geweke and Porter-Hudak, 1983 ) is based on a full functional specification of the underlying process as the fractional Gaussian noise. Such specification implies the following form of the spectrum:
As an estimator of the spectrum of series x t , we use the periodogram defined as I(λ j ) = 1 T T t=1 exp(−2πitλ j )x t with j = 1, 2, . . . , m, where m ≤ T /2 and λ j = 2πj/T , and Hurst exponent is estimated using the ordinary least squares on
The GPH estimator is consistent and asymptotically normal (Beran, 1994) 
The GPH estimator performs very well asymptotically, assuming that the underlying process is in fact the fractional Gaussian noise (fGn). However, this is not precisely the case in financial and economic time series which are usually a combination of short-term memory series (such us autoregressive moving average -ARMA -processes of various specifications) and long-term memory series (such as the fractional Gaussian noise of fractionally integrated ARMA, i.e. ARFIMA). The GPH estimator becomes biased for these processes. Such bias can be avoided or at least mitigated by basing the estimation only on a part of the spectrum (periodogram) close to the origin, i.e. at low frequencies which reflect potential long-term memory. In our case, we follow Phillips and Shimotsu (2004) and use m = T 0.6 .
Statistical inference
The rescaled range analysis utilized in the original study of Tabak and Cajueiro (2007) has several weaknesses. One of the most important ones is its sensitivity to short-range dependence. Specifically, the method can confuse strong short-term memory with longterm memory (Lo, 1991; Teverovsky et al., 1999; Kristoufek, 2012) . Tabak and Cajueiro (2007) consider this issue and apply a specific shuffling procedure -they split the time series into blocks of 20 observations and in each block, they shuffle the data. The idea behind is to destroy the short-range serial correlations while preserving the long-range ones. This procedure is repeated several times (the number is not disclosed in the original study) and confidence intervals of the estimated Hurst exponent are reported as quantiles of estimates based on this shuffling procedure. The biggest issue of this approach is that it has only weak theoretical basis. Even though it is based on a firm evidence of Lo (1991) , who shows that a short-term correlated series can be identified as a long-range correlated, the procedure does not ensure that the standard errors or confidence intervals based on it are the correct ones. Therefore, apart from reporting the results based on this "box shuffling" procedure (in our case with 100 repetitions), we also provide results based on the more standard moving-block bootstrap procedure (Lahiri, 1993; Davison and Hinkley, 1997; Srinivas and Srinivasan, 2000) .
The moving-block bootstrap procedure for the Hurst exponent estimators is based on splitting the time series into boxes of the same length (we keep the same length, i.e. 20 observations, as for the box shuffling of the original study) and shuffling these boxes (but not the observations inside the boxes). This way, the new series keeps the short-term correlation structure (within the blocks) and distributional properties of the original series but the long-range dependence is removed (due to shuffling). The Hurst exponent is thus estimated on a (possibly) short-range correlated series with a specific distribution. After repeating the procedure several times (here again 100 times), we obtain the distribution of the Hurst exponent estimator under the null hypothesis of no long-range dependence (but possibly under short-range dependence and given the distributional properties). If the estimated Hurst exponent for the original series falls outside of the critical levels based on the bootstrapping procedure, we have evidence of long-range dependence (after controlling for possible short-range dependence and distributional biases). This gives us two ways how to comment on the results on the statistical basis.
Moving window estimation
Time variation of persistence and thus potential trends in crude oil market efficiency are essential contributions of the original study of Tabak and Cajueiro (2007) . To provide the dynamics of the Hurst exponents, the estimates are obtained from a time window of limited length that moves in time. This moving window or rolling window procedure is now a standard way of analyzing changes in dynamical properties of series in time. In the original study, the authors fix the time series length to 1004 observations, estimate the Hurst exponent using the rescaled range analysis with the box shuffling procedure and then slide the window by a fixed number of observations. However, the specific step length is not provided in the original study and based on a visual inspection of the resulting charts, it seems higher than one day. In our analysis, we fix the time series length to 1,000 observations (so that it is divisible by the box length of the box shuffling and bootstrap procedures, i.e. 20 observations). For this sample, we estimate the Hurst exponents based on all three methods and using both shuffling procedures. The sample window is then moved by 5 observations and repeated until the end of the sample is reached.
Data
As in the original study, we analyze the daily series of the Brent and WTI crude oil spot prices. We study the publicly available data provided by the U.S. Energy Information Administration (EIA)
2 . The WTI prices are available between 2 January 1986 and 30 June 2017 (7945 observations) and the Brent prices between 20 May 1987 and 30 June 2017 (7645 observations). Compared to the original dataset, the series start approximately 3 years later (the original dataset is not publicly available) but are prolonged by 13 years. Evolution of prices is illustrated in Fig. 1 where we can see the split between the original series and the extended one. Interestingly, the examined period of the original study ends just at the beginning of a sharp price increases culminating in 2008 when the crude oil prices broke the $140 barrier (compared to prices around $30 between years 2000 and 2004). The price dynamics is rather interesting in the extended sample which promises interesting results from the efficient market hypothesis perspective.
Results
We estimate the time-varying Hurst exponent on a moving window of 1,000 days with a step of 5 days using three estimators -the rescaled range analysis utilized in the original study of Tabak and Cajueiro (2007) , and the detrended fluctuation analysis and the Geweke-Porter-Hudak estimator. The long-term memory parameter is estimated both for the returns series and the volatility series, which is approximated by the absolute returns as in the original study. Statistical validity of the results is provided by two shuffling procedures described in the previous sections.
Figs. 2 and 4 show the results for returns of the Brent and WTI crude oil, respectively. For the Brent returns (Fig. 2) , Hurst exponent is estimated firmly above the level of 0.5 for the RS 3 and DFA methods at the beginning of the analyzed period (until approximately 1994) and then slowly converges towards 0.5 until the end of the original study time frame. This interpretation is validated by the bootstrapped confidence intervals as well. Implications based on the GPH estimator are not as straightforward as the estimator apparently has a much higher variance than the other two.
In the extended period, i.e. after 2004, the series remain quite stable around 0.5 but increase markedly after 2008. This is true for all three estimators. The box shuffling confidence intervals suggest that the Brent crude oil was not efficient between 2008 and 2012. Such claim comes mostly from the DFA and GPH estimates, the estimates of RS stay close to the EMH null hypothesis. This is again supported by the bootstrapped confidence intervals, and now even for the GPH estimator. Between 2012 and 2014, the Brent market seems efficient but from 2015 onwards, the Hurst exponent increases markedly again. Market efficiency is then rejected by RS and DFA, while the GPH evidence is not convincing mainly due to the high estimator variance. Overall, the Brent crude oil market has evidently undergone rather wild dynamics after the analyzed period of the original study and it has not stayed efficient as one might have guessed based on the data until 2004.
The results are rather similar for the WTI returns (Fig. 4) . As in the original study, the market is very close to efficiency at the beginning of the analyzed period. Based on RS, the market is on the edge of inefficiency until approximately 1994. This is confirmed by the bootstrapped confidence intervals both for RS and DFA. Estimated Hurst exponents are high for GPH as well but not significantly different from 0.5 due to high estimator variance again. In the following periods and during the extended period after 2004 as well, the dynamics of the WTI market is quantitatively similar to the one of the Brent market but the evidence is statistically weaker. Even though there are periods of higher Hurst exponents between 2008 and 2012, and then from 2015 onwards, the deviations are on the 3 Quite an important omission of the original study is the fact that the expected value of the RS-based Hurst exponent for uncorrelated series is not 0.5 but it depends on the time series length as the values of rescaled ranges depend on the period lengths, i.e. there is a finite sample effect/bias (Peters, 1994; Couillard and Davison, 2005) . For the time series of 1,000 observations, the expected value of the Hurst exponent is approximately 0.55 instead of 0.5.
edge of statistical significance.
The original study also reports the time evolution of the Hurst exponent of the volatility series, which are represented by the absolute returns. These are reported only as kind of a byproduct of the analysis as potential persistence of volatility has no direct effect on the market efficiency. In the same vein, we report these in Figs. 3 and 5 for Brent and WTI, respectively. We observe strong temporal variation for both series. For the Brent crude oil, the estimated Hurst exponent starts at around 0.85 and quite stably decreases to 0.5 in around 2006 to bounce back starting from 2009. This result is quite stable across the three methods. However, at least based on the bootstrapped confidence interval of RS and DFA, a big part of deviation of H from 0.5 might be due to strong short-range dependence and distribution of the volatility series. The volatility persistence is more variable in time for WTI, even though the qualitative results of Brent hold here as well. It again needs to be noted that the identified persistence of the volatility series does not go against the efficient market hypothesis (Lo and MacKinlay, 1988 ).
Implications for forecasting
To further illustrate importance and utility of the results of the time-varying Hurst exponent, we now focus on their implications for possible trading strategies and how their performance depends on Hurst exponent itself and detected inefficiency. As the volatility persistence is of only little importance for returns forecasting, we focus only on the results for the returns series as described in the previous section and illustrated in Figs. 2 and 4. We utilize three models to assess usefulness of analyzing the Hurst exponent evolution over time:
• autoregressive process (AR) with a maximum number of 5 lags (the optimal number of lags is based on the Akaike Information Criterion)
• autoregressive moving average process (ARMA) with a maximum number of 5 lags for both parts of the process, i.e. AR and MA (the optimal number of lags is based on the Akaike Information Criterion)
• autoregressive fractionally integrated moving average process (ARFIMA) with a maximum number of 5 lags for both parts of the process, i.e. AR and MA (the optimal number of lags is based on the Akaike Information Criterion)
We keep the same setting as for the estimation of Hurst exponent as presented in the previous sections. This means that on the moving window of the size of 1,000 observations, the three models are estimated and a one-step ahead forecast is calculated. Such forecasts are compared with the true realizations of the returns series and an absolute error is calculated. This is repeated for both Brent and WTI returns series with a step of 5 days. From the perspective of usefulness of the Hurst exponent and efficiency discussion for successful forecasting, we are interested in possible dependence of model performance on Hurst exponent and/or (in)efficiency arguments based on Hurst exponent and its deviation from expected values.
We first focus on the dependence of the model forecasting performance with respect to the estimated Hurst exponent. Note that the analysis encompasses both the original shuffling procedure and the moving-block bootstrapped approach proposed in the current replication. Fig. 6 shows the dependence between the average Hurst exponent and the mean absolute forecasting error (MAFE/MAE) implied by the three used models (AR, ARMA and ARFIMA). For the shuffling procedure, the average Hurst exponent is the average estimate based on the three used methods (RS, DFA and GPH). Note that these estimates are directly based on the shuffling procedure as proposed in the original paper. For the bootstrap methods, the average Hurst exponent is simply an average of the original three methods (the bootstrapping is used for the efficiency testing and not for the Hurst exponent estimation). Inspecting Fig. 6 , we observe that the results are more dependent on the analyzed series than the method. For Brent, we see a nice pattern of increasing mean absolute error between the Hurst exponent levels of 0.44 and 0.5. Note that H = 0.5 is the level of a serially uncorrelated process that should be hard to forecast, i.e. the mean absolute error should be high. Above H = 0.5, the processes should be easier to forecast so that the mean absolute error should decrease. We can see that MAE is lower for H > 0.5 compared to H = 0.5 but there is no apparent (decreasing) trend. The results are very similar for all three models. For WTI, the results are weaker. It seems that the critical level for serially uncorrelated process is at H = 0.45, which might be induced by distributional properties of the series. For the bootstrapping procedure, we can see that MAE is lower both below and above H = 0.45 with the exception of extremely high Hurst exponents around 0.7. For the shuffling procedure, the results are even more volatile.
At the first sight, such results might seem confusing and unsupportive of the original claims that Hurst exponent connects to possible inefficiency and predictability of the series. However, coming back to the results presented in Figs. 2-5, we can see that not only the estimates but also the confidence intervals based on either method vary considerably. At some point, H = 0.5 seems like a good description of serially uncorrelated process, but for some other points, it goes as low as H = 0.45 or even less (this is mainly visible for the WTI returns). This possibly explains the big difference between Brent and WTI. And as for the surprising results for the high values of Hurst exponent, there are two likely reasons. First, Hurst exponent varies considerably in time and this is true also for the shuffled and bootstrapped values. In many cases, H = 0.65 is found for serially uncorrelated (efficient) process 4 . And second, the Hurst exponent estimates based on the GPH method are very volatile. For the shuffling procedure, we find levels of the efficient process to possibly be as low as H = 0.15 but also as high as H = 0.85. For the bootstrapping procedure, the estimates of the efficient market null hypothesis generally vary between H = 0.2 and H = 0.75. This suggests that looking at the Hurst exponent by itself is not informative enough, which is in fact represented by poor outcomes of the relationship between Hurst exponent and MAE, and we should rather inspect the periods when Hurst exponent uncovers inefficiency in more detail.
As we have three methods of the Hurst exponent estimation, three forecasting models and two ways to test whether the analyzed time series is efficient, there are many results. Fig. 7 summarizes the mean absolute (forecasting) errors with respect to these options. We compare five scenarios with respect to market efficiency implied by the Hurst exponent levels (either based on the confidence intervals implied by the shuffling procedure of the original paper or the critical levels implied by the bootstrapping procedure) -no inefficiency detected, inefficiency detected by one method (either RS or DFA or GPH), inefficiency detected by two methods, inefficiency detected by all three methods, and inefficiency detected by RS and DFA. The first four scenarios are quire straightforward as we would suspect that when more methods suggest inefficiency, the forecasting models will perform better. The last scenario -focusing on the situations when RS and DFA detect inefficiency -is included due to quite problematic features of the remaining methods (GPH) as described in the previous paragraph. There is a real risk that GPH could spoil the results.
The results differ markedly for the two analyzed series, even though the main qualitative outcomes are the same. We also observe discrepancies between the shuffling and bootstrapping procedures. For the Brent series, the pattern is very similar for both methods -the best forecasting performances of all three models (AR, ARMA, and ARFIMA) are found for the cases when the RS and DFA methods suggest inefficiency and the worst performance is observed for the case when all three methods find inefficiency. The GPH method is thus evidently not appropriate here. An important finding arises when comparing the performance of methods using the shuffling and bootstrapping approach towards detecting inefficiency. For the shuffling procedure, the difference between the case when the RS and DFA methods find inefficiency and the case when no inefficiency is found is very small. But for the bootstrapping procedure, the difference is clearly visible and MAE decreases by more than 30% between these two cases. Note that the forecasting performance of the models (AR, ARMA, and ARFIMA) does not differ much even though ARFIMA performs the best in the best case scenarios. For the WTI series, the performances are much closer which is quite in hand with the results presented in Fig. 6 but the pattern is again quite clear. The performance is very different for the shuffling procedure and the bootstrapping procedure. The former one finds no advantage in identifying inefficiency whereas the latter does. Even though the superiority of the RS and DFA detection is not so dominant as in the case of Brent, such scenario wins again. ARFIMA gives the best forecasting performance of the three models here as well.
Shortly summarizing the main implications of this forecasting performance analysis, there are several strong results. First, Hurst exponent needs to be used in combination with confidence intervals to identify inefficient periods where model-based forecasting pays off. Simply using the Hurst exponent variation in time is not enough. Second, the bootstrapping approach towards identifying inefficient periods performs much better than the shuffling approach of the original paper, which is in hand with our earlier suspicions about the shuffling procedure. Third, the GPH estimator is so volatile that it is not very useful as an inefficiency detection tool. And fourth, the ARFIMA model performs the best in the best case scenarios which suggests that the long-term memory in fact plays its role here.
Discussion and conclusions
We have replicated the study of Tabak and Cajueiro (2007) and their results have been mostly confirmed. Specifically, we have confirmed that the crude oil markets efficiency could be rejected up till approximately 1994 and this holds for both studied marketsBrent and WTI. After that, the markets remained efficient (at least with respect to longrange dependence) until the outbreak of the Global Financial Crisis in 2008. This is confirmed by all three applied methods. The markets returned back to efficiency around 2012 and remained there until 2015 when the Hurst exponent started another rally and stayed rather high until the end of the examined sample, i.e. June 2017. Comparing the two markets, the Brent crude oil shows stronger signs of inefficiency during the inefficient periods compared to the WTI crude oil. This is in hand with the results reported in the original study. As an additional extension, we have provided a detailed forecasting study which confirmed that the detected inefficiencies can be exploited for successful forecasting models. Supremacy of the bootstrapping procedure over the shuffling one has been clearly demonstrated.
Even though the results of the original study are mostly confirmed, the statistical validity is not as strong as claimed in the original study. This is mainly due to three reasons.
First, the original study estimates the Hurst exponent using the rescaled range analysis and bases the implications about efficiency on comparison of the estimated exponents with a breaking value of H = 0.5. This value signalizes no long-range dependence in the series asymptotically. However, the rescaled range analysis has been repeatedly shown to be biased for finite samples both analytically (Peters, 1994; Couillard and Davison, 2005) and numerically (Taqqu et al., 1995; Teverovsky et al., 1999; Weron, 2002; Barunik and Kristoufek, 2010; Kristoufek, 2012) . For the specific case of the original study, i.e. estimates being made based on approximately 1,000 observations, the expected value of the Hurst exponent for a serially uncorrelated process is 0.55 rather than 0.5. This means that the found persistence is in fact weaker and the proof against EMH is in turn weaker as well. Nevertheless, there are still rather long periods of time when the estimated Hurst exponent is well above the correct theoretical value and EMH could be challenged.
Second, even though the study claims that the long-range dependence is based on a novel approach of the within-block shuffling, this procedure has only weak theoretical validity and background. No reference to a theoretical paper supporting the method and describing its theoretical properties is given so that even though the method has its intuitive appeal and logic, it remains a heuristic rather than a proper statistical procedure. To validate the results, we add the moving-block bootstrapping procedure that is well established (Lahiri, 1993; Davison and Hinkley, 1997; Srinivas and Srinivasan, 2000) for the long-range dependence framework. Qualitatively, the original claims are supported, even though the evidence is weaker as the estimated Hurst exponents barely pass outside of the bootstrapped critical values even for the periods of apparent inefficiency. The division between these two approaches is clearly visible in the provided forecasting study where the bootstrapping procedure clearly outperforms the shuffling procedure of the original study.
And third, we report that most of the results are confirmed qualitatively. This is due to the fact that some important parameters of the utilized procedure are not disclosed in the original study. Namely, these are the minimum and maximum sub-period lengths υ in the rescaled range procedure, an unexplained indivisibility of the moving window length (1004) by the shuffled block size (20), a number of repetitions for the shuffling procedure, and the step size of the moving windows. In our replication and extension, we disclose all necessary information about the testing procedures for possible future replications.
Overall, the results up to 2004 (the final year of the original study) have been confirmed but the crude oil markets have not stayed efficient the whole time afterwards. On the contrary, two rather long periods of inefficiency have been identified. Our results highlight lively dynamics of the crude oil markets and its interconnectedness with the economic reality of the last decade, i.e. the Global Financial Crisis and the evolution of the world economy afterwards. For each, the gray areas represent the 95% confidence intervals. For the box shuffling procedure, the confidence intervals represent the uncertainty of the estimates. For the moving-block bootstrap, the confidence intervals represent the Hurst exponent estimator distribution under the null hypothesis of no long-range dependence (controlling for the effects of short-range dependence and distributional properties of the analyzed series) and the black curve is the estimated Hurst exponent. For both methods, the box size is set to 20. The moving window size is set to 1,000 days with the step of 5 days. Dates on the x-axes represent the end date of a given window of 1,000 observations. For each, the gray areas represent the 95% confidence intervals. For the box shuffling procedure, the confidence intervals represent the uncertainty of the estimates. For the moving-block bootstrap, the confidence intervals represent the Hurst exponent estimator distribution under the null hypothesis of no long-range dependence (controlling for the effects of short-range dependence and distributional properties of the analyzed series) and the black curve is the estimated Hurst exponent. For both methods, the box size is set to 20. The moving window size is set to 1,000 days with the step of 5 days. Dates on the x-axes represent the end date of a given window of 1,000 observations. GPH with bootstrap Figure 5 : Hurst exponent estimates for WTI absolute returns. Hurst exponents are estimated (y-axes) using the rescaled range analysis (first row), detrended fluctuation analysis (second row), and Geweke-Porter-Hudak estimator (third row). Both the original box shuffling procedure (left column) and the moving-block bootstrap procedure (right column) are shown. For each, the gray areas represent the 95% confidence intervals. For the box shuffling procedure, the confidence intervals represent the uncertainty of the estimates. For the moving-block bootstrap, the confidence intervals represent the Hurst exponent estimator distribution under the null hypothesis of no long-range dependence (controlling for the effects of short-range dependence and distributional properties of the analyzed series) and the black curve is the estimated Hurst exponent. For both methods, the box size is set to 20. The moving window size is set to 1,000 days with the step of 5 days. Dates on the x-axes represent the end date of a given window of 1,000 observations. Figure 6 : Dependence of mean absolute (forecasting) error on levels of Hurst exponent. Forecasting performance is shown for Brent (top) and WTI (bottom) returns. The models (AR, ARMA and ARFIMA) are estimated on the moving window of 1,000 observations with a step of 5 days and we are interested in a 1-day ahead forecasts. For each window of 1,000 observations, the three models are estimated, the Hurst exponents are estimated based on the shuffling (left) and bootstrapping (right) procedures. Figure 7 : Dependence of mean absolute (forecasting) error on detected inefficiency implied by Hurst exponent. Forecasting performance is shown for Brent (top) and WTI (bottom) returns. The models (AR, ARMA and ARFIMA) are estimated on the moving window of 1,000 observations with a step of 5 days and we are interested in a 1-day ahead forecasts. For each window of 1,000 observations, the three models are estimated, the Hurst exponent procedures are performed (estimates, confidence intervals and critical levels) based on the shuffling (left) and bootstrapping (right) procedures. The decision whether the series is detected as inefficient is based on the 95% confidence level. The results are shown for no efficiency detected (meaning that none of RS, DFA and GPH detected inefficiency), 1-3 methods detected inefficiency and the situation when inefficiency is detected by both RS and DFA.
