Abstract. In this article, we prove the global (in time) existence of small data solutions from energy spaces basing on L q spaces, with q P p1, 8q, to the Cauchy problems for a weakly coupled system of semi-linear visco-elastic damped σ-evolution models. Here we consider different power nonlinearities and different σ values in the comparison between two single equations. To do this, we use pL m X L q q´L q and L q´Lq estimates, i.e., by mixing additional L m regularity for the data on the basis of L q´Lq estimates for solutions, with m P r1, qq, to the corresponding linear Cauchy problems. In addition, allowing loss of decay and the flexible choice of parameters σ, m and q bring some benefits to relax the restrictions to the admissible exponents p.
the authors in [6] mentioned other interesting models to (2) with the case σ " 2 as the viscoelastic damped plate models. Here some decay estimates of the energy and qualitative properties of solutions as well were considered. In our previous work (see [5] ) we obtained pL m X L´L q and L q´Lq estimates, with q P p1, 8q and m P r1, qq, for the solutions to (2) with any σ ě 1. To do this, there appreared two main strategies such as applying theory of modified Bessel functions combined with Faà di Bruno's formula and the Mikhlin-Hörmander multiplier theorem to Fourier multipliers, respectively, for small frequencies and large frequencies. For this reason, the main motivation is to use these estimates in the proof of the global (in time) existence of small data energy solutions to (1) . Allowing loss of decay (see, for instance, [3, 4] ) and using the fractional Gagliardo-Nirenberg inequality (see [7] ) come into play in the treatment of corresponding semilinear models. Furthermore, we want to underline that how the interaction between the different values of σ 1 , σ 2 ě 1 and the flexibility of parameters q P p1, 8q, m P r1,affects our global (in time) existence results.
Notations
We use the following notations throughout this paper. ‚ We write f À g when there exists a constant C ą 0 such that f ď Cg, and f « g when g À f À g. ‚ We denotef pt, ξq :" F xÑξ`f pt, xq˘as the Fourier transform with respect to the space variable of a function f pt, xq. The spaces H a,q and 9 H a,q , with a ě 0 and q P p1, 8q, stand for Bessel and Riesz potential spaces based on L q . Here D a and |D| a denote the pseudo-differential operators with symbols ξ a and |ξ| a , respectively.
‚ We fix the following constants with q P p1, 8q, m P r1,and n ě 1:
β :"´1 m´1 q¯´2`" n 2 ı`n´1 σ 1´1 σ 2¯¯, γ :"´1`1 q´1 m¯´2`" n 2
ı¯.
Then, we denote κ 1 :" 1 2 p1`γ`αq and κ 2 :" 1 2 p1`γ`βq. ‚ Finally, we introduce the spaces A j m,q :"`L m X H 2σ j ,q˘ˆ`Lm X L q˘w ith the norm }pu 0 , u 1 
where q P p1, 8q, m P r1,and j " 1, 2.
Main results
Let us state the main results which will be proved in the present paper.
Theorem 1.1 (Loss of decay). Let q P p1, 8q be a fixed constant and m P r1, qq. Let assume σ 1 ě σ 2 and n ą σ 1 . We assume the conditions
Moreover, we suppose the following conditions:
Then, there exists a constant ε ą 0 such that for any small datà
we have a uniquely determined global (in time) small data energy solution
The following estimates hold:
where εpp 1 , σ 2 q :" 1´n 2mσ 2 pp 1´1 q`p 1 κ 1 .
Theorem 1.2 (Loss of decay).
Let q P p1, 8q be a fixed constant and m P r1, qq. Let assume σ 2 ě σ 1 and n ą σ 2 . We assume the conditions
The following estimates hold: 
then we have the same conclusions of Theorem 1.1. But the estimates (7)- (12) are modified in the following way:
(29)
Theorem 1.4 (No loss of decay). Under the analogous assumptions of Theorem 1.2, if condition (16) is replaced by
mintp 1 , p 2 u ą 1`2 mσ 1 p1`κ 2 q n´2mσ 1 κ 2 ,(30)
then we have the same conclusions of Theorem 1.2. Moreover, the estimates (24)-(29) hold instead of (17)-(22).
Remark 1.1. Let us observe the interplay between the parameters σ j and p j with j " 1, 2. In Theorems 1.1 to 1.4, we can see that the different choice of σ 1 and σ 2 influences our admissible exponents p 1 and p 2 . Moreover, if we want to consider the special case of σ 1 " σ 2 " σ then it is clear that the constants κ 1 " κ 2 " κ. For this reason, the conditions from (3) to (5) are similar to those from (13) to (15). We also re-write both the assumptions (6) and (16) in the following common form:
Finally, in this case we may conclude that all the statements in Theorems 1.3 and 1.4 coincide.
Remark 1.2.
Here we want to underline that due to the conditions (6) and (16), both εpp 1 , σ 2 q and εpp 2 , σ 1 q in Theorems 1.1 and 1.2 are non-negative. Remark 1.3. Let us explain our main strategies appearing in Theorems 1.1 to 1.4 such as loss of decay and no loss of decay. In particular, the first phenomenon means that the decay rates for the solutions to (1) in Theorems 1.1 and 1.2 are worse than those for solutions to (2) . Meanwhile, the second one shows that in comparison with the corresponding linear models these decay rates in Theorems 1.3 and 1.4 are exactly the same. It is clear that allowing loss of decay comes into play to relax the restrictions to the admissible exponents p 1 and p 2 . Indeed, here we can see that we allow one exponent p 1 in (6) or p 2 in (16) below the exponent 1`2
, respectively. On contrary, in (23) and (30) we need to guarantee both exponents p 1 and p 2 above these exponents.
This article is organized as follows: In Section 2, we collect pL m X L´L q and L q´Lq estimates for solutions to (2), with q P p1, 8q and m P r1, qq, from our previous work [5] and prove a sharper result as well. We give the proofs of our global (in time) existence results to (1) in Section 3.
Preliminaries
In this section, main goal is to derive pL m X L´L q and L q´Lq estimates for the solution and some its derivatives to (2) . First, using partial Fourier transformation to (2) we have the following Cauchy problem:ŵ
The characteristic roots are
We write the solutions to (31) in the following form:
where we assume λ 1 ‰ λ 2 . Taking account of the cases of small and large frequencies separately, we get the following asymptotic behavior of the characteristic roots:
We now re-write the solution to (2) which are decomposed into two parts localized separately to low and high frequencies in the following form:
wpt, xq " w χ pt, xq`w 1´χ pt, xq, where w χ pt, xq " F´1 ξÑx`χ p|ξ|qŵpt, ξq˘and w 1´χ pt, xq " F´1 ξÑx``1´χ p|ξ|q˘ŵpt, ξq˘.
Here χp|ξ|q is a smooth cut-off function equal to 1 for small |ξ| and vanishing for large |ξ|. Recalling the statements from Proposition 3.9 in [5] , we obtained the following result.
Proposition 2.1. Let σ ě 1 in (2), q P p1, 8q and m P r1, qq. Then the Sobolev solutions to (2) satisfy the following pL m X L´L q estimates:
Moreover, the following L q´Lq estimates hold:
Here 1`1 q " 1 r`1 m , a is a non-negative number and for all the dimension n ě 1. Remark 2.1. In Proposition 2.1 we derived estimates for the solution and some its derivatives to (2) for any space dimensions n ě 1. In addition, we want to underline that under a constraint condition to space dimensions n ą σ we may prove the following sharper result. Proposition 2.2. Let σ ě 1 in (2), q P p1, 8q and m P r1, qq. Then the Sobolev solutions to (2) satisfy the following pL m X L´L q estimates:
Here 1`1 q " 1 r`1 m , a is a non-negative number and for all the dimension n ą σ. In order to prove Proposition 2.2, we shall show the following auxiliary estimates.
Lemma 2.1. The following estimates hold in R n for any n ą σ:
p1´1 r q´a 2σ if t P r1, 8q,
p1´1 r q´a 2σ if t P r1, 8q, for all r P r1, 8s and any non-negative number a.
Proof. The proof of the first statement is completed from Proposition 3.7 in [5] . For this reason, we will prove the second one only. Thanks to the asymptotic behavior of the characteristic roots in (33), we arrive at immediately the following estimate for small frequencies:ˇK 1,σ pt, ξqˇˇ"ˇˇe
where c is a suitable positive constant. We can see that it holds for small frequencies ż
for any n ě 1, b 1 P R satisfying n`b 1 ą 0 and for all positive numbers c, b 2 ą 0. Hence, we derive
From Proposition 3.1 and Remark 3.3 in [5] , we get
sq´a 2σ for t P r1, 8q.
By interpolation argument, from (35) and (36) we may conclude the second statement that we wanted to prove.
Proof of Proposition 2.2.
In order to obtain the pL m XL´L q estimates, we combine the statements from Lemma 2.1 with those from Corollary 3.4 in [5] . In particular, we can estimate the L q norm of the small frequency part of the solutions by the L m norm of the data, whereas its high-frequency part is controlled by using the L q´Lq estimates. Finally, applying Young's convolution inequality we may conclude all the statements from Proposition 2.2. This completes our proof.
From the statements in Proposition 2.2, replacing σ " σ j with j " 1, 2 and recalling abbreviation γ " p2`r n 2 sq 1 r we have the following result. Corollary 2.1. Let σ " σ j ě 1 with j " 1, 2 in (2). Let q P p1, 8q and m P r1, qq. Then the Sobolev solutions to (2) satisfy the following pL m X L´L q estimates:
Here 1`1 q " 1 r`1 m , a is a non-negative number and for all the dimension n ą maxtσ 1 , σ 2 u.
Remark 2.2. The pL m X L´L q and L q´Lq estimates for solutions to (2), with q P p1, 8q and m P r1,come into play in treatment of the weakly coupled system of corresponding semi-linear models (1) in next section. It is clear that the decay estimates for solution and some its derivatives to (2) from Proposition 2.2 are better than those from Proposition 2.1. Hence, it is reasonable to apply the statements from Corollary 2.1 in the steps of the proofs to our global (in time) existence results.
Proofs of the global (in time) existence results

3.1.
Proof of Theorem 1.1. Recalling the fundamental solutions K 0,σ and K 1,σ defined in Section 2 we write the solutions of the corresponding linear Cauchy problems with vanishing right-hand sides to (1) as follows:
Using Duhamel's principle we get the formal implicit representation of the solutions to (1) in the following form:
First, we choose the data spaces pu 0 , u 1 q P A 1 m,q and pv 0 , v 1 q P A 2 m,q . We introduce the family tXptqu tą0 of solution spaces Xptq with the norm }pu, vq} Xptq :" sup
where
For all t ą 0 we define the following operator N : pu, vq P Xptq ÝÑ N pu, vq P Xptq N pu, vqpt, xq "`u ln pt, xq`u nl pt, xq, v ln pt, xq`v nl pt, xq˘.
If we prove the operator N satisfying the following two inequalities:
}N pu, vq´N pū,vq} Xptq À }pu, vq´pū,vq} Xptq´} pu, vq}
then we may conclude local (in time) existence results of large data solutions and global (in time) existence results of small data solutions as well by applying Banach's fixed point theorem.
In the first step, from the definition of the norm in Xptq we plug a " σ 1 , σ 2 , 2σ 1 , 2σ 2 into the statements from Corollary 2.1 to derive
Therefore, in order to prove the proof of (41) it is suitable to indicate the following inequality:
Now let us prove the inequality (44). To estimate for u nl and some its derivatives, we use the pL m X L´L q estimates if τ P r0, t{2s and the L q´Lq estimates if τ P rt{2, ts from Corollary 2.1 to get the following estimates for k " 0, 1, 2:
Hence, it is reasonable to control |vpτ, xq|
Applying the fractional Gagliardo-Nirenberg inequality leads to
Xpτ q . Here the conditions (3) to (5) are fulfilled for p 1 . Consequently, we obtain
where we used p1`t´τ q « p1`tq for any τ P r0, t{2s and p1`τ q « p1`tq for any τ P rt{2, ts. In addition, we also note that 1 2 p3`r n 2 sq´k 2 ą 0 for k " 0, 1, 2. Therefore, we arrive at p1`tq
since σ 1 ě σ 2 . From both the above estimates, we may conclude the following estimate for k " 0, 1, 2:
Xptq . In the analogous way we also derive
Similarly, we obtain the following estimate for k " 0, 1, 2:
Xptq , and
Xptq , where the conditions (3) to (6) are satisfied for p 2 . From the definition of the norm in Xptq, we may conclude immediately the inequality (44).
In the second step, let us prove the estimate (42). We obtain for two elements pu, vq and pū,vq from Xptq as follows:
We use again the pL m X L´L q estimates if τ P r0, t{2s and the L q´Lq estimates if τ P rt{2, ts from Corollary 2.1 to get the following estimate for k " 0, 1, 2:
By using Hölder's inequality we arrive at In the same way as we proved (41), employing the fractional Gagliardo-Nirenberg inequality to the terms }vpτ,¨q´vpτ,¨q}
with η 1 " qp 1 or η 1 " mp 1 , and η 2 " qp 2 or η 2 " mp 2 we may conclude the inequality (42). Summarizing, the proof of Theorem 1.1 is completed.
3.2.
Proof of Theorem 1.2. We follow the approach of Theorem 1.1 with minor modifications in the steps of our proof. We also introduce both spaces for the data and the solutions as in Theorem 1.1, where the weights (37) to (40) are modified in the following way:
f 1 pτ q " p1`τ q´n 2σ 1 p1´1 r q`κ 2 2 , f 1,2σ 1 pτ q " p1`τ q´n 2σ 1 p1´1 r q´1`κ 2 2 , f 1,σ 1 pτ q " f 2 pτ q " p1`τ q´n 2σ 1 p1´1 r q´1 2`κ 2 2 , g 1 pτ q " p1`τ q´n 2σ 2 p1´1 r q`εpp 2 ,σ 1 q`κ 2 2 , g 1,2σ 2 pτ q " p1`τ q´n 2σ 2 p1´1 r q´1`εpp 2 ,σ 1 q`κ 2 2 , g 1,σ 2 pτ q " g 2 pτ q " p1`τ q´n 2σ 2 p1´1 r q´1 2`ε pp 2 ,σ 1 q`κ 2 2 , Then, repeating some steps of the proofs we did in Theorem 1.1 we may complete the proof of Theorem 1.2.
3.3. Proof of Theorem 1.3. The proof of Theorem 1.3 is similar to the proof of Theorem 1.1. We also introduce both spaces for the data and the solutions as in Theorem 1.1, where the weights (37) to (40) are modified in the following way:
p1´1 r q`γ`1 2 , f 1,2σ 1 pτ q " p1`τ q´n 2σ 1
p1´1 r q`γ´1 2 , f 1,σ 1 pτ q " f 2 pτ q " p1`τ q´n 2σ 1
p1´1 r q`γ 2 , g 1 pτ q " p1`τ q´n 2σ 2 p1´1 r q`γ`1 2 , g 1,2σ 2 pτ q " p1`τ q´n 2σ 2 p1´1 r q`γ´1 2 , g 1,σ 2 pτ q " g 2 pτ q " p1`τ q´n 2σ 2 p1´1 r q`γ 2 ,
Here we notice that due to the condition (23), the terms p1`τ q 
