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O. Introduct i on . 
Depuis plusieu r s a nnées, l e ' manag ement ' des organi-
sateurs se complexi f i e de façon t el le qu 'i l d e vien t d e plus en 
p l us difficile d' assu re r un foncti on n e me n t c oh ~ren t de l 'ensem-
ble de l'organisatio n tout en s'e f for çan t de r especter les ob-
jectifs fond ame n tea ux qu'elle s ' e st as s i g n é e, et d e ma!tris er les 
non, b reuses i nteract io n s don t el l e e s t le s i ~ge. Parmi l es cause s 
de cet t e compl e xifi ca t ion, cito ns 
l a ta i lle de pl u s e n rlus im po r t a nte de s org a nisat ions tant 
publiques qu e p r j v ~es , 
l e cloisonnement art i fici e l au sein de c e lle s -ci, 
l'~largissement du domaine de r e lat i ons d es organisations 
gr~ce aux diff J re ntes co n vent i ons internationales (passage 
du march, natio n a l au mu rché europ ~en voire mondial), 
l'évolution constan t e de l 'environnement des organisations, 
- le manque de plus en plu s flagrant de motivation de la part 
du personnel face à une spécialisation souvent outrancière 
des t~ches et le peu d'initiative qu'il lui est accordé, 
l'instabilité qui car a ct,rise la conjoncture actuelle. 
Face à ces difficult,s, les gestionnaires se trouvent 
confrontés à de gros problèmes dans leur t~che d'analyse et de 
décision. De plus, à un 'pilotage quasi automatique' de l'orga-
nisation qui caractérisait les périodes de forte st a bilit~ et 
basé presqu'exclusivement sur des informations découlant d'évé-
nements passés succède maintenant 'un pilotag e à vue' réclamant 
des informat!ons plus élabor~es et plus précises, informations 
de synthèse et de prévision qu'on doit être en mesure de fournir 
aux décideurs. 
Les systèmes d'information (S.I.) et plus particulière-
ment les systèmes d'informat i on automatisés (1) (S.I.A.) sont des 
outils qui peuvent s'avérer utiles à la gestion d'une organisation. 
Yoyons do nc quelle est leur place et leur rele dans 
l'organisation. 
(1~ Par la suite, quand nous parlerons du S.I., il s'agira en fait 
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.ACT~URS 
E !NiRolJtlE'MEN'T. 
-----------------~ ... a----------------~ 
Comme l'ont montré K.E. BOULDING et J.L. Le MOIGNE, une organisa-
tion sociale, ,qui peut ~tre considérée comme un système, est com-
posée de 3 (s~us-) systèmes: 
a) le système opérant s.o. : agit, fonctionne et processe les 
flux physiques qui traversent l'organisation (flux logisti-
fque: biens et services, flux de personnel, flux monétaire, 
flux d'actifs) 
b) le système de pilotage S.P. dirige, coordonne l'action du 
s.o. en fonction - des objectifs fondamentaux de l'organi-
sation, 
de l'évolution de l'environnement, 
de la connaissance qu'il a du comporte-
ment du s.o. 
c) le système d'informa tion S.I. permet le couplage entre le 
., 
S.P. et le s.o . 
Il comprend un ens emble synchro~isé de traitements : T q u i 
consulte et met à jour un ensembl e de données mémo risées:~ 
à l'aide d'un ensemble d e processeurs (h ommes et/ou machines) 
Le S.I. est en communication: 
• avec le S. •• 
il garde en mémoire une reprPsentation 
de l'activité du S. •. au sein de L'orga-
nisatio n, 
il transmet au S. •• les décisions du S.P. , 
• avec le S.P. 
il transmet au S.P. les informa tions qu' 
il a éventuel]ement traitées et qui sont 
' . 'l . d ' · • necess aires a a pr1 se e df ;~i:, 1.cn, 
il reçoit du S.P. les décisions à trans-
mettre au S.O. ou à l'environnement de 
l'organjsation, 
• avec l'environnement de l'orgymisation. 
Rmq. : Le système d'inf o rmation automatisé (S.I.A.) comporte 
les mêmes éléments que le S.I. dans lequel il est contenu. 
Il peut coïncider avec le S.I. (système entièrement autom a -
tisé) ou ~e r~duire à rien (système entièrement manuel). 
Dans ce travail, nous nous sommes intéressés uniquement au 
S.I.A. qui agit sur des informations formalis a bles et codi-
fiables. 
Jusqu'à présent, les S.I. étaient limités 
'soit à un nombre très élev é de fichiers 
sur lesquel s travaillaient quelques pro-
gramme s assez é lémentaires, 
soit à d os cha!nes dites intégrées engen-
drant un e multitude de fichiers de li e i-
son et nécessitant une exploitation des 
- --------------------- - -- --
4. 
progr&mmes suivant un ordre et un calen-
drier précis inadaptée à la période d'ins-
tabilit é que l'on conna!t actuellement. 
Les méthodes de conception de S.I. doivent désormais prendre en 
considération des facteurs aussi bien techniques que socio-écono-
miques : 
facteurs techniques : 
- les bases donn é~s et les S.G .B.D . qui facilitent, entre 
autres, l'accès direct à des données suivant des crit ~re s 
multiples et perm ettent de gérer des biens ent re des ensem-
bles de données, 
le développement des , reseë-1ux et de l'informatique répartie, 
la mini et l a micro-in formati que , 
la généralisation de l'emploi de termina ux et de systèmes 
interactifs, 
facteurs socio-économiqu es : 
----------------
- la décentralis 2 tion de s décisio ns, 
l'enrichissement de s tâches, 
l'organisation r ationnelle des postes de travail, 
la sécurité et la confidentialité, 
- l'accroi ssement des possibilités de 1p iloLGg e1 et d'amélio-
ration des processus de gestion, 
et elles doivent aus si__perm8LLrE!: 
d'associer étro i tement le s aspe cts organisationnels et 
informatiques, 
- d'accro!tre la qualité des relations entre util isateurs 
et info~maticiens, 
de facilité le dialogue à tout moment (étude, conception, 
formalisation, réalisat io n ••• ). 
01. Objet du mémoire. 
L'objet de ce mém oire sera principalement de compa-
rer deux méthodes de conception de S.I. 0 les modèles qu'elles pé-
conisent et l~s outils qu'elles développent. 
Une de ces méthodes est ~tudiée à Aix en Provence p a r 
H. Tardieu et H. Heckenroth : MERISE, l'autre est celle qui est 
proposée aux étudiants des F.N.D.P. de Namur et que j'appellerai 
dur~t tout ce travail, pour des raisons de facilit.é : 'NAMUR'. 
s. 
MERISE: 
MERISE entend. proposer une approche globale aux S.I., 
• distinguer les domai nes 'données ' et 'traitements' 
• prendre en compte les paramètres te~hniques et 
socio-éco nom iques, 
• et fournir un outil m&thodologique soup l e permet-
t ant une ce rt aine adaptabilit é suivant les parti-
cular ité s des futurs utilisa t eurs de la méthode. 
El le s 1 attache ~ do nn er un su~port continu e t adapté à la conduite 
d 1 un projet prenant en c om pte les évol ut ions prévisi bles de l'in-
format ique. 
'NAMUR' : 
~NAMUR ' est ce que ncus pourrions ap pe ler 'une méthode_virtuel-
1~' puisqu'elle est plus le r ésultat de la fusion des idées d' 
un certain nombre de personn es à l' Institut d'Informatique de 
Nâmur sur la conception et la réalisation des S.I. (1) qu'une 
méthode développée de bout en bout pa r une équipe de chercheurs. 
'NAMUR' poursuit les m&mes obj ect ifs que MERISE , à savoir fournir 
aux utilisateurs une méthode, des modèles et des outils d'aide 
pour la conception et la réalisation de S.I. tout en tenant compte 
des différents fac t eurs (techniques, socio-économiques et autres) 
énoncés préc é demment. 
02. Contenu du mémoire. 
Ce tra vail comprendra deux p a rti es: 
la première, la plus importante, sera une analyse méthodo-
logique de MERISE et de 'NAMUR' ( 2); 
- la seconde, qu ant à elle, sera un développement particulier 
de la première p a rtie et montrera comment un langage déve-
loppé dans l'approche 'NAMUR' est capable d'exprimer les con-
cepts de MERISE. 
(1) C' est ainsi que nous reprendrons, dans la suite, ]P.s résultats 
de travaux effectués notamment par Mrs F. BODART et J.L. HAINAUT. 
(2) MERISE et 'NAMU R' sont t oujours en cours d'élaboration. 
Cependant, à travers des données fragmentaires, nous essaye-
rons de dégager une unité d'ensemble de ces deux démarches. 
6. 
PREMIE R E P A R T I E 
AN AL YSE M[THODl1UJ CIQUE DE fVE ':Js, ET DE ' NM!. LJ R1 
Cette premi ~r e par t ie s e d ~ compo se e n c inq cha p itres 
Dans un premi e r chap itre , nous ra r pe l ons qu e ls sont 
les diff~rents niveaux de de s cr ip tion e t d' a n a lyse d'un S.I. 
7. 
Le deuxi~me chapitre d ~c r i t l e s mod~les utilis~s pour 
la description conceptuelle et logique d'un S.I. et ce, pour 
ME~ISE et 'NAMUR'. 
Au cours du troisi~me chap it re, nous ~tudions les 
diff~rents proc~d~s de transformation e t de 1 mapping 1 entre 
les niveaux de description conc e ptuel et logique. 
Le guatri~m~ chapitre s'attache ~ d~tailler les m~tho-
des MERISE et 'NAMUR' proprement dites. 
Enfin, au chapitre cing, nous consid~rons les outils 




Chap. I. Etapes dtanalyse e t niv~au x de desc rip t ion . 
I 1. Le s nive aux de des cription. 
I 11. Rappel . 
Le groupe ANSI - SP ARC est l e p.emier à avoir expl i citement 
montré l a néces sité de 3 niveaux di f fére nte de perception dans 
la mo délisation d 9 une base de données. 
~ 
.. ,M_o_!D_t_L_E'_--=:;;;...--1 
. /NïERfl/1: _ 
I
MOPÈLES Il--, 
""' __ E"_xr._E_R_rJ_~_s_~ 
. BASE" J)f: 
J)ONNÉE5 
(-PH'/SÎQI.IE) 
ANSI - SPARC a souligné le difficulté qu'il y avait à décrire 
directement le réel ~erçu avec le formalisme informatiqu• c.-à-d. 
traduire la réalité dans le langa ge de description de données 
(L.D.D.) des s.G.B.D. 
Ils ont donc introduit plusieurs niveaux dane le pro cessus de 
structuration d'une B.D. : 
le réel perçu: représentation que le système de décision 
s~ construit pour son usage de l'activité de 1 1orga-
nisation au sein de son environnement (activité 
définie par le système de décision en fonction des 
grands objectifs fixés). 
9. 
Cet ensemble d'informations, éventuellement reliées 
entre elles, est aussi le résultat de la perception 
des différents acteurs de l'organisation • 
. Il est exprimé, à ce niveau, dans un langage 
courant de l'organisation: fiches, bordereaux, ••• 
le niveau conceptuel: niveau charnière entre le réel 
perçu et le niveau interne, il représente le 
passage de le diversité des acteurs et des utili-
-sations à la stabilité et a l 'unicité des informa-
tions. On distingue: 
le modèle conceptuel : unique pour 1 1orga-
-------------
nisation, il est la traduction du réel 
perçu. Il contient la description, par 
l'intermédiaire des propriétés, des objets 
stables pour l'organisation et des relations 
entre ces objets, ainsi que des informa-
tians à mémoriser. 
Il est exprimé dans un langage rigoureux 
mais suffisamm ent naturel pour 8tre 
compris et utilisés par des non-informa-
ticiens. 
le mo dèle externe: pouvant @tre exprimé 
----------
dans un langage différent de celui utilisé 
pour le modèle conceptuel (1), il repré-
sente une utilisation particulière de 
l'information mémorisée. 
La structure des informations du (ou des) 
modèle(s) externe(s) peut ~tre différente de 
celle du modèle conceptuel mais doit être 
compatible avec cette dernière; une étape 
(1) Il existe àonc un processus de passage des modèles externes 
au modèle conceptuel : MAPPING. 
Il faut signaler que dans les approches MERISE et 'NAMUR', 
les modèles conceptuel et externes sont exprimés dans le 
9même langage, ce qui a pour effet de simplifier énormément 
le mapping entre ces modèles. 
10. 
de validation sera do nc p a r foi s nécessaire 
af in de vérifie r ce t te compatibil i téo 
le niveau i nterne: il n'ex iste, à un mo ment don né , qu 'un 
éeu! mo dèle interne. Il définit la ré a l i sa tio n de 
la structu re de donnée s e xprimée par le modèle 
conceptuel. 
Il exis te do nc, pour AN SI - SPARC, 3 é t a pes dans la co ncep t ion 
d'une B.D. : 
1) élabci r at ion du modèle con ceptu e l à partir du réel perçu, 
2) élabo r ati on des diff é ren ts modèles externes e t mappings 
de ces d e r niers a v ec le modèl e co n ceptuel , 
3) passage du modèl e co n c eptuel au modèle i nt e rne . 
I 12. Commentaires . 
Si le rapport ANS! - SPAR C e st très explici te en ce q ui concerne 
la partie 'do nnées' d'u n s.I. (conception e t r éalisation de 
la B.D.), il p a sse compl ètement sous s i lence la partie relative 
au~ traitements , la représ e ntatio n e t la structuration des 
différents facteurs du traitement , ainsi que l'articulation 
de ces traitements avec l e s s t lrt.l c tures de données choisies. 
Les approches MERISE e t ' NAMUR ' reprendront cette découpe en 
niveaux - explicitan t né a nm o ins l e niveau interne en le décou-
pant en niveaux logique et ph y sique - et l'étendront au forma-
lisme des traitements. 
8n aura ainsi 3 niveaux de descr iption: 
le niveau conceptuel, 
- le niveau logique, 
- le niveau physique, 
et ce, aussi bien pour les données que pour les traitements. 
1e niveau conceptuel: il se r a la p r ise en compte du monde 
réel tel qu'il est perçu par l'organisation, des 
objectifs et des choix de gestion de l'organisation. 
Alors que la desc r iption de niveau conceptuel des 
données cherchera à donner un sens à chacun des 
éléments d'une vision statique de l'univers dans 
lequel l'organisation exerce son activité, la 
1 1 • 
description de n1veau conceptuel des traitements 
s'attachera à donner une vision dynamique de 
l'objet de cette activité. 
Il sera exprimé sous une forme qui se vaut manipu-
lable et compréhensible pour les diffirents 
responsables de l'organisation, m~me non-informa-
ticiens. 
le niveau logique: traduction fidèle du niveau conceptuel, 
-il sera la charnière entre ce dernier et le niveau 
physique. 
Il précisera les traitements décrits au niveau 
conceptuel et prendra en compte les choix organi-
sationnels faits par les responsables en donnant 
l'affectation de ces traitements aux diffirents 
types de processeurs. 
Quant à la partie 'données •, elle sera transposée 
afin de mettre en évidence les hiérarchies d'accès 
logiques qu'il sera possible ensuite d'optimiser. 
le niveau physiqu:e : il découlera du niveau logique et 
prendra en charge les choix techniques pour 
fournir un système opérationnel. 
A ce niveau donc, nous aurons la B.D. complète 
ainsi que les différents programmes qui l'utili-
seron·t. 
A chacun des niveaux sont attachés des concepts spécifiques 
et précis reiroupés en modèles (1)~ 
Ces modèles constituent le guide permettant de décrire tous 
les éléments associés à un niveau donné sachant que des règles 
lient chacun des concepts dans un niveau mais aussi d'un 
niveau à l'autre. 
(1) Le terme "mE._dèl~~sera dans la suite pris: 
soit dans le sens: ensemble des concepts propres à un for-
, soit dans le sens 
malisme et à un niveau, 
description m&me de l'organisation en 
utilisant les concepts propres à un for-
malisme et à un niveau. 
1 2. Les étapes d'an alyse. 
12. 
Il faut égalemen t signaler qu I à chaque niveat:,' de description• 
les concepts sont regroupés en 2 domaines d 1 intér~t distincts: 
- celui des données. 
- celui des traitements. 
Ainsi, en résumé, nous avons: 
TRRITéf1ENT.5 
1'LflN J)U 1?.ÉEL 1'ER.fU 
I 2. Les étapes d 1 an alyse. 
Des méthodes d'analyse très différentes peuvent utiliser une 
architecture d~ mod~les identique (en l'occurrence ici, les 
modèles conc~ptuel ·- logique - physique). 
Parmi ces différentes démarches d'analyse, nous n'en étudierons 
que deux: celles proposées par MERIS E et 'NAMUR'. (1) 
I 21. Les grandes étapes d 1un p ro jet suivant MERISE. 
Elles sont en fait déterminées par les niveaux de décisions 
qui interviennent tout au long du projet (création ou modifi-
(1) Il en existe d'autres: cfr. 
' 
Tom de Marco: "Structured Analysis and System Specification". 
- Victor Weinberg: "Structured Analysis". 
- G.M. Nijssen: "A Gross Architecture For The Next 
, Generation Database Management Systems" . 
13. 
cation d'un s.I.) et non par le découpage en niveaux d 1 intér&t 
conceptuel - logique - physiqu e . 
On distingue: 
l'étude préalable: lancée en f onction d' u n bes oin pres-
senti au conformément à un schéma directeur, elle 
étudie les solutions f onctionnelles et techniques 
par rapport à un existant et des or i entations, et 
elle ,value les coOts du nouveau syst~me en exploi-
tation, les coOts et les délais de réalisation. 
En fin d'étude préalable, 
soit on rejettera le projet, 
- soit on modifiera le champ de l'étude et on 
retournera alors à l'étude préalable, 
-soit on continuera l' é tude en définissant les 
solutions fonctionnelles et techniques et en 
découpant éventuellement en sous-projets. 
- l'étude détaillée: il s 1 agit · ici - d'obtenir une décision 
de chacun des utilisateurs sur les spécifications 
externes détaillées relatives au sous-projet qui 
le concerne, 
- d'affiner les évalua-
tions des coOts et confirmer les choix en ce qui 
concerne le matériel et l'exploitation. 
- la réalisation ·: termine la description d 1 un sous-projet 
et la met sous une forme interprétable par une 
machine. 
C'est à la fin de cette étape que l'on prendra la 
décision de la mise en oeuvre du sous-projet 
(formation des utilisateurs, constitution des 
fichiers ou de la B.D., mise en place des matériels, •• ) 
Dès que le sous-projet a été mis en oeuvre et que 
des essais en réel ont pu ~tre effectués, on peut 
prendre la décision finale en fonction de la 
"recette" définitive (gain enregistré par la mise 
en service du sous-projet) : le sous-projet sera 
alors retenu ou rejeté. 
14. 
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I 22. Etat des modèles lors des dif férentes étapes d'analyse (MERISE) 
- L'étude préalabl e ébauche le M.c.s., le M.L.S. et le M.P.S. (1) 
pour élabo rer un dossier de choix. 
- L'étude détaillé e affine le M.c.s. et fournit un M.L.S. pres que 
complet. 
- La réalisation précise le Mol.S. et donne un M.P~Se 
- La mise en oeuvre optimise le M.P.s. 
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I 23. Les grandes étapes d'analyse (2) 'NAMUR' 
L'analyse et la description d'un s.I. est précédée d'une étude 
d'opportunité. Cette étude est entreprise dans le cadre d'un plan 
global de développemen~ de l'informatique au sein de l'organisation 
("plan informatique","schéma directeur", ••• ). Elle définit l'objet 
de la future analyse, comporte une part essentielle d'évaluation 
des coOts et bénéfices et se termine par la rédaction d'un cahier 
des charges. 
On distingue alofs deux étapes dans l'analyse détaillée de la 
solution retenue par l'étude d'opportunité : 
- l'analyse fonctionnelle: s'attache à décrire de façon 
, 
( 1) M.c.s.J {conceptuel 
M.L.S. modèles logique 
M.P.S. physique 
du système (données+ traitements) 
(2) A. Clarinval: "Méthodologie de l'analyse". 
1 6. 
rigoureuse et détaillée les structures de données et de 
traitements ainsi qu'à fournir toute une série de 
quantifications. Elle est particulièrement attentive 
aux besoins et directives des utilisateu rs . 
- l'analyse organique: a pour but l' l mpl,mentation, en vue 
de l'exploitation, des solutions logiques dégagées 
au cours de l'analyse fonct i onnelle. Elle détermine 
principalemen t la forme concrète de la B.D. et des 
programmes en mettant en oeuvre un ensemble de démarches 
informatiques techniques. 
1 24. Etat des modèles lors des différentes étapes d'analyse ('NAMUR') 
L'étude d'opportunité se base sur des éléments apparten~nt aux 
3 niveaux. 
- l'analyse fonctionnelle fournit le M.c.s. ainsi qu'une partie 
du M~L.S.(notamment toutes les considérations sur la répartition 
des traitements aux différents processeurs, mais pas encore 
les structures d'accès aux données) 
l'analyse organique complète le M.L.S. (principalement le schéma 
des accès logiques) et élabore le M.P.S. 
Ainsi donc, nous avons 
ETUJ)E flNAL YSE 
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Chap. II Comparaison des modèles: MERISE, 'NAMUR' • •• et autres. 
Nous allons comparer, dans ce chapitre, des modèles c'est-à-di-
re des ensembles de concepts qui doivent permettre de décrire l'or-
ganisation et son activité. Cette description s e fera en plusieurs 
niveaux , comme nous l ;avons vu au chapitre précédent, et à chaque 
niveau, elle utilisera deux modèles : - cel ui des données, 
- celui des t raitements; 
couvrant ainsi et le côté statique et le cSté dynamique de l ' or-
ganisation. 
Délaissant volontairement le niveau physique trop tributaire 
des choix techniques, nous nous attarderons principalement sur les 
modèles conceptuels et logiques proposés par les deux méthodes 
considérées et èventuellement sur d'autres modèles préconisés par 
ailleurs. 
II 1. Modèles de niveau conceptuel. 
II 1.1. I1ERISE modèles conceptuels.(3) 
•M.E.D. - M.C.D. : modèles de données: 
Le modèle conceptuel de données M-C.D., ainsi que tous les modèles 
externes de données M.E.D. - sous-ensembles sémantiques du M.C..D- se 
base sur le même jeu de concepts et de règles. (fig. 6. ) 
3 éléments descriptifs fondamentaux 
Propriété, 
- Particule élémentaire d'information, elle permet de décrire 
les individus-types ( 1 ) et les relations-types (2)(1). 
(1) cf~. ci-après. 
(2) chaque niveau de description est réalisé en termes de types; les 
oocurences ne sont prises en charge qu'au stade d'exécution. 
(3) Les définitions des c·oncepts des différents modèles de MERISE 
s'inspirent du 'Glossaire pour les données et les traitements' 
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- Les occurences de propriété sont des valeurs d'un domaine 
fini (ex. : sexe : M. ou F.) ou non (ex. : prix) • 
- Chaque type de propriété ne peut appartenir qu'à un indivi-
du-type (1) ou à une relat i on-type (1) même si un domaine 
de valeurs peut être commun à plusieurs propriétés. 
On peut éventuellement distinguer: 
- une propriété élémentaire : plus petit élément logiqu 
d'information mani pul é dans un sys t ème; 
- une propriété compos ée : regroupement logique de pro-
-----------
(1) cfr. ci-après. 
priétés élémentaires formant une nouvelle infor-
mation sémantiquement différente de ses constitu-
ants. 
Individu: 19. 
- Un individu-type est une famille d ' objet s concrets ou abs-
traits que l'on a choisi de tous caractériser par la même 
liste de propriétés sur toute l'étendue du réel perçu. 
- Son choix est motivé par l 'intér êt qu'on lui porte dans l'or-
ganisation. Il doit être défini sans fa ire r éférence à d'au-
tres objets et chacune de s es occurences doit êt re distin-
guable des autres, doit être do t ée des mêmes propriétés sur 
toute l'étendue du réel per çu (toutes les propriétés doivent 
avoir un sens pour toutes les occurences de l'individu-type) 
et, pour chaque propriété, ne doit admettre qu'une seule va-
leur. 
Tout individu-type doit pouvoir être identifié par une au 
moins de ses propriétés (identifiant) dont les valeurs per-
mettront de distinguer sans ambiguité toutes les occurences 
de cet individu. 
Relation 
Rmq. on appellera entité, une liste de propriétés d'un in-
dividu-type (en général, on n'en définira qu'une, celle 
qui reprendra l'ensemble des propriétés de l'individu-
type) • 
Une relation est une classe d'informations d éfinie sur un 
ensemble d'individus-types et stable sur l'étendue du réel 
..E_er~. Elle comporte un certain nombre de propriétés qui 
n'ont de sens que par rapport à l'association des individus-
types; elle n'a donc pas d'existence propre et ne peut être 
insérée dans un modèle que si les individus-types qu'elle 
associe existent déjà. 
- Chaque oqcurence doit être distinguable à l'intérieur d'une 
même relation-type, doit être dotée d'une même liste de pro-
priétés (liste qui peut être vide, ce qui aurait pour signi-
fication que la relation n'exprime qu'un lien sémantique en-
~re individus) , et ne peut admettre, pour chaque propriété, 
qu'une et un8 seule valeur 8 une date donnée. 
20. 
- La relation-type a pour identifiant la concaténation des 
identifiants de s individus-types qu'elle associe. 
Rmq. : on appellera c0Jlect2on...! la liste des individus-types 
qui composent la relation-type, leur nombre sera appe-
lé dimens ion. 
L'entité d 'une relation-type sera quant à elle consti-
tuée par la réunion de la list& de ses identifiants 
et de la liste de ses propriétés propres. 
Cardinalités et contraintes d'intégrité: 
Aux trois concepts fondamentaux que nous venons de décrire) 
s'ajoutent un ensemble de contraintes 
' 
- contraintes sur les propriétés : 
-d'ordre syntaxique : elles portent sur les formats 
d'écriture des propriétés; 
-d'ordre sémantique : elles portent sur l'ensemble des 
------ ------ --
valeurs possibles pour une propri-
été. 
contraintes sur les relations 
-cardinalité individuelle d'un individu-_g~e au s~in_ 
d'une relation-t;n>e : nombre de fois minimum et maxi-
mum qu'une même occurence de cet individu-type 
peut apparaître dans des occurences de lare-
lation-type. 
Chaque fois qu'un individu-type participe à la 
collection d'une relation-type, il faut définir 
sa cardinalité indi viduelle• 
-cardinalité ou contrainte d'intégrité fonctionnelle 
--------------------------(C.I.F.) : elle signale l'existence d'une dépendance 
fonctionnelle entre une sous-collection et un 
individu-type d'une même relation-type. 
Cela veut dire qu'à toute occurence de la sous-
collection ne peut correspondre qu'une seule 




dans une relation binaire, les car-
dinali tés individuelles 0-1, 1-1 en-
trainent l'existence d'une contraint 
d'intégrité fonctionnelle. 
Représentation graphique des concepts du M.C.D.: 
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22. 
Exemple de M.C.D. MERISE 
Nous allons illustrer les concepts des différents 
modèles de MERISE (et de 1 NAMUR 1 ) par un exemple. Nous repren-
dron6, à cet effet, le cas étudié à l'Institut d ' Informatique 
de Namur par l'équipe de Monsieur BODART: le cas "PETITPAS". 
Il s'agit d'automatiser le traitement des commandes des clients, 
des livraisons eux clients et des réapprovisionnements dans la 
firme PETITPAS S.P.R.L. (1), firme de vente par correspondance 
d'articles d 1 habillB1Tlent . 
En voici donc le M.C.D. MERISE (construit à partir d'une ~ersion_ 
.ê._Î!!Pli fiée du -9~, retenue par J. L. HAINAUT dans II Analyse du cas 
"PETITPAS" - Dossier d'analyse organique - Premi~re partie: la 
base de données). Cet exemple n'aura ici pas d'autre prétention 
que d'illustrer les concepts des modèles vus. 
(1) Pour un énoncé complet du cas "PETITPAS" : cfr. 
- Rapport d'entretien, 
- Rapport d'entretien (suite) : les quantification s, 
- Proposition d'automatisation, 
























Le formalisme défi ni pour exprimer l e niveau concept uel de s trai -
tements s'appuie sur 4 concepts: 
- l'événement, 
- la synchronisation, 
le ré.sul-tat, 
- l'opération, 
concepts qui s ' art icul ent de la façon suivante 
5'trlGHRollÎSftTlorJ 
(S'fNC.) 
un ensemble d'événements d éclen che, par l 'intermédiaire d'une syn-
chronisation, une opération qui produi ra un ensemble de résultats. 
Définissons de f 'açon plus précise ces concepts : 
L'opération: 
-C'est la représentation d'un ensemble de traitements effectués 
par les S.I. en réaction à un s t imulus. Une fois déclenchée, l'o 
pération prend en compte les donnée s provenant des événements en 
entrée; elle consul te et/ou met à jour les donn ées mémorisées 
dans la B.D. et prépare un ou plusieurs résultats en sortie. 
Ces résultats peuvent être obligatoires, facultatifs ou même 
exclusifs en fonction d'un prédicat conditionnant leur émission 
et il faut également signaler qu'au cours de ses activations 
26. 
successives, une opération n'exécutera pas nécessairement les 
m8mes trait ements et pourra donc produire des r ésultats dif-
férents . 
-Elle se déroule sans attente d'aucun événement complémentaire et 
ne peut être interrompue. 
On peut lui associer une durée. 
Rm.q. : au niveau conceptuel, on fait l'hypothèse suivante : 
l'allocation complète des ressources (données+ processeurs) 
avant l e déroulement de l'opération. 
L 'événement. 
C'est l a représentation d'un fait nouveau pour le S.I. 
Il pr ésente deux aspects : 
- c'est un ~~iEt~l_ll~ qui franchit à un instant donné 
la frontière du S.I et y provoque une réaction; 
- c ' est un ~~~~a_g~ c'est-à-dire un ensemble de données 
associées au fait à prendre en considération. 
On distingue : 
- l'événement externe 
l 'événement interne 
•Description d' un événement-type 
événement associé à un fai t qu i 
seproduit à l'extérieur du S.I . 
(soit dans le S.P., Le S. O. ou 
l'environnement de l' or ganisation) 
( 1) 
événement associé à un fait 
interne au s.r. 
Un événement-t ype se caractérise par 
- un nom, 
- une date de réception dans le S.I., 
- la description du fait nouveau: 
(1) Gfr. Introduction. 
identifiant(s) du (ou des) objet(s) mis en 
cause, 
27. 
- propriétés associées au fait nouveau (temps, 
lieu, circonstances, ••• ) • 
et éventuellement des attributs complémentaires con-
cernant : 
- son origine, 
- sa transmission (canal, code) , 
- sa réception dans l ' organisation et dans le 
s.r., 
- sa durée de vie: durée au-delà de laquelle 
l'occurence de l'événement disparaît (si elle 
n'est pas précisée, elle est considérée com-
me illimitée) , 
- sa capacité: nombre maximal d'occurences d'un 
même événement-type que l'on peut admettre 
à un instant donné dans le s.r. 
•pescription d'une occurence d'événement : 
Deux occurences d'un même événement-type diffèrent l'une del' 
autre par les valeurs prises par les propriétés de l'événement-
type et par leur instant de réception par le S.I. 
Si l'événement, après traitement, doit être mémorisé sous for-
me d'individu,il est alors nécessaire de munir l'événement-ty-
pe d'un identifiant unique qui deviendra l'identifiant del' 
individu-type ex. 
(1) cfr. chap.V.1.6. 
- événement : arrivée d'une commande 
-~ indi~idu : commande , dont l' 
identifiant sera: n° cde. 
l'individu reprendra également les valeurs cor-
respondant aux propriétés de l'événement-type. 
Rmq. : à chaque événement est associé une va-
riable d'état qui permettra de contrô-
ler voire simuler le fonctionnement gé-
néral du modèle (1). 
28. 
Le résultat: 
C'est la représentat i on de la r éponse codifi ée du S.I. produite 
par une opération. 
On distingue: 
- le r ésultat externe 
- le résultat interne 
résultat qui sort du S. I. vers 
l'environnement, le S.P. (2) ou 
le S. O. (2) • 
ce résultat ne sort pas du S.I . 
vis-à-vis duquel il pourra à son 
tour j ouer le r ôle d' év énement 
(interne en l'occurence) ; ainsi , 
un résulta t interne peut lui aus~ 
s i part i ciper à l'activation de 
nouvelles opérations . 
Rappelons que l'émission d'un résultat par une op ération pe1it 
être conditionnée par un e règl e de gestion (cfr. ci-après) par-
ticulière (rè_gle d'émission f aisant intervenir des propri étés 
des événements /résultats internes en entr ée de l'opération). 
Rmq. : - les notions de r ésul tat-type, d'occurence de résultat 
et leur descri ption sont définies de façon analogue à 
celles des événements. 
à chaque résultat est associé une variable d'état qui 
permettra de contrôler voire simuler le fonctionnement 
général du système. (1) 
La synchronisation: 
C'est une précondition pour l ' a ct i vation d'une op ér ation à partir 
de plusieurs événements/r ésultats. 
La synchronisation est spécifi ée par le nom des diff érents évé-
nements et/ou résultats qui y contribuent, et par un prédicat 
qui précise comment ces événements/résultats participent à la 
synchronisation. 
(1) cfr. chap.V.1.6. 
(2) cfr. Introduction. 
29. 
Tant que le prédicat associé à la synchronisation n'est pas véri-
fié, celle-ci reste en_atten~~' ainsi que les occurences présen-
tes sauf si une durée de vie, affectée dès le départ à l'occuren-
ce, est dépassée. Par contre, dès que le prédicat est vérifié, 
la synchronisation produit à sa sortie un événement interne uni-
que porteur de l'ensemble des propriétés ries év énements et/r,u 
résultats internes An entr ée , sans transformation rie ces derniè-
res; cet événement interne déclenche alors l'opération. 
Rmq. : - le prédicat associé à la synchronisation ne porte pas 
sur les données mémorisées; il a pour opérateurs : ET, 
OU exclusif, NON, (,) • 
- plusieurs occurences des événements/résultats pouvant 
être présentes simultan ément, on précise celles qui 
doivent être effectivement choisies au moyen d'une ou 
plusieurs condition(s) locale(s) i condition(s) qui por-
te(nt) sur les valeurs des propriétés des événements/ré-
sultats à synchroniser. 
Lorsqu'une condition locale porte uniquement sur un 
identifiant commun, elle reste souvent impli~ite. 
la synchronisation peut être pilotée par un moniteur qui 
soumettra son déclenchement à une variable d'état ma-
jeure (1). 
A ces quatre concepts principaux s'ajoutent :- le processus, 
- la règle de gestion, 
respectivement en amont et en aval de la notion d'opération. 
Le processus : 
Sous-ensemble du M.C.T., c'est un ensemble connexe d'opérations, 
synchronisations, événements et résultats qui concourent à un même 
but et que l'on décide de regrouper de ce fait. 
Rmq. à un processus, on associera généralement un modèle externe 
de données (M.E.D.) ; on peut donc considérer le proces-
sus comme un modèle externe de traitement (M.E.i·). 
(1) cfr. chap.V.1.6. 
30. 
La règle de gestion: 
C'est une unité de description, à un niveau conceptuel, de l'ac-
tion exercée sur les données par le système. 
Au niveau conceptuel , on peut se limiter à l'énoncé de(s) la 
R.E.G. et/ou de(s) la règle de calcul (R.E.C.) en explicitant 
dans les grandes lignes leur action respective et en citant les 
propriétés en entrée et en sortie pour chacune de ces règles. 
ex. : Règle 1 
La propriété: 
"Définition d'une quantité à approvisionner en 
fonction d'un seuil et d'une quantité économique" 
Sa définition est celle fournie lors de la présentation du M.C.D. 
Elle intervient cependant ici encore 
- dans la définition des types d'événements/résultats •. 
(cfr. : 'Description d'un événement-type' p. ) 
- dans la spécification des règles de gestion. 
----- ----- ~-- --- - ------- ---------------- --------- -----. 
31. 
Exemple de M.C.T. MERISE. 
Nous a llons maintenant construire le M.C.T. MERISE du 
cas "PETITPAS" et identifier ainsi les opérations, événements, 
résultats et synchroni sations qui y pa rt icipent. Nous nous con-
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Après avoir notamment identifier les opérations du M.C.T. , 
nous chercherons les règles de gestion (R.E.G.) associées. 
Nous nous contenterons ici de reprenefre une opération et de 
donner sa liste de R.E.C. (1) 
Ex; : Opération : Préparation~~ la ~o~~de_ 
R.E.G . r elative~ l a vérification de l'identité du client 
32. 
1. Tout cl ient est identifié soit par son numéro de cli-
ent, soit par ses nom et prénom. 
2. Toute comm &nd e émanant d'un tiers non client, provo-
que une adjonction~ la collectinn de s clients . 
Ce tiers devient client et reçoit un num~ro de cli-
e n t attr ibué par composta ge~ 
3. Les nom, prénom, adresse inscrits par le client sur 
son bon de commande ont toujours priori té sur le 
numéro inscrit par le client sur ce bon de commande 
lors d'un essai d'identification. 
4. Il n'y a pas de numéro de client sur le bon de 
commande et les nom, prénom, adresse ne figurent 
pas non pl us sur ce bon de commande. Alors, on refuse 
la comm ande. 
5. • •• 
(1) Comme nous le ve rrons plus tard, on peut assimiler les R.E.C. 
MERISE aux rè gles de traitement de 'NAMUR'. 
II 1. 2. 'NAMUR' modèl e s d e niveau con ceptuel . 
Modèle des données 
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33. 
Les concepts fondam entaux s ont ici ceux d 'entit é , d'association et 
de propriété~16oncepts trè s proches des ind ividu, relation et pro-
priété de MERISE. 




-Une entité est ce qu'un individu ou un groupe d'individus voit 
comme un t~ut azant un~ existence propre. 
- --,- - -- - - - - -
-Elle est caractérisée par un ensemble de propriétés qualitatives 
et quantitatives et un comportement permanent. 
-Un tf..12~ d' entij;é est un ensembl e d'entités caractérisées par les 
mêmes propri étés; l'occurence d'entité (une entité) étant quant 
à elle une réalisation possible de l e type d'entité. (1) 
Ex. : un client, une commande, un véhicule, • •• 
L'association: 
-C'est un ensemble de deux ou plusieurs entités où chacune assu-
me un rôle donné. 
-Elle peut posséder plusieurs propriétés et n'a d'existence que 
par rapport aux entités qu'elle relie. 
-Un _!y.E_e d'association est un ensemble d'associations caracté-
---------
risées par les mêmes propriétés; une occurence d'association 
(une association) étant quant à elle une réalisation possible 
de ce type d'association. 
Ex. : association "propriétaire" entre les entités "personne" 
et "véhicule", 
association "ligne de commande" entre les entit és "com-
mande" et "produit", ••• 
La propriété: 
-C'est une qualité que l'on attribue à un type d'entité ou d'as-
sociation ou, plus formellement, c'est une relation entre 
J - une entité ou une association 
l - une ou plusieurs valeurs qui la caractérisent. 
Ex. nom d'un individu (propriété d'un type d'entité) , 
n° de carte grise d'un propriétaire de véhicule (propri-
été d'un type d'association) , ••• 
(1) Rappel chaque niveau de description est réalisé essentiellement 
en termes de types; les occurrences ne sont prises norma• 
lement en charge qu'au stade d'exécution. 
------------- - - ----- --- - - ---
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On peut regrouper les propri ~tés en trois grands groupes: 
- celles qui identifient l'entité, 
celles qui caractérisent l'usage de l' entité ou de 
l'association au sein de l'organisation, 
- celles qui localisent dans le temps et dans l'espa-
ce les propriétés d'usage. 
Rmq!......: signalons qu'une propriété peut, à un moment donné, prendre 
la valeur 'Inconnue' ou 'Indéterminée'. 
L~s contraintes d'intégrité: 
Propositions logiques définies sur les entités, les associations 
ou les propriétés , elles doivent être vérifiées à tout moment 
afin de respecter l e comportement du réel perçu. 
On distinguera souvent dans l'expression d'une contrainte d'in-
tégrité : 
- le domaine contraint, 
- le domaine contraignant , 
- le prédicat, 
- les conditions d'activation. 
Ces contraintes d'intégrité portent principalement 
- sur les formats des propriétés: 
Ex. : montant à payer: FORMAT '9 (6)' , 
- sur la cardinalité d'une entité: 
Ex. : client : CARDINALITE 10.000 (il existe 
10.000 clients pour la firme con-
sidérée) , 
- sur la cardinalité d'une association: 
--------------------
Ex. : ligne-de-commande-client : CARDINALITE 
200.000 (on compte 200.000 lignes de com-
mande pour les clients). 
- sur les connectivités des associations: 
---------------------
Ex. : association client/commande-client 
CONNECTIVITE: 1-n, 1-1 
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- sur les valeurs des propriétés d'une entité ou d'une 
association. 
Ex. : pour une ligne- de- commande-client, la 
quantité livrée est la _q_uantité d'un pr_o-
duit envoyée par la firme au cl ient lors 
< 
de toute livr aison 
.domaine contraint : q-livrée-cli 
.domaine contraignant : q-cdée-cli 
•prédicat : q-livrée-cli '- q-cdée-cli 
•condition d'activation: lors de la création, 
on égale q- livrée-cli à O. 
Ou encore : pour une uni té de mesure du produit, 
table de codification . 01 pièce . 
02 paire 
03 mètre courant 
en 1,40 m. 
04 mètre courant 
en 0,60 m. 
- sur l'existence d'une entité, d'une association_ou ~• 
_une _])ropri é!_ é~ 
Ex. : l'association client/prospect ne peut exister 
que s'il existe pour le client associé au 
prospect donné au moins une occurrence del' 
association client/commande-client• 
•domaine contraint : association client/prospect 
•domaine contraignant : association 
client/commande-client 
•Prédicat n'existe que s'il y a au moins 1 
occurrence du domaine contraignant. 
•condition d'activation: lors de la création 
de l'association 
client/prospect: 
Sous-schéma conceptuel-schéma conceptuel. 
, ·. l 
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Un sous-schéma est une structure de données composée de types 
-------
d'entités et d'associations, de pro priétés, et de contraintes 
d'intégrité. Il est propre à la réalisation d'un traitement 
homogène, application ou phase (1) • 
Le _.!,_Ché~~onceptue~ intègre les différ ents sous- schémas en une 
structure globale, repr éRentation exhaustiv e et non redondante 
du réel perçu de l'organisation. 
C'est un niveau d'accord entre l es i nformaticiens et les utili-
sateurs, un cahier des charges en vue de l'implémentation, un 
invariant par rapport aux niveaux logique et · physique. 
La représentation graphique de structures de données est sem-
blable à celle utilisée par MERISE. (p.21) 
(1) Cfr. ci-après modèle conceptuel des traitements. 
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Exemple de S.C.D. 'NAMUR'. 
Reprenons le cas "PETITPAS" ( 1 ) et é laborons le,s.c.o. 
(cfr. p.39). Le S.C.D. ne serait pas complet si nous n'y ajou-
tions pas un ensemble de contraintes d'intégrité (cfr. p.35). 
Il serait trop long de les citer toutes ici, contentons-nous 
d'en donner quelques exemples : 
- Relation r - ligne - exp; 
'lt-Contrainte d'intéÇI_!:_ité: la valeur den dans la con-
nectivité der - ligne - e xp ne peut être supérieure 
à celle den* dans la connectivité der - ligne - cc. 
:!:_yp.!::_de con~rainte-! valeur. 
Domaine contraint: connectivité de l'association 
r - ligne - exp. 
Domaine contrai~ant: connectivité der - ligne - cc. 
Prédi~-1:_! voir cont;ainte d'intégrité. 
Condition d'activation: lors de la création. 
Elément Adr - cli: 
F"ormat 'x (60) '; 
- Connectivité de l'association r - corn - clj : 1-n, 1-1; 
- Elément date - cc : 





JJ (jour du mois) 
: MM (mois de l'année) 
AA (2 derniers chiffres de l'année), 
(1) du moins la version simplifiée retenue par J.L.HAINAUT dans 
"Analyse du cas "PETITPAS" - Dossier d'analyse organique -
























Modèles des traitements. 
Nous aborderons la modèlisation des traitements en trois phases 
Cl Î 
a) décomposition des traitements en fonction d'une 
nomenclature donnée, 
b) description statique, 
c) description dynamique 
a) Elements d'une nomenclature hiérarchique pour la décomposition 
des traitements. 
Remarque préalable. 
La nomenclature hiérarchique des traitements que nous allons propo-
ser ici, n'est pas exclusivement de nature conceptuelle : elle sera, 
en effet, reprise telle quelle au niveau logique des traitements où 
l'on explicitera cependant les fonctions en fournissant un ensemble 
d'algorithmes qui mettront ·en évidence les accès et les manipula-
tions sur une structure de données (nous aurons l'occasicn de reve-
nir sur ce point.). 
Quant au niveau physique des traitements, il se base sur une autre 
nomenclature dont la notion principale est celle de 'programme'. 
Venons en maintenant à la description des éléments de la nomencla-
ture que nous avons retenue : 
La fonction: 
-Correspondant au niveau élémentaire des traitements, elle reflète 
le degré de modularité choisi pour la programmation. 
-Comme critères d'individualisation , on reconnaît généralement 
- qu'une fonction doit avoir une sémantique propre; 
- qu'une fonction automatisable ne peut posséder qu'un 
seul point d'entrée et un seul point de sortie, 
( )":Modèles et outils d'aide à l'analyse des spécifications d'un 
système d'information". F.BODART AFCET-8O. 






- qu'une fonction programmable devrait pouvoir être ré-
alisée par un module de programmation (unité compila-
ble). 
C'est un élément d'une phase. 
La phase 
Elle peut être décrite comme un graphe sans circuit dont les 
sommets sont les fonctions et les arcs, les relations de suc-
cession entre les fonctions. 
C'est un traitement possédant une unité spatio-temporelle d'exé-
cution. 
Elle est caractérisée entre autres par 
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une homogénéité des ressources associées à son 
exécution, 
- la succession logique vis-à-vis des phases dont l ' 
exécution est asynchrone et la terminaison, la con-
dition de son déclenchement, 
7 
- la dépendance logique de plusieurs phases dont l'exé-
cution est asynchrone et le déclenchement conditonné 
par la terminaison de la phase considérée, 
- l' interruption du traitement de l'information par 
un phénomène externe (prise de déciss ion , contrôle, •• 
- le fonctionnement asynchrone de phases (différence 
de périodicité dans l'exécution, fréquence distinc-
te d'acquisition des inputs, ••• ) 
Une phase sera exécutée dans le cadre d'une cellule d'activité, 
centre d'activité homogène dansle temps et dans l'espace pour-
vu de ressources et de règles de comportement nécessairesà 
son fonctionnement . 
L'application: 
Décrivant l'enchainement des phase s relatives à un flux d'in-
formations, elle peut être représentée par un graphe dont les 
sommets sont les phases et les arcs, les relations de succes-
sion entre les phases. 
Elle a pour caractéristiques 
- une existence quasi-autonome ne communiquant avec 
les autre s applicat i ons que par des a~régats d'in-
formations situationnelles qui représentent des 
propriétés d'état, 
- une continuité dans le temps d'un ensemble d'acti-
vités, 
- son association avec un flux homogène d'informations 
pour lequel il existe des inputs et des outputs 
bien définis. 
Sous-système.Système: 
C'est un ensemble d'applications - d'exécution (appartenant aux 
flux physiques) 
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- de gestion (appartenant aux 
flux de décision) 
qui définissent et con-
tr8lent le comportement 
des premières. 
Les différents sous-systèmes sont alors regroupés pour former 
le systè~e- de l'organisation. 
b) Description statique des traitements. 
,, 
Elle consiste en une spécification des éléments en entrée et 
en sortie du traitement considéré: application, phase ou fonc-
tion. 
Ces éléments correspondent à des messages (un MESS~G]Lest une 
transaction qui est soit générée (le message est alors un 'out-
put'), soit reçue (le messap::e est alors un 'input') par le sys-
tème considéré vers ou en provenance de son environnement, ou 
c'est une transaction qui circule à l'intérieur du syst8me, d'u: 
' processus à un autre (dans ce cas, le MESSAGE est une transac-
tion' entre processus) ) (1) et à des collections d'informa-
tions. 
Ainsi nous avons 
M~5SRGE' 
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On complète a l ors la description stat ique par l'énumér ation d'un 
certain nombre de règles spécifiant l '(es) action(s) à effectuer 
par les traitements de type fonction: on décrit le QU~FAIR~. 
Ces règles sont associées à des conditions données mais ne sont 
pas mises sous forme d'algorithmes : réalisations particulières 
d'un ensemble de règles et que l'on ne détaillera qu'au niveau 
logique. 
c) Modélisation de la dynamique des traitements. 
Trois concepts fondamentaux sont nécessaires pour exprimer lady-
namique des traitements ; ce sont ceux de :{- processus 
- événement 
- point de synchronisatio 
Le processus : 
-Traitement d'un certain type, application-phase-fonction, dont 
une occurrence est créée à chaque exécution de sa PROCEDURE: 
attribut d'un processus décrivant son action comme un ensemble 
de règles et d' actions reliées logiquement entre elles.(1) 
-Du point de vue dynamique, la seule chose que l'on connaît d' 
un processus, c'est une estimat ion de son temps d'exécution, 
sa durée.En effet, on considère à ce niveau le processus comme 
une"boîte_noi_Ee" et ses propriétés internes ne nous intéressent 
pas ici. 
-Le comportement dynamique d'un processus ne sera décrit qu'en 
fonction de caractéristiques observables (externes), notam-
ment celles relatives à son cycle de vie. 
Ainsi, on retiendra les changements d'état suivants pour un 
processus 
activation un processus déclenché et ayant les ressources 
nécessaires devient actif. 
terminaiso!!__; la durée du processus étant écoulée, il est 
supposé terminé. 
Il Il (1) D.S.L. Users'Manual NAMUR version 01 F.BODART - Y.PIGNEUR. 
45. 
~ppre~io~~ un processus peut être supprimé par une cause 
externe avant même la fin de sa durée estimée. 
repris!_~ un processus interrompu peut redevenir actif grâce 
à un mécanisme exter ne. 
interruption~ un processus actif peut être interrompu par 






Tous ces changements d'état du processus sont géné~teurs_d~ 
événements • . 
L'événement : 
Un événement est provoqu é par un chan~ement d'état du système 
------ --- ------ ------
et est connu d'un observateur uniquement par l'intermédiaire 
d'un message. 
Le contenu -du message associé à cet événement est spécifié en 
tant qu'attribut de l'événement (il y a notamment comme attri-
buts, des précisions sur le temps et le lieu de génération de 
l'événement). 
On distingue : 
- l'événement externe c'est un stimulus provenant 
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de l'environnement du système auquel ce 
dernier doit réagir. 
l'événement interne : événement qui se déroule à l' 
intérieur du système considéré, consé-
quence soit d'un changement d'état d'un 
processus, soit de l'émission d'un messa-
ge interne. 
On suppose que l' événement est le seul fait qui peut provoque1 
'Q.ll ·~Ch~ement d' ét a t de_processus. On peut donc compléter ain-
si l a figure '13 : 
I 






Une deuxième hypothèse que l 'on fait également, c'est que l'é-
vénement doit être com_E)..et _.E_a.E_ lui-mêm~ c'est-à-dire qu'il 
doit contenir tout ce qui lui est nécessaire pour spécifier 1 
relations dynamiques qui lui sont associ ées et ne doit jamais 
dépendre de spécifications d'événements antérieurs. 
Le point de synchronisation 
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- C' est un poin~ <!_' attente_ d'une combinaison d'un certa i n nom-
bre d'événements . 
La listE:...._ des_év é~ment~ contribuan!_ au point de synch"C'oni sa-
tion est donnéA ainsi qu'un .E_!'édicat définissRnt : 
- la comb inaison des événements entrants , 
- cer taine s conditions locales qui permettent de fa i -
re la di s crimination entre plusieurs occurrences d' 
un même événement (ex. : événement a r rivée d ' une 
commande dont on peut dif féren cier les occurrences 
grâce au n °de cde ). 
-Chaque r éalisation d ' un point de synchronisation g énèr e une 
occurrence d'un certa i n événement (qui peut être implicite d' 
ailleurs ) ; ce dernier a comme attributs i mpl icites les attri -
buts des événements contribuants. 
- Par définition, chaque f l ux menant au point de synchronisation 
disparaît en tant que tel et est fondu dans un nouveau flux 
lors de la réalisation de cette synchronisation. 
- La contribution d ' un élément d ' entr ée à la syn chronisation 
peut être limitée_e~dur ée ] elle peut être instantanée, elle 
est effectuée jusqu 'à la réalisation du point de synchronisa-
tion ou elle peut être l imit ée par l'émission d' un certain é-
vénement (c'est l'intérêt de la notion "durée de vie" d'un 
événement/résultat dans MERISE ). 
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Exempl~_de modélis~t~on conceptuelle des trait~"!!::,_nts: 'NAMUR' 
Nous reprendrons ici les 3 phases de la modélisa tion 
conceptuelle des traitements: a) décomposition hiérarchique des 
traitements en fonction de la 
nomenclature donnée, 
b) d i ~- t ~-e s cr p~ion S,8 v1que, 
c) description dynamique) 
et nous l'appliqu erons au cas "PETITPAS" (limit~ au traitement 
des commandes clients). 
a) 1. Traitement-des-commandes-des-clients- : snu s - syst~me 
et-des-fournisseurs 
2. Traitement-des-commandes-clients . application . 
3. Préparation-bon-cde-~li8nt . phase . 
4. Vérification-signature fonction 
3. Enr e gistrem ent-bon-cde-cli . . phase . 
4. Véri fication-ident-cli . fonction . 
,~ . Vérification-co rps-cde . fonction • 




4. Refus-ban-de-cde . fonction . 
3. Mise-~-jour-moins-du-sto ck . phase • 
4. Ma j-mo i,1s-s ta ck . fonction . 
3. Ordonn ancement-parcours-rayon: phase 
4. Constitut ion - d '1-s~rie : fonction 
4. Ordonnancement . fonction • 
4. Déstock age fonction 
3. Constitution-du-colis • phase • 
4. Affichage-exp~dition fonction 
f+ • Reconstitution-cde • fonction . 
4. Facturation . fonction . 
4. Parcours-magaoin-correct: fonction 
t-1-. Affichage-exp éd-correct . fonction . 
h. Reconstitution-cde-corr fonction 
t+. Correction-du-système . fonction . 
4. Emballage-et-expé dition . fonction . 
3. Sé lection-cdes-diff~r~e s . phase . 
4. Sélection-cdes-différées: fonction 




















Exemple de règles de traitement : fonction : vérification-corps 
commande : 
1. Toute ligne de commandA est identifié e soit par un 
numé ro de produit, soit par un libel lé de produit. 
2. Le libellé d'un produit a prépondérance sur le numé-
ro lors d'un essai d'identification. 
3. Une ligne de commande est acceptée si elle a pu ~tre 
identifiée . 
4. Une commande est acceptée si toutes ses lignes sont 
acceptées et si le montant des articles inscrit par 
le client est validé par l'opératrice. 
s •.•• 


















t point d'attente jusqu'à ce que le nombre de .terminaisons du 
processus •maj-moins-stock~ soit égal~ un nombre que l'on 
aura fixé. 
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II 1·. 3. Commentaires. 
Nous venons donc de décrire les différents modèles de niveau con-
ceptuel préconisés par les deux approches que nous étudions. 
La comparaïson s'avère ici assez facile en ce sens que les concepts 
et les règles retenues pour MERISE et 'NAMUR' sont fort semblables. 
,Pour les donn ées : 
Nous sommes en présence de deux modèles qui utilisent les mê-
mes concepts, à savoir: -l'entité-l'individu, 
- l'association-la relation, 
- la propriété, 
- la contrainte d'intégrité. 
Il subsiste cependant queiques petites différences : 
a) pou~MERISE...!.. un type de propriét é ne peut appartenir qu' 
à un seul individu-type ou à une seule relation-type dans 
le M.C.D. (convention de NAMING sur la qualification.). 
b) pour MERISE, une relation-type doit avoir pour identi-
-------
fiant la concaténation des identifiants des individus-ty-
pes qu'elle associe. Cela s 1 av>erera utile lors du passa-
ge au niveau logique, comme nous le verrons plus tard. 
'NAMUR', qui utilise quant à elle une autre représen-
tation au niveau logique, n'a pas besoin d'introduire 
cette contrainte de niveau conceptuel. 
c) .MERISJLintrodui t aussi explicitement la notion de con-
trainte d'intégrité fonctionnelle qui sert à la décom-
position des relations et à l'optimisation du M.C.D. 
,Pour les traitements : 
Au point de vue de la dynamique des traitements, on peut éga-
lement dire que les concepts de base sont fort semblables à sa-
voir que l'on a 
{
- 1' opération-le processus, 
- l'événement/le résultat-l'événement, 
- la synchronisation-le point de synchronisation, 
respectivement pour MERISE et pour 'NAMUR'. 
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Quelques remarque s s'imposent cependant : 
a)_Eo~r_MERISEi l'opération est non-interruptible ; il 
faut donc pousser la décomposition des traitements pour 
qu'il en soit ainsi. Par contre, po~~NA1'1UR~, un pro-
cessus peut être momentanément interrompu pour être re-
pris par la suite (cfr. fig. 14: cycle de vie d'un pro-
cessus). 
b) _g_our_'NAMUR'..l. on propose déjà au niveau conceptuel la 
distinction en application-phase-fonction pour les pro-
cessus alors que pour_!IERIS~ seule la notion d'opération 
existe au niveau conceptuel. Une classification des opé-
rations en procédure-phase-tâche (1) interviendra cepen-
dant au niveau logique grâce à un certain nombre de cri-
tères d'individualisation et à un ensemble de choix or-
ganisationnels. On peut tout de même déplorer le fait 
que la définition de l'opération n'est pas toujours suf-
fisante pour permettre une découpe précis e et cohérente 
des traitements. 
c) MERIS~ distingue les événements des résultats bien qu'il 
n'y ait aucune différence formelle entre eux si ce n'est 
par rapport à un ensemble de traitements donné. 
Pourquoi alors avoir introduit cette notion de résultat? 
Trois raisons sont avancées par H. HECKENROTH: 
- historiquement, lors de l'élaboration des modèles 
de traitement, MERISE a conservé une distinction 
événement/résultat qui était déjà apparue dans 
certaines méthodes d'analyse (ex. : CORIG, DE 
BLAMPRE) 
- de plus, cette dist i nction ne présentait aucun in-
convénient pour le développement de certains outils 
(CHARCATI, AVALCATI , ••• ) (2) et était même très 
utile dans d'autres (ex. : COECATill) (2) 
un argument qui était également avancé, c'est la dif• 
férence d'origine de l'événement et du résultat 
(1) cfr. chap. V: outils développés dans le cadre des 2 méthodes. 
(2) cfr. ci-après : modèle logique des traitements. 
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(l'événement interne, produi t d' une synchronisation, 
n'étant qu' un ar tifi ce de construction) : le pre-
mier provient de l'extérieur du s.r . (environnement, 
système opérant (S.O.), système de pilotage (S.P.),); 
le second quant à lui est une "réponse codifi ée du 
S.I. produite par une opération". 
Dans l'approche ' NAMUR', on n'a introduit qu'un seul 
concept : l'événement , qu i peut déclencher un proces-
sus ou être produit par lui. 
d) enfin,_9.an~~Al'1UR~, la descr i ption statique des traite-
ments met l'accent sur le s structures de données utili-
sées et éventuellement modi fiée s par les différents ty-
pes de traitemen~ains i que l e s entrées et les sorties 
propr~s à chacun d'eux (MESSAGES). Cela n'apparaît pas 
de façon explicite dans MERI SE. 
Pour conclure cette partie relative au niveau conceptuel, nous si-
gnalerons qu'il existe d'autres approches, différentes de celles que 
nous venons de voir, mais qui ne manquent pas d'intérêt. 
Une d'entre elles est étudi ée à Nancy (C. Rolland, S.Leiffert, C.Ri-
chard ) 
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et se base sur un modèle de type relationnel incluant le temps et 
utilisant des types pour définir un schéma conceptuel unique. Ce 
schéma englobe l'aspect statique (sous-schéma sta~ue : ensemble de 
relations qui correspond à la structure des données et représente 
la structure des composants de l'organisation) et l'aspect dynamique 
(sous-schéma dynamique : ensemble de relations qui représente lady-
------------
namique de l'organisat ion par le réseau des interconnexions entre 
les catégories de phénomènes). 
II 2. Modèles de niveau logique. 
II 2.1. MERISE modèle s logiques. 
M.L.D. modèle logique des données 










Les différents concepts sont , à peu de choses près, ceux proposés pa 
le Data Base Task Group CODASYL: 
Type de champ 
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C'est la plus petite partie d'une donnée nommée. 
- l'occurrence d'un type de champ est la représentation d'une 
valeur. 
type de record: 
- c'est une collection nommée, sans répétition, den types de 
champ (n )' 0) 
- clé d'un t_n>e de record: c'est un type de champ permettant 
d'identifier de façon unique une occurrence de ty-
pe de record. 
type de set : 
- c'est une relation qualifiée entre un type de record déclaré 
comme "maître" et un type de record déclaré comme "membre". 
- les occurrences d'un type de set se composent d'une occurrenc 
de record "maître" et den occurrences de record "membre" 
(n ~O). 
- cette notion de set assure une liaison entre les records et 
permet l'expression de struct ures d'informations. 
- on distingue :{-_ les types de sets ordonnés - non ordonnés, 
les types de sets obligatoires - optionnels, 
• Un type de set est dit .Q_rdq_gné_si, dans chacune de ses 
occurrences, les occurrences du record "membre" sont or-
données suivant un des types de champs de ce record; 
Le type · de set sera réput é n.012._grdonnt dans le cas contrair 
• Un type de set est ~bligat~ir~ si toute occurrence d'un 
record "membre" de ce type de set doit obligatoirement 
appartenir à une occurrence de ce set , 
Dans le cas contraire, le type de set sera QPtionnel. 
représentation graphique 
:r 
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Le sous-schéma logique : (6.S.L.): 
- C'est un ensemble de records et de sets constituant les données 
permanentes consultées ou mises à jour par une tâche. 
Rmq. 1 1 S.S.L. peut être commun à plusieurs t~ches. 
Rmq. 2 un record ou un set peut apparteni r à plusieurs S . S.L. 
L' 'area' logique : 
-C'est un ensemble d'occurrences de records et de sets ·ratta-
chées à un même site et pouvant constituer une unité de blo-
cage de ressources (c-à-d. que si un record ou un s et est 
susceptible d'être modifié par une tâche, l'~ré; correspon-
dante sera bloquée) pendant tout le déroulement de la tâche. 
Nous verrons dans le chapitre suivant, les règles de passage du nivea 
conceptuel au niveau logique. 
M.L.T.:modèle logique des traitements. (2) 
Rappel: 
le modèle logique des traitements (M.L.T.) précise la r éparti-
tion des traitements entre homme(s) et machine(s) ; pour les 
traitements machine, il précise é~alement la répartition entre 
temps réel et temps di fféré. 
La structure logique des t.rRjternents est fort hiér~en.isée 
ainsi qae l'on a la décomposjtion: 
procédure fonctionnelle-phase-tâche-traitement. 
c'est 
Ces 4 concepts sont fortement liés. Nous les présenterons donc en-
semble,en y ajoutant le concept fondamental de poste. 
Procédure fonctionnelle ou procédure : 
C'est un ensemble de traitements (1) concourant à l'élabora-
(1) Cfr. ci-après. 
(~) Rappel : Les définitions des concepts des différents modèles 
de MERISE s'inspirent du 'Glossaire pour les données et les 

















tion d'un ou plusieurs résultats naturels (1) en réponse à 
la sollicitation d'une classe d'événements naturels. (1) 





















Evénement (résultat) naturel : événement (résultat) carac-
téristique d'un domaine d'activité (1) ou d'une 
grande fonction (1) , du fait des lois et des u-
sages ou des fins propres de l .'organisme. 
C.L.ÏE~ 
1 








Ex. commande client, rupture de stock, fin de 
mois ••• 
do~ain2,_ ~ activité....: subdivision logique de 1 'or-
ganisme r egroupant un ensembl e d'ac~ivités 
complémentaires concourant à la réalisation 
complète d'une classe de biens ou de ser-
vices ou à la prise en charge d'une popu-
lation déterminée. 
Ex. : pour une société d'assurances: auto; 
vie; incendies et risques divers ••• 




regroupant un ensemble d'activités homogènes 
concourant à un même but : 
Ex. : fonctions administrative, commerciale, 
de production •• 
"PRoeEI>u~f" : 
CoMPT~ J)E" 'RrJ éfv 'PRt.Sf EN CoMPTE J)ë 
-~ 
LA CoMHlf tvP~ 0~.J)RE J>é L
1
0R.J)RE "PE ~])U<:riol\J 
'Peo!)JeTiotv 
Poste : 
-Pour des raisons d'organisation, les traitements composant 
(1) Cfr. ci-après. 
61. 
une procédure, sont en général répartis en plusieurs postes. 
-0entre d'activité élémentaire de l'organisme, le poste com-
prend tout ce qui est nécessaire (hommes, machines, espace, 
outillage • •• ) à l'exécution de tâches (1) définies, dont cer-
taines seront automatisées et d•autres non. 
-En général, un poste, à un instant donné, comprend un homme et 
des moyens de traitement de l'information. Il peut être compo-
sé de plusieurs hommes se partageant une même machine ou en-
core, à la limite, aucune machine (tâches totalement manuelles) 
ou aucun homme (tâches totalement automatisées). 
- Comme il est indiqué sur la fig. 18 p. 59. 
[
- à une phase correspond un poste. 
- à une tâche correspond un homme ou une machine. 
Phase: 
-C'est un ensemble logique de traitements (1 ) exécutés consé-
cutivement par un poste dans le cadre d'une procédure s uns 
qu'il soit possible pour ce poste de prendre en compte (sauf 
interruption) une nouvelle occurrence du type d'événement 
qui a initialisé cette séquence avant la fin de celle-ci, ni 
une occurrence d'un autre type d'événement qui initialiserait 
une autre séquence de même nature. 
·Tâche 
Rmq 1: possibilit é de déroulement parallèle de phases diffé-
rentes. 
Rmq 2 lors du d éroulement d'une phase, le poste peut faire 
appel à des interventions externes à ce poste, c-à-d. 
émettre des résultats intermédiaires vers d'autres 
postes et en recevoir des événements complémentaires 
(Cfr. p.5S fig.18). 
- Sous-ensemble logique de la phase, elle est le résultat de 
l'affectation des traitements (1) à l'homme ou à la machine. 
(1) Cfr. ci-après. 
---------------------
62. 
Elle est l'ensemble des traitements (1) successifs affectés 
à l'un ou à l'autre et dont le déroulement ne nécessite ni 
l'intervention dans le temps de l'un sur l'autre, ni li atten-
te du déblocage de certaines ressources. 
- On confère donc à la t!che un caractère d' unité dans le 
temps . 
- Elle dispose de toutes les ressources nécessaires à son 
exécution, notamment RECORDS et SETS du M.L.D. 
-La tâche est activée par un événement et délivre un ou plu-
sieurs résultats . 
-Chaque occurrence d'événement traitée ne déclenche pas for-
cément l'exécution des mêmes traitements. 
Traitements: 
-C'est une unité de description à un niveau logique de l'action 
exercée sur les données par le système; 
Cette description des traitements est orientée le plus souvent 
vers la programmation du S.I. 
-Les traitements traduisent en fait les règles de gestion du 
M.C.T. en envisageant notamment toutes les variantes d'évé-
nements. 
Ils se base,nt et utilisent un certain nombre de primitives 
actions élémentaires sur les données que l'on détaillera au 
chapitre IV 
Ex. de primitives - accès à un record connaissant la valeur 
de sa clé, 
ajout ou suppression d'une occurrence 
d'un record, 
accès ma!tre • 1er membre d'un set, 
- parcours d'une occurrence de set, 
• • • 
A ces cinq concepts s'ajoutent encore ceux de: 
Synchronisation, événements, résultats. 
Mêmes concepts que ceux développés pour le M.C.D. 
63. 
61.oc logique (d'entrée/sortie) 
-Subdivision logique d'un événement ou d'un résultat, le bloc 
logique (BLE ou BLS) est constitué d' un ensemble de proprié-
tés. 
-Par construction, ces propriétés sont saisies simultanément. 
-Un BLS peut évidemment devenir à son tour un BLE (cas d'un ré-
sultat qui devient un événement par la suite) : la réciproque 
peut ~tre vraie si le traitement subi par le BLE se limite à 
un contôle. 
Grille: 
-C'est une description détaillée du rapport et du graphisme d' 
un ou plusieurs événements et/ou résult ats. 
-La description est un ensemble organisé de constantes; elle peut 
contenir les règles d'assemblage de ces constantes, avec les 
différents blocs logiques. 
La description permet l'édition de dessins d'état, d'écrans ••• 
Site: 
-C'est un ensemble de moyens de traitement automatis é 
en un lieu donné (moyens éventuellement mobiles) 
établis 
64. 
Exemple de M.L.D. MER I SE . 
Reprenons l e cas "PETITPAS" et pl us pa rti culièrement 
le M.C.D. construi t ci-avant (cfr. p.22) et élabo rons le M.L.D. 
Cette transforma t i on du M. C.D. en M.L.D. e~t largemen t facilitée 
par l'utilisation d ' un en s emble de règles que nous exp ose rons 
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66. 
fxemple de M.L.T. MERISE . 
Il nous faut donc mainten a nt a ffin er la description de s 
\ 
tr aitements faite au niveau du M.C .T. et pr~ci ser q u elles son t 
les difrérentes proc~dures, phases et t&ches relatives a u ca s 
envi sagé. 
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(1) les opérations du M.C.T. ont été ici assimilées aux pha s es. 
_J 
67. 
De plus, on détaille chacune des phas es rle la façon suivante : 
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Il resterait donc ici ~ donn er -le dessin du bon-de-commande 
-]es dessins des 




II 2. 2. 'NAMUR ' Modèles de niveau logique. 
Modèle des accès logiques (1) 
Article et type d'article: 
-L'article est une entité d'information enre~istrée qui peut 
faire l'objet d'une demande d'accès de la part d'un program-
me. 
-Les articles d'une B.D. sont discernables et ce, indépendam-
ment des valeurs d'items qui leur sont associées. 
-Tout article appart ient à un et un seul type qui en définit 
les propriétés générales. 
-Représentation graphique d'un type d'article 
1 f,/Of'/ ';Pc/ TYPE ')1 RRTiCL-E 
Valeur d'item et item: 
-La valeur d'item est une information qui désigne l'état d'une 
variable telle qu'une propriété d'un système ou d'un élément 
d'un système . 
Rmg. il importe de ne pas oublier deux valeurs singulières 
d'un item : "absent" et "inconnu". 
-L'item, quant à lui, est un type d'information défini par un 
ensemble de valeurs. Il est associé à au moins un type d'ar-
ticle. 
Représentat,ion graphique : 
Pour un item, on aura N6M-DE-L'-ITEM-EN-LETTRES-CAPITALES 
- L'association d'un item à un type d'article sera repré-





Généralement on admet qu'il existe toujours un mécanisme 
(1) J.L. HAINAUT. "Un modr'-: lr. de dcscrir, tian de fichiers 
le modèle d'accès." 
NUM 
69. 
d'accès du type d'article vers l'item associé; il est 
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MoYEflAlë 
Chemin et type de chemin d'accès inter-articles: 
-Le chemin d'accès est un mécanisme qui associe un article dit 
"~ri~in~" à n (n > 0) articles dits ':Eible.1!_". Ainsi, à partir 
de l'article origine,on doit être en mesure d'accéder suc-
cessivement aux différents articles cibles associés. 
-Tout chemin appartient à un et un seul type qui en définit 
les propriétés g énérales . 
- Un type de chemin, caractérisé par les type s d'articles qu'il 
associe, porte un nom (l'abs ence de nom sera considérée comme 
un "nom vide"). 
-Il ne peut exister deux types de chemins portant le même nom 
(ou absence de nom) entre un type d'article (origine) et 
un autre (cible). 
-Les représentations graphiques se feront de la manière sui-
vante 
E:X: 
1'0IIR. L.ES TYPES , 
Fichiers et B.D. 
-Un fichier est une collection dynamique d'articles; on lui 
associe un ou plusieur P tyne s d'articles. u~ t yne d'arti~lP 
peut appartenir ~1 1m on nlusi eurs fichiers; un 8- rticle ne peut, 
70. 
lui, appartenir qu'à un et un seul fichier. 
- Une~- D.!.. est la collection de tous les aticles qui, à un ins-
tant déterminé, décrivent complèt ement un système réel. Elle 
peut contenir un ou plusieurs fichiers mais un fichier ne 
peut appartenir qu 'à une et une seule B.D. 
-Toute B.D. contient un et un seul article d'un type détermi-
né: le SYSTEME. 
----.- --
-C'est un point d'entrée privilégié dans la B.D.; il peut 3tre 
origine de chemins d'accès mais en aucun cas cible d'un che-
min d'accès. 
A ces concepts de base, on peut en ajouter d'autres: 
Clé d'accès : 
- Item ou liste d'items d'un type d 'article tel qu'il existe 
un mécanisme qui permette d' ac d,der aux différents articles 
auxquels est as s ociée une valeur riPterminée de la clé. 
-On la représentera comme suit : 
ou 
0 N -EHPL. Jv!' MRC7RSirv N!!RR'lor.J 
Item(s) identifiant(s) 
-C'est un item ou une liste d 'items d'un type d'article tel 
qu'il n'existe pas plus d'un article qui soit a ssocié à une 
même valeur de cet item ou de cette liste d'items. 
- Représentation graphique 
Connectivité de l'association d'un item à un type d'article 
71. 
Les connectivités retenues, exprimées dans le sens articl e-











à un articl e peuvent être associées 
plusieurs valeurs d'item et une valeur 
d'item peut être associée à plusieurs 
articles. 
Dans ce cas, l'item est répétitif et non 
identifiant. 
à un article peuvent être associ ées plu-
sieurs valeurs d'item mais une valeur d' 
item ne peut être associée qu'à un seul 
article . 
Cas d'un item répétitif et identifiant. 
un article ne peut posséder qu'une valeur 
de l'item mais une valeur d 'item peut 
être associée à plusieurs articles. 
Cas d'un i tem simple et non identifiant. 
un article ne peut posséder qu'une valeur 
de ritem et une valeur d'item ne peut être 
associée à plus d'un article. 
Cas d'un item simple et identifiant. 
Connectivité d'un type de chemins 
On retiendra: 
- les types de chemins M-N : un chemin peut contenir plus 
d'un article cible et un article peut être cibl 
dans plusieurs chemins de ce type. 
A 13 [A IM CH ~ 
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- les tyPes de chemins 1-N: un chemin peut contenir plu-
sieurs articles cibles mais un article ne peut 
E}:he:.in :0 type. 
- les types de chemins N-1 . un chemin ne peut contenir qu' . 
un seul article cible mais un article peut être 
cible de plusieurs chemins de cet] El ()CJi €] OtJ ŒJ 01 J3 
- les types de chemins 1-1 : un chemin ne peut contenir qu' 
un article cible et un article ne peut être ci-
ble que d'un chemin de ce type. 
-
A A 
Rmq. : la connectivité, ainsi ~ue certaines contraintes d'exis-
tence (cfr. ci-après : type de chemin fort ou faible) 
peuvent être exprimées par un quadruplet-9-~ntiers_ 
I,J,K,L d écrivant la cardinalité d'un type de chemin: 
I,J donnent les nombres minimum et maximum d'articles 
cibles qui peuvent être associés à un article origine 
et inversément pour K,L. 
1 CL..iEWT }~~ ~ K~J l _ .... -1-_-"' ____ .;;:_;_ ___ ....,-_,,-7 GoMMRN'YE 
Type de chemin fort ou faible : 
Un type de chemin est dit for!_ pour l'un de ses types d'articles 
cibles ou origines si tout article de ce type doit,à tout mo-
ment, être cible ou origine d'au moins un chemin non vide de 
ce type; il est déclaré faibl~ pour les types d'articles ne 
subissant pas cette contrainte. 
On reurésentera cette contrainte de la façon suivante: 
un trait barre le type de chemin 
d'accès à proximité du type d'ar-
ticle pour lequel ce type de che-
min est fort. 
73. 
Mode d'appartenance à un chemin d'accès 
Des contraintes peuvent s'appliquer l ors de l'insertion ou 
du retrait d'un article dans un chemin. 
Lors de l'insertion d'un article, on distinguera l'appartenance 
- automatique : l'insertion dans un chemin Pst alors au-
tomatique, 
- manuelle: l'insertion dans un chemin est laissée au 
soin du programmeur. 
Lors du retrait d'un article, on distinguera l'anpartenance : 
- fixe : un art icle inséré ne pourra plus être retiré du 
chemin, 
- obligatoire : un article inséré ne pourra être que trans 
féré d'un chemin à un autre chemin du 
même type, 
- facultative: l'article neut à tout moment être rlétaché 
du chemin et éventuellement être r~-insé-
ré dans un autre chemin du même type. 
Groupe de types de chemins identifiant : 
Si l'intersection des cibles den chemins (n 4 2) ne contient 
pas plus d'un article, on pourra dire que, pour ce type d'ar-
ticle, les types de chemins envisa12;és sont "identifiant". 
Représentation graphique : 
A C 
J 
Tels sont les principaux concepts du modèle des accès logiques. 
Signalons, pour terminer, qu'il est possible de généraliser la no-
tion de chemin d'accès. 
En effet, nous avons vu - l'accès aux valeurs d'un item à pRrtir 
d'un art i cle, 
l'accès aux articles associés à une même 
valeur de clé, 
- l'accès aux articles cibles d'un chemin 
d'accès, 
la généralisation consistera à admettre les chemins d'ac cès 
- d'arti cle vers article, 
-
d'article vers valeur d'item, 
- de valeur d'item vers article, 
-
de valeur d'item vers valeur d'item. 
Exemple de s•chéma des accès logiques 'NAMUR'• ( 1) 
( 
75. 
En reprenant le s.c\~. donné par ailleurs (p.35) et en 
lui appliquant des règles de transformation que nous étudierons 
au chapitre III 2. p.96, nous obtenons assez facilement le 
schéma des accès logiques possibles qui utilise les concepts que 
nous venons de voir. 
(1) cfr. J.L. HAINAUT : "Analyse du ca s 'PETITPA S ' - Dossier d'ana-








Modèle logique des traitements. 
Le niveau logique des traitements conserve la découpe en applica- . 
tians-phases-fonctions que nous avons effectuée au niveau concep-
tuel. 
Il apporte cependant un certain nombre de transformations et de 
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- un ensemble d'a~orithmes de traitement, trans-
formation des règles contenues dans les proces-
sus (uniquement de type 'fonction') du niveau 
conceptuel, 
78. 
un ensemble d'a~orithmes et de_proc~dure s or_g_anisa-
tiQ_nnellel!_ de contr8le des flux de messages dé-
coulant directement des spécifications dynamiques 
du niveau conceptuel. 
-Les a lgorithmes de traitement utilisent un certain nombre de primi: 
tives 1 opérations de base qui s'exercent sur les différents types 
de données que l'on a définis et que l 'on met à la disposition du 
programmeur et de l'utilisateur. 
A titre d'exemple (1), on dispose des primitives : 
- d'accès au premier(àernier) article d'un chemin, 
- d'accès à l'article cible suivant (précédent) dans 
un chemin, 
- d'accès direct dans un chemin, 
- d'accès à des articles par clés d'accès, 
- d'accès aux valeurs d'items d'un article , 
- de création et de suppression d'un article, 
- de modification de valeurs d'items) 
- d'insertion ou de retrait d'un article d~ns un chemin 
- de transfert d'un chemin à un autre. 
Il est donc facile,connais sant les règles de traitement (niveau con-
ceptuel) et les primitives, de rédiger l'al~orithme qui parcourra 
une structure de données et y apportera les modifications voulues. 
-Du point de vue organisationnel, c'est aussi au niveau lo~ique des 
traitements que l'on établira l'architecture des moyens de réali-
----- - -- --------
satiog_et que l'on décrira les moyens disponibles utilisables par 
les processus lors de leur exécution. 
On définit à ce propos (2) 
Le processeur: objet capable d'exécuter les processus. On 
peut consid érer comme processeurs, un employé, 
une machine, un service de comutab i lité •••• 
~~q·•·--·~ un proce '; senr neut reouéri r, lori, d e 
(1) pour plus de précisions 
l 'ex écution d'un proces~11 s. l'utilisa-
tian d'autres processeurs; ceux-ci de-
viendront donc "processeurs auxiliaires" 
du premier. 
cfr. chap.IV.2.1.8. 
( ) " // 2 Cfr. D.S.L. Users'Manual F.BüDAB.'l' et Y .1-'IGN.t:Uh . 
~ : '} . 
Les ressources : objets qui neuvent être requis par un proces-
seur pour exécuter un processus. 
On peut éventuellement distin~uer 
les ressources ré-utilisables : re ssources 
------- ---- - ---- - - - - ------ - ------ ---
qui retournent à la disposition du 
système dès que le processus est terminé. 
~~:-.... : les t erminaux, un outil, un employé 
Rmq. ____ : il n ' y a pas de diff érence de na-
ture entre un processeur et une 
ressource ré-utilisable mais seu-
lement une différence d e degr é d' 
analyse: le premier peut exécuter 
un processus et utili ser des res-
sources ré-utilisables et consom-
mables (c'est donc une ressource 
ACTIVE) ; la seconde ne le peut pa 
- les ressources consommables : ressources qui 
- - --- - -- -- - -- ----- - - -- - - - - --- ---
sont irrémédiablement consommées par les 
processeurs lorsqu'ils exécutent un pro-
cessus. 
Ex. : le papier, l'énergie •••• 
Ainsi, on peut dresser le modèle des ressources suivant 
------1 "PROCESSUS 
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ME~AGE 
- - ~ On peut complexifier ce modèle en définissant notamment : 
- des ~isponibilités de ressources, 
- des calendriers d'activation, 
- des priorités (pour les processeurs), 
,) 
- des nombres de points d'entrée (physiques ou logique (pou 
les processeurs et les ressources ré-utilisables)), 
- des relations de consommation, ••• 
81. 
Exemple de modèle logique des traitements: 'NAMUR'. 
Il reste donc~ préciser la modélisation des traite-
ments que l'on a pu effectuer au niveau conceptuel (cfr. p.48-
49-50). 
Nous ne détaillerons cependant pRs ici les al9orithmes 
de traitement . Ce point sera développé dans la suite (cfr. p.127 
et suivantes.) et un exemple sera donné à ce t te occasion . 
Par contre, les spécifications des ressource~ utilisées 
par les différents processus que l'on a identifiés, doivent être 
faites au niveau logiqueo 
Ainsi, po ur le cas 'PETITPAS', nous avons par exemple·: 
1. Fonction : vérification-signature 
2. Ressource rr-service-enregistrement-cdes (1) 
requise à un tau x d' '1 '; 
ou encore: 
3o Ress ou rce rr-employé 
requise à un t a ux d ' '1' par le service-enre-
gistrement-cdes; 
3. Ressource rr-manager 
requ ise au taux de 'sp-1';(2) 
3. Ressource rr-terminal-service-enreg 
requ i se au taux de 'sp-2'; 
4. Res source rr-cpu-mini-computer 
requise au taux de 'sp-3'; 
1. Fonction : vérification-corps-cdes 
2. Ressource rr-service-enregistrement cdes 
requise au taux d' 1 1 1 par la fonction 'vérification-
co rp s-cdes; 
3. Ressource rr-employé 
requise au taux d' '1' par le service-enregis-
trement-cdes; 
3. Ressource rr-manager 
requise au taux de 'sp-4' par rr-service-enre-
gistrement-cdes pour exécute r le processus •~aj-
de-l'ident-cl ient' 
requise au taux de 'sp5' p8r rr-service-enregis-
trement-cdes j 
(1) on n'a pas fait ici la diff ~rence entre 'ressource-reutilisable 
(rr) et 'processeur' (pr.). 
(2) sp = paramètre à définir ailleurs. 
ou encore: 
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pour exécuter le processus 1 contr8le-des-lignes-
cdes' 
3. Ressource rr-terminal-service-enreg 
requise • •••••.. par rr-eervice-enreg~strëment-
cdes; 
4. Ressourc e rr-cpu-mini- c omputer 
requ i se •.•••• pa r rr-t erminal-service-
enreg •• •. ; 
1. Fonction: maj-moins-stock 
2. Res source rr-cpu-mini-computer 
requise ...... par le processus 1maj-moins-stock 1 ; 
2. Ressour ce rr-fichier-produit~ 
requise au taux de 1 1' par le processus 1 maj-moins-
stock' ; 
2. Ressource rr-fichier-cdes-différées 
requise au taux de 1 1 1 p a r le processus 'maj-moins-
stock '; 
les ressources pouvant être définies, p ar exemple, ccmme suit 
Ressource-rr-service-enregistrement-cdes; 
Capacité : 'sp -10 '; 
Pa rtageabl e p armi 'sp-11 '; 
Disponible suivant 'calendrier-1 '; 
Requiert 1 rr-employé; 
Requier t 'sp-12 1 rr-manager pour exécuter les processu s 
- 'm a j-i dent-client', 
- 'contr8le-d e s -lignes- cd ed; 
Unité de mesure: 'sp-13'; 
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II 2 3 Commentaires. 
Pour ce qui est des modèles propres aux deux appro ches, on consta-
te de nouveau quelques petit es différences mais on ne peut pas af-
firmer que l'on est en pr ésence de deux positions radi calement 
opposées 
Pour les données: 
On remarque tout d ' abord une similitude de concepts. C'est 
ainsi que l'on a : 
- le r e cord 
le champ 
- le s et 
- le set ordonné ou 
non ordonné 
le set optionnel ou 
obligatoire 
- l ' ar ticle 
- la valeur d'item 
- l e chemin d'accès inter-articles 
- ordre ou non dans les articles 
cibl es d'un chemin 
-·le.ch emin faibl e ou fort pour 
un type d'article cible 
- l'aréa logique - le fichier ou la B.D. 
et ce, respectivement pour MERISE et 'NAMU~' • 
Les concepts de MERISE se limitent, à peu de choses près, à 
ceux que je viens d'énumérer . 
On est donc en présence d ' un M.L.D. très simple, inspiré 
d'ailleurs de CODASYL . En f ait , 1 orsoue l'on nrendra en 
c~e l'activité sur les différents S.S.L (et donc sur le 
M.L.D.), on introduira encor e de nouvelles considérations 
telles que: 
- clé d'accès à un record, 
- connectivités des sets, 
- cardinalites des records, ••• ( cfr. chap IV) 
si bien que l'on obtient un M.L.D. qui ressemble très fort 
au schéma des accès logiques proposé par 'NAMUR' • 
Il n'y a donc pas encore, ! à ce niveau, de différences fonda-
mentales entre les deux approches. 
Pour les traitements 
a) MERISE fait, au niveau du M. L.T., la décomposition des 





et ce, sur base d'un certain nombre de définitions parfois 
peu constructives et qui ne permettent pas toujours de fai-
re la discrimination dans les opérations. 
'N.Af1UR', quant à elle, proposait déjà la décomposition des 
processus dès le niveau conceptuel (cfr. nomenclature des 
traitements p. 4o) • 
b) Les deux approches proposent l'élaboration d'algorithme~ 
qui se basent sur l'utilisation de primitive~ données. 
Cette élaboration se fera à l ' aide des règle s de gestion 
(MERISE) ou de traitement ('NAMUR') et décrira les actions 
effectuées sur une certaine structure de données. Nous 
aurons l'occasion de revenir sur ce point (cfr. chap IV) • 
c) Les deux approches permettent également la description 
des choix orfLanisationnel s, à savoir l'affectation des 
traitements aux différents moyens logiques de réalisation 
hommes, machines, postes - processeurs, ressources. 
g1E_q_._i Si MERISE est assez explicite quant à la spécifica-
tion des processeurs alloués aux différents traite-
ments, elle ne donne aucun détail sur les ressour-
ces utilisées lors de l'exécution de ces traitements 
(ressources consommables ou ré-utilisabl P. s). 
II 3. Modèles de niveau physique (p.m.) • 
Ces modèles, qui doivent permettre l'élaboration proprement 
dite de la B.D. et des différents programmes qui l'utilise-
ront, ne sont pas pris en compte dans le cadre de ce mémoire • 
Ils sont en effet trop tributaires de considérations purement 
physiques: type de matériel, S.G.B.D. utilisé, ••• et risque 
rait de nous entraîner trop loin. 
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Chap. III. Comparai son dea correspondances inter-modèles. 
Noue allons maintenant essayer de définir lee nomb reu ses corres-
pondances qui exis t ent en t re les différente modèles que nous avons 
exposée au chapitre précédent. 
C'est ainsi q u e nous nous a ttacherens à décrire: 
1) les rapports e nt re les modè les ex t e r nes et ccncep tuels 
d 1 un S.I., 
2) les mappings ( 1) entre l es niveau x conce p t uel e t logique 
d •·un s. I., 
3) les mapping e entre l es niveaux logique et p h ys ique d'un 
s.1. (p~m.), 
4) la coh,rence entre les mo dè le s de donn é e s e t les modèles 
de traitement s . 
III . 1. Rapports entre le s mo dèl es extern es et conceptuels d 1 un 5.1. 
Ces rapports sont différents s u ivant l'approche considérée. Il est 
toutefois bon de rappeler, avant de l es étudier, ce qu'est un 
modèle externe du s~tème . C' est u n e vue particulière de l'activité 
de 1 1organisation qui co rre spon d à un programme, une fonction, une 
application• •• et qui émane souvent d'une certaine classe d'acteurs 
de l'organisation. Il se caractérise par une structure de données 
propre (M~~.!.~ qui peut ltre exprimée dans un formalisme particu-
lier (2)(bien que ce ne soit pas le cas dans les approches MERISE 
et 'NAMUR' qui utilisent respectivement, pour la définition des 
M.E.D. et des M.c.o., le modèle individuel et le modèle entité-
association) ainsi qu'un schéma de traitements (ou d'opérations) 
qui est le reflet de l'activité d'un sous-ensemble de l'organisation 
et que l'on pourrait éventuellement désigner par M.E.T. 
---
(1) _!!_APP..!_NG ..!. correspondance, processus de passage. 
(2) cfr. rapport ANSI-SPARC 
"A Groas Architecture For The Next Generation Database Nanagement 
Systems". G.M. Nijssen. 
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En ce qui concerne les rapports entre les modèles externes et les 
- --
modèle • conceptuels, nous avons s 
Pour MERISE 
M.E.D.~M.c.o. 
Comme nous le verrons dans le chapitre suivant relatif à la 
dé• asche MERISE, les modèles externes de données doivent &tre 
exprimée à l'aide du vocabulaire - c'est-à-dire de la liste 
des propriétés - du modèle conceptuel brut (M.C.B.). 
-- - -- - --- ----- -----
Ce dernier n'est utre que l'expression structurée des informa-
tions du réel perçu communes à tous les acteurs de l'organisa-
tion, les règles de structuration étant celles du form alisme 
individuel (cfr. chap. II). 
L'élaboration des M.E.D. est soumise au respect d'un certain 
nombre de règles: 
a) les propriétés externes sont nécessairement des propriétés 
conceptuelles appartenant au modèle conceptuel, 
b) un individu ou une relation externe ne comporte pas de pro-
priétés répétitives, 
c) un individu externe peut comporter O, 1 ou plusieurs identi-
fiants conceptuels , 
d) un M.E.D. peut comporter éventuellement des individus, rela-
tions et contraintes existant déjà dans le M.C.D. 
--, 
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D~a que 1 1an aura élaboré les différen ts M.E.D., il faudra 
!_• li_d,!r_l•_!-1.!C.~!.• c e qui aura pour résultat le M.c.o. pro-
prement dit et permettra aussi de prendre en compte la M.E.D. 
sous la forme équivalente d'un sous-ensemble du modèle concep-
tuel validé. 
La validation consiste à s'assurer que les M.E.D . sont déduc-
tibles du M.C.B. en utilisant un j eu de règles que l'on peut 
appliquer manuellement ou automati qu ement. Elle doit &tre 
utilisée pendant le phase de conception ma is peut &tre appli-
quée aussi lorsque le s.I. est déjà opérationnel. 
On peut se demander pourquoi il faut valider. I l y a po ur cela 
tro is raisons principales z 
a) on peut avoir commis des erreurs en passant du réel perçu 
au M.C.B., 
b) les M.E.D. peuven t avoir introduit de nouveaux individus 
à partir du M. C.B ., ce qui peut avoir pour conséquence l'ap-
parition de nouveaux identifiants dont il fau dra tenir compte, 
notamment pour les fonctions de mise à jour. De plus, des 
erreurs peuvent ttre commises au niveau du choix de l'iden-
tifiant d'un individu. Un identifiant trop large ou trop fin 
peut en effet poser quelques problèmes. 
ex. : identifiant troe._ lar9~: - individu: véhicule 
- identifiant: modèle 
Si on veut faire des mises ~ - jour de véhicules ayant 
un certain n° d'immatriculation, l'identifiant est 
insuffisant. 
!_dentifiant trop _f!_n _ _; - individu : véhicule 
- identifiant z n° d'immatricula-
tion 
Si on: ne fait que des mises à jour de véhicules, d'un 
certain modèle, l'identifiant 'modèle' a urait suffi. 
c) on doit pouvoir faire ap para!tre des relations sans proprié-
tés, ce qui n' est p a s possible à partir du M.C.B. (Il a en ef 
fet été construit à partir de propriétés du réel perçu (cfr. 
chap.IV) et n'a donc que des relations avec propriété(s) ). 
Si, au cours de la valid e ti on , on cons t a te une erreur ou une 
impossibilité, il fa udra: 
soit modifier le M.C.B. et refair e toutes les validations, 
- soit modifier le M.E.D. en cause. 
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Comment effectuer 1 validation? 
Il faut d'abord di stinguer - le modèles externes en mise à_jourz 
mo dèles utilisés par les fonctions 
qui ont pour but de modifier la B.D. 
les modèles externes en consultation: 
------- ----- --- ------
modèles utilisés par les fonctions 
qui ne font que consulter la B.D. 
et ne la modifient jamais. 
Validation du modèle conceptuel par les modèles ext ernes en 
i ' . m se -· a Jour. 
Elle consi te à examiner le r8le que joue chacune des propriétés 
invoquées dans un individu ou une relation externe (appartenant 
à un M.E.). 
Une propriété peut - soit identifier une occurrence d 1un indi-
vidu ou d'une relation conceptuel(le) que 
l'on veut créer ou modifier, 
soi t permettre le chargement d'une valeur 
sur une occurrence d'individu ou de relation 
con ceptuel(le) préalablement identifiée . 
Il y a non-validation lo rs_g_ue: 
a) une propriété est destinée à mettre à jour un individu que 
1 1 on ne peut identifier. Dans ce cas, 2 solutions: 
- ajouter une propriété externe pour permettre l'iden-
tification, 
supprimer la propriété externe correspondante et 
renancer à la mise à jour. 
b) une propriété externe n 1 est destinée à aucun cha~gement. 
Il faut donc la supprimer. 
c) une propriété externe est un identifiant conceptuel non 
nécessaire aux mises à jour envisagées. Ici encore, il faut 
la supprimer. 
Validation du - modèle conceptuel par les modèles externes en 
consultation. 
Elle repose sur le respect de 3 règles: 
a) une propriété externe doit ~tre identique à une propriété 
conceptuelle. Au pis, elle doit pouvoir ~tre remplacé e par 
A9. 
une structure équivalente du modèle conceptuel. 
b) une occurrence d'un individu externe, pour ~tre valide , doit 
ltre exprimable sans ambigu!té è partir d'occurren ces d'indi-
vidus ou de relations conceptuelles. 
c) une relation e~terne est valide si les individus ex ternes 
qui composent sa collection sont valides et si elle est cons-
truite en respectan t 1 s conditions suivantes: 
elle résulte de l a composition de plusieurs relat ions 
conceptuelles entre des individus conceptuels identi-
ques aux individus externes cités, 
- elle correspond à une relation conceptuelle dont: 
•la collection est identique ou incluse dans l'ensembl e 
des individus conceptuels invoqués dans les indi vidus 
externes de la collection de la relation externe, 
• au moins un individu de sa collect ion appara!t dans 
chaque ensemble d'individus conceptuels correspondant 
à chaque individu externe de la collection de la rela-
tion externe. 
Voici donc quelles sont les relations entre M.E.D. et M.C.D. 
chez MERISE, relations fortement facilitées par le fait que 
tous ces modèles util isent le même formalisme individuel. 
M.E.T. ---.M.C.T. 
Ensemble d'opérations, synchronisations, événements et résul-
tats, le M.C.T. constitue à la fois l'image des traitements 
du~~de_rée.!_ , tels qu'ils sont perçus par l 1organisation et 
la synthèse des représentations que ae font de ces traite-
ments les différents programmes, processus ••• c'est-à-dire 
ce que l'on pourrait désigner par "mod~les ·externes de trai-
tements" M.E.T. 
Ces M.E.T. sont eux aussi des ensembles d'opérations, synchro-
nisations, événements et résultats qu'il est facile de rattacher 
entre eux grice au concept de"synchronisation". Si on respecte 
la logique d 1 enchatnement des M.E.T., le suivi des opérations, 
on obtient a~~si le M.C.T. 
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Pour 'NAMUR' 
M.E.D. (ou so us- schémas conceptuels des données s . s.c.o.)---.S.C.D.(1) 
Contrairement à ce qui est proposé p ar MERISE , les M.E.D. ou 
s.s.c . o. de 'NAMU R' ne s 'inspiren t pas d'un M.C.B. préalable-
ment construit à p art ir du réel p e rç u de l' organisa tion. 
Chacun d 1 eux est une structure de do n nées propre à un traite-
- - - - -- - - - - - -- -- - - -- - ----
ment particulie r (application, phas e, (~onction)) ou à une 
classe d'acteurs de l'organisation. 
Ils sont exprimés s uivant le mo dèl e e n tité - a s sociati on décrit 
-- -- - - - - -- - ---- -
au chap. II, modèle qu i servira a u s si à l a dé f i nit i on du schéma 
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Le schéma conceptuel des données S .C.D. est obtenu par inté-
gration des différents s.s.c.o. 
Certaines simplif i cations et optimisations peuvent être effec-
tuées sur la schéma obtenu en regroupant les s.s.c.o. 
En effet, le s.c.o., comme d'ailleurs toute structure de don-
nées exprimée à l'aide du mo dèle entité-association, doit ~t re 
(1) Il s 1agit ici d'une pro po s i t i on méthodologique non déf initive. 
--------- -- -
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mia saua far•• canoni_g_ue. Cette dernière est caractérisée part 
- 1 1abaenca d1 hamanymie (paur ln entités, les associations 
at les proprié~• ); 
- l'absence de redondance t 
• synonymie• 
•propriétés dérivées (calculées), 
• proprié i:é~ redondantes avec une association• 
associations redmndantes car dérivables par transitivité. 
Passage au sous-système des traitements. 
Nous avons vu dans la modélisation conceptuelle des traite-
ments la hiérarchie proposée pour la structuration des trai-
tements: sous-sys tème - application - phase - fonction. 
. "Rél-FITiotl 
------! .. ~· . 
'J)YNIIMl~r" 
~.S-6YS"fEME 
A-PPL.ICAîl0/11 - - - - - - • f(P'PLJCRTION 
-- -....... 
--PHASE 'PHASE 
FoNc:rio,I FONCTÎOAI ,~•---•--• fo/!ICTïow •------~""4, FoN&rio,r 
_____ .., 
Le sous-système des traitements (équivalent du M.C.T. de MERISE) 
regroupe l'ensemble des applications et donc des phases et des 
fonctions. Son élaboration ne présente en principe aucune dif-
ficulté car on dispose des informations nécessaires à ce re-
groupement dans le réel perçu et il suffit 'd'agencer' les dif-
✓ ferents types de traitement afin d'obtenir un 'graphe' d'acti-
vité de l'organisation ~ 
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· qui re• pec\e l'encha!nement réel de ces opérations. Il faut ce~~ 
pe~dant signaler que s'il est possible de synchroniser les trai-
tements de type 'fonction' à l'aide des relations dynamiques, 
rien ne nous permet de le faire, à l'heure actuelle, avec les 
ph~~es, le_! appli~ations et le sous-système. 
--- ~ 
III 2. MAPPING entre les niveaux conceptuel et logiqu e de la des-
cription du s.I. 
Pour MERISE 
MAPPING M.E.n., M.c.n.~s.s.L., M.L.D. 
Cette transformation M.C.D. (M.E.n.)___,..M.L.D. (s.s.L.) est 
totalement algorith ique (un programme a d'ailleurs été 
lisé à cet effet (CONCMIL)). 
, 
rea-
Cette traduction n 1est cependant pas réversible. 
Quelles sont les règles de transformation? 
1) tout type d'individu devient un type de record; l'identi-
fiant de l'individu devenant la clé du record. 
2) toute propriété d•un type d'individu ou de relation devient 
un champ d 1 un type de record. 
3) quant à la relation, c'est plus complexe: 
relation n-aire de cardinalité quelcon~e: 
K 
~ la relation devient un record auquel aboutissent 
n sets obligatoires en provenance des records 
découlant de la traduction des individus. 
L 'R 
- relation binaire de cardinal i té y-m, y-n ( m et n > 1): 
-- - --- ------------- - -- - - --
~la relation devient un record auquel aboutissent 
2 sets obligatoires en provenance des records 
d, coul ant de la traduction des 2 individus. 
(cas analogue au précédent ) 
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- relation binaire de cardi nalité i-n, 1-1 ( n ') 1) : 
-==+la rel a tion devient un set obligatoire et ses 








si_ R _a _ des propriétés_: l a re l ation devient u~i 
record auquel aboutis-
sent 2 s ets obligatoires 
en provenance des re-
co r ds découlant de la 
traduction des indi-
vidus·• 
si _R n•a_pas __ de propriétés_: la relation devient 
un set optionnel 




- relation binaire de cardinalité 0-1, 0-1 : 
----------- - ----------
===;>La relation devient un record auquel aboutissent 
..I 
2 sets obligatoi r es en provenance des records 
découlant de la t r a duction des individus • 
> 
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~ ~~.9.._! ai R n'a pas de propriétés, on devrait la 
traduire par un set optionnel mais quel 
sens lui donner? 
On g~nirera donc la structure ci-dessus 
en sachant que des simplifications sont 
éventuellement possibles dans le passage 
au modèle physique des données. 
- relation binaire de car dinalité 1-1, 1-1: 
- ---------- ---------
~ la relation devient un record auquel aboutissent 
.r 
J" 
2 sets obligatoires en provenance des records 
découlant de la trduction des individus • 
~~~-i si R n'a pas de propriétés, on aurait pu 
envisager un set obligatoire entre les 2 
records I et J mais comment l'orienter? 
~ Zu GJ~ 
0 )). 1 t t ' ' i n ge erera as rue ure encncee c -dessus 
en signalant que l'an pourra éventuelle-
ment effectuer des simplifications lors 
du passage au M.P.D. 
- relation binaire de cardinal! té 0-1, 1-1 : 
--------------- -----
~•n prendra comme hypothèse que la cardinalité 
1-1 est plus forte que la cardinalité 0-1 et 
on traduira la relation par 1 set obligatoire 






~!_q_~ si Ra des propriétés •ces propriétés 
se retrouveront comme champs ans le record 
I au le record Jet on g~n~rera la struc-
ture ci-dessus (cas de R sans propriétés)~ 
Rmq I Transformation des M.E'.D'. en s.s'.L'. 
Les •adèles externes peuvent avoir une structure différente 
mais cohérente avec celle retenue pour le M.c.o., cet te cohé-
rence étant vérifiée lors de la validation du M. c·. B. o,. 
Il est toutefois nécesse~re avant d'effectuer le mapping po~r 
accéder au niveau logique, d1identifier les sous-schémas con-
ceptuels des données correspondant aux M.E1.11. et de leur appli-
quer ensuite les règles de transformation que nous avons énon-
cées ci-dessus afin d'obtenir les sous-schémas logiques de 
données (s.s·.v.), sous-ensembles. stricts du M.L.D'. 
MAPPING M·. c. T • - W.L'. -r. 
le passage du M. c. "P. au M .Li. T. consiste z 
- à reprendre les opérations du M.c.T. et à les classifier en r 
{
- procédure fonctionnelle, 
- phase; 
- tlchs; 
- à définir, à partir des règles de gestion du niveau ccncep-
tuel, les traitements qui s•a~ercent sur les données du 
système. C1 est d'ailleurs au niveau logique des traitements 1 
que MERISE proposera et utilisera un ensemble de primitives 
dtaccès à la B~D. (chap~ IV 2.); 
- à r•partir ces différentes opérations entre les acteurs et 
le maté•iel (machines) de l'organisation; hommes et machines 1 
étant éventuellement regroupés en postes; 1 
1 
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- à détailler la oompasition de• événe• ente / résultats,blacs 
la9lq~ea d 1entrée / sortie; 
- ~ décrire le graphisme d 1 un au plusieurs événements/ résul-
tats s les grilles. 
Il s'agit don• ici d repren dre le M.C.T. et d'y inclure toutes 
les considérations d 1erdre organisat i onn el ainsi que les divers 
ma~ns logiques de réalisati n. 
le passage au niveau logique des traitements n'est évidemment 
pas algDrithmique mais certains autils peuvent &tre développés 
afin de faciliter la t&che du concepteur. 
Pour 1NAMUR' 
MAPPING s.c.o. (s.s.c1.D.)--.s.A.L. (s.s .A.L .) 
Nous allons donner ici les règles de transformation du schéma 
canceptuel des données (ou d'un sous-schéma conceptuel des 
données) en schéma des accès logiques (ou en sous-schém a des 
accès logiques) • Ce règles sont les suivantes: 
a) à tout type d 1 entité est associé un type d'article, chaque 
entité étant représentée par un article; 
b) à tout attribut est associé un item; 
c) pour les relations, on aurai 
relation binaire sans __eropriété===9 2 relations d I accès, 
inverses l'une de l'autre quant aux cardinalitée, 
elles seront transformées de la façon suivante: 
card 0-n, 0-n • t><l .. 
0-n, 1-n ... ~4 ,~ 
1-n, 1-n •I &-4 1,.. 
0-1, 0-1 
0-1, 0-n • t> ... 
1-1, 0-n • I t> 
-
0-1, 1-n ... t>- \• 
-1-1 , 1-n 
--1 E> \ .... 
0-1, 1-1 -4 , ... 
relation binaire avec_pro~riété~~le type d'association 
devient •n type d'article relié à deux autres types 
d'articles, traduction des deux types d'entités, par 
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des relations d'accès, inverses l'une de l'autre. 













relation n-aire~le type d'association devient un type 
----------
d'article relié à n autres types d'articles, traduc-
tion des n types d'entités, par des relations d'accès, 
inverses l'une de l'autre. 
ex: relation 382:.!:8 
A 
> 
Pour les cardinalités : cfr considérations sur les 
relations binaires avec propriétés. 
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d) un accès séquentiel est prévu pour tout type d'article 
Rmq a Ici les s.s.c. n. - M. E. D. étant des sous-ensembles stricte 
du s.c.o. (contrairement aux M. E.D. de MERISE), on peut leur 
appliquer directement les règles de transformation ci-dessus 
afin d'obtenir las so u s-schémas d'accès logiques . 
Passage de niveau conceptuel des traitements au niveau logique 
des traitements. 
Le niveau logique des traitements reprend le niveau conceptuel 
en le détaillant. En effet, les traitements de type "fonction" 
sont explicités sous forme d'alBorith~~~qui utilisent notam-
ment des primitives d'accès pour leur définition (nous repren-
drons ce po int au chapitre suivant). 
De plus, les spécifications dynamiques seront transformées en 
al_g_orithmes de contrBle des flux des messa~s. 
C'est aussi au niveau logique que l'on spécifiera les m~~n~ 
de réalisation humains et technAq~es qui seront affectés aux 
différents traitements. On répartira ainsi les processeurs et 
on détaillera les ressources utilisées ainsi que leurs modali-
tés d'utilisation . 
Le passage au niveau logique n'est pas implémentable mais on 
peut envisager, tout comme pour MERISE, des outils qui facili-
teraient le tlche du concepteur en ce domaine. 
III 3. Passage au · niveau physique (p.m.). 
Ce passage consiste à reprendre le modèle logique des données ou 
le schéma des accès logiques et de les transformer en modèle ou 
schéma interne en prenan t en compte un certain nombre de ~o_ll't_E~i.!l-_ 
te.!!,__physi~~~ J_ moyens p hysiques de réalisation et logiciels (notam-
ment s.c.B.D.). 
On doit obtenir à la fin de cette étape, la B.D. complète de l'or-
ganisation. Au point de vue des traitements, les différents algo-
rithmes de niveau logique vont ~tre traduits en programmes écrits 
dans un langage de programma tion exécutable, programmes qui s'exé-
cuteront sur la B.D. que l'on aura obtenue. 
III 4. Cohérence entre les mQdèles de données et les modèles de 
traitements. 
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A chacun des niveaux da description du S.I. (conceptuel, logique 
(physique)), il y a une cohérence à respecter entre l e s modèles 
da données et les modèles de traitements. C1est ainsi qu'à chaque 
niveau: 
- les données doiven t constituer les ~~~~c~ pour les trai-
tements, 
les traitements sont des transformateurs pour les données. 
Ce n'est que si cette cohérence est vérifiée que l'on pourra parler 
de modèles-schémas conceptuel - logique - physique du système et 
non plus seulement de modèles et schémas conceptuel - logique -
physique{- de données 
- de traitements. 
Examinons donc quelles sont à chaque niveau, las relations entre 
données et traitements. 
Pour MERISE 
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Chap. IV. Comparaison des méthodes proposées par MERISE et 'NAMUR' • 
Nous allons étudier dans ce chapitre les méthodes proposées 
par MERISE et 'NAMUR'· Oés 2 méthodes, comme toute méthode d'ailleurs 
ont pour but de fournir un cadre général, un support continu pour 
l'action. Elles doivent permettre d'envisa~er tout type de problème 
qui peut se poser à l'organisation, même des situations nouvelles 
qui n'ont jamais été tr·aitées, et proposent un découpage du proces-
sus de conception du S.~. en ét~p}:'.S cohérentes_: les résultats d'une 
étape étant le point de départ de l'étape suivante. Elles se veu-
lent être plus un guide qtun carcan, ne prescrivant que quelques 
éléments primordiaux stables et simples à comprendre par tout le 
monde, e~ laissent pour le reste une large part à l'initiative et 
à l'intelligence des concepteurs du futur système. 
Les méthodes MERISE et 'NAMUR' se basent sur les niveaux 
------
de_de~cr!_ptio!_!_ que nous avons exposés au chap.I (cfr. I.12) à sa-
voir: le réel perçu, le niveau conceptuel (modèles conceptuel et 
externes), le niveau logique et le niveau physique •. 
Le réel perçu se présente sous la forme d'une description 
assez détaillée de l'organisation, description souvent littéraire 
(rapports d'experts, comptes rendus d'interviews, ••• ) de son acti-
vité, de ses choix et objectifs.Chacun des autres niveaux - concep-
tuel, logique, physique - utilisera, pour son expression, deux mo-
dèles : un pour les données et un pour les traitements; ces ,·modèles 
ont été décrits au chap.II •. DE plus, des processus de passage d'un 
niveau à l'autre,' ainsi que des règles de cohérence entre données 
et traitements, ont été retenus pour chacune des deux méthodes 
(chap.III )- Certaines phases dans la conception du S.TI. peuvent 
être formal~sj~_et même faire l'objet d'algorithmes, d'autres 
cependant sont et ne peuvent être que de nat~r~ _!_leuri sti_q~e_: au 
plus pRut-on alors const~1jra ~PR nutils qui aideront le c0ncep-
teur dans sa tâche(la partie relative aux outils développés dans 
le cadre des deux méthodes fera l'objet du chapitre suivant-
Nous allons donc maintenant étudier en détail les méthodes 
MERISE et 'NAMUR', les différentes étapes qu'elles proposent 
ainsi que leur articulation- Certains points ont cependant déjà 
été étudiés aux chapitres précédents; nous nous contenterons alors 
de les mentionner. 
IV. 1. Méthode MERISE les étapes et leur articulation. 
IV. 11. Elaboration des modèles de niveau conceptuel. 
M.C.J) 
VAL.il)€ 








0 Passage du réel perçu (R.F.) au réel perçu machinable (R.P.M.). 
Le R.P. contient toutes les informations dont on a besoin pour 
élaborer le S.I. de l'organisation. Il se caractérise par 
- une liste d'informations élémentaires (ex. : nom de client , 
------------
n0 de produit, ••• ), 
(1) Ces informations sont exprimées suivant les différents 1A.!2_gagp,s_ 
outils en ,rigueur rlRns l' n""'r-anisation, l q..., p·~~es nA t11re1 R nti 1 ; -
~e par les différentes clAQReR rl'utilisateurs : horrlP.rP.aux , ffi -
ches, ••• 
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une liste de contraintes d'intégrité qui en précisent le 
sens (ex: une commande émane d'un et un seul client), 
- une liste d '_2P.érations, de rés~~tatf!. et de rè~les_ de _g~f!_-
t~o_!l,, 
un ensemble de ~uantification~, 
. . . 
Ces informations proviennent: 
- d'anciennes fonctions automatisées: programmes ou appli-
cat i ons existantes qui constituent une perception particu-
lière qu'il faut analyser en tant que réel perçu particu-
lier et qu 'il faudra faire fonctionner sur le S.I. que l'on 
va construire; 
- de fonctions à automatiser: programmes ou applicat ions pro-
jetés dont on peut déjà dégager certaines informations (en-
trées-sorties); 
- de la description de l'organisation: qui tente de présen-
ter une structuration stable et correcte de l'organisation. 
On identifie a insi: 
- les sous-systèmes de l'organisation, 
- les transactions le long des flux physiques (lo-
gistique, monétaire, personnel, actifs) entre deux 
sous-systèmes ou entre un sous-système et un élé-
ment actif identifiable de l'environnement. 
Le R.P.M. reprend toutes les informations du R.P. et les met sous 
une forme ~achinabl~, c'est-à-dire: 
- , que la liste des propriétés (informations élémentaires) est 
épurée, notamment sans polysèmes ni synonymes (1), 
que le vocabulaire et l'orthographe, tant pour les données 
que pour les traitements, sont normalisés, 
(1) On appelle polysème deux informations ayant le même nom et des 
sens différents. 
On appelle synonyme deux informations ayant le même sens et des 
noms différents. 
Des outils facilitant le détection de polysèmes et de synonymes 
ont été développés dans le cadre de la méthode MERISE. (cfr. 




- que les codifications sont établies, 
- que les contraintes d'intégrité et les règles de gestion 
du R.P. sont exprimées à l'aide du vocabulaire du R.P.M. 
@ Passage au modèle conceptuel brut des données (M.C.B.D.) . 
Il s'agit maintenant d'exprimer, pour les données, le R.P.M. dans 
un formalisme adapté au niveau conceptuel et MERISE a cho isi d' ut i-
liser pour cela le modèle individuel, modèle que nous avons décrit 
au chapitre II. 
Quant à la technique qui permet d'effectuer ce passa~e au M.C.B., 
elle r elèv e de la famille des techniques de conception assistée 
------------.. 
par or dinateur qui permettent, à partir de certaines règles de 
construction propre au formalisme choisi, de laisser le concepteur 
imaginer des solutions tout en vérifiant à chaque instant que la 
solution choisie ne contredit pas les règles fixées. On a donc dé-
veloppé un outil de conception de modèl es individuels (CAOMI) qui 
aide à la définition des individus et des relations à partir de la 
liste d' informations du R.P.M. Une fois le modèle construit, le 
concepteur peut alors définir les cardinalités et le& contraintes 
d'intégrité sur les relations . Des outils (cfr. chap.V) en vérifie-
roht la cohérence et effectueront éventuellement la décomposition 
de certaines relations en relations de dimension inférieure.(2) 
A l'issue de cette étape, on dispose du M.C.B.D., complètement 
documenté, vérifié et pouvant être édité ou dessiné à la demande. 
0 Passage au modèle conceptuel brut des traitements (M.C.B.T). 
Le R.P.M. contient un ensemble d'informations relatives aux trai-
tements qui doivent être exécutés par le futur S.I. On dispose en 
effet de listes d'événements, de résultats, d'opérations, de rè-
gles de gestion (1), ainsi que des indications sur les sous-systèmes 
de l'organisation (données organisationnelles qui nous serviront 
surtout lors du passage au niveau logique des traitements). 
Toutes ces informations sont agencées grâce au modèle conc~yuel 
des traitements_(1), de façon à obtenir le M.C.B.T. : 
(1) cfr. chap.II: M.C.T. 
( 2) Cette décomposition s•avérera intéressante lorsque nous passe-
rons au niveau logique des traitements. 
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- les opérations composées d'un certain nombre de règles de 
gestion, sont regroupées en procédures fonctionnelles, 
- les événements sont affectés, éventuellement après synchro-
nisation, aux différente s opérations qu'ils déclenchent, 
les résultats sont rattachés aux opérations qui les produi-
sent, souvent en fonction de règles d'émission. 
Cet agencement est possible car le R.P. contient, comme nous l'a-
vons vu, une 'photographie ' plus ou mo ins précise et complète de 
l'organisation. 
0 Elaboration des M.E.D. à partir du "·M.C.B . 
En utilisant le yocabulaire - mais pas nécessairement la structure -
du b.C.B., on élabore les différents M.E.D. suivant les règles 
énoncées au chap.III (III.1 : M.E.D.-M.C.D.). Chaque M.E.D est 
souvent J?~O_pE_e.-.à 1!!_1~ f~ction, automatisée ou non. Il utilise, 
pour la définition de âa structure et de son contenu, les infor-
mations que l'on peut notamment trouver dans les événements et les 
·résultats de la fonction, informations que l'on retrouve d'ailleu~s-
pour la plupart dans le M.C.B. sous forme de propri étés d'individus 
ou de relations. 
® Validation du M.C.B. par les M.E.D. et élaboration du M.C.D. 
Ce point a été développé au chap.III (III.1 : M.E.D-M.C.D.). 
0 Identification des M.E.T. 
Il s'agit d'élaborer à cette étape les M.E.T. - ensemble d'une ou 
plusieurs procédures fonctionnelles - e ce en s'aidant du ~.C.B.T •• 
Ces M.E.T. représentent en fait les fonctions exercées dans l'or-
panisation et ils servent notamment à l a construction des M.E.D. 
qui leur sont associés. Bien qu'ils s'inspirent du M.C.B.T., (ils 
utilisent d'ailleurs le même moyen d'expression: le modèle con-
ceptuel des traitements (chap. II : M.C.T.) ) ,les M.E.T. n'en con-
stituent pas toujours pour autant des sous-ensembles stricts 
leur structure peut être différente et une étape de validation 
s'impose pour vérifier la cohérence entre les M.E.T. et le ~ .C.B.T. 
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® Validation du M.C.B.T. 
Il faut s'assurer que tout ce qui apparaît au niveau des M.E.T. 
peut se retrouver, d'une manière ou d'une autre, dans le M.C.B.T. 
C'est ainsi que : 
- les opérations qui apparaissent dans les M. E.T. sont des 
(sous-) onérations du M.C.B.T., 
- les événements et les résultats des M.E.T. doivent se re-
trouver soit en tant que tels, soit sous forme ri e "sous évé-
nemen1JS" ou de "sous résultats" du M.C .. B.T . , 
Ex. : 
M.E.T M.C.:f>.T 
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- les règles de gestion des M. E.T. doivent s e retrouver dans 
le M.C.B.T. , 
- de plus, l'événement du M.C.B.T. qui correspond à un événe-
.. 
ment d'un M. E.T. doit déclencher une opération qui englobe 
l'opération déclenchée par l'événement du M.E.T. 
Il s'agit ici plutôt de règles de construction de M.E.T. plutôt que 
de règles de validation du l"l .C.B.T •• En effet, ce dernier a •~té 
construit à partir d'informations provenant des fonctions mêmes et 
il est donc, de par sa construction, pratiquement toujours valid é . 
Le l"l .C.B.T. doit •cependant encore répondre à un certain nombre de 
.., 
règ!_es de vérification avant de pouvoir être considéré comme M.C.T . 
validé et v érifié. Ces règles sont : 
.vérification des opérations: 
1) tout type d'opération doit avoir un et un seul type d'évé-
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nement en entrée 
Ex. : 
2) tout type d'opération a au moins un type de résultat en 
sortie. Ce résultat est délivré en fonction d'une expres-
sion dont les facteurs proviennent soit des propriétés de 
l'événement en entrée, soit des propriétés du mod~le des 
données: 
3) dans tous 1es cas, une occurrence d'opération délivrera au 
moins ,unA occurrence d'a11 moins un t:;vpe èe rf..c:,11ltRt. 
4) tout:P. ni ,f-.rRtion anpart it:mt À nn ,~"'n<''"'"'c:;us et un senl; les 
procP~s11s sont donc dis4ointr-. 
• Vé-ri fi_cation des év énements et r r'.> si1l tats. 
5) définitions 
événement externe produit par un actffi1r vers une opération 
----------
ou synchronisation ( éventuellement plu-
sieurs), 
événement interne : produit par une synchronisation vers une 
seule op ération, 
résultat externe : produit par une opération vers un acteu~ 
résultat interne : ·produit par une opération vers une syn-
chronisation (le cas échéant , une opéra-
tion) ou plusieurs. 
6) lorsqu'une synchronisation ou une opération est actiyée, il 
y a consommation d'une occurrence (éventuellement n) du ou 
des types d'événement/r ésultat qui provoquent cette activa-
tion; ceci peut conduire à r e ·'; én érer une occurrence d'un type 
d'événement/résultat ou à ~r oduire un même type de r ésultat 
sous la forme de plusieurs occurrences identiques (on dé-
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finira ainsi la cardinalité d'un événement ou d'un résultat 
(1) ). D'autre part, on devra s'assurer que toute occurren-
ce produite est bien consommée • 
• Vérification des synchronisations. 
7) une synchronisation a en entrée n (n ~ 2) type ( s) d' événe-
ment externe ou type(s) de résultat interne; elle a en sor-
ti~ un type d'événement interne unique. 
8) l'expression booléenne d'une synchronisation ne peut pas : 
-être tou jours égale à 1 : pas d'attente, on parlera alors 
de 'pseudo-synchronisation', 
-être toujours égale à O: l'opération correspondante ne se-
rait jamais activée : résultat(s) non-atteignable(s). 
9) lorsqu'un type d'événement externe (ou un résultat interne) 
participe à plusieurs synchronisation(s) ou opération(s), 
on dit qu'il y a confl_i!_.r9ssibl~ pour ou sur ce type d'évé-
nement; le conflit est résolu si les conditions d'entrée 
sont exclusives (cas des synchronisations) ou si le type 
d'événement/résultat est muni d'une cardinal it é convenable 
autant d'occurrences du type d'événement/résul t at que d'opé-
ration(s)/synchronisation(s) en conflit. 
10) lorsqu'une synchronisation est activée par un résultat dont 
elle déclenche elle-même la production à travers une ou plu-
sieurs opérations~ il y a cycle; tout cycle doit être dé-
----
tecté; il faut expliciter de plus ses conditions d'amor-
çage et d'arrêt. 
(1) la cardinalité de l'événement -type E ou du r ésultat-type R en 
entrée de la synchronisation Sou en sortie de l'opération 0 
est le nombre d'occurrences de E ou R qui interviennent en en-
tr ée de Sou en sortie de O. 
- i l existe 2 occurrences de l'événe-
ment A; cela évite un conflit entre 
la synchronisation S, et l'op éra-
tion O, 
- l'op ération O produit le r ésultat 
C en 2 exemplaires. 
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Cette traduction du M.C.D. en M.L.D. a été décrite au chap.III(III.2) 
0 Mapping M.C.T.--M.L.T. 
Ce point a également été présenté au c~ap.III(III.2) 
G Traduction des M.E.D. en S.S.L.D. 
Comme nous l'avons vu précédemment, les M.E.D. qui correspondent 
à des fonctions particulières de l'organisation, peuvent avoir une 
structure différente de celle qui est retenue pour le M.C.D. : une 
étape de validation est d'ailleurs nécessaire afin de vérifier la 
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cohérence entre ces modèles. C'est pourquoi, il faut d'abord identi-
fier le 'sous-schéma conceptuel' qui correspond au M.E.D. envisagé 
avant de lui appliquer les règles de MAPPING entre les niveaux con-
ceptuel et logique(III.2). On obtiendra ainsi l e S.S.L.D.(sous-
schéma logique des données) qui est un sous-ensemble strict du M.L.D. 
@ Prise en compte de l'activité sur la future base de données, 
Cette activité est le reflet des actions effectuées par les diffé-
rentes fonctions (M.E.T.) sur les S.S.L.D. On essayera donc d'exprime 
les opérations qui s'exercent sur la structure des données décrite 
par les s.s.~.D., en utilisant un ensemble de primitives d'accès: 
actions élémentaires que l'on multipliera par la fréquence d'acti-
vation des fonctions par période afin d'obtenir une mesure de l'ac-
tivité sur le ~.L.D. 
Primitives d'accès: 
lf=R accès à un record connaissant la valeur de sa clé. 
R+: ajout d'une occurrence d'un type de record. 
R-: suppression d'une occurrence d'un type de record auquel on 
aura accédé auparavant. 
R'"': modification d'une occurrence d'un type de record, c.-à-d. 
modification de la valeur d'un ou plusieurs champs d'une 
occurrence d'un type de record. 
s,s-~sF: parcours d'une occurrence d'un type de set, 
s =: ' acces s-, ' acces 




s+: ajout d'une occurrence de type record 'membre' dans une 
occurrence d'un type de set 
s-: suppression d'une occurrence de type record 'membre' dans 
une occurrence d 'un type de set. 
Grâce à ces primitives, on va pouvoir décrire maintenant l'activité 
sur les différents S.S.L. Un exemple va nous permettre de mieux sai-
sir la façon de procéder. Il s'agit de montrer ce qu'il se passe au 
niveau du M.L.D. (e~ donc ce qui se passera plus tard au niveau de 
la B.D.), chaque fois qu'il y a création d'une nouvelle police d'as-
surance. Voici le S.S.L. associé (S.S .L. simplifié, bien entendu) : 
1 1 1. 
1 AGEIVT 1 
(ôo.ooo) 0 
'PoLÎCt 
l® (--1,~) 0 coN'J)uir 
1 VEHi'c.vLE: 1 
(-1,5) I -PëR5oNN~ 1 
0 numérotation des sets 
( ) cardinalité moyenne des sets (information du R.P.) 
==~~> point d'entrée dans le S.S.L. (fourni par le concepteur) 
A partir de ce schéma, on peut dresser le tableau suivant : 
***************** *********************************************** ** 
* • Primitives* Act. unit. * Act. tot. * 
********************* ******************************************** * 
• création d.'u.ne police * police + • 1 • 10.000 • 
* création véhicule • véhicule + • 1,2 * 12.000 * 
* rattachement de véhicule* s1- * 1,2 • 12.000 • ~ 
• création de conduit • conduit+ • 1, 2x1, 5 * 18.000 • 
* rattachement de conduit * s-+- • 1 , 2x1, 5 * 18.000 • 3 
* ' à personn·e • =ff:personne * 1,2x1,5 • 18.000 * acces 
• création de personne * personne • 1, 2x1 , 5x¼(1.) • 9.000 • 
• rattachement de' conduit * s+ * 1,2.x1 ,5 • 18.000 * 4 
• identification d'agent * iagent * 1 * 10.000 * 
• rattachement de police * s+ * 1 * 10.000 * 1 
********************** ·~ ****** ********** ************************** 
Hypothèse par période, 10.000 créations de police. 
(1) On a tenté d'accéder à 1, 2x1, 5 personnes (* personne) mais seules 
1,2x1,5x¼ sont présentes; on décide donc d'en créer 1,2x1,5x¼. 
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•Comment construire ce tableau de l'activité sur le S.S.L.? 
Rappel: chaque s.S.L. correspond à une fonction bien particulière 
dans l'organisation. 
Il découle d'un modèle externe - en mise à jour (création, 
suppression, modification 
d'individus et de relations 
1 
en consultation (uniquement 
de la le ct ure). 
Pour un S.S.L. issu d'un M.E.D. en mise à jour, les primitives con-





R+: création d'une occurrence d'un type de record. 
- - - --------
Point d'entrée (logique) dans le s . -s.L. : le type de record 
dont on veut créer, au départ, une occurrence. 
Ce point d'entrée doit être fourni par le con-
cepteur. 
Ex: dans l'exemple précédent, on veut créer une 
occurrence de police d'assurance ~point d' en-1 
trée: police 
On devra considérer alors les types de sets et de records ac-
cessibles à, partir du type de record dont on a créé une occur-
rence, voire s'il y a lieu de créer d'autres occurrences de 
records et de sets, d'effectuer les accès nécessaires et d'o-
pérer certains rattachements. 
Si le t_n>e de record dont on a créé une occurrence est membre 
d'un type de set, il faut alors accéder à une occurrence du 
record maître (éventuellement) lA créP.r R+) y rel i P.r 1 'occ,ir-
rencA ~e record membre. ru1i~ créer (si n~cess~irP) unP nnu-
velle occurrence rln tvpe de set dP.fini entre ceR deux types 
de records (S+) (création obligatoire ou facultative selon 
que le set est obligatoire ou optionnel). 
Si le type__.9-~recor~ don!_ on~ créé ~n~ occurrence_est__maître 
113. 
~~.!n_.8_.È!_Be1!_, il faut alors accéder à (voire créer) n 
occurrences du record membre (n = card. moyenne du set) et 
rattacher toutes ces occurrences en créant des occurrences 
du type de set défini entre les deux types de records dans 
le S.S.L. (accès et rattachement(s ) obligatoire(s) si le set 
est obligatoire). 
Comment calculer l'activité unitaire? 
activité 
unitaire 
= 1 si création d'une occurrence du type de record 
choisi comme point d'entrée du S. S.L. 
= produit des cardinalités moyennes des sets à 
parcourir pour arriver à ce type de record* 
x probabilité de créer les records du type envi-
sagé•• 
•: pour les types de sets parcourus dans le sens 
membre(s) -maître, la cardinalité moyenne est 
considérée comme étant égale à 1. 
••: il n'est pas souvent nécessaire de créer autant 
d'occurrence s de record que théoriquement prévu, 
certaines occurrences existant déjà par ailleurs 
et il suffit alors d'y accéder. 
Cette probabilité peut être obtenue assez facile.-
ment à partir des quantifications et de certains 
calculs préliminaires • 
.{R : _accès_ à t11:,e~'!~~e d 'uI: type_ de re_cord. 
Il s'agit d'accéder à une occurrence d'un certain type de re_ 
cord connaissant la valeur de sa clé ' (que l'on ne spécifiera 
pas à ce niveau). 
Cette primitive est utile 1) pour situer l'occurrence du type 
de record choisi comme point d'en 
rée du S.S.L. (pour S.S.L. issu 
de M.E.D. en consultation (cf. 
plus loin) ) 
2) pour identifier l'occurrence de 
record maître correspondant à 
l'occurrence de record membre 
sur laquelle on s'est positionné 
114. 
et ce, lorsque l'o ccurrence de set 
qui devrait relier ces deux occur-
rences de records n'a pas encore 
r· 
été créée (une des étapes suivan~ 
tes sera souvent ce rattachement 
maître-membre (S+) ) 
3) pour identifier des occurrences de 
records existantes et que l' on 
voudrait voir rattachées à une 
occurrence de record maître 
Comment calculer l'activité unitaire? 
act ivité= produit des cardinalités moyennes des sets à 
unitaire parcourir pour arriver au type de records auquel 
on veut accéder 
(pour les types de sets parcourus dans le sens 
membre(s)-mattre, la cardinalité moyenne est 
considérée comme étant égale à 1) 
Cette activité unitaire exprime le nombre de tentatives 
d'accès; cela ne veut pas dire, en effet, que le nombre de 
records accédés est le même. 
(dans l'exemple p.8: on tente d'accéder à 1,2x1,5 records 
'·Personne' mais une fois sur deux en moyenne, ces records 
n'existent pas~ on aura à créer 1, 2x1, 5XO, 5 records 
'Personne'.) 
R- suppression d'une occurrence d'un type de records. 
- - -------------------------
Elle suppose que l'on aura accéd, ·au préalable à l'occurren-
ce de record à supprimer : 
- accès direct *R 
- recherche dans les différents sets 
impliqués. 
On ne peut ·supprimer une occurrence de record -que si elle · ne 
sert plus à accéder à d'autres occurrences de sets et de 
records, eux aussi objets d'une éventuelle suppression. 
La suppression d'occurrences de records entraînent souvent 
la suppression d'occurrences de sets. La logique à suivre 
est semblable à celle prise pour R+. 
115. 
Comment calculer l'activité unitaire? 
= 1 si suppression d'une occurrence du record 
choisi comme point d'entrée 
activité= produit des cardinalités moyennes des sets à 
unitaire parcourir pour arriver à ce type de record* 
Ex. 
X probabilité de supprimer les records du type 
envisagé** 
*: pour les types de sets parcourus dans le sens 
membre(s)-maître, la cardinalité moyenne est con-· 
sidérée comme étant égale à 1. 
**: il n'est pas toujours nécessaire de supprimer 
toutes les occurrences de records1(et de sets) 
liées à l'occurrence du record que l'on veut 
supprimer au départ. 
3 







6X2 ::o. 12 
6x2)((),5 = 6 
1. décide de ne supprimer les 
occurrences de Y qu'à raison de 
1 sur 2. 
Rmi: modification d'une occurrence d'un type de record . 
---- -- ---------
Après y avoir accédé, on modifie l'occurrence du record. 
Cette modification est tout-à-fait locale c.-à-d. qu'elle 




activité unitaire = 1 
1 1 6 • 
S + : ~jout _d'une_ occur;ence _?-'un "t:ype d_e set 
Cela suppose que l'on ait accédé au préalable à l'occurrence 
du record maitre et à l'occurrence du record membre ( éventuel-
lement création de ces occurrences), occurrences que l'on 
veut relier par une nouvelle occurrence du set défini entre 
ces deux types de records. 
Rmq...:.. chaque fois que l'on crée une occurrence de membre de set 
obligatoire, on doit ajouter une nouvelle occurrence de ce set. 
Il n'en est pas de même lorsqu'on crée une occurrence de mem-
bre de set facultatif~ 
Comment calculer l'activité unitaire? 
activité= nombre d'occurrences de recor d membre auxquelles 
unitaire 
on a accédé ou que l'on a cr éés et que l'on 
ex: 
1 X 1 
6 s 
' , 
1 Y 1 
veut rattacher à une occurrence de record maître* 
*: cela est équivalent à la probabilité de rattacher 
l'occurrence de record membre . 
Cette probabilité est= 1 si le set est obli~atoire 
~ 1 si le sAt est facultatif . 
tx : 1 
=i!=-Y: 6 • tentative d'accès à 6 occurrence s de Y 
'Y+: 3-~seulement 3 accès sont réussis~ 
création de 3 occurrences de Y 
s+: 6 
_s_-__ ~uppre~sion d'une occurrence d'u~ type ~e set, 
Elle suppose l'accès préalable à l'occurrence du record mem-
bre que l'on veut retirer du set ainsi qu'à 1 occurrence du 
record maître. 
Rmq_~ la suppression de l'occurrence du record membre n'est 
pas toujours nécessaire notamment si le type de set 
est facultatif. 
Comment calculer l'activité unitaire? 
activité= nombre d'occurrences de record membre auxquelles 
unitaire 
on a accédé ou que l'on vient de supprimer et 




•: cela est équivalent à la probabilité de détacher 
l'occurrence de record-membre. 
Cette probabilité est= 1 si le set est obligatoire 
, 1 si le set est facultatif . 
1 X 1 
2 s 
, ... 
=fi= X : 1 
1 Y 1 -=#=-Y : 2 
s-: 2x0,5 = 1 
1jt 1 ne détach.e qu'une 
occurrence sur deux 
Four un S.S.L. issu d'un M.E.D. en consultation (lecture), on 





t.R: a~cès à_ une o~curren~e d'~ typ~ de r~cord. 
!ci, cette primiti~e ne ser~ qu' au positionnement sur une 
occurrence du record 'point d'entrée ' _· du S. S.L. 
\ activité unitaire = 1 1 
S: accès d~une o~curre~ce de !ecord_maîtr~ à la premiè!e oc~u.E.: 
rence du record membre du set considéré. 
---- -
activité uriitaire = 1xle nombre d'occurrences du record maître 
SF: accès d ' une occurrence de record membre à l'occurrence de 
--- ---- ---- -------- ----- ------- -----
record membre suivante. 
--------
activité unitaire= (cardinalité moyenne du set considéré - 1 * 
X nombre d'occurrences de record maître 
*· car on a déjà accédé à la première occurrence 
par S. 
s-1.: accès d'une occurrence de record membre à une occurrence de 
. -
i activité unitaire= nombre d'occurrences de record membre 1 
118. 
Ex. parcours d'un s.s.L. 
Ci] \ V 1 w fv : 1 (6) S-1 : 1 1 
2 ~ F (3) S-1 : 1X(6-1)=5 ' ... 3 4 ,·:l f w \=,\[TI .a.· 
(4) 83: G 
,./ (4- ✓l X ,· 18 3 : ·-
r,-1. ü • lt • 24 
• Comment calc11, ""T' 1. 1 qctivitP totale nar n ~r i ntiP, pour t011tAs ce::=; 
nri mi ti.VAS ? 
activité totale= act:ivité unitajre x nombre d'activafions 
par période. 
Cette démarche étant faite Dour chaque s ous-schéma lop-ique, il suf-
fit maintenant de cumuler l'ensemble d e s activit és sur le M.L.D. 
On disposera alors d'un ~.L.D. v~loris&, traduction fid è le du M. C. D. 
® Optimisation du l"l.L.D. valori s i 
Il convient d'optimiser ce modèle c~à-d. de chercher parmi des struc-
tures équivalentes au M.L.D. obtenu, celle qui minimise une certai-
ne fonction économique qui tienne compte à la fois de l'activit é 
des applications à mettre en oeuvre et du volume des données à trai-
ter. 
La fonction écono~ique utilisée est: 
F= (nbre accès par période X prix d'accès) + (nbre de carac-
tères stockés X prix du stockage d'un caract è re par pério -
de). 
Une des hypothèses de base pour l'utilisation de cette fonction 
est que l'activit é d'une application peut être mesurée en nom-
bre d'accès quelle que soit la pro~ramrnation. 
On suppose également : 
- que le contexte d'utilisation n'est uas pris en compte et 
que l'on ne considère pas le fait qu'une ressource soi t 
disponible ou non en fonction des requêtes des diffé-
~ents utilisateurs; 
11 ~. 
que la mise en oeuvre des structures d'accès nécessaires 
suivant les différentes techniques provoque une aug-
mentation de volume qui est a priori ind6pendante de la 
technique utilisée (les pointeurs sont nécessaires et 
ont une taille à peu près constante); 
que les machines utilisées ont une structure de mémoire 
simple: mémoire centrale - mémoire secondaire; en mé-
moire centrale, le travail est supposé avoir un coût nul, 
le transfert d'un bloc d'une mémoire secondai..re vers la 
mémoire centrale coûtant, lui1 un accès si la longueur du 
bloc transféré est inférieure à une certaine tai;le T max 
(on s'arrangera pour qu'il en soit toujours ainsi); 
que le prix d'un accès)d ~ns le cas d'un tarif,est fixé 
quelle que soit la méthode d'accès (en général, il en 
est ainsi) ; 
que les volumes stockés proviennent des champs contenus 
dans les records. 
Chacune des primitives sera donc dotée d'un équivalent accès 
nécessaire à l'utilisation de la fonction économique. 
C'est ainsi que l'on aura: 
********************** ********************************************* ** 
*Primitive* équivalent accès * Commentaires * 





































* Le record est un enregistrement* 
* physique accessible par une clé* 
* ~ le temps d'accès à un re - * 
* cord par sa clé est l'unité d' é- * 




* Il s'aF,it d'une recherche d'es-* 
* pace disrprn et d'une écriture * 
* de record. * 
* * 
* C'est uniquement une opération* 
* de libération d'espace. * 
* * 
* Le record est ri éjà lu <if1n j il * 
* s'qFit uniquement d'une réécri-* 















1 20 . 
* 1 *les sets sont réalisés en ut i- * 
* * lisant une représentation par ~ 
* * pointeur physique d'où ces opé-* 
* * rat ions sont équivalentes à l' * 
* * accès record. * 
• •-----,c----------• 
1 1 
* ordonné non ordonné * * 
1 1 
.----• * * 
1 1 
simplei n/2 + 1 2 r Les opérations S+ et s- peuvent* 
d oubl e j n/2 + 4 4 j avoir des valeurs très varia - • 
s i mplej n/2 + 1 n/2 + 1 j bles en fonction de l'ordonnan-* 
double j 4 4 j cernent (ou non) du set e t de l ' * 






existence d'un chaînage simp l e* 
ou double (pointeurs a v ant-ar- * 
rière). 
n est ici la cardinalité moyen-* 
j j ne du set. * 
******** ************* ** ******* ******~* ************************ **** *** 
On aura ais émen t la traduction du M.L.D. valorisé en terme d ' équiva-
lents a c c è s, ce qu i p ermettra d'obtenir une valeur économique de r é-
férence grâce à l a f onction économjque et ce, après avoi r pris en 
compte les contraintes de volume. Le concepteur dé c ide alors d es mo-
difications qu'il pourra it envisa~er pour réduire ce coat : 
- cr éation de r edondances (migrations, créations de nou veaux che 
------------- . 
mins d'accè s, sets redondants, •••.• ) 
- abandon de sets o rdonnés (qui sont pénalisants pour les mi ses 
------ -- -- -------
à jour) 
r emis~e~cause du M.C.D.(exceptionnel car t out es t alors à 
refa i re 1) 
- red éfinition de certains individus 
- r emi s e en cause des cardinalités• 
Il suffit ( 1 !) a lors de redéfinir les S.S.L. et de reprendre une nou-
velle valorisat i on du ~.L.D. 
Grâce à la fonctio n é conomique, le concepteur pourra chois ir la solu-
tion qui r éalise l e meilleur équilibre entre le nombre d 'ac c è s et le 
volume sto cké. 
1 21 • 
Il continuera ses tentatives d'amélioration du M.L.D. jusqu 'à ce 
que les gains sur l'activité deviennent inférieurs à un certain 
---------- -- -----
~uiL(par ex. : 10 %). 
il va de soi que cette optimisation n'est possible que si l' on l 
dispose d'outils informatiques capables de prendre en charge 
l'élaboration des S.S.L. et la valorisation de ces derniers . 
Rmq. : 


















IV. 2. Méthode 'NAMUR' : les étapes et leur articulation. (1) 
IV. 21. Description conceptuelle du S.I . 
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@constitution du réel perçu. 
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122. 
Le R.P., comme son nom l'indique, constitue une perception du réel 
propre à l'organisation. C'est une image plus ou moins précise et 
-----------
complète de cette organisation et de son activité. Il comprend 
l'ensemble des informations qui ont un sens pour elle et qui se-
ront nécessaires à l'élaboration de son 5.I •• (cfr. chap IV. 11 . 1) 
(1) 'Modèles et outils d'aide à l'analyse des spécifications fonc-
tionnelles d'un S.I.' F. BGDART et Y. PIGNEUR. 
123. 
@Identification et structuration générale des traitements. 
A partir du R.P., on dégage les différents types de traitement en 
fonction des critères d'individualisation propres à chacun d'eux. 
(cfr. chap II. 1.2. p et suivantes) 
C'est ainsi que l'on s'attache à reconnaître les différentes pha-
ses et applications (les secondes n'étant, comme npus l'avons vu, 
que des enchaînements de phases relatives à un même flux d'infor-
mations) ainsi qu'à détailler les phases en fonctions. 
® Elaboration des sous-schémas conceptuels de données (S.S.C.D.). 
En utilisant le modèl e entité-association, il faut maintenant 
définir les S.S.C.D . qui correspondent principalement aux phas~ 
que nous avons isolées lors de l'étapB 1 • On utilise pour cela 
des informations du réel .E_e~ç~ (pas toutes car on a fait un cer-
tain nombre de choix et d'hypothèses par rapport au R.F. : ex. 
pour les entités; on décide de les représenter par un ensemble 
de propriétés,mais pas toutes celles qui pourraient être contenues 
dans le R.F.) .On définit et on déta~lle ainsi les entités et les 
relations, les connectivités des relations, les différentes con-
traintes d'intégrité, •• • 
Les s.s.c.D. (ainsi que le schéma conceptuel plus tard) doivent 
être mis sous forme canonique (dans un but de classification et 
de clarté mais sans ''arrière pensée" de niveau logic1ue) c.-à-d . 
qu'ils doivent respecter une contrainte fondamentale : la NON RE-
DONDANCE: €limi'nation - des synonymes, 
- des homonymes (polysèmes), 
- des propriétés redondantes (calculable s) , 
- des associations redondantes (dérivables). 
Les S.S.C.D. doivent aussi être validés : 
- formellement, syntaxiquement, par rapport à un ensemble 
de règles de construction (ex: pas d'entités sans pro-
priétés, pas d'as sociations qui relieraient des entités 
non définies, ••• ) 
- par les différente s classes d'utilisateurs (validation 
sémantique) • 
124. 
@const~u":!:lon_du scpéma conceptuel des traitem~nts (s,c, •.), 
Le S.C.D.,schéma associé au sous-système des traitements obt enu 
par ailleur-B, se construit assez facilement par intégration des 
--------
différen~ .§_ • .§_.Q_.D. définis lors de l'étape 2 • On peut procéder 
de la façon suivante : 
tout S.S.C.D. est sous forme canonique, 
- on prend alors deux s.s.C.D., on les regroupe et on 
tente: • de détecter les synonymes et les homonymes 
au niveau des propriétés, 
• de détecter les entités homonymiques, 
• de détecter les entités synonymiques et éven-
tuellement les int égrer, 
• de détecter les associations homonymiques et 
synonymiques , 
. . . . . 
de telle facon que l'on obtienne un nouveau S.S.C.D. 
sous forme canonique, 
- on recommence l'opération jusqu'à ce qu'il ne reste 
plus qu'un s.s.c.D. c.-à-d. le S.C.D. lui-même, ce 
dernier étant aussi sous forme canonique. 
Le S.C.D. devra, lui aussi, faire l'objet de validations~ 
@Description statique des traitements. 
Il s'agit de spécifier maintenant les éléments (MESSAGES et struc-
tures de donnéefi} en entrée et en sortie des différents types de 
traitementà (cfr. fig.12 chap. II. 1.2.). 
C'est également à cette étape-ci que l'on spécifie les règl~s_di 
traitement_associées aux fonctions. Ces règles devront être véri-
fiées c.-à-d. que l'on devra s'assurer qu' 
- elles ont en entréeun certain nombre de propriétés, 
- elles ont des propriétés en sortie, 
- les propriétés en sortie sont le résultat de l'appli-
cation des règles aux propriétés d'entrée, 
- les propriétés en entrée et en sortie de la règle an-
partiennent au S.S.C.D. associé à la phase dont la 
fonction considérée fait partie • 
Rmq cette étape peut être effectuée avant l'étape j . 
125. 
@nescription de ).a dynamique des Draitementa. 
On ajoute les !!Pécifications ~y.miques à la structure de traite-
ments obtenue à la fin de l'étape 1 et ce, afin de regrouper et 
de sychroniser: 
- les différentes fonctions dans les phases, 
- les différentes phases dans les applicatio s. 
Ces spécifications dynamiques utilisent les concepts déj à décrits 
de "point de synchronisation", "événement" et "processus (cfr; 
chap. II.1.2.). 
On obtient ainsi le sous-système des traitements (types de trai-
tements+ description stat ique+ description dynamique) . 
On di~pose maintenant d'une représentation en principe correcte 
de l'activité de l'organisation 
IV.~.2. Description de niveau logique du 0 .I. 
5.C.)) 
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®MAPPING S.C.D.~Schéma des accès logiques poesib1°". 
Ce .MAPPING ~ rlé ,7À été Ptudif> '111 ~hanitre TTr i'n.96 ). 
126. 
@ Passae-0 rlu sous-S"" t '~P, des traj tements au inn~,, 1 ~ 1 no:ique cies 
trai tem~:nit. ~. 
CP- noint a également étP f>vnqué au chap. ITT (p.Se). 
Rappelons simp]ement qu'il consiste à reprendre le sous-système 
des traitements (descriptions statique et dynamique comprises) 
de niveau conceptuel et à y inclure toutes les considérRtions 
d'ordre organisationnel contenues dans le R.F. On établira donc 
ici l'architecture des moyens de réalisation en décrivant les pro-
--------- --- - -- -- -- ----
cesseurs et les ressources qui seront utilisées. 
127. 
®Prise en compte des quantifications. 
Il faut maintenant dégager du R. F . un certain nombre de quantifi-
cations qui vont nous permettre d'évaluer l'activité sur le schéma 
des accès possibles. 
On isolera ainsi un ensemble de nombres significatifs (1) tels que: 
- le nombre d'entités de chaque type (ex. : 40.000 CLIENTS) 
- le nombre moyen d' occu rrences de chaque relation par 
élément origine (ex. : une commande a, en moyenne, 5 
lignes), 
- une classification des entités de certains types (ex. 
350 commandes: 315 commandes correctes 35 cas liti-
gieux), 
- une estimation de délais, 
••• 
Ces quantifications vont déjà servir à l'étape suivante lorsqu'il 
faudra dresser le bilan de l'activité des algorithmes sur les don-
nées. 
® Construction d'algorithmes. 
Pour chaque traitement de type 'fonction'du M.L.T., on va spécifi-
er un ou plusieurs algorithmes. Ceux-ci se basent sur l'utilis ation 
de primitive~: actions élémentaires sur une structure de donnée. 
Citons, à titre d'exemple, les primitives (2) : 
- d'accès à un article en fonction d'une valeur d ' it em 
ACCES article (item) 
- d'accès à un article à partir d'un autre article 
ACCES article (article) 
-- de création (ou dP. RuntY-r•ession) d'un article 
CREER (SUPPRIMER) un article 
- de modification d'un article : 
MAJ article (item) 
(1) certains calculs préliminaires sont parfois nécessaires afin 
d'obtenir ces chiffres. 
(2) J.L. HAINAUT propose un ensemble de primitives propres aux 
modèles des accès logiques que nous avons vu dans •nn modèle 
de descript i on d e f i chiers : l e mod è le d'accès'. 
128. 
Avec ce petit jeu de primitives, on peut déjà construire l'algori-
thme (très simplifié 1 ) de mise à jour des stocks lors de l'enre-
gistrement d'une commande: 
APPLICATION: ••••••••••• 
PHASE : •••••••• 
----
FONCTION_~ mise ·à jour des stocks lors de l'enregistrement d'une 
commande. 
Pour un C = COM-CLI 
Pour chaque L = LIGNE-ODE de C 
Pour P = PRODUIT de L 
SI I-EPUIS (P) = "E" 
Alors MAJ L (Q-DUE-C); marquer L comme "épuisé" 
Sinon MAJ L ('<.i-DUE-C) 




MAJ C (ETAT-CC) 
Fin C 
On construit de la même façon un on plusieurs alg-orithmes pour tou-
tes les fonctions que l'on peut trouver dans le M.L.T. 
De plus, chaque fois ~u•un algorithme est terminé, on peut prendre 
en compte les quantifications qui le concernent et dresser son bi-
lan des opérations. 
----------
Ainsi, pour l'algorithme ci-dessus, on a 
- quantifications 
- 340 commandes vérifiées sont traitées chaque jour, 
- une commande a en moyenne 3 lignes, 
- la probabilité qu'une ligne de commande demande un produit 
épuisé est : 0,02 
- al_g_orithme transformé: 
340 X { COM-CLI courante : 
3 xl accès LIGNE-CDE de C; 
accès PRODUIT de L· 
' 0 ,02 X { MAJ L (Q-DUE-c)}; 
0,98 X l MAJ Il ~Q--iUE-C) j 
MAJ P (Q-EN-STOCK, Q-DIFFEREE))} 1 
MAJ C (ETAT-CDE)) 
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bilan des opérations 
•••••••••••••••••••••••••••••••• ••••••••••••• •• •••• •••••• ••• •••••••• 
• type • par cde • • par jour • 
•••••••••••••••••••••••••• •••••••••••••• •••• ••••••••••••••••• ••••••• 
• ' COM-CLI courante • 1 • 340 • acces 
• accès LIGNE-CDE (C) • 3 * 1 0 20 * 
• accès PRODUIT (L) * 3 • 1020 • 
• MAJ L (Q-DUE-C) * 3 * 1020 • 
• MAJ P (Q-EN-STOCK, Q-DIFFEREE) * 3 * 1020 * 
• MAJ C (ETAT-CDE) * 1 * 340 * 
•••••• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
® Bilan général des opérations 
On reprend maintenant tous les bilans des opérations que l'on a cons-
truits pour chaque algorithme et on dresse un bilan général des opé-
rations. 
On a donc ainsi :-la liste des primi!_i.!~~ utilisées pour l'ensemble 
des algorithmes, 
-pour chaque primitive: le nombre de ses activation 
--------- . --
B Passage au schéma quantifié des opérations 
Cette dernière étape consiste à reprendre le schéma des accès lo~i-
ques possibles, de le confronter avec le bilan ~énéral des opérations 
afin de voir quels sont les accès réellement utilisés et enfin, de 
porter sur le schéma obtenu, les résultats du bilan ~énéral des opé-
rations. 
On obtient ainsi le schéma quantifié des opérations, schéma qui ser-
vira de base à l'implantation de la future B.D. 
Rmq....:. on pourrait aussi représenter le passage au niveau lop;ique de 
la description du S.I. de la façon suivante 
0 MAPPING s.c.n. (s.s.c.n.)__.s.A.L.P. (S.S.A.L.P.) ® Passage S.S.T.~M.L.T. 0 Prise en compte des quantifications. 
130. 
@construction d'algorithmes qui travaillent sur les s.s.A.L.P ® Bilan des opérations pour chague algorithme. 0 Elaboration des S.S.Q.O. 
(j) 
Pour chaque algorithme, on reprend le S.S.A.L.P. associé 
et on le confronte avec s on bilan des opérations; on ob-
tient ainsi le sous-schéma quantifié des opérations. 
Elaboration du S.Q.O. 
Le schéma quantifié des opérations s 'obtient alors très 
facilement en intégrant les différents S.S.Q.O. 
5.C.]) S.S. C.J)_, 5.-5. T 
l'I 
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A la fin de l a descr i ption de niveau l ogique du S.I., il 
reste à EVALUER: 
- l'utilisation des ressources : 
• il s' agit d'évaluer la faisabil i t !:.._ de s_ spécifi-
cations conceptuelles compte tenu de la d i sponi-
bilit é d ' un ensemble de res s ources e t de moyens 
(niveau logique), 
• rappelon s que l'utilisation des ressources "dat a" 
--------
a ét 8! considérée lors du b ilan r-énh·al des opé-
ration s (étape 9 ); 
l'efficacit é des algorithmes : on envisage à ce propos 
de développ ér un générateur automatique d' une "maquette" 
de programme ('throw-away ' code) à partir de l a spécifica-
tion de l'al F,orithme et ce, af in d ' éval u er le caract ère 
effectif de s r è~l es de traitement et de l'algorithme • 
132. 
IV 2.3 Passage au niveau physique de la construction du S.I. (p. m). 
S.Q.O ALGD'RiTHMES 
5C.HEMA i ACCÈS 
l'HY5i(i)uE.S. /1ÉTH. 5.S:P.]) "J>eo6QAl'1M E 
.DACCÈS ET J>E ..., 
-1. 
.STOC:k'AGE (L.D.'P.) 
IV 3 Commentaires. 
Nous venons donc de voir les méthodes proposées par 
'NAMUR'; il nous reste maintenant à les comparer. 







J~ERISE_s'attache directement à élaborer un M.C.B.S. à partir 
du réel perçu et ce n'est qu'après qu'elle fait intervenir les 
différentes vues particulières (modèles externes) pour valider 
le M.C.B.S. proprement dit. 
Po~~~AMUR~, ces modèles externes (S.S. C.D. - applications, pha-
ses) n'ont pas ce r6le de validation puisqu'ils servent à la cons-
truction même des schémas .de niveau conceptuel. Certains pourraien 
prétendre qu•~n agissant ainsi, on ne tient pas compte de tous 
les éléments du réel perçu, notamment ceux qui ne servent pas en-
core aux différents utilisateurs. C'est vrai mais il faut faire 
un choix: ou on modélise en tenant compte d'éléments qui ne sont 
pas directement nécessaires aux différentes classes d'utilisateurs 
(modèles externes) de l'organisation - mais alors quand faut-il 
. 
s'arrêter? - ou on se limite dans la description du S.I., à une 
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intégration de modèles externes, comme c'est le cas pour 'NAl''llJR'. 
(ici donc, l'application doit être bien définie et on tend alors 
à construire une B.D. économique). 
1MERISE_élabore à l'étape 1 un réel perçu machinable (R.P.M.), 
sorte de dictionnaire de données qu i, comme son nom l'indique, 
reprend toutes les informations du R.F. et sert de base à de 
nombreux outils automatiques qui vont aider le concepteur dans 
sa tâche (cfr. chap.V). 
Niveau logique de la descript i on du S.I. 
A ce niveau, les deux approches sont tont-à-fait semblables . 
Elles veulent, en effet, valoriser (ou quantifier) un modèle lo-
gique de données (ou un schéma des accès possibles) en tenant 
compte d'un certain nombre de quantifications et de l'activité 
des algorithmes sur la structure logique des données. Le calcul 
de l'activité se fait d'aiJleurs de la m~me façnn : on dP.~~~A les 
nrimitivpc uti.li.sées Pt l"I"' r-onsirl ère l P. "' '"' rr·rre de 7 ,.,,, .. "r+· iv:J.tion~ 
d11r8.nt une cer t. n i n0 nériod e. Tl. suh s i RtA C' PnPnrl g_nt quelques petites 
rli r'+'P.rfmces. En effet, si MFRT~~fnurnjt un M.I,.D. vnlori.sé uni.-
que, la deuxième méthode (~Af'1UR ~ peut donner naissance à plusi-
eurs schémas quantifiés des opérations. Cela provient du fait que 
l'on peut trouver plusieurs algorithmes possibles par fonction et, 
qu'a priori, on n'en pénalise aucun à ce niveau. Il peut donc y a-
voir autant de schémas que d'ensembles différents d'algorithmes. 
Une deuxième différence, plus importante celle-ci, c'est que MERISE 
-----
propose une étape· d'optimisation au niveau logique en utilisant 
une fonction économique et en partant du principe que certaines a-
méliorations du M.L.D. sont possibles indépendamment de la réalisa-
tion technique et de l'utilisation du S.G.B.D. (pour les types d'a-
mélioration possibles cfr. p. ) 
Il faut signaler que cette optimisation du M.L.D. ne garantit pas 
du tout un modèle physique des données (M.P.D.) optimal; une deu-
xiéme optimisation sera en effet nécessaire au niveau physique (cfr. 
fig.32). Certaines contraintes de S.G.B.D. pourraient même réduire 
à néant l'effet de l'une ou l'autre amélioration apportée au M.L.D. 
(ex. : migrations de champs~limitation de la taille des articles.) 
ou s'avérer être des actions redondantes avec des opérations d'opti-
- ------- - ------- --- - --
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misation du niveau logique (ex.: limitation des accès~contraction 
de sets_ regroupement des occurrenc~s du record membre dans le même 
espace physique que l'occurrence correspondante du record maître 
(l'utilisation du set a alors un coût nul) - ). 
Pourquoi alors ne pas attendre le niveau physique p our faire toutes 
les optimisations? 
'NAMUR~, en tout cas, opte pour cette solution et n'évaluera son 
schéma quantifié des opérations qu'au niveau physiqu e lorsqu'on 
aura fait les mesures de volumes et de performances nécessaires. 
Si cette évaluation n'est pas satisfaisante, on peut refaire l'en-
semble des transformations pour un autre schéma quantifié des opé-
rations, résultat d'un jeu différent d'algorithmes. 
Cela peut sembler assez fastidieux à premi Àre vue, mais il faut 
faire remarquer que ces opérations peuvent largement être rédui-
tes en fonction de l'expérience du concepteur de la B.D. qui peut, 
dès le départ, faire le bon choix. 
135. 
Chap.V Outils développés dans le cad re des deux méthodes. 
Nous venons donc de voir, aux chapitres précédent s, com-
ment on peut construi re un système d'informations. Nous avons 
présenté à cet effet deux méthodes, leurs étapes et l e ur a rticu-
lation, ainsi que les modèl es sur lesquels ell es s'appui ent. Ce-
pendant, on s'aperçoi t rapi demment que lorsque l'on veut conce-
voir et réalis e r un système d'informations un peu complexe, on 
se trouve devant une tâche qui devient très vite fastidieuse et 
compliquée (documentation énorme, nombreus e s vér ific3ti ons, map-
pings à faire manuellement, ••• ), ce qui est évidemment source d' 
incohérences et d'erreurs . C'est pourquo i, pour facilite r le tra-
vail du (ou des) concepteur(s), on a développé des outils infor-
matiques d'aide à la conception et à la réalisation de systèmes 
d'informations. Ce sont ces out ils que nous allons présenter bri-
èvement dans ce chapitre tout en r app elant que pour c e rtaines 
étapes de la méthode, une automat isatio n paraît difficile voire 
impossible dans la mesure ou les choix à faire sont assez com• 
plexes. 
V,1, Outils proposés par MERIS E. 
MERISE propose de mémoriser les états successifs du S.I. 
de la conception à la réalis ,, tion, dans une B.D. particulière, 
un dictionnaire de données: CATI (C a talogue Automatisé des Trai-
tements et des Informations). 
[lle fournit ensuite un ensemble d'outils spécifiques 
qui vont travailler sur cette B.D. CATI par l'intermédiai r e du 
S.G.B.D. MIISFIIT développé également à Aix en Provenc e par l' 
équipe d'H. T~RDIEU: le concepteur n'a plu s alors qu•~ 'alimen-
ter' les outils en leur fourniss a nt les informations voulues. 
Mais avant de donner la liste et de décrire c es outils, voyons 
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0 A partir du réel perçu, des méta-modèles de ME RI SE (cfr. chapII) 
et éventuellement de rapports de docum P. nt ati on (s'il e s t déjà 
possible d'en éditer), l e concepteur élabore les différents 
modèles de futur S.I. 
137. 0 Le concepteur est eidé dans sa tâche par un ensemble d I outils 
qui ré a 1 i s e un ce r ta in nom b r e des é t a p es de 1 a m é t ho ca 11 1: f1 I S E 
et à la réalisation d'autres 
Ce sont par exemple les outils - d'alim entation du CATI, 
de vérification et de conte-
le de cohérence, 
- de valid~tion, 
- de transform a tion d'un niveau 
à un autre, 
- de génération de rap~iort de 
documentation (rapports qui 
peuvent s'avérer très utiles 
lors~ concepti on du 
s.r.) Ü 
- ... 
(nous en donnerons une liste précise ci-après.) 
0ces outils sont en fait des programmes COBOL ou ASSEMBLER_ 
qui utilisent le L.M.D. propre ou S.C.B.D. MIISFIIT pour tra-
vailler sur le CATI. 
0oe plus, le lexi..9.ue ou L. O. D. du CATI_ doit permettre une des-
cription physique de s informations propres à chacun des méta-
modèles de MERI SE mais sous une forme compatible également 
avec le S.C.B.D. MIISFIIT dont on utilise le L.M.D. 
G)En plus des vérifications que l'on peut qualifier de •stati-
ques', un contr6le efficace des spécifications dynamiques 
d'un modèle conceptueJ/logique de traitements peut être réa-
lisé par des sin~l~tio_!2_s_ dont l es résultats peuvent permettre 
de réajuster les spécifications que l' on a effectuées. 
Si cet outil n'est pas encor E réalisé à l'heure actuelle, des 
études théoriques ont déjà été faites, notamment au niveau 
conceptuel des traitements. 
Nous allons vous en livrer, à titre indjcatif , les résultats. 
138. 
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Moniteur conceptuel, horloge, règle de synchronisatio n, ana-
lys eur et fil e d'attente sont des concepts qui se supe rposent 
au M.C. T. et n'en font pas> en tant que tels, pa rtie. 
Cependant, en agissant sur les synchronisatons, les é v énements/ 
résultats et les opérations, ils permettent (ou devraie nt per-
mettre, car aucune application utilisant ces notions n 'est ré-
alisée pour le moment) de contrôler le fonctionnement géné-
ral du modèle, voire même le simuler. 
Fonctionnem ent gén éral. 
Remarques préliminaires. 
A chaque résultat correspond, pour l'analyseur(1), une 
variable d'état indiquant le fait qu'il a déjà été pro-
duit ou non. 
Si un résultat joue dan~ lr sui te le rôle d'un évén ement, 
il y aura également, pour Je moniteut (1), une variable 
d'état indiquant l'e xistence de cet événement . 
L'analyseur assure les t~ches d'analyse et de composition 
booléenne des v r riables d'état associées aux ré-
sultats de l'opération qui le précède. 
Il transmet les résult . ts sans le s modifier . 
Lorsque la proposition booléenn e correspondante 
est vérifi ée, il délivre une variable d'état qui 
rend comp te de la fin de l'activité de l 'opér a -
tion. 
Cette variable d'état peut , en fonctionnement 
asynchrone, pi]oter rles synchronisations ou des 
files d'attente (1) tandjs qu'en fonctionnement 
synchrone, elle est utilisée par un moniteur (1) 
de façon à assurer le synchronisme général. 
De plus, en fonctionnement synchrone, l'analyseur 
positionne les variables d'état des évén ements 
associés aux résult r ts produits. 
Exemple: en fonctionnement asvnchrone. 
---- --------- -- __ ..i..:..;_ - -
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Lorsque l'état a est atteint (a4 = 1), les variables d'état 
associées aux résultats sont remises à o. 
lorsqu'une synchronisation est déclenchée, les variables 
d'état des événements entrants sont remises à O (ces va-
riables sont contenues dans le moniteur). 
Ces variables d'état associées aux événements sont posi-
tionnées par les analyseurs en fonction des d i fférents ré-
sultats produits. 
Cette technique perm e t le déclenchement de certaines syn-
chronisations même si les opérations ne sont pas entière-
ment terminées. Il suffit que les événements nécessaires 
à ce déclenchement soient déjà produits. 
Le moniteur conceptuel: ensemble de règles logiques (rè-
gles de synchronis e tion) qui per-
mettent d'assurer la synchronisa-
tion générale des opérations d'un 
La file d'attente 
ou de plusieurs processus ou du sys- . 
tème complet. 
Par une analyse et une composition 
booléenne des variables d'état qu' 
il reçoit des files d'attente (1) 
et/ou des analyseurs, il détermine 
la valeur des variables d'état pilo-
tant des files d'attente et/ou des 
synchronisations. (cfr. fig.39) 
Le moniteur peut être lui-même con-
ditionné par une horloge, un calen-
drier ou des actions manuelles. 
Il peut être également relié à d'au-
tres moniteurs p 8 r une ou plusieurs 
v ariables d'état ( possibilité de 
répartition ou de hiérarchisstion de 
moniteurs). 
élément permettant de mettre en attente 
des occurrences d'un type d'événement a-
vant qu'elles ne puissent être trsitées 
par une opération. 
Elle est cBractérisée par: 
- un 'réservoir' de capacité limitée, 
142. 
l'émission d'une variable d'état 
indiqu a nt à tout moment son niveau 
de rempliss a ge, 
un ensemble de règles permettant de 
gérer des occurrence s en attente et 
en particulier, de l es libérer sui-
v a n t les règles de la file (LIFO, 
FIFO, avec ou sans priorité ••• ) et 
s u i v a n t une vari a ble d'état qu'elle 
r eçoit d'un moniteur ou d'un ou 
plusieurs annlyseurs, 
la possibilité d' a ssurer la distri-
bution des occurrenc e s d'événements 
au x dif f ér e nte s op é r e tions libres. 
Elle permet, en outre, un fonctionne-
ment gén é r a l partiellement ou totalement 
asynchrone. 
Tout ceci devrait nous permet t re de simuler le fonctionnement 
d'un modèle c~nceptuel de t ra itements. Il faut cepend 5nt met-
tre l'accent sur le fait que les moyens de ré • l is a tion: pro-
cesseurs, ressources, n'entrent p a s ici en ligne de c8mpte, 
ce qui enlève une grand e p c1 rtie de l'intérêt d'une telle si-
mulation. On trav a ill e t ou t efnis ~ Aix-en-Provence sur un ou-
til de simulation qui répondrai t à ces exigences. 
0 L I outil de . ~né ration_ dev ra i t f nu r ni r , à p a rt i r de CATI , un 
S.I. opérationnel. Il n'en est rien à l'heur e a ctuelle bien 
que l'on puisse dire que l'on e s t en mesure de gén é rer les 
différents modèles de données (M.C.D.-M.L.D.-M.P.D.) obtenus 
gr~ce à ·un ensemble d'outils déjà réalisés. Quant à la par-
tie relative aux trai t em ents, des outils sont en voie de réa-
lisation. Ils devront, eux a us s i, faciliter l'él a boration des 
différents modèles de t r aitements et permettre, à 1 8 fin, 
leur gén é ration automatique. 
Ceci étant dit, voyons qu e l l e es t l a liste de s outils disp oni-
bles au 1a!: janvier 1980. 
-Remarque préliminaire: 
143. 
Tous les outils disposent de leur propre procéduri rla ns CATIPROC. 
Cette procédure est disponi ble en donnant la commande: 
1 CATIPROC (NOM-OUTIL)'. 
ALIMCATI 
Ce programme permet d'aljm enter sur un catalogue 'méthodologie ' 
les information s relatives à un modèle conceptuel; le program-
me constitue un guide pour cette démarche et effectue de nom-
breux contrôles. 
ALEXCATI 
Ce programme permet d'alimenter sur un c a t ~logue 'méthodologie' 
les informations rel a tive s 8 un mod è l e externe relatif ' a un mo-
dèle conceptuel déjà enregistré, contrôlé et décomposé ce mo-
dèle externe est déclaré soit en mise à jour, soit en consulta-
tion. 
DES1CATI 
Ce programme permet d'extrair e les informations nécessaires con-
cernant les individus, relations et contraintes d'un mod èl e en vu 
de son dessin automatique sur traceur . 
DES2CATI 
Ce programme reprend les données extrait es par DES1CATI et prépa-
re une bande magnétique utilisable p a r le traceur. 
SYNONYME 
Ce programme recherche les synonym e s à partir d' une liste de mots 
clés fournie par l'utilisateur; sont synonymes pour le programme 
deux informations qui présentent 3 mots-clés en commun. 
LISTMCLE 
Ce programme permet d'analyser les mots-clés caractérisant un 
ensemble d'informations; avec LISTALPHA on obtient la liste al-
phabétique des mots-clés enregistr é s; avec LISTFREQ on obtient 
leur fréquence d'app a rition. 
DCMPCATI 
Ce programme permet de réaliser la décomposition logiqu e ou 




Ce programme permet de dérouler une arborescence log ique sur 
un grand nombre de niveaux (ex nomen clature, thésaurus) en 
,ditant les informations rencontrées. 
AMONCATI 
Ce programme p ermet de remonter une arborescence logique sur 
un grand nombre de niveaux (ex nomenclnture , thésaurus) en édi-
tant les informations rencontrées. 
VAMJCATI 
Ce programme e st dest iné à contr6ler la compatibilité entre le 
modèle conceptuel et un modèle externe déclaré en mise à jour. 
VACOCATI 
Ce programme est destin é à contrôler le compatibilité entre le 
modèle conceptue l et un modèle externe déclaré en consultation. 
COHE 
Ce programme permet de contr61er la cohérence interne des car-
dinalités concBrnant 3 individus à l'intérieur d'une r elation 
N-AIRE avec N = 3. 
METH01 
Ce programme permet de calculer la cardinalité résultant de la 
composition d'une cha!ne de relations reli Ant 2 individus. 
INCLUS 
Ce programme perme t de contr8ler la compatibilité des cardinali-
tés entre2 relations dont l'une est dé finie comme l'incluante 
et l'autre comme l'inclus e. 
1~5. 
CAOMI 
Ce programme constitue une aide automatique à la conception d' 
un modèle conceptuel (ou e xte r n e ). 
EVENCOMP 
Ce programme permet de comp arer 2 informations en éd itant les 
composants communs à ces info rm ations. 
CAROIF 
Ce programme permet de contr8ler pour les différentes relations 
d'un modèle conceptuel, la cohérence entre les cardinalités in-
dividuelles et les contraintes d'intégrité fonctionnelles. 
CHEMIN 
A partir d'une liste d'identifian t(s), ce programme recherche 
s'il existe un ou plusieurs ch emin(s) de contraintes d'intégri-
té fonctionnelle(s),permettant d'atteindre un individu-cible 
donné. 
CYCLE 
Ce programme recherche s'il existe, à l'intérieur d'un modèle 
donné, un ou plusieurs cycl e s de contraintes d'intégrité fonc-
tionnelles. 
CTRLCATI 
Ce programme permet de lancer un ensemble de sélections de con-
tr8le sur un catalogue des inform a tions et assure l'édition des 
erreurs. 
ENTICATI 
Ce programme est destin~ à enrichir un CATI, c'est-à-dire à gé-
nérer pour tous les composants d'un système NAT INF COM et NOM 
INF COM lorsque l'on n'a saisi que les NO INF COM; à partir de 
NO INF COM le p~ogramme recherche l'information correspondante 
et y trouve NAT INF et NOM INF. 
CHARCATI 
Ce programme p erme t l e chargement d'u n CA TI en convers a t ionnel 
Dans une p r emière étap e l'utilisateur définit sur quel so us-
ensemble il veut trava il ler; dans une deuxième étape il ren t re 
ses données selon la déf i nition précéden t e. 
FACSIM1 
Ce prog ramme p ermet de charger dans un CATI un ou plusieurs 
FAC-SI MILE S d'état o rdinateur;~ partir d'une demande de l 'u ti -
li sa teur expr i mée da ns une carte paramè t re le programme séle c-
tio nn e s u r un e bande spool le ou les enregistrements requis e t 
le s sto c k e dan s l e CATI sous forme de ligne de remarquP. atta-
chée ~ une info r ma tion. Ce programme est normalement u t ilis é 
en différé. 
FACSI M2 
Ce programme pe r me t l a restitution d ' un FAC-SIMILl s u r i mpriman-
te ou sur t ermin a l, à partir des informations mémoris/os da ns 
le CATI. 
INFV AL 
Cet ou t il p ermet l ' ~ditinn stand0rd rlAs informations d 'un CATI 
avec les valeu rs qu'el les peuvent pr endr e. C'est un ~t a t sp ~cial 
MII SFIIT que l'on peut util iser e n co nver sa t io nne l ( MIT SO) ou 
en simulation (MI SS I MU L). 
INFLIG 
Cet outil permet l' é dition s t a n dard des in fo r ma tions d 'un C~TI 
avec l e s remarques et l es l ig nes qu i les conce r nen t (é t at spé-
ci a l MIISFIIT). 
EDITCATI 
Cet t e pro cédu re pe rmet de charaer sur un CATI nouv ea u, p ourvu 




Ce programme permet d'extraire les don né es d'un CATI ou un sous-
ensemble sous un f orma t séquentiel (vidage). 
PREALIM 
Ce programme prépare un CA TI strict pour l'utilisation de s outils 
méthodologiques et d'abor d l'outil ALIMCATI. 
EDIMOD 
Ce programme permet d'éditer un modè le conceptuel des données 
sous une forme normalisée dans le formalisme individuel. 
POLYSEME 
Ce programme permet de détecter les informations qui possèdent 
- soit le même NOM INF, 
- soit le même NO INF. 
On rappelle que dans l e CATI on dispose de rleux identifiants al-
ternatifs : 
- NO I NF 
(NAT INF+NOM INr). 
COHECATI 
Ce programme permet de contrôler la cohérence des informations 
saisies dans un catalogue des informations; une information ci-
tée dans un résultat doit figurer sur un événement ou ~tredé-
ductible des données saisies sur un événement à travers une suite 
de règles de gestion; une information en entrée doit normalement 
~tre utilisée soit dans un résultat soit dans une règle de gestion . 
RNUMCATI 
Ce programme perme t de modifier si nécessaire la numérotation 
des données d'un CATI avant de le fusionner avec d'autres données 
dans un nouveau CATI. On préc 8de le numéro initi 9l par une let-
tre caractéristique du système. 
148. 
CONCATI 
Ce programme permet de recharger dans un CATI des données con-
formes au format de sortie du programme précédent (concatenation) . 
ALIMVME 
Ce programme permet de préciser les renseignements concernant 
les prévisions de volume relatives à un modèle conceptuel des 
données déjà mémorisé : 
nombre d'occurrences des individus 
- format des diff é rente s propriétés 
cardinalités maximales et moyennes des relations. 
Ces éléments sont nécessaires pour les optimisations. 
CONCMIL 
Ce programme permet de transformer un modèle conceptuel des don-
nées en un modèle (interne) logique des données non optimisé. 
EDIMLD 
Ce programme permet d'éditer un modèle (interne) logique des do-
nées sous une forme normalisée dans un formalisme du type CODASYL 
simplifié. 
OPTPHY 
Tenant compte de la taille des records et des cardin a lit f s des 
sets et d'autre part de l a taille maxim a le d'un enregistrement 
physique (TMAX), ce programme effectue une optimisation du mo-
dèle physique des données au moyen de divers regroupements. 
MODIMLD 
Ce programme permet de nodifier les records et les sP.ts d 'un 
modèle logique des donn ées . 
V. 2 Outils propo s és pa r 'NAMUR '. 
L'outil pri n c ipa l développé à NAM UR es t sans aucun dou-
te D.S.L. (Dynamic Spec ification Lan qu a ge) (1). C'e s t un l a nga-
ge d~veloppé dans l e cadre du proje t ISDOS (vaste p ro je t del' 
université de Mich igan pour la créatio n d 'u n o u til d 'a ide à 1 1 
analyse et au dével o ppement d'un S.I. ) qu i a p our but : 
de décrire les spé c ification s f onction nelles d' 
u n S .I. : spécificatio n s de niveau c onceptuel 
(cf r . chap.II 1.2 . ) et prise e n c ompt e d'un en -
s em ble de ressources et de moye n s (ni v eau logi-
q ue , chap.II.2.2.p. ) 
- de permettre cette description en considé rant 
aussi les aspects dynamiques d'un S.I . ( t raite-
ments ) , 
- de mémoriser toutes les spéci f ications d a n s un e 
B.D. q u e l 'o n pourra exrl o i ter d a n s la s uite. 
Schéma global de l'ut ilis a tion de D.S. L. (2) 
... / 
. . . 
(1) 'Dynamic Specification Langua g e and a Simulation Madel 
Analyzer for an Informati o n System' NAMU R Version 01 
User s Manuel F. BOD ART e t Y. PIG NEUR 
(2)hMod~les et outil s d'aid e à l'analyse de s spécifications 
fonctionnelles d'un syst ~me d'information." 
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Les concepteurs du futur S.I. préparent les spécifications 
fonctionnelles (cfr . chap.I.23.) relatives• ce système, 
les transforment en spécifications D.S.L., e t les entren t 
ensuite, par l'intermédiaire du processeur D.S.A. (Dynami c 
Specification Analyzer), dans la B.D. des spécifications. 
-----------Deux types d'utilisatiorude la B.D. sont alors possibles. 
L'analyse •stat ique• des spécifi c at ions et de l ' édition de 
rapportsde documentation. 
les concepteurs disposent : 
d'un langa_2.;'!_d2n~e.E3~a.!_i~ qui leur per-
met d'accéder à la B.D. et d'en dégager 
un certain nombre de renseignements. 
de _e_rocédures d 1 anal_y_s e .§_ynta~i,9_Ye de la co-
hérence des spécifications conceptuelles, 
d I un ~u_d~ E.._I'~~mmes ..1. générateurs d8 
rapports standards de documentation et d' 
analyse qui peuvent les aider dans leur 
t~che de conc ep tion du S.I. C'est ainsi qu' 
ont été ~éaiis~s des ~uti]s d'édition: 
• de structureG de donn ées sous forme de 
hiérarchies (Structure Report (1) ), 
• de structures de traitements ainsi que 
les relations dynamiques qui leur sont 
associées. sous forme de hiérarchies 
(Structure Report, Structu-
red FPS Report (1) ) 
• sous forme de tableaux (Dy-
namic Interaction Report (1) ), 
• des spécifications de moyens de réalisa-
tion (processeurs, ressources) (Structu-
red FPS Report (1)), 
• de messages d'observation lorsque des si -
tuations qui peuvent amener des problèmes 
dans la suite, sont découvertesi ex: 
• lorsqu'un processus n 1 est déclenché 
p a r aucun événement, 
(1) pour plus de pr,cisions, cfr. dossiers d'analyse relatifs à 
ces pro grammes. 
0 
1 : :-' • 
• l • rsqü 1 un processus ne déclench8 au-
cun autre processus d a ns la suite, 
• lors~u'un évJneme nt n'init ialise au-
cun tra itement ou s é quence rie prn ~es-
sus, 
• lorsque la ré8lisat i on d'un point de 
synchronisation n'a a ucune conséquence, 
o lorsque la génération d'un message n'a 
aucune répercussio n sur le système 
considéré, 
• lorsque l'on a d ~couvert un cycle 
(Dynamic Interaction Report (1) ). 
Un aut re type d'utilisations de la B. D. est l'évalu a tion de 
la faisabilité des spécifications conceptuelles (niveau con-
ceptuel), compte tenu de la disponibilité d'un ensemble de 
ressources et de moyens (niveau logique). 
Les spécification s conceptuelle s , rappelons-le, dé crivent 
les messages, les stucture s de données, les processus et le 
flux des informations dans ses aspects statiques et dyn 3mi-
ques (cfr. chap.II.1.2.). 
Quant aux moyens de réalisation, nous en avons dressé l'ar-
chitecture au chap.II. 
Plusieurs jeux d'hypothèses sur les ressources seront testés 
par rapport à un ensemble de spécifications conceptuelles. 
5iHtJLRTioN 
HY'P H.., 
• • • 
6iMvLRTloN 
H'IP Hti 
(1) pour plus de précisions, cfr. dossier d'analyse relatif à 
ce programme. 
-~~ --- ----- ------------------- ---------------
153. 
La 'faisabilité• d'un ensemble de spécifications conceptuelles 
sera évaluée par u~e analyse du comportement des ressources et 
du comportement des processus. Cette évaluation se fera par si-
mulation. 
C'est pourquoi on a défini : 
- pour chaque type de ressources: 
-------- ---------
• une unité d'observation, 
• une période d'an alyse, 
• un ensemble de mesures (disponibilité-capacité, 
nombre de 1po in t. s d'entrées' à une ressource, ca-
lendrier, relations de consommation des proces-
seurs, ••• ); 
- pour les processus 
• une période d'analyse, 
• une unité d'observation, 
• l'hypothèse d'allocation complète des ressources (1) 
• une stratégie d'ordonnancement (niveau conceptuel 
des traitements avec éventuellement assignation 
de priorités ••• 
Ainsi, grâce à la simulation, on pourra effectuer un certain nom-
bre de mesures 
pour les ressources : 
• capacité-disponibilité utilisée p~r période, 
• nombre de requêtes reçues; 
• distribution du temps de blocage d'une ressource, 
. . . . 
- pour les processus : 
- - ' --- -- -
• n•ombre d'occurrences créées, 
• temps d'attente, 
• temps de présence, 
• nombre d'interruptions, 
• temps d'interruption, 
(1) Hypothèse d'allocation complète des ressources : 
un processus déclenché ne deviendra ACTIF que si, et seule-
ment si, les ressources qu'il requiert sont complètement al-
louées au début de son exécution. 
De plus, il les gardera pour toute la durée de cette exécution. 
1 Sl~ • 
• nombre de terminaisons anormales, 
• ressources utilisées ou consommées, 
• • • • 
Ces mesures peuvenr ltre utiles aux concepteurs du S.I. 
Structure du système de simulation associé à D.S.L. {D.S.L./D.S.A.~ 
SIMUL) (1). 
L'évaluation des spécifications conceptuelles d'un système recou-
vre les .9::~n..!:!_e~fo12EtiC?!!~ suivantes (la description des spécifi-
cations à l'aide des outils standards de D.S.L./D.S.A. étant faite~ 
(cfr. fig.42) : 1 
la GENERATION qui a pour objectif de générer automatique-
ment, au départ de la B.D. des spécifications D.S.L., 
un programme exécutable de simulation (écrit en SIMULA 
67) modélisant le comportement dynamique global du sys-
tème, 
- l'EXECUTION ou la simulation du système pendant une pé-
riode déterminée et la collecte des mesure s statistiques 
résultantes, 
- l'EXPLOITATION ou analyse statiqL1e deB rÉsultats obtenus 
lors de la phase précédente, 
chacune de ces fonc tions nécessitant, lors de sa mise en oeuvre, 
l'intervention de l'u til isateurt Ce dernier doit en effet 
- lors de la génération, décrire l'environnement de réali-
sation et ses interactions avec le système étudié, 
- lors de l'exécuti on , fournir les paramètres de contrale 
de la , simulation, 
lors de l'exploitation, choisir les requêtes stetistiques. 
Signalons, pour terminer, que les résultats obtenus lors de la si-
mulation peuvent amener le concepteur à modifier la B.D. des spé-
cifications si ces résult ats ne le satisfont pas. 
(1) D'après Y. PI GNEUR, auteur du système de simulation en D. S.L./ 
D.S.A.-SIMU L . 
1 :, 5 . 
DEUXIEME P A R T I E 
DEVELOPPEMENT PA RTICULIE R • 
156. 
Chap.VI. Comment D.S.L. pourrait exprimer les concepts des modè-
les de MERISE. 
Ce chapitre est un développement particulier des cha-
pitres précédents. Rappelons que D.S.L. est un l a ngage qui a pour 
objectif de décrire les spécifications fonctionnelles d'un S.I. 
à savoir: - les spécifications conceptuelles du S.I. (cfr. chap. 
II 1.2.) 
- la prise en compte d' un ensemble de ressources et de 
moyens (niveau logique, cfr. chap.II. 2.2.) 
Nous allons donc nous a ttacher maintenant à montrer 
comment MERISE pourrait se servir de D.S.L. comme langage de spé-
cification. Il suffirait simplement qu'il existe un interface en-
tre la B.D. CATI et une B.D. de spécificatiohs n.s.L., ce qui per-
-~ mettrait aux utilisateurs de MERISE de disposer des outils dév~-




J}O(,,U/"1Eft/TATI or/ 6iMvL.RilDAI 
Il est évident qu'on pourrait imaginer un interface 
qui prendrait les spécificati o ns d'une B.D. D.S.L. et les tra-
duirait suivant les modèles de MERISE sous une forme acceptable 
pour le CATI. On pourrait alors bénéficier de tous les outils 
développés sur le CATI (cfr. chap.V. 1) 
- -----
:f3.J) 




Nous nous contenterons ici d'étudier le,~ 8Sp ect 
de l'interface (fig.44.) et nous reprendrons, pour cela, les 
concepts des mod~les - conceptuels dRs données et des traite-
ments, 
logique des traite~ents, 
mod~les de MERISE qui recouvrent, plus ou moins, l'aspect fonc-
tionnel de la description du S.I. (cfr. chap.I,24.) et nous es-
sayerons d'établir le parallél ism e avec O.S.L. 
VI.1 Comment D.S.L. pourrait exprimer les concepts du M.C.D. 
MERISE? 
.Remarque préliminaire: 
Je ne rappellerai pas ici les défi n itions des 8léments des mo-
d~les de MERISE: elles ont déj~ ét é données au chQp.II 
En MERISE 
Individu-type objet concret ou abstrait du monde réel. 




Entity (1) : objet décrivant un type d'information utilisé pour 
la repr~sentati on d'un'type d'obje~ ou d'un •concept' 





{ element-name1 (_ f element-namel) group-name J ~lgroup-name J ; 
{ element-namel ( {element-nameJ). group-name J ' group-name ' 
D.S.L. est donc assez explicite pour exprimer les notions d'in-
dividu-type, identifiant et propriété de MERISE. 
Quant aux conventions de naming et autres, elles ne posent aucun 
problème en D.S.L. 
En MERISE 
R[LATION : 









Rmq. la '~olle~tiod d'une relation-type est l ë liste des indi-
vidus-types qui participent~ cette relation. 
En D.S.L. 
RELATION : objet représentant une association de 2 ou plusieurs 
ENTITIES. 
DEFINE RELATION r-nom-de-la-relation; 
IDENTIFIE• BY 
{element-name) (. {element-namel). group-name J ~ group-name J ' 
ASSOCIATED DATA IS {element-name) ( felement-namej). 
group-name J 'lgroup-name J 
Quant à la notion de '...foll~ti~~, elle peut être facilement ex-
primée en D.~.L. grâce à la clause: 
BETWEEN entity-name AND entity-name (, AND entity-name); d'une 
relation 
(1) pour les définitions des concepts D.S.L. : "Dynamic Specifi-
cation Language and a Madel Analyzer for an Information Sys-
tem - Users' Manuel''• F. BODART et Y. PIGNEUR. 
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Rmq. : on peut également, au niveau de l'ENTITY, signaler qu' 
elle participe à une relation par la clause : 
RELATED TO ent ity-name (, AND entity-name) 
[VIA relation-name] ; 
En MERISE 
P • 't' • roprie e. 
propriété élé~ntai~ ...! plus petit élément logique d' informa-
tion manipulé dans un système . 
propriété composée _ ...! regroupement logique de propriétés 
élémentaires formant une nouvelle in-
formation sémantiquement différente de 
ses constituants. 
En D.S.L! 
ELEMENT: objet décrivant une unité atomique d'information qui ne 
peut être subdivisée. 
: objet décrivant une collection d'ELEMENTS et/!)u CROUPS 
-----
GROUP 
reliés logiquement entre eux. 
Ces ELEMENTS et CROUPS sont rattachés aux différentes ENTITIES et 
RELATIONS gr8ce aux spécifications CONSISTS OF (CO NTAINED-IN) et 
ASSOCIATED DATA (ASSOCIATED WITH). 
En MERISE: 
Cardinalité: toute relation de dimension n à n cardinalités qui 
définissent la participation de chacun des indivi-
dus de la collection à la rel ation. 
CLÎE.IIIT 
La cardinalité est indi~id~el_l~et précise le nom-
bre min. et max. de fois qu'une occurrence d' indi-





Connectivity: attribut d'une relation qui permet de spécifier, 
pour 2 sous-ensemb l es de la relation : A~ et A~, 
le nombre d'occurrences de A~ pour une occurren-
ce de A1.,• 
DEFINE RELATION relation-name; 
CONNECTIVITY IS syst-pm-i TO syst-pm-j 
BETWEEN en tity-name AND entity-name (, AND entity-name); 
Les param~tres de cette clause étant définis, pRr exemple, par 
DEFINE SYSTEM-PARAMETE R syst-pm-i; 
VALUE IS ' •'; 
En MERISE: 
Contrainte d'intégrité fonctionnelle : 
indique l'existence d'une dépendance fonctionnel-
le entre un sous-ensemble de la collection de la 
relation et un individu de cette relation (indi-
vidu-cible). 
(à tout m-uple de la sous-collection S de dim. m 
(m ( n--:1.) ne peut correspondre, dans le cadre de 
la relation R, qu'une seule occurrence de l'in-
dividu-cible I.) 
ex: dans l'exemple ci-dessus. (cfr. cardinalité): 
à une occurrence de 'commande' ne peut correspondre qu'une 
et une seule occurrence de 'client'. 
FONCTION : commande sur client. 
En D. S. L.: 
Cette notion de C.I.F. n'existe pas. 
Si on vau~ garder le parallélisme entre MERISE et D.S.L., il 
faudrait introduire dans D.S.L., au niveau de la relation, une 
clause spécifiant ces C.I.F. 
Elle pourrait se formuler comme s uit (pour reprendre la termi-
nologie de MERISE) : 
FONCTION IS entity-name (, AND entity-name) ON entity-name; 
Pourquoi i~troduire cette clause? 
l'intér~t d'exprimer ces C.I.F. réside dans le fait qu'elles peu-
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vent notamment aider à le normalisation du M.C.D. en facilitant 
-- ------ -- - --- -- - --
les décompositions de relations. 
De plus, de nombreux outils opérationnels utilisent cette notion 
et il est donc intéressant, si on veut pouvoir reprendre ces ou-
tils d'introduire les C.I.F. 
Ainsi, en ajoutant seulement cette clause de C.I.F., on est ca-
pable d'exprimer le M.C.D. (ainsi -que les M.E.D. puisqu'ils uti-
lisent les mêmes concepts) avec D.S.L. 
Pour regrouper taus les concepts spécifiés en D.S.L. en une sor-
te de M.C.D., il suffit de spécifier un SET (objet représentant 
une collection d'informations conservées à l'int~rieur du sys-
tème) qui regroupera les entités et les relations que l'on au-
ra définies. 
Rmq & si le M.C.D. peut être spécifié par un SET, comment défi-
nir un M.E.D.? 
Est-ce un SUBSET du SET 'M.C.D.'? Est-ce un SET indépen-
dant? 
Au sens mathématique, le M.C.D. ne pourrait pas être un 
SU3SET du SET M.C.D., car ce dernier n'est pas le résultat 
d'une juxtaposition de M.E.D. mais plutôt une fusiq]J_g~ 
M._It...12. (les M.E.D. n'apparattront plus en tant que tels 
dans le M.C.D.), 
Cependant, si on prend SUBSET dans le sens que lui donne 
D.S.L., le M.E.D. peut être un SUBSET du SET M.C.D. car 
toutes les informations contenues dans les M.E.D. devront 
se retrouver dans le M.C.D. final. 
VI.2 Comment D.S.L. pourrait exprimer les concepts du M.C.T. 
MERISE? 







En MERISE · 
'RÈ6LE 'J)E 
GE~T/O/11 
la notion principale est celle d'opération. 
De plus, différentes opér a tions peuvent être regroupées en un 
processus si elles concourent à un même but. 
En D.S.L.'! 
Le concept principal est celui de PROCESS. 
PROCESS: objet représentant des traitements d'information. 
Ses conditions de déclenchement sont semblables à 
--------------
celles "des opérations dans MER! SE à savoir : 
- déclenchement par un événement ou un message7 
- déclenchement par réalisation d'un point de 
synchronisation, 
déclenchement lors d'un changement d'état 
d 1 un PROCESS (cet aspect n 1 est pas repris 
dans MERISE.) 
De plus, un PROCESS est subdivisible en autant de ~u~PROCES~ 
que l'on souhaite gr~ce à la clause SUBPARTS ARE. 
16.3. 
On pourra donc, grâce au concept D.S.L . de PROCESS exprimer les 
concepts MERISE de processus et opération : 
un .e_r2._c..!_s~u~ sera spécifié par un PROCESS général dont 
un des attributs sera : ATTRIBUTES ARE nomenclature 
'processus' J 
une ~érJ'!_tio.D,_sera quant à elle spécifiée par un PROCESS 
(éventuellement SUBPART d'un PROCESS beaucoup plus géné-
ral) mais d'action beaucoup plus limitée. Un de ses at-
tributs sera: ATTRIBUTES ARE nomenclature 'opération•; 
Le fait que dans MERISE, une opération s'effectue sans attente 
externe et qu'elle est non interruptibJe ne pose aucun problème; 
il suffit de prendre cette convention dans les spécifications 
D.S.L. et éventuellementr de subdiviser les différents PROCESSES 
en PROCESSES plus fins et non interruptihles (lP.s clauses 
INTERRUPTSJ 
RESUMES et leurs dérivés ne seront donc pas utilisées). 
ABORTS 
Signalons qu'en ce qui concerne la spécificatjon de la durée d' 
une opération, la clause [DURINC syst-p~ remplit cette fonction 
en D.S.L. 
Enfin 1 1 ~p o thès~ ~ allo cati o~ com_E._l èt-=.. de~res~'::E~~ avant 1 1 
exécution d'un PROCESS est également faite en D.S.L. 
En MERISE: 
L'action exercée sur les données par une opération du système 
s'exprime par l'énoncé d'un certa i n nombre de règles de gestion. 
De plus, pour chacune de ces règles, on cite les propriétés en 
entrée et en sortie. 
En D.S.L.: 
Cet énoncé de REG peut très bien se faire de façon littéraire 
dans la PROCEDURE d'un PROCESS. 
PROCEDURE: attribut d'un PROCESS qui décrit les opérations d' 
un PROCESS comme un ensemble de règles et d'activi-
tés reljées logiquement entre elles et spécifiées 
en format de texte. 
ex. de PROCEDURE: 
Pour un PROCESS qui calcule, à partir de données des cartes 
provenant dlune pointeuse, le salaire des ouvriers • 
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PROCEDURE; 
1. calcul du salaire brut à partir de données des car-
tes de pointeuse, 
2. calcul des taxes sur le salaire brut, 
3. soustraction des taxes du salaire brut pour obtenir 
le salaire net, 
4. mise à jour de l'enregis t rement de l'o uvrier, 
5. mise à jour de l'enregistrement du département, 
6. génération du chèque; 
Pour la spécification des informations en entrée et en sortie 
du PROCESS, on utilise les clauses: 
En MERISE 
RECEIVES/GENERATES pour le s messages, 
USES/DERIVES pour les structures de données utilisées. 
MfSSRGf 
GENERRTES 
L'émission d'un résultat par une opération 
est en général c onditionn ,~e_ear une r~le 
~émi~s,!9.!J, règle de gestion particulière 
faisant intervenir des propriétés des évé-




Un PROCESS peut, lorsqu'il se termine (et aussi lorsqu'il chan-
ge d'état), causer un événement, émettre un mess~& les deux 
pouvant éventuellement contribuer à un point de synchronisation 
ou même déclencher un autre PROCESS. 
Toutes ces actions peuvent être effectuées en fonction de ..E,_ondi-
ti~~ que l'on peut spécifier comme suit: 
IF cond-name IS[TRUE ON TERMINATION 
FALSE iTRI GGERS P; CAUSES ev; CDNTRIBUTES TO GENERATES m; sy; 
et définir la condition comme suit: 
Rmq 
DEFINE CONDITION cond-name; 
PROBABILITY TRUE IS syst-pm; 
TRUE WHILE j 
nested syntax: c 1 est à ce niveau que l'on donne-
ra 'la _E_è_gl~~émission~ 
Cette règle peut, elle aussi~ · ~tre 
fonction d'un attribut d'un événe-
ment en entrée ou d'un paramètre 
(SYSTEM-PARAMETER) défini par ailleurs 
dans la syntaxe actuelle de D.S.L., la génération d'un 
message et l'émission d'un événement (résultat) à partir 
d'un PROCESS ne sont pas soumises à la réalisntion d'une 
condition. Il faut donc ajouter la clause [IF cond-name 
IS[TRUE l dans ces 2 cas (si c'est possible). 
FALSE 
Donc, jusqu'à présent, la spécification d'un PROCESS peut com-
porter les clauses suivantes: 
DEFINE PROCESS procoss-name; 
ATTRIBUTES ARE attr-name syst-pm (, attr-name syst-pm); 





rel~tion-namJ) entity-name . 








DERIVES lset-name ~ ( [set-name 





PART OF process-name; 
SUBPARTS ARE process-name (, process-name); 
~F condition-name IS {TRUE 7 ON ~INCEPTION 
{FALS~ lTERMINATIDN 
~F condition-name IS (TRUE 7 ON {INCEPTION 
lFALsg (TERM I NATION 
synchro-pt-name (, synchro-pt-name); 
rIF condition-name IS TRUE 7 jINCEPTION 
t FALS~ ON lTE RMINATION 
En MERISE : 
CAUSES event-name; 
CONTRIBU TES TO 
TRIGGERS process- name; 
Les évén~e0.:J.résultats déclenchent éventuellement pnr l'inter-
médiaire de ~nch~nisation~, les différentes opérations du M.C.T. 
Celles-ci émettent, lorsqu'elles sont terminé es, des résul~aJ:...s..!.. 
En D.S.L.: 
EVENT/MESSAGE : 
EVENT ,: un événement es t provoqué p 2r un chan~memt d'état du 
systèm..=_ connu d'un observateur uniquement p c• r l'inter-
médiaire d'un message. 
Le contenu du MESSAGE associé à un événement sera spé-
cifié en tant qutattributs de cet événement (il y a no-
tamment,comme attributs,des précisions sur le temps et 
le lieu). 
L'événement peut avoir 2 sortes d'attributs~ 
.attributs explicites spécifiés par la clause 
,!\TTRIBUTES ARE, 
.attributs implicites découlant de "l'histoire" 
de l'événement. 
On distingue également des év~nements externes et internes 
(1) INTERFACE 
.événe~nt_e~~~_: stimulus gén ,; ré par un 
INTE RFACE (1) auquel le système considéré 
doit réagir. 
Ce stimulus s e ra considéré comme une occur-
rence de MESSAGE provenant d'un INTERFACE 
objet décrivant une partie de l'organisation ou 
de l'environnement avec laquelle le système con-
sidéré est en relation par l'intermédiaire d'émis-
sion de me s sages. 
~ --------- -----------------------------~-----
Rmq 
s~il e s t porteur d'information : 
DEFINE ME SSAGE m-name; 
GENERATED BY interface-name; 
ON GENE RATION CAUSES ev-name; 
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sinon, s'il est seulement un signal, il sera 
directement spécifié comme un EVENT expl ici-
te généré par un INTERFACE: 
DEFINE EVENT ev-name; 
GENERATED BY interface-name; 
., ' + • t ' ' t · de'roule 'a l' • ev~~~:_ in ·erne : evenemen quJ. se 
intérieur du système considéré, conséquence 
soit d'un changement d'état d 1 un PROCESS , soit 
de l'émission d 1 un MESSAGE par un PROCES S. 
ex DEF IN E PROCESS p; 
ON TERMINATION CAUSES even t-1 ; 
ou . OEFINE MESS /\ CE m• . 
' 
CU! ERATED BY p; 
mi GE NEn/'ITIO M CAUSES event-1; 
Un EVE NT peut évidemment déclencher un PROCESS 
ou con tri bu er~ un SYN CHRDNIZATION-POINT(1) 
(actions éventuellement soumises~ la réali-
sation d'une certaine condition). 
ex : DE F I N E EV O l T e ; 
(rF condi tio n-name IS {TRUE ]ON 
FALSE 
TRIGGERS process-name; 
ou: CONTRI BUTES TO synchro-rt-name; 
GE NERATIOM 
en D.S.L., l a notion de 'résultat' n'est p as explicite : 
il s'agit d 1 un EV EN T comme les autres. 
Si on veut reprendre la dist inction événement/résultat de 
MERISE (les raisons de cette distinction ont ét é exposées 
au chap.II 1.3.), il suffira, en D. S. L., de qua].ifier 1 1 
EVE NT qui re p ré sentera un résu l tat p • r un attribut: 
ATTRIBUTES ARE nature-de-l 'év é nemen t 'résultat•; 
En D. S. L.: 
SYNCHRONIZATION-POINT point d'attente d'une occurrence d'une 
(1) cfr. ci-après. 
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combinaison d'événements. 
C'est un concept tout à fait identique à celui de 1syn-
chronisation1 de MERISE. 
La liste des 'entrées' au point de synchronisation se-
ra donnée par la clause de CONTRIBUTED BY. 
Le prédicat sera explicite lors de la s~écification du 
PREDICATE du SYNCHRONIZATION-POJNT ( 2). 
C'est aussi au n ive au du PREDICATE que l'on fournira 
les ~~iti~s_local~ grâce à la clause \rJHERE. 
Chaque réalisation d'un point de synchronisation génè-
re une occurrence d'un certain événement (qui peut être 
implicite); ce dernier aura comm e attributs implicites, 
les attributs des événements contribuants. 
Par définition, ch aqu e flux men ant au point de synchro-
nisation disparatt en tant que tel et est fondu dans un 
nouveau flux lors de la réalisation de cette synchroni-
sation. 
La contribution d 1 un élément d'entrée à la synchronisa-
tion peut être limitée~n_durée: elle peut être instan-
tanée, elle est effectu ~e jusqu 'à la r~ali sat ion du pGint 
de synchronisation ou elle peut être limitée par l'émis-
sion d'un certain 6vénemen t (c'est l'interêt de la no-
tion 'durée de vie' d'un év~nernent/résultat dans MERISE) : 
clause ~ CONTRIBUTES TO synchro-pt-name 
Ul\!TIL •••·;de l'EVENT. 
Ainsi, on peut av oir: 
DEFINE SYNCHRONIZATIO N-PO INT synchro-pt-name; 
CONTRIBUTED BY event-name (UNTIL ••• ); 
CONTRIBUTED BY GENERATION OF message-name (UNTIL ••• ); 
CONTRIBUTED BY {TERMINATION OF process-name; 
INCEPTION 
CONTRIBUTED BY synchro-pt-name UNTIL ••• ; 
CAUSES event-name; 
CONTRIBUTES TO synchro-pt-name UNTIL ••• ; 
TRIGGERS process-name; 
(2) au niveau de l'expression booléenne dans le PREDICATE, il 




Cette syntaxe est sim p lifiée d'autres clauses peuvent, 
en effet, être spécifiées (conditions, délais, ••• ). 
En MERISE: 
Commentaires sur les règl e s d'évolution. 
Consommation des occurrenc es d 1 un é v~nement (r é sul t at au niveau 
de la synchronis e tion (1) ). 
Une fois le prédicat vérifié, la synchronisa t ion e s t activée et 
instantanément franchie. 
Les occurrences en entrée néce s saires à la vérification de p sont 
alors consommées et l'évén Pment interne en sortie généré. 
• ,I 
ll>IST'AWTitr,IE 
Rmq: il est possible de condit i onner le franchisse~ent de la 
synchronisation S à un e variable supplémentaire : varia-
bl~~é~a_!_ 'mtle~e~ provenant d'un moniteur; ceci permet 
d'activer un ensemble de synchronisations avec des prio-
rités différentes (cfr. chap.V. 1 ). 
En D.S.L.: 
nès que le prédicat est vérifié, le point de synchronisation 
,, ' 1· '" t ' 1 t ' est ~.:!._2:_S~ e, ega emen franchi instantanement. 
Quant au conditionnement du franchissement d'un point de syn-
(1) Les règles de consommation des occurrences des événements/ 
résultats lors du franchissement de synchronisati~ns ou d 1 
opérations s'inspirent du mécanisme de consommntion des je-
tons dans les réseaux de Pétri. 
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chronisation en introduisant une variable 'majeure' gérée par 
un moniteur, cela n'appara!t pas explicitement en D.S.L. Des 
politiques d'ordonnancemen t sont cependant introduites au ni-
veau de la simulation, notamment pour tester des politiques de 
réalisation. Un moniteur s'avère alors nécessaire pour gérer 
les problèmes de priorités et les règles d'ordonnancement. 
En MERISE : 
Commentaires sur les conflits, les cardinalité 3 d 1 ün événemen~/ 
résultat, et la participation d'un événemen!.:/résultat. 
Lorsqu'un type d'événement externe ( ou de résultat interne) par-
ticipe à plusieurs synchronisation(s) et/ou opération(s), on dit 
qu'il y a ~nflit_e_o~ib]~ pour ou sur ce type d'événement (ou 
de résultat). 
ex. 
CONFLIT SUR L 'EVEl'IEMElvT E' 
0:1. 
Le conflit est résolu si les condit i ons d'entrée de ces événe-




On peut également éliminer le conflit sur un événement ou un 
résultat en les produisant avec une cardinalité convenable 
-------- -------- ----
c.-à-d. en les produisant sous la forme de plusieurs occurren-
ces identiques {plusieurs jetons), autant en fait que de syn-
chronisation(s) et/ou opération(s) en conflit. 
ex: reprenons la fig.49 
Rmg 
S1.. 
plus de conflit sur 
e~ car 2 occurrences 
identiques sont pro-
duites. 
Toute occurrence produite devra alors être consommée. 
Si, par le jeu des cardinalités, on ne parvient pAs à 
régler le conflit, le moniteur le fera en util isa nt ses 
variables d'état. 
On appelle participation ou largeur de l'événement-type E ou 
du résultat-type R à la synchronisation S (ou l'opération O), 
le nombre d'occurrences différentes de E ou de R nécessaire$à 
l'activation de S(ou de 0). 
ex: b 
I , b p::. a ET 2 participation de b à S: 2 
0 
En D.S.L.: 
MERISE, pour le formalisme des traitements, se base sur les ré-
seaux de Pétri~ Chaque occurrence d'événement et/ou résultat 
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sera assimilée à un jeton qui 'voyagera' dans le graphe en sui-
vant certaines r~gles de consommation et de génération (ex 
lorsqu'une synchronisation ou une opération est activée, il y 
a consommation d'une occurrence (éventuellement n) du ou des 
type(s) · d'événements/résultats nécessaire(s) pour cette acti-
vation). 
Les notions de conflit et de cardinalité découlent directement 
de cette symbolisation . En D.S.L., on n'utilise pas ce tte sché-
matisation, ce qui simplifie le problème. En effet, une occur-
rence ~év~nement peut, par exemple, déclencher plusieurs PROCES-
SES et participer à plusieurs SYNCHRONIZATION-POINTS sans que 
cela pose des problèm es particuliers de conflit et de cardin ali-
té: il suffit simplement de signaler l'activité de cet événe-
ment lors de sa spécification. 
Quant à la notion de ~rticip.!!.tio~ elle a été résolue en O.S.L. 
en utilisant un point de synchronisation qui utilise dans la 
clause PREDICAT[ un compteur qui, d~s que le nombre fixé d'occur-
rences d'événement est atteint, fait que le point de synchroni-
sation est réalisé. 
Ex : déclenchement d 1 une occurrence de PROCESS de facturation 
pour 100 formules de commande reconstituées. 
DEFINE SYNCHRONTZATION-POINT sy-accumulation; 
PREDICATE; 
COUNT (ev-reconstitute d-order ) = 100; 
COIJNT est une foncti on qui compte le nombre de réalisations 
des points de synchronisation sy-order-reconstitution et 
donc le nombre d'événements ev-recon s tituted-or.der. 
VI.3. Comment D.S.L. pourrait exprimer les concefits du M.L.T. 
MERISE. 
Rappel : les définitions des concepts dti M.L.T. de MERISE ont 











Comme nous avons déj~ eu l'occasion de le signaler, la structu-





Afin de toujours savoir à quel niveau on se situe dans les mo-
dèles de MERISE, il serait utile de préciser, pour chaque objet 
D.S.L. spécifié, un attribut 'de niveau• : 
------------
ATTRIBUTES ARE a-level 1 conceptual'; 
ou ATTRlBUTES ARE a-level 'logical'; 
En ce qui concerne la structure procédure-phase-tâche-traitement, 

















F'ORMIIT J)E TEXTE 
La procédure fonctionnelle MERISE sera traduite en n.s.L. de 
la façon suivante (1) 
DEFINE PROCESS pf-nom-de-procédure; 
ATTRIBUTES ARE a-level 1 logical', 
a-nomenclature 'procedure'; 
SUBPARTS ARE t-nom-de-phase, 
t-nom-de-phase, 
TRIGGERED BY GENERATION of nom-de-MESSAGE; 
RECEIVES m-nom-de-MESSAGE; 
ou TRICCEREO BY nom-d 1 -EVENT; 
GENERATES ~am-de-MESSAGE; 
ON TERMINATION CAUSES nom-d 1 -EVENT; 
En ce qui concerne les phases_de MERISE, on les traduit en 
D.S.L. par : 
DEFINE PROCESS ph-nom-de-phase; 
ATTRIBUTES ARE a-level 'logical', 
a-nomencla~ure 'phase'; 
PART OF pf-nom-de-procédure; 
SUBPARTS ARE t-nom-de-tâche, 
t-nom-de-tâche, 
TRIGGERED BY nom-d 1 -EVENT; 
ou TRIGGERED BY nom-de-synchro-point; 
(1) Il s'agit d'une syntax e simplifiée. 
ou TRIGGERED BY GENERATION OF m-nom-de-MESSAGE; 
RECEIVES m-nom-de-MES SAGE; 
ON TERMINATION CAUSES ev-nom-d'-EVENT; 
et/ou 
GENERATES m-nom-de-MESSAGE; 
Les tâches et les traitements deviendront en D.S.Lo : 
------------
DEFINE PROCESS t-nom-de-tâche; 
ATTIBUTES ARE a-level 'logical', 
a-nomenclature •tâche'; 
PART OF ph-nom-de-phase; 
TRIGGERED BY ev-nom-d'-EV EN T; 
ou TRIGGERED BY nom-de-synchro-pt; 
ou TRIGGERED BY GENERATION OF m-nom-de-MESSAGE; 
RECEIVES m-nom-de-MESS AGE; 





• énumération en format de texte de l'ensemble des opé-
rations effectu ées rar la tâche, c.-à-dire l'ensem-
ble des 1traite~n_!:_s~ qu'elle réalise • 
• Cette description peut déjà être orientée vers la pro-
grammation en particulier si elle définit un algorithme 
plus ou moins précis (utilisation de structures telles 
que : si ••• alors ••• sinon .•. ; 
recommencer l'op érat ion jusqu'à ce que ••• ); 
En MERISE: 
On retrouve au niveau du M.L.T., les concepts d'i~én~~e.Q_t, de 
ré~l tat et de ~nchro.!J._isati9I1 que l'on a déjà définis au M.C. T. 
Rmq. : Les synchronisations interviennent éventuellement en dé-
but de phase ou de tâche mais pas en début d'une procé-
dure fonctionnelle puisque cette dernière est déclenchée 
par une occurrence d'un type d'événement (naturel). 
De plus, pour les événements ou les ré s ul t ats, on peut décrire 
un certain nombre de blocs logiques ~•..:..n!_réE:_O~~e_s~_!:_ie et 
..[_rill~. 
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En D. S. L. ! 
La traduction en D.S.L. des événements, des résultats et des 
synchronisations de MERISE, ne posent aucun problème grâce aux 
concepts d'QEN.!. et de SYNCH~O!i}l_A_!_ION-P~NT déjà vus plus haut 
(niveau conceptuel des traitements). 
En ce qui conc e rne 
- les blocs d'entrée ou de sortie qui ne sont en fait 
que des ensembles de propriétés rattach ~es soit à 
des événements s oit à des résultats, on peut faci-
lement en tenir compte en D.S.L. grâce à la clause 
CONSISTS OF rattachant un ensemble de propriétés 
(GROUP) à un MESSAGE en entrée ou en sortie d'un 
PROCESS (un CROUP par BLE ou BLS) 
On aura a i nsi, par exemple : 
DEFINE MESSAGE message-name; 
... 
CONSISTS OF group-name (, group-name); 
un GROUP é tant défini de la façon suivante 
DEFINE CROUP group-name; 
CONSISTS OF Jgroup-name \ 
lelement-nameJ 
CONTAINED IN message-name; 
( [ group-n3me \) ) element-name) 
- les gril les : leur description peut se fairë faci-
En MERISE: 
lement sous forme de commentaires grâce à la clause 
LAYOUT d'un objet MESS AGE ; 
OEFINE MESSAGE message-name; 
LAYOUT; 
comment entry; 
Aux concepts déjà vus s'ajoutent ceux de 
poste: centre j 1 activité- élémentaire, de l'organis-
me, il comprend tout ce qui est nécessaire 
(hommes, machines, espace, outilla~e ••• ) ~ 
l'exécution des tâches. 
site ensemble de moyens de traitement automatisé 
établis en un lieu donné. 
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En o.s.L.: 
Le poste sera défini comme étant un objet PROCESSOR, objet qui 
peut exécuter des PROCESSES (en l'occurrence des PROCESSES ph-
nom-de-phases) en utilisant et en consommant des ressources. 
Les PROCESSORS 'postes' peuvent ~tre composés, tout comme en 
MERISE, d'hommes et de machines que l'on spécifiera: (en tant 
que SUBPARTS OF ••• ) 
- soit comme ;".'~S~~~s réutilisables ( f1EUS'.\G LE-RESOURCES); 
dans ce cas, on aura tenjance à privilégier la no-
tion de 'po ste'; 
- soit cormre .E_Eocesseurs auxiJ.jaircs utilisés par le 
poste afin d'accomplir cer tAl nes 'tâches' (au sens 
MERISE) bien définies. 
C'est cette seconde proposition qu i me semble la mieux adaptée 
ici car el] e exprime une certaine actiy_i.i_é_ (_.PROCESSORS) de la 
part des hommes et des machines. 
Rmq: Il n'y .a pas de différence rie nature entre un proces s eur 
et une ressource réutili sa ble mais une différence rle ni-
veau .d 'analy se . 
La spécification du __EEst~pourrait donc être en D.S.L. 
DEFINE PROCESSOR pr-nom-de-poste; 
UNIT OF MEASURE IS ••• ; 
SUBPAaTS ARE pr-nom-de-processeur . auxiliaire (, pr-nom-de-
processeur auxiliaire); 
ACTIVE FOLLOWING ••• ; ( CRLEWDRiER )' fU.TÎ'IRTiOW.), 
PERFORMS ph-nom-de-phase; 
EMPLOYS pr-employé AT RATE OF ••• 
TO PERFORM t-nom-de-tâche-1; 
EMPLOYS pr-machine-1 AT RATE OF ••• 
TO PERFORM t-nom-de_-tâche._-2; 
CONSUMES •••••• ; 
avec 
DEFINE PROCESSOR pr-employé; 
UNIT OF MEASURE IS ••• ; 
PART OF pr-nom-de-poste; 
CAPACITY IS.1.SHARABLE AMONGr..; 
ACTIVE FOLLOWI~G ••• ; 
PERFORMS t-tâche-1 DURING ••• ; 
PERFORMS t-tâche-4 OURI~G ••• ; 
EMPLOYED BY pr-nom-de-poste AT RATE OF ••• 
TO PERFORM t-nom-de-tâc he-1; 
• • • 
CONSUMES ••• ; 
de même pour le PROCESSOR auxiliaire pr-machine-1. 
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Qu an t au si te , on p o 11 rra i t 1 e défi n i r c a r.1 rr. e un p r o cesse u r c--, n g 1 o -
bant un certain nombre de processeurs auxiliaires (ou de ressour-
ces réutilisables) de type '..!!:a~hi~e~ : 
DEFINE PROCESSOR s ite; 
SUBPARTS ARE pr-machine-1, 
p r..am achine-2, 
. 
. . . ' 
Vl.4. Prise en compt e de s qualifications et des ressources. 
Nous venons donc de voir comment on peut traduire en D.S.L. 
les concepts des modèles de MERISE suivants : 
modèles conceptuels des donnée s et des traitements, 
modèle logique des traitements, 
ce qui contitue en fait une grande p c: rtie des spécifications 
fonctionnelles du S.I. 
Il reste maintenant~ pr ~ndre en conpte les quantifications et 
les ressources. 
Les quantifications 
Les quant~fications sont contenues dans le CATI. Leur tra-
duction en D.S.L. ne pose aucun problème 
effet de toutes lr.s clauses nécessaires. 
Ex : • cardinali tés de relations ..l 
' 
on dispose en 
CONNECTIVITY IS sys-pm TO sys-pm BETWEEN ••• 
• nombre d'occurrences d'individus 
CARDINALJTY IS sys-pm FO~ entity-name (~ sys-pm 
FOR entity-name ); 
clause définie au niveau d'un SET • 
• des fré~nces de _g_énération de messa~s ou 
d'événement.ê.frésultats : 
GENERATED BY {process-name l AT FREQUENCY OF sys-pm 
interface-nameJ 
TIM[S PER interval-name; 
• de calendriers ou d'intervalles de temps : 
-------- ---- ----------
DEFINE CALENDAR calendar-name; 
ou DEFINE INTERVAL interval - name; 
.des paramètres de tous genres : 
--------------
DEFINE SYSTEM-PARAME TER sys-pm ; 
VALUE IS ••• ; 
• de~ ~i tés ~e_m.;:..s~r~ ~~:_Prix _ 




Pour que les spécifications fonctionnelles soient complètes 
il faudra.i t y inclure des spécifications propres aux ~~ 
~~~~•Cela permettrait,entre autres, à MERISE d'utiliser 
de façon intéressante les outils de simulation développés 
sur la B.D. de spécifications D.S.L. 
Malheureusement, si les proce s seurs sont bien consid~r~S 
dans MERISE (postes - hommes - machines), les notions de 
ressources ne le sont pas . (du moins pas encore). 
Le concepteur MERISE devra dons introduire lui-même les spé-
cifications D.S.L. relatives aux re s sources (REUSA•LE-
RESOURCES, CONSUMABLE-RESOURCES) ainsi que les clauses qui 
les détaillent (processeurs qui les utilisent ou les con-
somment, taux d'utilisation et d e consommation ••• ). 
Conclusion. 
S_yn thèse du mémo ire. 
Les systèmes d'information automatisés sont amenés 
~ jouer un t r~s gr and r6le dans le 'management' des organ isa-
tio ns . De s m~thod es de conception et de réalis q tian de S. I. 
voient l.e jo ur un p e u pa r tout. Mous a vons essa yé , du -.::a nt ce 
travail , de comp arer deux de ces méthodes : MERISE , rlévelo ppée 
P. ,U x en Proven c •:; p :n l 1équipe d 1 H., TARf)I L" LJ , et 'N ,M UR', étu-
dj ~e à J. 1 I n s t it u t d'Inforrnabque d e Nam ur p - r l'équipe der. 
BODART o 
Ce tte c or.1para iso n s ' est f a ite en plusieu:-s étapes. 
Ap r ~s avoir r ap pelé les diffJrent s niveaux qui ont é t6 retenus 
p ar MERISE et I N ,;MUI~ 1 pour l a des c ription des S. I. ( ni ve nux 
conceptuel, logique et physique), nous pvons ex posé les modèles 
de donn ~e s et de t raitement s propres aux niveaux de des cription 
conceptuel et log iq ue (l e niv e au physique ne nous a pas i nt éres -
aé dans ce travail ca r il est trop tributaire de cnnsid~rat i ons 
techniques. 
Nous avons ~tudi~ ensuite, pour ch8cune des deux Ap-
proch es retEnu c s, les cor:ces po ndanc 8s q11i nnt ,~t é f:t ablies P.n-
tre les différent s modèl es (mod è l e s extern es -modèles conceptu-
els, modèles conceptu eJ.s-mod È'd s s logiques) ain si que l es pro-
bl~mes de cohérence entre le s mod ~l es de donn 6es et les modèl e s 
de traitements et ce, ~ ch aque n ive ~u. 
Les démarche s m~tho dologi gu es pour la conception du 
S. I. ont fait ég ~lement l'o bjet d 'un ch ari::. tr.e. I.l fa u-::: cep en da n t 
signaler que la démarche proposée par 'NAMUR' n 1 en e ~ t encore qu• ~ 
.i•,tat embryonnaire . 
Nous avons considér8 ensuite les outils développés par 
MERISE et 'NAMUR. Ces outils . travaillent à partir d'une B.D. que 
l'on aura eu sojn de construire (CATI ou B.D. de spécifications) 
et ont pour but d'aider le ou les concepteur(s) du S.I. dans sa 
(leur) t~che de conception et de réalisation. 
Enfin, en guise d'annexe, nous avons jeté les bases 
d'un interface qui, ~ partir du CATI MERI SE, pourrAit opérer la 
traduction en D.S.L. et fournir une B.D. de spécifications sur 
laquelle trevailleraient les outils développés par 'NAMUR'. 
Intér&t du , . memoi.re. 
Ce mémoire avait notamment pour objectif de proposer 
Lm e démar che mé t hodolog ique propre à 1 ; ! nsti tut d'Informatique 
de Namur et qui serait le résultat de la mise en co m~un d'un 
ensemble de travaux d,j~ effectués par certaines personnes de 
l'Institut. Elle s'appu ierait sur des mod~les et proroserajl 
un certain nombre d'outils d'aide au concepteur. ~ous a vons 
baptis~ cette méthode: rNAMUR' et nous l'avons décrite durant 
tout ce travail. De plus, nous l'avons compar~e ~ M[RIS[ a fin 
de d~g a ger les similitudes e t les diffirences qui existent 
ent re c es deu x méthodes, aussi bien au niveal.l des concep t s que 
nous avons tenté de clarifier, que de la dém arche e t de s outils. 
Nous en avons également pro fi i:é pour montrer les tra-
vaux faits au niveau de la de scription de la dynamique (trai-
tements) dans les s.r. et ce, à travers l'étude des deux appro-
ches considérées. Nous avons vu ainsi comment il ~tait possible 
de modéliser les traitements du S.I. en conservant la découpe 
en niveaux conceptuel, logique et physique, découpe uti]is~e ' 
depuis longtemps dans la construction des bases de donn~es. 
Nous avon s pu au ssi constater la simi].itude des tra-
vaux effectués par l es équipes d'Aix en Provence et Je Namur, 
à une exception près : le dévelop p ement des outils. En effet, 
si MER ISE s 'efforce d'élaborer des outils de manipulation du 
CATI en vue de la réalisation du S. I., 'NAMUR' a donné la pri-
orité au développement d'un langage de spécification (incluant 
l'aspect dynamique du S.I.) et d' un outil qui doit permettre 
d'évaluer, par ·simulation~ la 'faisabilité' des spécifications 
conceptuelles effectuées, par rapport~ un ensemble de ressour-
ces et de moyens. 
C1 est en raison de cette similitude que nous avons 
envisagé de construire un interface qui permettrait 1 MERISE 
d'utiliser les outils développés~ Namur. 
Extensions po ss ibles. 
Pour chacune des deux méthodes,il reste ~ développer 
un certain nombre d'outils: 
Pour MERISE : 
I l reste~ ~laborer .la plupart des outils concernant les trai-
tements du S.I. (construction et vérif ica-
tion du M.C.T., passage au M.L.T., passage 
au M. P. T. , ••• ) ; 
Pou r 'NAMUR' : 
.un outil de simulation du fonc t ionn ement 
du S.I. (cfr. (, . p.137). 
On envisage de construi re .l~s outils qui doivent facil i ter 
1 1 eKploitation de la B. D. où sont 
stock~s l es r ,sult a ts de la simulation 
(cfr. fjg.42 p.150); 
.un g,nérateur automatique rl 1 une ' ma -
quette' de programme (' throw - away 1 
code) ~ par.tir de la spécification 
de l'algorithme afin d'~valuer le 
caractère effectif des règles de trai-
tement et de l'algorithme. 
Enfin, toujours dans l'optiqu e de la comparaison, i] 
resterait~ ~valuer l' efficacité des deux démarches qu ant~ la 
ponception et 8 la réalisation des S.I. On pourrait prendre pour 
cela, une application particulière , construire le S.I. en utili-
sant MERISE et 'NAMUR' et en comparer les r,sult~ts. 
Pourquoi pas même reprendre le cas 1 PETITPAS' et le traiter 
suivant MERISE? Ce trav ai l était cependant trop long pour ltra 
fait dans le cadre de ce mémoire. 
Je terminerai on soulevant quelques que st ions : 
-Quelle est, en effet, la productivité de telles méthodes, notam-
ment pour les P.M.E.? N'impliquent-elles pas l'utilisation d'un 
matériel puissant et d'un personnel fort qualifié dont elles ne 
disposent pas? 
-Quelle est l'efficacité de s concepts rel~tif~ ~ la_ dynamique 
dea . S.I. Reflètent-ils bien la réalité? 
Ces questions feront peut-être l'objet d'autres travaux! 
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