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Abstract
Concerns still exist over the safety of prolonged exposure to radio frequency
(RF) wireless transmissions and there are also potential data security issues
due to remote signal interception. Airborne ultrasound may be used as an
alternative to RF for indoor wireless communication systems for securely trans-
mitting data at short ranges. This thesis describes the design and evaluation of
an airborne ultrasonic communication system using capacitive transducers.
Most ultrasonic data communication systems developed in the past have
looked at single-channel modulations, achieving relatively low bandwidth effi-
ciency. In this study, basic digital modulation schemes, such as ON-OFF keying
(OOK) and binary phase-shift keying (BPSK), were implemented successfully
over multiple parallel channels over an air gap of up to 10 m with wireless
synchronization using ultrasonic means. A simulation model that can precisely
predict ultrasonic signals through the air channel was also created to help with
signal characterisation. Error free decoding was achieved over ranges up to
5 m using multichannel OOK with a data transfer rate of 60 kb/s. This range
could be extended up to 10 m using BPSK with a reduced rate of 30 kb/s. To
further improve the bandwidth utilisation and eliminate the need for filtering,
quadrature amplitude modulation (QAM) using orthogonal frequency division
multiplexing (OFDM) method was investigated. The recorded data rate was
800 kb/s at 0.7 m with no measurable errors using prototype broadband ultra-
sonic transducers, and 180 kb/s at 6 m using relatively narrowband commer-
cially available transducers. In comparison to the previous systems, this work
has achieved improved data rates at both short and long ranges.
Non line-of-sight (LOS) conditions may occur in an indoor environment and
the effects of reflection and diffraction on wireless data transmission were stud-
ied in this thesis. The experimental results indicate that modulations with low-
xix
order format at low frequency channels are more robust in terms of system bit
error rate through a non-LOS path. Full-duplex communication using both sep-
arated and interleaved channel allocations for forward and reverse links were
investigated. By using 16QAM-OFDM with recently obtained SensComp trans-
ducers, the achieved data rates at 5 m were 40 kb/s and 20 kb/s, respectively.
This thesis has also looked at implementing an indoor communication
network with ceiling-mounted base stations and a mobile communicator for
practical applications. An asynchronous ultrasonic location technique using
Gold Code modulated ranging signals was chosen to optimise the modula-
tion schemes, and offer automatic handover between different cell regions on
a switch on and off basis as all base stations use the same frequency bands
for data transmission. Within a circular range of 0.15 m, 16QAM-OFDM can
be used to achieve a higher uplink data transfer rate of 37.4 kb/s while the
range can be extended up to 0.35 m by using QPSK-OFDM with a data rate of
18.7 kb/s. For the uplink connection, the achieved data rates using 16QAM-
OFDM and QPSK-OFDM are 36.1 kb/s and 18.1 kb/s, respectively. A more ro-
bust handover technique using received signal strength with hysteresis was also
proposed to improve system efficiency when multiple mobile users subscribed
to the service.
xx
Chapter 1
Introduction
1.1 Introduction
Sound is a mechanical vibration that moves as a pressure wave through solids,
liquids and gases. In physiology and psychology, the term sound refers to the
auditory sensation produced by the human ear due to the perception of the
vibrations [1]. Sound is also used by most species in the animal kingdom for
detecting danger, navigation, predation and communication. The frequency of
vibration of the sound, f , is related to the velocity of the wave in the medium, c,
and the wavelength of the oscillation, λ, expressed by the well-known formula
f = c
λ
. (1.1)
The frequency f is measured in Hertz (Hz), where 1 Hz = 1 cycle per second.
If this frequency is within the approximate range 20 Hz to 20 kHz, the sound is
audible; above 20 kHz, the sound waves are referred to as ultrasound; beneath
20 Hz, they are called infrasound which usually occur naturally in earthquakes,
ocean waves, volcanoes, etc. Though ultrasound is beyond the range of human
hearing, it is especially useful for animals like bats [2], which live in dark caves
and need to locate prey and obstacles at night, and porpoises [3], which use ul-
trasound to detect the position and speed of objects in turbid water. Ultrasound
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has also been used extensively in the medical profession [4], for diagnosis,
imaging and therapeutic applications, and in engineering applications such as
flaw detection [5], dimensional measurements [6] and material characteriza-
tion [7].
This introductory chapter begins with a brief history of ultrasonics. This
is followed by the basic properties of ultrasonic waves such as propagation
mechanisms through a medium, atmospheric absorption and diffraction from
a source transducer. Air-coupled ultrasonic transducers will be introduced, and
the use of ultrasound in wireless communications in air will also be discussed.
An overview of the remaining chapters of this thesis will then be given in the
final section.
1.2 A brief history of ultrasound
Long before the use of ultrasound in modern science, the stage was set with
the investigation of sound. As early as 1826, Jean-Daniel Colladon, a Swiss
physicist, and his assistant Jacques-Charles-François Sturm, a mathematician,
measured the speed of sound in the fresh water of Lake Geneva in Switzer-
land [8]. In their experiment, an underwater bell was struck simultaneously
with ignition of gunpowder on one boat, while the sound of the bell and the
flash from the gunpowder were observed in another boat 13 km away. By mea-
suring the time interval between these two events, the reported speed of sound
in water at 8 °C was 1435 m/s, compared with the presently accepted value of
about 1439 m/s [9]. Many years later, in 1877, Lord Rayleigh published his
famous book The theory of sound [10], which became the foundation for the
science of ultrasound.
In 1880, French physicists Pierre and Jacques Curie discovered the piezo-
electric effect [11]. The Curie brothers observed when pressure was applied to
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a quartz crystal, an electric charge will appear on its faces. This charge was
directly proportional to the force applied to it. Conversely, vibration of the
crystal was measured if it was placed in an alternating electric field. The phe-
nomenon was named “piezoelectricity” as the word “piezo” means “to press” in
Greek. Unfortunately, due to the underdeveloped status of electronics during
that time, the importance of this discovery in ultrasound generation was not re-
alised until more than 30 years later, in 1912, after the sinking of Titanic. The
research of underwater object detection was extensively developed. Together
with the outbreak of World War I, the use of this technology was focused on
underwater signalling and navigation for the purpose of detecting submarines.
By 1917, a powerful high frequency ultrasonic SONAR (SOund Navigation And
Ranging) system [12] was developed by Pierre Curie’s doctoral student Paul
Langevin and a Russian scientist Constantin Chilowsky. This technique was fur-
ther improved in classified research activities during World War II and finally
became acceptably practical.
In 1928, the concept of ultrasonic metal flaw detection was first sug-
gested by Soviet Physicist Sergei Sokolov at the Electrotechnical Institute of
Leningrad [13]. He showed that by observing the variations in ultrasonic en-
ergy transmitted across the metal, the hidden flaws inside the metal can then be
detected. Over the following two decades, a number of systems were developed
for this task. One of the early pioneers of such reflective metal flaw detecting
devices was Floyd Firestone at the University of Michigan [14]. Since 1941, the
devices were manufactured by Sperry Inc. to detect the flaws in metal for in-
dustrial purposes [15]. The same principle was employed by Josef and Herbert
Krautkrämer who produced their first German version pulse-echo metal flaw
detector in Cologne in 1949 [16], followed by equipment from Karl Deutsch
in Wuppertal [17]. The technique is now known as non-destructive evaluation
(NDE) or non-destructive testing (NDT).
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The use of ultrasound in the field of medicine through the 1930s was ini-
tially confined to therapeutic applications such as cancer treatments and phys-
ical therapy for various ailments, utilising its heating and disruptive effects on
animal tissues [18]. In 1942, Karl Dussik, a Neurologist and Psychiatrist at Uni-
versity of Vienna, was generally regarded as the first person attempted to locate
brain tumours by measuring the transmission of ultrasound beams through the
skull [19]. Later in 1949, George Ludwig and Francis Struthers, working at the
Naval Medical Research Institute in Bethesda, Maryland, investigated the use of
reflective pulse-echo ultrasound methodology on detecting gallstones and for-
eign bodies in animal tissues [20]. Since the 1940s, Douglass Howry, at the
University of Colorado, and Joseph Holmes, a nephrologist at the Veteran’s Ad-
ministration Hospital in Denver, had started pioneering ultrasonic research on
the development of B-mode (brightness-mode) equipment, visualising soft tis-
sue structure in the body in a 2-dimensional and sectional manner [21]. The
1960s and 1970s, saw the introduction of linear and phased-array transduc-
ers into commercial instruments, further improve the ultrasound images and
expand the use of the ultrasonic technology.
Up until now, piezoelectric transducers are still most commonly used for
the generation and detection of ultrasound in solids, however, usually with ex-
pensive couplant gels or using immersion tanks, which could be impractical
in some cases. Since the 1990s, there are an increased number of researches
that have focused on building high sensitivity, broadband transducers for air-
coupled applications. Compared with piezoelectric transducers, capacitive (or
electrostatic) transducers have improved impedance matching to air, and were
found to be a good alternative for the use of non-contact inspection methods.
Recently, the use of airborne ultrasound for wireless communication and posi-
tioning has been proposed by several authors [22–25] due to its high security
features (this is discussed further in Section 1.5). The study of a secure commu-
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nications network using modulated ultrasound in air is the focus of this thesis.
Therefore, the basic properties of ultrasound relevant to the work in this thesis
will be covered in the next section.
1.3 Basic properties of ultrasound
1.3.1 The propagation of ultrasound through a medium
An ultrasonic wave is the propagation of a mechanical vibration through a
medium at frequencies above human hearing. If the particles of the material
move in the same direction as the propagation of the wave, the resulting wave is
called a longitudinal or compressional wave as shown schematically in Fig. 1.1.
Such waves may exist in solids, liquids or gases. If the motion of the material
particles is perpendicular to the direction of the wave as shown in Fig. 1.2, such
waves are known as transverse or shear waves. Shear waves only exist in solids
or a very few viscous liquids that can support shear stresses. The velocity of
an ultrasonic wave through a medium varies with the physical properties of the
medium. In low-density materials such as gases, particles may move relatively
large distances before they influence neighbouring particles. In these media,
the velocity of an ultrasonic wave is relatively low. While in solids, particles are
constrained in their motions, and the velocity of ultrasound is relatively high.
The velocity of longitudinal waves through a medium can be calculated from
the bulk modulus, B, and the mass density of the medium, ρ, as [26]
c =
√
B
ρ
. (1.2)
The velocity of sound in air is dependent on humidity, frequency, temperature
and pressure [27–29]. However, for an approximate calculation, the effects of
humidity, frequency and pressure can be neglected, and the velocity is mainly
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Figure 1.1: Particle motion for a compressional wave.
Direction of propagation
Direction of particle motion
λ 
Figure 1.2: Particle motion for a shear wave.
dependent on temperature according to the equation [30]
c = 331.31
√
T/273.16, (1.3)
in m/s, where T is the air temperature in Kelvin. Therefore, at 20 °C (293.15 K),
the velocity of sound is approximately 343.2 m/s.
Besides compression and shear waves, various different types of waves can
also be produced in solids. Surface waves or Rayleigh waves can be generated
when particle movement is elliptical and such waves exist only in the surface
of solids to a depth of about a wavelength [31]. Lamb waves can exist in
plate material, containing a component of oscillation at right angles to the sur-
face [32]. Other complex waves which occur between the interfaces of materi-
als are Stoneley waves [33] and Love waves [34], and as they are not required
for this thesis will not be described further.
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1.3.2 Ultrasonic absorption in air
The propagation of ultrasonic waves through air is not lossless due to effects
such as internal friction and thermal conductivity. This results in the loss of
oscillation energy accompanied by an increase in temperature of the air. The
sound pressure decays exponentially with propagation distance, d, due to ab-
sorption attenuation, and for plane waves it can be calculated as [31]
p = p0e−αd, (1.4)
where p is the sound pressure at a distance d from an initial pressure p0,
and α is taken as the sound attenuation coefficient in Np/m. Note that
1 Np = 20/ln10 dB ≈ 8.686 dB.
Accurate calculation of this absorption can be difficult as the air is a vari-
able mixture of gases [35]. However, only two mechanisms are assumed to be
important in atmospheric absorption. The first one is known as classical loss as-
sociated with the transfer of the kinetic energy of the molecules into heat, while
the second one is called relaxation loss which is caused when the translational
energy of the molecules is absorbed into the gas molecules themselves. The
classical absorption due to viscous and thermal conduction losses at a particu-
lar frequency f , is a function of temperature and pressure, according to [35]
αcl = 4.85× 10−8 T/T0
T + 110.4f
2/(P/P0), (1.5)
in dB/m, where T is the measured temperature (in K) and T0 is the standard
atmospheric temperature (293.15 K). P and P0 are the measured atmospheric
pressure and the standard pressure (101.325 kPa), respectively. The two main
forms of loss that contribute to the relaxation loss are the rotational relaxation
loss and vibrational relaxation loss. Rotational relaxation loss is also a function
of frequency, temperature and pressure. Therefore, rotational absorption can
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be combined with classical absorption as αcr:
αcr = 1.59× 10−10 (T/T0)
1/2f 2
P/P0
, (1.6)
in dB/m. Vibrational loss depends on the particular atmospheric constituent
and the per cent mole fraction of water vapour as well as frequency, tempera-
ture and pressure [36]. The composition of air can be seen as a mixture of four
normal atmospheric constituents: nitrogen (N2), oxygen (O2), carbon dioxide
(CO2) and water vapour (H2O). The studies in [35] discovered that during
vibrational energy-transfer processes, all the reactions including CO2 can be ig-
nored without affecting the results. Therefore, only the absorption associated
with the relaxation of vibrationally excited oxygen and nitrogen molecules, and
their interaction with water vapour are considered. The vibrational attenuation
constant can be divided into two separate formulas
αvib,O = 1.11× 10−1(T0/T )5/2 e
−2239.1/T
fr,O + f 2/fr,O
f 2, (1.7)
and
αvib,N = 9.29× 10−1 e
−3352/T
fr,N + f 2/fr,N
f 2, (1.8)
in dB/m, where
fr,O = (P/P0)(24 + 4.41× 104h 0.05 + h0.391 + h), (1.9)
fr,N = (P/P0)(T/T0)−1/2{9 + 350he−6.142[(T/T0)−1/3−1]}. (1.10)
Here fr,O and fr,N are scaled relaxation frequencies for oxygen and nitrogen in
Hertz, and h is the absolute humidity which is calculated as
8
h = hr(Psat/P ), (1.11)
in percent, where hr is the relative humidity for a given sample of moist air
under pressure P and at a temperature T , and Psat is the saturation vapour
pressure of pure water at the same temperature T . The total absorption coeffi-
cient, α, can then be expressed as
α = αcr + αvib,O + αvib,N . (1.12)
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Figure 1.3: Absorption coefficient for sound propagation in air as a function of
frequency.
According to (1.12), the absorption coefficient for sound propagation in air,
α, can be estimated as plotted in Fig. 1.3. Note that the factors which contribute
to the absorption coefficient in the simulation were set at P = P0 = 1 atm,
T = T0 = 293.15 K (20°C), and hr = 70%. It can be seen from Fig. 1.3, the
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Figure 1.4: Total absorption attenuation of sound transmitted through an air
gap of 1 m as a function of frequency at 1 atm, 20°C and 70% relative humidity.
classical-plus-rotational absorption coefficient, αcr, is proportional to the sound
frequency, and it becomes a dominant contribution to overall absorption, α,
when the frequency is in excess of 300 kHz. Therefore, vibrational absorption
can be neglected at higher frequencies where the air humidity has no effect on
the total absorption. Fig. 1.4 shows a attenuation curve of sound at different
frequencies from 0 to 1 MHz transmitted through an air gap of 1 m. As can be
seen, the air has a low-pass filtering effect on sound signals, and the attenuation
drops below -160 dB when the sound frequency is 1 MHz at 1 m. It indicates
that for an effective ultrasonic transmission in air the upper frequencies are
limited to around 1 MHz due to excessive atmospheric absorption.
1.3.3 Diffraction effects
It is important to understand how the wave motion propagates as a sound field.
If a plane wave travels through an aperture in a screen as shown in Fig. 1.5,
the sound field is changed due to diffraction effects. According to Huygens’
principle, the annular waves caused by the edge effects, on superposition upon
10
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Figure 1.5: Interference structure of sound field according to Huygens’ princi-
ple.
the plane waves, produce a field of maxima and minima of the sound pressure
due to constructive and destructive interference. As can be seen from Fig. 1.5,
in instantaneous exposures of the sound field, the maxima travel with the wave
along the dotted curves towards the axis. The position of the last pressure
maxima on the axis at a distance N from the source, depends on the values
of the aperture opening D and wavelength λ can be described in the following
relationship [37]
N = D
2 − λ2
4λ . (1.13)
The field beyond N is known as the far field or ‘Fraunhöfer region’, and the one
between the source and the last maxima is called the near field. N is therefore
named as the near-field length. The variation of the sound pressure along the
axis at a distance z is given by
p = p02sin
(
pi
λ
[
√
(D/2)2 + z2 − z]
)
, (1.14)
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where p0 is the sound pressure at a distance of z = 0. Fig. 1.6 gives an il-
lustrative example of the sound pressure along the axis of a 10 mm, 300 kHz
ultrasonic transmitter. According to (1.13), the calculated near-field length N
here is 21.6 mm. As can be seen, after a series of pressure variations, the sound
pressure gradually drops from its last maxima towards to zero with the increase
of distance z on the axis.
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Figure 1.6: Sound pressure p on the axis of a 10 mm, 300 kHz piston source in
air.
It is important to note that the maximum sound pressure is always found
along the axis in the far-field. The sound pressure field outside the central axis
with an angle γ at a distance z can be calculated by the formula [37]
p = 2pz
J1(X)
X
, (1.15)
where X = pi(D/λ)sinγ. Here J1(X) represents the first-order Bessel function
and pz is the pressure on the axis at z where J1(X)/X = 1. Therefore, the
theoretical far-field sound pressure curve as a function of the angle γ can be
plotted as shown in Fig. 1.7. Note the value of D/λ is 8.75, the same parameter
settings as used in Fig. 1.6. The radiation pattern shows a steep decay of the
sound pressure with the increase of the angle γ at both sides of the source. For
this special case when D/λ = 8.75, the first zero point occurs at γ = 8◦, and this
is called the angle of divergence, γ0. Based on a plane piston ultrasonic source,
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the profile of the emitted sound beam can be illustrated diagrammatically in
Fig. 1.8, showing the divergence angle γ. Since X = 3.83 is the first root of the
first-order Bessel function, the angle γ to the first nulls of the radiation pattern
can then be calculated as
sinγ0 =
3.83λ
piD
≈ 1.22(λ/D), (1.16)
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Figure 1.7: Relative sound pressure in the far-field as a function of divergence
angle γ for D/λ = 8.75.
Note this equation is only valid for λ D and thus becomes increasingly inac-
curate with low frequency signals using small diameter ultrasonic sources [31].
It is more intuitive to display the sound pressure field as a function of radial dis-
tance as illustrated in Fig. 1.9. As compared in Fig. 1.9 (a) and (b), the angular
characteristics show that a high frequency sound will have a more directional
beam while a low frequency sound with larger wavelength will have a more
diverged beam.
For the theoretical prediction of the ultrasonic radiation field in front of a
plane piston, an impulse response method [38, 39] can be used to efficiently
calculate the pressure field. The mathematical model assumes that the pres-
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Figure 1.8: Schematic diagram of the sound field of a piston source.
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Figure 1.9: Sound pressure fields in air as a function of radial distance with
different sound frequencies: (a) f = 300 kHz and D/λ = 8.75, (b) f = 100 kHz
and D/λ = 2.92.
sure at the observation point M as shown in Fig. 1.10 can be computed from
the interference of the plane wave from the source, and edge waves which are
diffracted at the boundaries of the source [40, 41]. The velocity potential im-
pulse response Φ(M, t) can be written as
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Figure 1.10: Location of an observation point M , showing transit times of
plane and edge waves.
Φ(M, t) = c|A|H(t− t1) + ( c2pi ) cos
−1{(ct)
2 − z2 + x2 − r2
2x[(ct)2 − z2]1/2 }H(t− t2)H(t3 − t),
(1.17)
where
t1 = z/c, (1.18)
t2 = [(r − x)2 + z2]1/2/c, (1.19)
t3 = [(r + x)2 + z2]1/2/c. (1.20)
Here c is the wave velocity within the medium, t is time, and H is the Heaviside
step function, which is defined as unity for t > 0 and zero for all other cases.
r represents the transducer radius, x and z are the radial and axial distances
respectively. The value of |A| depends on the field position. For M opposite
the front face the value is 1. If x = r, the value drops to 0.5, and |A| is zero
at greater radial distances when x > r. The pressure impulse response p(M, t)
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for an arbitrary point M is defined as the differential of the velocity potential
impulse response:
p(M, t) = ρ0(δΦ/δt)(M, t), (1.21)
where ρ0 is the density of the medium. Equation (1.21) is only valid for values
when t1 ≤ t ≤ t3; elsewhere p(M, t) = 0. Fig. 1.11 shows the predicted radiated
beam profile for a 10 mm diameter piston source driven by a 300 kHz ultrasonic
signal. As can be seen, the theoretical pressure field plot is divided into two
distinct regions. A series of maxima and minima which occurred by constructive
and destructive interference is found in the near field region. In the far field
region, the pressure decays gradually from a maximum to zero along the axis.
It can also be found that the beam is diverged in the radial axis, consisting of a
strong central lobe and numerous side lobes.
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Figure 1.11: Theoretical prediction of sound field for a 10 mm diameter piston
source driven by a 300 kHz ultrasonic signal using impulse response method.
Note that the colour scale is normalised intensity.
1.4 Ultrasonic transducers
A transducer is any device that converts one form of energy into another. An
ultrasonic transducer converts electrical energy into mechanical energy, in the
form of ultrasound, and vice versa. A well-designed ultrasonic transducer with
good sensitivity, sufficient bandwidth, and effective operational range in air
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is an essential requirement for air-coupled ultrasonic communication systems.
There are several types of devices to generate and detect ultrasonic waves in air.
Two of the most popular ones are piezoelectric and capacitive (or electrostatic)
transducers.
1.4.1 Piezoelectric transducers
Piezoelectric transducers are the most widely used devices for ultrasonic trans-
duction. This is mainly because the transducers are generally low-cost, highly
effective, and thus well suited to an industrial environment. They have been
successfully developed for the use in the area of NDE [37]. However, the main
problem with conventional ultrasonic methods is the need for a liquid or gelati-
nous couplant between the transducer and the test material [42]. For instance,
the use of the ultrasonic water immersion method will cause permanent damage
to some test objects such as wood products, explosives, art objects, and certain
electronic-packaging materials. In addition, water is not compatible with some
industrial manufacturing processes, and may bring inconvenience especially in
the aerospace industry [43].
For air-coupled applications, the energy conversion efficiency of piezoelec-
tric devices is very low due to the large acoustic impedance mismatch that oc-
curs at the boundary between the transducer and air. Generally, when an ultra-
sonic wave is incident on a plane boundary between two media, some ultrasonic
energy will be reflected, and some will be transmitted or refracted through the
interface [31]. The quantities of transmitted and reflected energy are depen-
dent on the specific acoustic impedance Z of a medium, which is the product of
the density ρ of the medium and the acoustic velocity c in the medium:
Z = ρc. (1.22)
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The transmission coefficient, T , is given by
T = 4Z1Z2(Z1 + Z2)2
, (1.23)
and the reflection coefficient, R, by
R =
(
Z1 − Z2
Z1 + Z2
)2
, (1.24)
where Z1 and Z2 are the acoustic impedances of the two media. From (1.24),
it is obvious that a large difference in the values of Z1 and Z2 results in a
large reflection coefficient, and thus a small transmission coefficient. The ba-
sic approach to design an air-coupled piezoelectric transducer is to attach an
impedance matching layer to the front of the device, therefore partially mitigat-
ing the impedance mismatch between the air and piezoelectric element [44].
This layer should have an acoustic impedance between that of air and the piezo-
electric, with an optimum value of ZL, given by
ZL =
√
Z1Z2. (1.25)
To maximise the energy transfer, a matching layer of thickness equal to a quar-
ter wavelength at the centre frequency is required [18], and this reduces the
overall bandwidth of the device. A wide set of different materials such as
epoxy resin [44], silicon rubber [45], aerogel [46], balsa wood [46, 47], and
piezopolymer foil [48–51] have been selected. The transducer sensitivity can be
improved by a single matching layer, but multiple matching layers are needed
to widen the frequency bandwidth at the expense of signal intensity [52]. An-
other approach to reduce the impedance mismatch between the piezoelectric
and air is to use micromachined 1-3 piezocomposite ceramic elements [53].
Though improved sensitivity and bandwidth were found from the proposed so-
lution, the complexity of the manufacturing process is still a major concern for
wider application.
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1.4.2 Capacitive transducers
Capacitive or electrostatic transducers are efficient devices for the transduction
of ultrasound in air. The devices are essentially a parallel-plate capacitor with
a thin flexible membrane fixed over a rigid immovable conducting backplate.
They are similar in form to a condenser microphone that the motion of the
membrane serves to change the capacitance which results in a change in the
electrical potential [26]. The first condenser microphone used as an acoustic
detector dates back as early as 1917 [54]. However, the use of capacitive trans-
ducers for airborne ultrasonics is reported in the 1950s [55]. The construction
of the transducer consists of a very thin flexible metallised polymer membrane
and a conducting contoured backplate, allowing the frequency response of the
transducers to be increased well into the ultrasonic region, with low acoustic
impedance and wide bandwidth. A schematic diagram of the device is shown
in Fig. 1.12. As can be seen, one side of the membrane is metallised with a
conducting layer as the upper electrode, and the contoured backplate is the
lower electrode. A D.C. bias voltage is usually applied between the two elec-
trodes, electrostatically trapping tiny air pockets between the membrane and
the backplate. Consequently, the trapped air acts as a natural spring, mak-
D.C. bias
Drive 
signal
Contoured conducting 
backplate
Polymer film
Conducting layer Air gaps
Figure 1.12: Schematic diagram of a capacitive transducer for generation and
detection of ultrasound in air.
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ing the acoustic impedance of the device more closely matched to that of air.
When operating as an ultrasonic transmitter, an alternating voltage driven by
the source signal is superimposed over the D.C. bias, causing the charge on the
two electrodes to vary. Accordingly, the movement of the metallised polymer
film produces longitudinal pressure oscillations in the air, so that an ultrasonic
wave is generated with a frequency corresponding to that of the alternating
voltage applied to the transducer. Acting as a detector, an ultrasonic wave strik-
ing the membrane causes it to vibrate, vary the air gaps behind it and thus the
capacitance of the device. The change in capacitance can then be amplified
with a charge amplifier.
The behaviour of the capacitive transducer, in terms of centre frequency,
bandwidth and sensitivity, is determined by many factors such as the surface
profile of the backplate [56, 57], membrane thickness and density [58, 59],
and the D.C. bias voltage used [60, 61]. The response of capacitive transducers
has been both modelled theoretically and measured experimentally in the past
literature [56, 58, 62–65].
The structures of backplates used in the design of ultrasonic capacitive trans-
ducers in air can be broadly divided into two categories, those using a rough-
ened or a grooved surface finish. The first assumes that the metal-coated mem-
brane acts as a frictionless piston constrained by an air spring. Therefore, the
approximate resonant frequency, f , can be calculated by [56]
f = 12pi
√
γPa
ρdmda
, (1.26)
where γ is the adiabatic constant of air, Pa is the atmospheric pressure, ρ is
the density of the membrane, and dm and da are the thickness of the membrane
and the air gap, respectively. This model suggests that the resonant behaviour is
controlled by the air-gap and membrane thickness. It has been found by several
authors [56, 62, 63] that the air-gap model predicts the resonant frequency
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of the random-backplate transducer reasonably well. However, for randomly
roughened backplate transducers, the detailed surface finish varies from one
plate to another even produced by the same manufacturing process. Thus, it is
difficult to get consistent results from these devices.
Alternatively, grooved backplate transducers which consist of either parallel
or circular rails and grooves can be manufactured to fairly precise specifica-
tions. As the grooved pattern provides many individual resonant elements, the
resonant frequency of the device can be predicted by applying Helmholtz’s res-
onator model [36, 66]
f = c
pi
√
ρ0
2σh, (1.27)
where c is the speed of sound in air, ρ0 is the air density, σ is the mass per unit
area of the membrane, and h is the depth of the groove. In this model, the
groove width is ignored, and experimental results suggest that the tension of
the membrane has little effect on the resonant frequency [59, 61].
Various studies have been reported on the characterization of capacitive
transducers, but it has been found that the bandwidth and sensitivity of the
devices is largely dependent on the backplate geometry. For this reason,
new designs of capacitive transducers based on silicon micromachining tech-
niques [67] have been introduced for precise control over the backplate surface
features. Another reason for developing micromachined structures is the possi-
bility of integrating transducers and peripheral circuits on the same chip, as the
same standard silicon processing is used during fabrication [67–69]. These de-
vices, also known as capacitive micromachined ultrasonic transducers (CMUTs),
have been investigated by many authors [60, 70–72] for use in air, and some
have developed systems in the field of ultrasound medical imaging [73–75].
It should be noted that piezoelectric ultrasonic transducers are more robust,
and require no extra bias voltage compared to capacitive ultrasonic transduc-
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ers. However, as the air-pocket/membrane transduction system of a capacitive
transducer has a higher coupling efficiency, and more importantly, much wider
operating bandwidth compared with that of piezoelectrics [76, 77], only capac-
itive ultrasonic transducers are used as the transmitters and receivers for the
communication systems presented in this thesis.
1.5 Air-coupled ultrasonic communications
The use of modulated ultrasound as a way of communication has existed for
many years. Most ultrasonic communication systems have been developed for
underwater applications because the physical properties of liquids tend to al-
low sound waves travelling via molecular vibrations to cover relatively long
distances. However, sound propagation in air is more difficult, in that it is
much more susceptible to changes in atmospheric conditions and attenuation
is significant. As ultrasonic signals do not travel long distances in air, it is not
surprising that most ultrasonic communication systems are designed for indoor
use [22–24, 78]. This section will give a insight into the field of ultrasonic
communications in air including its advantages compared to existing wireless
communication methods, a review of air-coupled ultrasonic transmissions and
the past literature in the area.
1.5.1 Comparison to existing methods
Radio frequency (RF) waves, or electromagnetic radiation with frequencies
ranging from 30 kHz to 300 GHz, have been utilized for wireless communica-
tions by civilian or military personnel for decades. Wireless RF connectivity has
now become a fundamental part of our daily lives and is being regarded as an
essential commodity similar to gas, water and electricity. The most well-known
applications of RF wireless communications are, for example, radio broadcast-
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ing, Bluetooth, wireless local area network (WLAN), mobile communication
and satellite communication [79]. However, the huge success of these tech-
nologies makes the RF spectrum overcrowded, and the frequency band is in
short supply. It is also strictly regulated to control the performance of and
prevent interference from different communication systems [80]. This partly
constrains the system flexibility in allocating spectrum resources. In addition,
due to the radiative nature of the RF communications, the signals can be easily
intercepted remotely [81], therefore limiting their ability to provide a secure
system to ensure confidentiality of information. Furthermore, RF methods are
inappropriate in some circumstances where communication is required, such
as explosive atmospheres in industry, which require intrinsically safe devices.
Long term exposure to RF radiation is also considered as a potential threat to
public health as the World Health Organization (WHO) classifies the emitting
RF electromagnetic fields as a possible human carcinogen [82]. Some countries
are also restricting the use of RF, for example, in 2015, the Assemblée Nationale
in France passed a bill prohibiting the installation of Wi-Fi equipment in areas
dedicated to the activities of children under 3 years of age [83].
Infrared (IR) light is invisible electromagnetic radiation with a spectrum
between microwaves (300 GHz) and visible light (400 THz) [84]. Wireless in-
frared communication uses a light-emitting diode (LED) to transmit a signal as
bursts of non-visible light, and receives the light pulses using a photodiode or
photodetector before retrieving the information they contain [85]. Compared
with RF technology, IR transmissions are virtually unregulated, and the high
directionality of the beam makes the system relatively immunity to multipath
interferences. In addition, like visible light, infrared radiation does not pass
through solid barriers, so that infrared signals are confined to an indoor envi-
ronment, preventing malicious interventions such as eavesdropping and jam-
ming. Though IR method can provide more secure data transmission, line-of-
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sight (LOS) connection is necessary. Its output power is also limited due to eye
safety regulations [86]. Besides, direct sunlight or some artificial-light sources
like tungsten and fluorescent lamps may contribute to high levels of shot noise
in a photodetector which degrades the performance of IR transmissions [87].
Ultrasonic communications in air have several advantages over conventional
RF- and IR-based solutions. Unlike RF communications, ultrasonic transmis-
sions can be implemented by simple and inexpensive means at unregulated
frequency bands, and in an interference-free manner in circumstances where
radio emission is restricted. On the other hand, ultrasonic signals in air are
difficult to intercept through solid barriers as ultrasonic waves are not as pen-
etrating as radio waves. Thus, ultrasound and IR technology share the same
advantage that allows the establishment of more secure communication links.
However, ultrasonic transmissions are more immune to environmental electro-
magnetic noise sources, and they are not limited to LOS operation. The medical
experience of therapeutic and diagnostic ultrasound in the last few decades has
shown that the use of ultrasound is relatively harmless, as long as the overall
acoustic output intensity is limited to safe levels, preventing hazardous bioef-
fects such as heating and cavitation in tissues [88]. Diagnostic ultrasound is
also supported by WHO in that it is recognized as a safe, effective, and highly
flexible imaging modality capable of providing clinically relevant information
about most parts of the body in a rapid and cost-effective fashion [89]. In sum-
mary, the license-free ultrasonic transmissions eliminate any potential conflict
with existing RF systems, and provide secure data delivery without harmful
effects on the human body. Therefore, the use of ultrasonic technology in wire-
less communications can be considered as an ideal alternative to both RF and
IR systems.
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1.5.2 Prior works
In general, a communication system is an operational assembly to transfer in-
formation from one side to the other. Fig. 1.13 shows a collection of functional
blocks that comprise a communication system. As can be seen, coding and
modulation are the two key components to construct the system. Therefore,
the objectives to enable a good communication system are to implement appro-
priate modulation schemes over suitable frequency bands, achieving sufficient
data transfer rates at ranges with acceptable reliability.
Information 
source
Channel 
Source 
encoder
Modulator
Output 
information 
Source 
decoder
Demodulator
Figure 1.13: Basic elements of a communication system.
The use of ultrasonic waves as a means of signal transmission in air has
been patented by several authors. For instance, the design of an ultrasonic
communication system including an omnidirectional transducer and a cordless
earpiece with an ultrasonic microphone has been proposed [90]. Similar work
looked at the invention of a hands-free ultrasonic telephone with a designed bit
rate of 1-10 kb/s at a frequency band between 200 and 400 kHz [91]. Other
patents such as a personal sound system [92], a speech translator [93], and
a wireless mobile headset [94] using ultrasonic connections have also been
proposed.
The first generation batteryless, wireless remote control system for TV re-
ceivers was designed by Robert Adler for Zenith televisions in the 1950s [78].
Distinctive high frequency sounds at ultrasonic frequencies of around 40 kHz
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were produced by striking different lengths of aluminium rod with a set of ham-
mer buttons. These sounds were decoded at the TV, which changed channels
appropriately. Research conducted by Oak Ridge National Laboratory in 2000
has successfully demonstrated transmitting and receiving ultrasonic data across
a 3-m distance through air at 31 kHz, with a system rate of 75 b/s [95]. In [22],
an indoor data communication system was developed by emitting frequency-
shift keying (FSK) modulated ultrasonic signals. In this work, the attainable
transmission range achieved was above 10 m, with a data rate of 100 b/s on a
4 kHz bandwidth at 40 kHz. Later work on multichannel data communication
investigated high frequency amplitude-shift keying (ASK) and ON-OFF keying
(OOK) at 250 kHz with only a 0.5 m transmission distance and achieved an
80 kb/s data transfer rate using prototype transducers [96]. In [24], the authors
studied the performance of air-coupled ultrasonic transmission over directional
short-range links using OOK, binary frequency-shift keying (BFSK) and binary
phase-shift keying (BPSK) modulations. The system started to experience error
decoding at a range of 1.6 m and the maximum data rate achieved was 83 kb/s
using a physical hard wired synchronization link between the transmitter and
the receiver in a laboratory environment. Another later study implemented
quadrature phase-shift keying (QPSK) modulation using the same custom-made
capacitive transducers in [24] and achieved a bit rate of 200 kb/s over 1.2 m in
air [97]. Fig. 1.14 compares the above airborne ultrasonic data communication
systems in terms of their data rates and attainable transmission ranges. It has to
be noted that all these previous works considered only line-of-sight (LOS) path,
and with proper error correction methods used, the system can potentially be
more robust, however, sacrificing part of the system data rate.
Compared with RF based systems, ultrasonic systems can provide more ac-
curate measurement of time-of-flight (TOF) for location estimation at low cost,
owing to the low propagation speed of ultrasonic waves in air. Therefore, a vari-
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Figure 1.14: Comparison of different airborne ultrasonic data communication
systems and their data rates at attainable transmission ranges. A, B, C, D, E
refer to the works referenced in [97], [96], [24], [95] and [22], respectively.
ety of ultrasonic communication systems used for indoor positioning and local-
ization have been reported in the past literature. In [98], an indoor positioning
system used in hospitals was developed based on ultrasound, achieving a data
rate of 100 b/s with a channel efficiency of 0.025 b/s/Hz. This work addressed
some of the major challenges in air-coupled ultrasonic communications due to
Doppler shift and reverberation for more robust and practical use, however, at
the sacrifice of data rate. Another later work also implemented an indoor lo-
cation system, using broadband ultrasonic transmitter and receiver units [23].
This broadband system allowed the use of spread spectrum, multiple access
techniques in its ranging signals and improved the overall data rate to 20 kb/s
with a higher bandwidth efficiency of 0.26 b/s/Hz. More recent work looked
at a 2-channel orthogonal frequency division multiplexing (OFDM) scheme for
the use in localization systems [25]. However, as piezoelectric transducers were
used in the work, the achieved data rate was only 5.7 kb/s and the measured
packet error rate was 13% at a distance of 18 m. Other works proposed high
accuracy 2D and 3D ultrasonic positioning systems as an extension of Global
27
Positioning System (GPS) for indoor applications [99, 100].
There also have been some studies of airborne ultrasound in the field of
human-computer interaction (HCI) [101]. For example, an ultrasonic system
looked at implementing a computer input device containing a writing instru-
ment coupled to ultrasonic transmitters which allowed the system to continu-
ously determine the position of the stylus [102]. In [103], a touchless human
computer interface has been designed with a plurality of ultrasonic transducers
as user input devices. Another recent work proposed a prototype network-
ing framework for wearable medical devices based on ultrasonic communica-
tions [104]. To meet the privacy and security requirements, the health infor-
mation of a patient can be collected and transmitted through an ultrasonic link.
1.6 Outline of the thesis
The research work described in this thesis aims to achieve a practical indoor
ultrasonic data communication network, implementation and evaluation of the
most efficient modulation schemes for the limited bandwidth available using
air-coupled capacitive transducers, and create a simulation model that can pre-
cisely predict ultrasonic signals through the air channel.
In Chapter 2, multicarrier modulation schemes including OOK and BPSK
using a pair of commercially available air-coupled capacitive transducers are
investigated. A simulation model for estimating ultrasonic signals through the
air channel is also proposed. In addition, system performance metrics including
data transfer rate, transmission range and bit error rate result are evaluated.
Chapter 3 presents pilot-aided orthogonal multicarrier modulation methods
for airborne ultrasonic communication using both prototype and commercially
available transducers. The ultrasonic propagation model for signal prediction
is also used to simulate received signals, and compared with the experimental
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results. System performance in both LOS and multipath scenarios is evaluated.
Chapter 4 looks at the ultrasonic data communication under non-LOS trans-
mission conditions including reflection and diffraction. Different OFDM mod-
ulation methods are analysed and compared in possible non-LOS propagation
configurations. Full-duplex communications using both separated and inter-
leaved forward and reverse bands are also investigated.
Chapter 5 describes an indoor full-duplex communication network with
ceiling-mounted base stations and a mobile unit. A RF-free ultrasonic posi-
tioning method for estimating the user location is investigated with its ranging
accuracy evaluated. The handover mechanism is discussed later in this chapter
for seamless switching data connections between different cells.
Chapter 6 gives the main contributions and the conclusions of the work.
Suggestions for future research are also proposed in this chapter.
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Chapter 2
Evaluation of Frequency Division
Multiplexing (FDM) Schemes in
Ultrasonic Communications
2.1 Introduction
The work described in this chapter investigates a practical wireless ultrasonic
communication system with multicarrier modulation schemes using a pair of
commercially available air-coupled capacitive transducers, and proposes a sim-
ulation model for estimating ultrasonic signals through the air channel. The in-
strumentation used for the experiment work will be introduced in Section 2.2,
followed by wireless signal characterization including bandlimiting filtering,
synchronization techniques, modulation and demodulation methods in Section
2.3. Section 2.4 will evaluate the system reliability based on bit error rate
(BER) measurements. In Section 2.5 and 2.6, ultrasonic transmissions in air
using range-dependent modulation schemes with variable data transfer rates
and in misaligned conditions are presented, respectively. Section 2.7 gives the
conclusion of this chapter.
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2.2 Instrumentation
There is a capacitive ultrasonic transducer widely available commercially, de-
signed by Polaroid as a range finder for autofocus cameras but can be purchased
on its own. These ultrasonic sensors are now manufactured by SensComp Inc.,
which is an original equipment manufacturer products division of Polaroid. The
transducers used in this work are series 600 environmental grade ultrasonic
sensors [1] as shown in Fig. 2.1. The transducers are specially designed for
operation in air at an ultrasonic frequency of 50 kHz with a beam angle of
15◦ at -6 dB. These devices are composed of a gold coated polymer membrane
and a rigid contoured aluminium backplate with an aperture size of 38.4 mm.
The SensComp series 600 capacitive transducers have been used for different
scientific research such as robotic applications [2], ultrasonic tomography of
concrete structures [3], and acoustic separation of suspending submicron solid
particles in gases [4].
Figure 2.1: SensComp series 600 environmental grade ultrasonic transducer.
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2.2.1 Experimental set-up
Fig. 2.2 illustrates the experimental setup of the ultrasonic communication sys-
tem. The data to be transmitted were encoded and modulated using MATLAB
(The Math Works, Inc.) before sending to a TTi TGA 12102 arbitrary wave-
form generator (Thurlby Thandar Instruments Ltd.) via a GPIB interface. The
voltage signal was then amplified by a Falco WMA-300 amplifier (Falco Sys-
tems B.V.) and combined with a bias voltage of +200 V generated by a Delta
Elektronika SM3004-D power supply (Delta Elektronika B.V.). The receiver
transducer was connected to a Cooknell CA6/C charge amplifier (Cooknell Elec-
tronics Ltd.) powered by a Cooknell SU2/C power supply unit and followed by
a high-performance PicoScope 6403A PC oscilloscope (Pico Technology). Af-
ter that, the signal was sent to another PC through a USB interface for signal
processing.
TTi TGA12102
100MHz AWG
Delta 
Elektronika 
SM3004-D 
Power Supply 
Cooknell CA6/C 
Charge 
Amplifier
PicoScope 
6403A PC 
Oscilloscope
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Transmitter Receiver
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Cooknell SU2/C 
Power Supply 
Unit
DATA
SYNC.
Figure 2.2: Schematic diagram of the experimental set-up.
2.2.2 System and noise characteristics
The overall system impulse response, frequency response and phase response
over a typical range of 2 m are shown in Fig. 2.3(a), (b), and (c), respectively.
The received impulse was measured by sending a pulse signal generated by a
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Panametrics 500PR pulser (Panametrics, Inc.) from the transmitter transducer
to the receiver transducer through the air gap. As can be seen in Fig. 2.3(b),
the spectrum peaks at about 50 kHz as expected, and it indicates using data
channels at ultrasonic frequencies from 46 kHz to 113 kHz is appropriate in
terms of 6-dB bandwidth which is about 68 kHz. The phase response of the
channel is nearly linear across the 6-dB bandwidth as shown in Fig. 2.3(c). It
means that there is no phase distortion due to the time delay of frequencies
relative to one another.
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Figure 2.3: System characteristics over 2 m: (a) impulse response; (b) fre-
quency response; and (c) phase response.
In addition, to analyse the background noise, a signal was captured by send-
ing no data from the transmitter transducer in an indoor laboratory environ-
ment as Fig. 2.4(a) shows. Accordingly, its frequency spectrum is illustrated in
Fig. 2.4(b). As can be seen, within the audio frequency range up to 20 kHz,
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the magnitude response is relatively higher. But it stays relatively constant af-
terwards, extending to ultrasonic frequencies. Therefore, most ambient noise is
audio noise which can be easily filtered out. It should be noted that in many in-
dustrial applications, a maximum spectral density of acoustic noise is observed
at frequencies up to 40 kHz [5]. Thus, higher operating frequencies are pre-
ferred. The recorded impulse peak-to-peak signal amplitude was approximately
187 mV and the background noise level was about 3 mV giving a signal-to-noise
ratio (SNR) of 35.8 dB at this range.
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Figure 2.4: Background noise in: (a) time domain; and (b) frequency domain.
2.3 System description
2.3.1 Signal design
In practical digital wireless communications, inter-symbol interference (ISI) is
an unavoidable consequence [6] after the signal has been transmitted through
non-ideal channels where the symbol duration is significantly smaller than the
time dispersion. In such a case, a channel equalizer is usually employed at the
receiver to compensate for the channel distortion [7]. However, ISI still causes a
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certain amount of performance degradation, even when an optimum detector is
used to recover the information symbols at the receiver [8]. An alternative ap-
proach is to divide the available bandwidth into a number of equal-bandwidth
subchannels, where the bandwidth of each subchannel is sufficiently narrow so
that the frequency response characteristics of the subchannels are nearly ideal.
Consequently, the data can be transmitted by frequency-division multiplexing
(FDM).
Assuming that a sequence of transmitted data symbols can be denoted as
{dk}, k = −∞, ...,∞. The transmitted signal s(t) with linear modulation is then
given by
s(t) = hT (t) ∗
∞∑
k=−∞
dkδ(t− kT )
=
∞∑
k=−∞
dkhT (t− kT )
(2.1)
where T is the symbol interval, hT (t) is the impulse response of the transmit
filter and δ(t) is the Dirac delta function. The modulator can be regarded as a
pulse-shape filter and the impulse response of this filter is therefore rectangular
of duration T . All the pulses are then summed at the output of the filter. As a
result, the filter produces a baseband transmitted signal. However, sharp tran-
sitions occur when rectangular pulse filtering is applied. It leads to significant
spectral leakage and thus produces severe interference to other sub-channel
signals operating at neighbouring frequencies. Therefore, in pursuit of utilizing
the limited bandwidth more efficiently and eliminating adjacent channel inter-
ference, introducing a proper pulse shaping technique is necessary to improve
the signal transmission. In practice, the pulse shape filter with the following
frequency response is often used [8]:
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HT (f) =

T, |f | ≤ 1−α2T
T
2 {1 + cos[piTα (|f | − 1−α2T )]}, 1−α2T ≤ |f | ≤ 1+α2T
0, otherwise
(2.2)
where α, ranging from 0 to 1, is a design parameter called the roll-off factor.
This spectrum HT (f) is called the raised-cosine spectrum. The corresponding
impulse response in the time domain is
hT (t) = sinc(
t
T
)
cos(αpit
T
)
1− (2αt
T
)2 . (2.3)
The roll-off factor α defines the shape of the impulse response as well as the
shape of the frequency response. A value of α = 0 gives a rectangular-shaped
spectrum with the narrowest bandwidth and hT (t) becomes a sinc. As the value
of α increases from 0 to 1, the effective bandwidth also increases and the rate
of decay becomes faster in the time domain. Thus, by choosing a proper value
of α, most of the channel power can be effectively limited to a specific defined
bandwidth. After the transmit filter, all the sub-channel signals at individual
frequencies were linearly added together, giving a single waveform for trans-
mission.
Baseband modulation methods chosen were amplitude-shift keying (ASK)
and binary phase-shift keying (BPSK). For ASK, the source generates carrier
signals with large amplitude when a bit “1" occurs, and small amplitude when
bit a “0" occurs. A simplified but more power efficient version of ASK is ON-OFF
keying (OOK) [6], in which the source sends no signal when a bit “0" occurs.
For BPSK, it uses two opposite signal phases (0 and 180 degrees) to convey
information bits “1”s and “0”s. It should be noted that another popular digital
modulation scheme, binary frequency-shift keying (BFSK), is not studied in this
work due to its poor bandwidth efficiency. This has been investigated by other
authors [14].
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Figure 2.5: OOK modulation of a binary stream (“10101010”) with a symbol
duration of 0.02 ms at 50 kHz: (a) transmitted OOK signal; (b) received OOK
signal at 2 m; (c) its spectrum. BPSK modulation with a symbol duration of
0.02 ms at 50 kHz: (d) transmitted BPSK signal; (e) received BPSK signal at
2 m; and (f) its spectrum. The dotted lines in (c) and (f) show the overall
channel frequency response.
In binary modulations, each symbol can represent only one bit of data (i.e.
“0” or “1”). Therefore, the symbol rate is equal to the bit rate. In order to
maximise the data rate at each sub-channel, a short symbol duration is pre-
ferred. For a 50 kHz (nominal operating frequency of SensComp series 600
transducers) carrier frequency, the shortest symbol duration is 0.02 ms, allow-
ing only one cycle of a sinusoid wave to be transmitted at one time at a data
rate of 50 kb/s. The modulated OOK and BPSK signals of a binary stream
(“10101010”) at 50 kHz are shown in Fig. 2.5(a) and (d), respectively. How-
ever, both the received OOK and BPSK signals in different symbol durations
tended to get elongated and smeared into each other after being transmitted
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Figure 2.6: OOK modulation of a binary stream (“10101010”) with a symbol
duration of 0.1 ms at 50 kHz: (a) transmitted OOK signal; (b) received OOK
signal at 2 m; (c) its spectrum. BPSK modulation with a symbol duration of
0.1 ms at 50 kHz: (d) transmitted BPSK signal; (e) received BPSK signal at 2 m;
and (f) its spectrum. The dotted lines in (c) and (f) show the overall channel
frequency response.
through an air gap of 2 m as illustrated in Fig. 2.5(b) and (e), respectively. Ac-
cordingly, their spectra in Fig. 2.5(c) and (f) show significant sidelobes around
the carrier frequency. In addition, it is obvious that the received BPSK signal
was heavily distorted as its spectrum in Fig. 2.5(f) peaked at about 75 kHz
instead of 50 kHz. By increasing the symbol duration to 0.1 ms, there are 5
cycles of 50 kHz sinusoids in one single bit, and the data rate is, therefore,
10 kb/s. Note that this is deliberate to ensure an integer number of cycles ex-
ists in each symbol so that a symbol signal starts and ends at zero. As a result,
both the transmitted and received OOK and BPSK signals in Fig. 2.6(a), (b) and
Fig. 2.6(d), (e) show more distinctive amplitude and phase changes in the time
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Figure 2.7: Pulse-shaped (α = 0) OOK modulation of a binary stream
(“10101010”) with a symbol duration of 0.1 ms at 50 kHz: (a) transmitted OOK
signal; (b) received OOK signal at 2 m; (c) its spectrum. Pulse-shaped (α = 0)
BPSK modulation with a symbol duration of 0.1 ms at 50 kHz: (d) transmitted
BPSK signal; (e) received BPSK signal at 2 m; and (f) its spectrum. The dotted
lines in (c) and (f) show the overall channel frequency response.
domain. The corresponding spectra are shown in Fig. 2.6(c) and (f), with a
number of significant sidelobe peaks at both upper and lower sidebands. This
is due to the sharp discontinuities at the transition points of the OOK signal,
and the sudden phase changes of the BPSK signal, which result in unnecessary
spectral leakage.
In a multichannel system, limiting the power of every modulated carrier to
just the carrier bandwidth is important as the transmission power is reduced
when the signal has a more concentrated frequency range. On the other hand,
limiting a channel to a certain frequency band eliminates adjacent channel in-
terference. Fig. 2.7(a), (b) and Fig. 2.7(d), (e) show both the transmitted and
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received OOK and BPSK signals after applying a raised-cosine filter with a roll-
off factor of zero in the time domain. As can be seen, the sharp transitions have
been smoothed and it is also easier for an ultrasonic transducer with limited
bandwidth to generate such fade-in and fade-out signals. Accordingly, the fre-
quency responses of the pulse-shaped OOK and BPSK signals are illustrated in
Fig. 2.7(c) and (f). It is evident from both the spectra that the sidelobes have
been mostly eliminated in both lower and higher frequencies, thus most of the
energy has been concentrated within the defined bandwidth. Note that the two
low peaks at 100 kHz in Fig. 2.7(c) and (f) are the second harmonics of the
original signal with the fundamental frequency of 50 kHz.
In summary, for narrowband ultrasonic transducers, the electro-mechanical
inertia leads to long signal transient time. To allow sufficient time for both sig-
nal generation and detection while maintaining the highest data rate possible,
a 0.1 ms bit duration was used for all subcarrier signals throughout Chapter 2.
2.3.2 Signal generation and synchronization
NRZ encoder
m1(t)
Sin(2πf1t)
OOK/BPSK
modulated signal
S(t)
Bit 
Splitter
Binary Data 
Stream
Pulse
shaping
Unipolar encoder
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NRZ encoder
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shaping
Unipolar encoder
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NRZ encoder
mN(t)
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Unipolar encoder
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BPSK
Figure 2.8: Schematic diagram of the multichannel OOK and BPSK modulator.
The diagram of a multichannel OOK and BPSK modulator used to gener-
ate a suitable transmission digital waveform is shown in Fig. 2.8. The binary
52
stream to be transmitted was sent into a bit splitter before distributing to differ-
ent parallel channels. The split binary data were then encoded using a unipolar
encoder and a non-return-zero encoder for OOK and BPSK schemes, respec-
tively. For OOK, the voltage level used for a bit “1” was +1 V and a bit “0” was
0 V. For BPSK, a bit “1” was equal to +1 V and a bit “0” was equal to -1 V to
provide a 180◦ phase change before being modulated to different carrier waves.
The message sequences m1(t) to mN(t) were then filtered by a raised cosine fil-
ter before simultaneously modulating to different carrier frequencies. All these
modulated signals were finally added together, giving a single waveform S(t).
The space between two adjacent subchannels was determined by the width
of the mainlobe of the modulated signal spectrum. As the amplitude of the OOK
message signal varies from 0 V to +1 V, the modulated signal yOOK(t) can then
be expressed as
yOOK(t) = [1 +m(t)] · c(t)
= [1 + cos(2pifmt)]sin(2pifct)
= sin(2pifct) +
1
2sin[2pi(fc − fm)t] +
1
2sin[2pi(fc + fm)t],
(2.4)
where m(t) is the message signal at a rate of fm and c(t) is the carrier wave
with a frequency of fc. As can be seen from (2.4), the modulated signal has a
carrier frequency component, and there are two sidebands with reduced power
at frequencies fc + fm and fc − fm. Since a bit duration of 0.1 ms was used,
one complete cycle length of the message signal was then 0.2 ms, giving a
message rate (fm) of 5 kHz. It is also evident from Fig. 2.7(c) that three peaks
at 45 kHz, 50 kHz and 55 kHz can be found from the spectrum of the 50 kHz
OOK modulated signal. For BPSK, as the message signal varies from -1 V to
+1 V, the modulated signal yBPSK(t) can be given as
53
yBPSK(t) = m(t)c(t) =
1
2sin[2pi(fc − fm)t] +
1
2sin[2pi(fc + fm)t]. (2.5)
Here the modulated BPSK signal contains power only at the sum and differ-
ence of fc and fm. Accordingly, the spectrum in Fig. 2.7(f) shows two distinct
peaks at both 45 kHz and 55 kHz. In this case, the subchannels should be
evenly spaced with a gap of at least 10 kHz to prevent severe inter-channel in-
terference. Initially, six frequency channels from 50 to 110 kHz with a channel
spacing of 12 kHz were used as shown in Fig. 2.9.
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Figure 2.9: Channel allocation.
Synchronization is a fundamental requirement for any wireless communica-
tion system to work properly. Once an ultrasonic signal packet is detected, it
is critically important for the receiver to identify the starting point of the arriv-
ing packet. Synchronization can be achieved by correlating the received signal
with a known pilot signal being transmitted in front of the information data
packets. As widely used in practical radar systems for range detection, a linear
frequency modulation (LFM) signal whose frequency sweeps from low to high
within a certain time is used as the pilot for wireless synchronization [9]. The
LFM signal is described by the following equation
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s(t) = 0.5[1− cos(2pit
T
)]cos[2pit(f0 +
k
2 t) + φ]. (2.6)
Here, f0 is the starting frequency and k is the rate of frequency change. Note
that in order to smooth out the sudden changes in signal amplitude and improve
the resolution of the received signal during signal processing, the LFM signal is
multiplied by a Hanning window 0.5[1−cos(2pit/T )] which starts and ends with
zero. Fig. 2.10 (a) shows a time-domain LFM signal with a frequency changes
from 50 to 150 kHz within 0.5 ms, multiplied by a Hanning window, showing a
bell-shaped amplitude with a fade-in and fade-out characteristic. Its frequency
spectrum in Fig. 2.10 (b) presents a concentrated shape without any redundant
sidelobes.
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Figure 2.10: Hanning windowed LFM signal in (a) time domain; and (b) fre-
quency domain.
By performing correlation of a known LFM signal and the received signal
using a matched-filter at the receiver, the maximum energy of the matched-
filter output indicates the start of the arriving data sequence. The response of
the matched filter to a signal s(t) is defined as [8]
g(t) =
∫ ∞
−∞
s(τ)h(t− τ)dτ, (2.7)
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whose impulse response is h(t) = s∗(T−t), where s(t) is assumed to be confined
to the time interval [0, T ]. The matched filtering of a received signal r(t) then
produces the output signal
yMF (t) =
∫ ∞
−∞
r(τ)h(t− τ)dτ
=
∫ T
0
r(τ)s∗(τ)dτ.
(2.8)
The main advantage of using a LFM signal is that it provides precise timing
resolution for frame synchronisation as the matched-filter is the optimal linear
filter that maximises the signal-to-noise ratio (SNR) in the presence of additive
stochastic noise [8, 10].
2.3.3 Simulation model
When modelling ultrasonic signal transmissions in air, three filters to compen-
sate for absorption of sound in air, beam divergence and transducer frequency
response were included. The atmospheric absorption factor α in dB/m was
introduced in (1.12), Section 1.3.2. Due to diffraction effects, the ultrasound
beam diverges from the transmitter aperture. Hence, different amounts of the
transmitted energy will be intercepted by the receiver depending on the receiver
area, propagation range and the frequencies used. According to the angle of di-
vergence, γ0, defined in (1.16), the energy loss due to beam spreading, Lsprd,
in dB can then be calculated in terms of the ratio of the transducer radius, D/2,
and the beam spread radius at a particular range, d,
Lsprd = 20log10
(
D
2d tanγ0
)
. (2.9)
Recent work [11] recorded experimental results when different off-axis trans-
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Figure 2.11: Comparison of simulated response for attenuation, simplified
beam spread, pressure field at 3 m.
ducer displacements occurred that gave a reasonable match with the pressure-
field model introduced in Section 1.3.3 for an ultrasonic communication chan-
nel at relatively short ranges. Fig. 2.11 compares the on-axis responses at 3 m
using both the simplified beam spread model (2.9) and the full pressure field
model (1.21), including their combined responses with the effects of attenua-
tion. As can be seen, the simplified model shows that there should be less beam
spreading at higher frequencies while the pressure field model gives almost a
constant response at all frequencies. As a result, their combined responses after
adding attenuation produced two different response curves which may affect
the simulations significantly. The two models are compared with experimental
results in Section 2.3.4. The received signal is also shaped by both the trans-
mitter and receiver transducer responses at different sub-carrier frequencies.
To simplify the simulation, a pulse signal was sent from the transmitter to the
receiver transducer over an air gap of 50 mm. Note that 50 mm is the mini-
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Figure 2.12: Simulation of a filtered multichannel OOK signal at 3 m: (a) origi-
nal signal in the time domain , (b) its spectrum, (c) shaped by the atmospheric
absorption filter, (d) its spectrum, (e) shaped by atmospheric absorption +
beam spreading filter, (f) its spectrum, (g) shaped by atmospheric absorption +
beam spreading + system response filter, and (h) its spectrum.
mum separation of the transducers that can distinguish the original pulse signal
from its reflected echoes from the surface of the transmitter. The transducer fre-
quency response was then calculated based on the pulse signal captured by the
receiver. The received signal over different transmission ranges can then be
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simulated and predicted by implementing the above three filters. In addition,
the background noise in the air channel was adequately represented by additive
white Guassian noise (AWGN), and was added to simulate electronic noise to
match the experimental conditions more closely.
Fig. 2.12 (a) and (b) illustrate a representative multichannel OOK signal
waveform before transmission in the time domain and frequency domain, re-
spectively. Fig. 2.12 (c), (e) and (g) then show the predicted effects on the
OOK signal that contributed by different filters using the simplified model after
transmitting through an air gap of 3 m. Accordingly, their spectra are shown in
Fig. 2.12 (d), (f) and (h). The original signal is firstly filtered by the attenuation
response, giving a time-domain signal with reduced amplitude in Fig. 2.12 (c).
Its spectrum in Fig. 2.12 (d) gradually declines with the increase of frequency.
By applying both attenuation and beam spreading filters, the signal looks more
dense in Fig. 2.12 (e) compared with the one in Fig. 2.12 (c). This is because
low frequencies suffer more energy loss than high frequencies in terms of beam
spreading. It brings the high-frequency components back to a higher ampli-
tude level than that of the low-frequency ones as can be seen in the spectrum
in Fig. 2.12 (f). System response is then introduced, it boosts the energy at
50 kHz channel and further shapes the overall channel response as shown in
Fig. 2.12 (h).
2.3.4 Signal detection
All experiments were carried out in an indoor laboratory with negligible air
turbulence and a low multi-path interference set-up. Room temperature was
measured at 20°C under an atmospheric pressure of approximately 1 atm, and
the relative humidity recorded was around 72%. Transmitter and receiver trans-
ducers were laser aligned to have coincident centre normals, allowing ease of
simulation. Fig. 2.13(a) shows a received Hanning-windowed LFM synchro-
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Figure 2.13: Wireless synchronization: (a) received LFM signal at 10 m; and
(b) its matched filter output.
nization signal at 10 m with low SNR. The signal had a duration of 1 ms with
its frequency swept from 50 kHz to 100 kHz. By performing cross-correlation of
a known signal and the received signal in noise using a matched filter, the result-
ing waveform in Fig. 2.13(b) shows a large enhancement of SNR which enables
a precise and robust detection of the starting point of the incoming signal pack-
ets. Example ASCII characters “Hello!" were encoded and modulated using the
OOK modulation scheme described previously. Each character was represented
by 8 bits with a bit duration of 0.1 ms. Since there were 6 channels transmitted
simultaneously, the system data rate achieved was 60 kb/s. Fig. 2.14 illustrates
simulated received OOK signals using both simplified and pressure field models
compared to the experimental signal in the time and frequency domains over
3 m, respectively. As can be seen, all three time domain signals in Fig. 2.14 (a),
(c) and (e) are visually similar. In the frequency domain, good agreement be-
tween the simulated signal using the simplified beam spread model and the
actual experimental signal can be seen in Fig. 2.14 (d) and (f). However, the
simulated signal spectra using the full pressure field model in Fig. 2.14 (b) gives
a steeper decay along the frequency axis which does not match the experiment
well. Therefore, to predict different frequency signals more accurately and also
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Figure 2.14: Comparison of simulated and experimental signals over 3 m:
(a) time domain simulated received OOK signal using pressure field model,
(b) its spectra, (c) time domain simulated received OOK signal using simplified
model, (d) its spectra, (e) time domain received OOK signal and (f) its spectra.
Note that CH1 - CH6 are channel 1 to channel 6.
to save computational effort, the simplified model was used instead of the full
pressure field model for on-axis transducer set-ups. Note that only OOK signals
and spectra are presented here as illustrative examples; similar good agreement
was achieved with BPSK.
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2.3.5 Signal demodulation
A typical multichannel OOK and BPSK demodulator is shown in Fig. 2.15. The
received six-channel signal Sn(t) was band-pass filtered by a Butterworth filter
to extract the different frequency channels. Phase shift was minimised by im-
plementing a zero-phase filter which processed the input data in both forward
and reverse directions. For multichannel OOK, the filtered signals at individual
channels were envelope detected using a Hilbert transform [12] before being
decoded by bit comparators. For BPSK demodulation, the filtered signal was
multiplied by a coherent reference carrier with the corresponding frequency in
that channel. The resultant waveform was low-pass filtered before being sent
to a bit judge. All decoded bits were then combined into a single bit sequence.
The demodulation process of both simulation and experiment for OOK signals
over 3 m is illustrated in Fig. 2.16. The simulated filtered signal in Fig. 2.16 (a)
represents the second character ‘e’ as an illustrative example. As can be seen,
amplitude peaks can be clearly identified to distinguish logic “1"s and “0"s.
Received 
OOK/BPSK signal
Sn(t)
BPF
Sin(2πf1t)
LPF Bit Judge
Bit Jointer
Decoded Binary 
Data
Channel 1
Envelope detector Comparator
Sin(2πf2t)
LPF Bit Judge
Channel 2
Envelope detector Comparator
Sin(2πf6t)
LPF Bit Judge
Channel 6
Envelope detector Comparator
Figure 2.15: Schematic of the multichannel OOK and BPSK demodulator.
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Figure 2.16: Simulated OOK demodulation process over 3 m: (a) band-pass fil-
tered OOK signal for letter ‘e’, (b) envelope of the filtered signal, (c) normalised
energy bar plot under the curve of each bit duration. Experimental OOK demod-
ulation process: (d) band-pass filtered OOK signal for letter ‘e’, (e) envelope of
the filtered signal, (f) normalised energy bar plot under the curve of each bit
duration.
Fig. 2.16 (b) presents the plotted envelope by taking its absolute value. Af-
terwards, the energy under the curve over the central 20% of each bit period
was calculated and normalised, giving the bar plot shown in Fig. 2.16 (c). This
is to minimise the energy leakage effects so that the differences between ener-
gies of “1"s and “0"s are sufficiently distinct to deliver correct decoding results
when compared with a threshold value. The threshold value was determined
by a large number of error tests over short, medium and long ranges. Twelve
thousand packets of six 8-bit random ASCII code sequences were modulated
and simulated over distances of 0.2 m, 2 m and 5 m with SNR values of 3 dB,
25 dB and 35 dB respectively. Numbers of errors were collected in terms of
different energy threshold values from 0 to 1 with a step of 0.01. The mini-
mal numbers of errors all occurred when using a threshold value of 0.28 over
the three different distances. Therefore, the demodulation threshold value was
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set at 0.28. Accordingly, the experimental demodulation in Fig. 2.16 (d), (e)
and (f) show a good match with the simulation. Simulated and experimental
demodulations of the BPSK scheme described previously are also compared in
Fig. 2.17. The figures show a good prediction by the simulation. Fig. 2.17 (b)
shows the simulated result after the coherent multiplication of the band-pass
filtered signal in Fig. 2.17 (a). If the amplitude of the low-pass filtered signal in
Fig. 2.17 (c) detected at the centre of each bit duration was larger than 0, a bit
“1” is extracted; conversely, an amplitude smaller than 0 implies a bit “0” was
decoded. As can be seen in the experimental demodulation in Fig. 2.17 (e) and
(f), the opposite phases for “1”s and “0”s are clearly displayed after coherent
multiplication and it is straightforward to decode the low-pass filtered signals.
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Figure 2.17: Simulated BPSK demodulation process over 3 m: (a) band-pass
filtered BPSK signal for letter ‘e’, (b) waveform after coherent multiplication,
(c) low-pass filtered signal of the waveform in (b). Experimental BPSK demod-
ulation process: (d) band-pass filtered OOK signal for letter ‘e’, (e) waveform
after coherent multiplication, (f) low-pass filtered signal of the waveform in (e).
Over propagation distances ranging from 0.5 m to 8 m with a step of 0.5 m,
the rms values of both the experimental OOK and BPSK signals at different
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Figure 2.18: Comparison of experimental signal rms values with theoretical
predictions over different distances for: (a) 50 kHz and 110 kHz OOK signals,
(b) 50 kHz and 110 kHz BPSK signals and (c) combined 6-channel OOK and
BPSK signals.
frequencies can be accurately predicted by the theory as Fig. 2.18 (a) and
Fig. 2.18 (b) show. The figures again illustrate that the low frequency sig-
nals have smaller rms values over short ranges than high frequency signals for
both OOK and BPSK modulation schemes due to beam spreading. However,
at longer propagation ranges, atmospheric absorption starts to increase and be-
come dominant. The mean rms curve for the combined signal of all six channels
over different ranges is simulated in Fig. 2.18 (c). It should be noted that as a
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constant-envelope modulation, the BPSK scheme produces signals with higher
rms values over all ranges than the OOK scheme. It also indicates that the
model in this work can be used to simulate other modulation schemes and pre-
dict signals as the simulated curves match the experimental data well.
2.4 System reliability
To investigate the reliability of the system, it was necessary to look at the BER of
both modulation schemes over different ranges. Therefore, 1200 packets of six
8-bit random binary ASCII code streams were generated and transmitted con-
tinuously through the channel. BER information was recorded over transducer
separations of up to 8 m with increments of 0.5 m. The process was repeated
10 times, and the results were then averaged. The BER results for OOK and
BPSK schemes using different roll-off factors are illustrated in Fig. 2.19 (a) and
Fig. 2.19 (b) respectively. As can be seen in Fig. 2.19 (a), the OOK scheme
started to have decoding errors at 5 m using different roll-off factors from 0 to
1. The BER increases with the transmission distance for all roll-off factors after
that. It is obvious that with a zero roll-off the errors were at the lowest level at
all distances, and it gave the system error-free transmission up to 5.5 m. How-
ever, in Fig. 2.19 (b), the BER for the BPSK scheme drops from a high level at
short distances before rising up again after 5 m. It is been proved that most of
the errors occurring at short ranges are due to the echo signal reflected from the
surface of the transmitter, as the number of errors drops significantly when the
receiver is placed with an oblique angle to the transmitter centreline. It is no-
ticed that the number of errors using the BPSK scheme over long ranges is much
smaller than that using the OOK scheme. Again, a roll-off factor of 0.2 which
provides the lowest BER for the BPSK scheme can be determined from this fig-
ure. It is intuitive to visualize the signal distortion using eye diagrams as shown
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Figure 2.19: Comparison of the experimental BER for both (a) OOK and
(b) BPSK signals over different transmission distances using different roll-off
factors.
in Fig. 2.20. An eye diagram is the synchronised superposition of all possible
bit transitions within a certain signalling interval. As can be seen, over 3 m,
both the 50 kHz and 110 kHz OOK signals have more open eyes in Fig. 2.20 (a)
and (b) than those of the BPSK signals in Fig. 2.20 (c) and (d). Therefore,
it indicates that the OOK signals in both low and high frequency channels are
less distorted than the BPSK signals. The eye of the 110 kHz BPSK signal in
Fig. 2.20 (d) is completely closed. Note that narrow-band transducers have a
relatively high-Q resonant response so that there is insufficient channel spacing
to accurately represent fast phase changes, especially for high frequency BPSK
signals in a multichannel scheme.
Previous work on multichannel communication investigated high frequency
ASK at 250 kHz with only a 0.5 m transmission distance and achieved an
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Figure 2.20: Eye diagrams for OOK signals in 50 kHz (a) and 110 kHz (b)
channels and BPSK signals in 50 kHz (c) and 110 kHz (d) channels over 3 m.
80 kb/s data transfer rate using prototype transducers [13]. The spectral ef-
ficiency of the system measured in b/s/Hz was 0.76. However, in this work, the
over-all system data rate achieved was up to 60 kb/s using a pair of commer-
cially available SensComp 600 ultrasonic transducers. The bandwidth efficiency
was 1 b/s/Hz, which is 32% higher compared to the previous work. System per-
formance was tested in terms of the BER characteristics. The BER results shows
that the OOK modulation scheme implemented here was capable of achieving
error free decoding over ranges of up to 5 m. Previous short-range work by
other authors [14] suffered from much higher BER (50% at 2.38 m) at a data
rate of 83 kb/s using a single-band OOK modulation scheme, with error-free
transmission only at ranges below 1.6 m.
2.5 Range-dependent modulation scheme
In order to have more effective transmission, a multichannel scheme is pro-
posed using different modulation schemes depending on the range to ensure
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Table 2.1: Channel arrangement over error-free ranges up to 2 m
CH1 CH2 CH3 CH4 CH5
Operating frequency (kHz) 50 63 78 94 110
Number of cycles 5 5 5 7 10
Data rate (kb/s) 10 12.6 15.6 13.4 11
Table 2.2: Channel arrangement over error-free ranges up to 10 m
CH1 CH2 CH3
Operating frequency (kHz) 60 80 100
Number of cycles 6 8 10
Data rate (kb/s) 10 10 10
error-free transmission. Over short ranges, data rates for different channels
can be slightly increased using reduced bit times and different channel spac-
ings. The channel arrangement detail is shown in Table 2.1. As can be seen,
only five channels were used, and all of them were sampled at an integer num-
ber of cycles during each bit period. This prevents signal discontinuities, thus
reducing unnecessary spectral leakage. The lowest frequency channel (Chan-
nel 1) and highest frequency channel (Channel 5), which most suffered from
beam spreading loss and ultrasonic absorption respectively, contributed slightly
lower data rates than the medium frequency channels so they had relatively
longer bit durations. The total system data rate achieved using this channel
arrangement was 63 kb/s. It is 5% higher than the data rate achieved by
using the previous fixed-bit-duration and fixed-channel-spacing multichannel
OOK modulation scheme with six channels. This scheme experienced error-free
decoding over ranges up to 2 m. For long range ultrasonic transmission, the
most distorted channels (50 kHz channel and 110 kHz channel) were not used
and a larger channel spacing was assigned between medium frequency chan-
nels as shown in Table 2.2. The data rate achieved was half of the original
OOK scheme. However, this new scheme only started to experience transmis-
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Figure 2.21: Eye diagrams for OOK signals in 60 kHz (a), 80 kHz (b) and
100 kHz (c) channels and BPSK signals in 60 kHz (d), 80 kHz (e) and 100 kHz
(f) channels over 8 m.
sion errors beyond 7.5 m. As Fig. 2.19 (b) indicates, much less error occurs
when using a multichannel BPSK scheme than when using a multichannel OOK
scheme over long ranges. Therefore, it is possible to re-use BPSK modulation
over longer ranges with a reduced data rate. The same channel allocation in
Table 2.2 was implemented using BPSK modulation, and the error-free range
was extended to 10 m according to the experimental results. The eye diagrams
of 3-channel OOK and BPSK signals over 8 m are compared in Fig. 2.21. As
can be seen, BPSK signals have better eye shapes with less jitter and amplitude
variation in all three channels than OOK signals.
The BER results of different schemes can be used as an indicative guide
in a two-way communication system when distance measurement is available.
Within 2 m, 5-channel OOK with a data rate of 63 kb/s could be used. Between
2 and 5 m, the system switched to 6-channel OOK with 60 kb/s data transfer
rate. Beyond 5 m, the transmission range without measurable errors could be
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achieved using 3-channel BPSK modulation scheme with a reduce data rate of
30 kb/s. The transmission distance can be estimated based on the received
signal strength (RSS) [15, 16]. As the rms values of the received signal in dif-
ferent propagation ranges can be predicted by the simulation model, different
schemes are chosen in terms of the distance measured. Token signals according
to the scheme used should be added and sent with the output signal to ini-
tialize the corresponding demodulation scheme. Therefore, a reliable two-way
indoor ultrasonic link up to 10 m should be possible using the range-dependent
scheme.
2.6 Transducer misalignment
The situation when the transducer centre normals are not coincident over long
ranges was also studied in this work. As Fig. 2.22 shows, the receiver trans-
ducer (Rx) was placed away from the transmitter transducer (Tx) at a distance
d = 5 m. The maximum distance of lateral displacement for error-free trans-
mission using the 3-channel scheme illustrated in Table 2.2 for both OOK and
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Figure 2.22: Diagram of transducer arrangements with lateral displacement δ,
and oblique angle α.
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Table 2.3: Comparison of BER using OOK and BPSK schemes at 0.4 m lateral
displacement
BER Over-all Channel 1 Channel 2 Channel 3
OOK 1.79e-2 0 1.18e-4 1.78e-2
BPSK 1.17e-3 0 0 1.17e-3
Table 2.4: Comparison of BER using OOK and BPSK schemes at 7◦ oblique angle
BER Over-all Channel 1 Channel 2 Channel 3
OOK 8.12e-3 0 0 8.12e-3
BPSK 9.43e-4 0 0 9.43e-4
BPSK modulation was found to be 0.35 m, i.e. δ = 0.35 m or 7% of “d”. At
this distance, the transducers were separated at an angle ϕ = 4◦. The beam
spreading angle for the highest frequency channel (100 kHz channel) is 6.3◦,
and for the lowest frequency channel (60 kHz channel) is 10.5◦. In this case, all
frequency channel signals can still be detected by the receiver transducer. As
Table 2.3 shows, the 3-channel BPSK scheme has a much better performance
than the 3-channel OOK scheme at 0.4 m lateral displacement in terms of the
BER results over all channels. The BER reduces with decreasing channel fre-
quency for both schemes as expected, as less high frequency energy can reach
the receiver transducer. Apart from the lateral displacement experiment, it is
also interesting to study the bit error tolerance when the two transducers are
placed with different oblique angles as also shown in Fig. 2.22. The transmitter
was separated from the receiver by a radius of R = 5 m, and the BER tests
were carried using different oblique angles α with 1◦ increment. The results
show that the bit errors started to occur at an oblique angle α of 7◦ for both
3-channel OOK and BPSK schemes. Bit error details are shown in Table 2.4. As
can be seen, the high frequency channels are more prone to error, and the BPSK
scheme is more robust than the OOK scheme in terms of BER characteristics.
Fig. 2.23 (a) and (b) compare the signal rms values with theoretical predic-
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Figure 2.23: Comparison of experimental signal rms values with theoretical
predictions with different: (a) lateral displacements and (b) oblique angles at
a transducer separation of 5 m.
tions using the full pressure field model with different lateral displacements
and oblique angles respectively, and good agreements were found between the
two.
From both lateral displacement and oblique angle experiments, it suggests
that alignment for ultrasonic communication is important though the system
can tolerate errors with a small amount of lateral displacement and oblique
angle. Thus, divergent or omnidirectional transducers are preferred. It also
shows that low frequency signals are a better choice than high frequency signals
for error-free transmission with off-centreline transducers.
2.7 Conclusions
It has been shown, in both simulation and experiment, that multichannel error-
free data communication using both OOK and BPSK modulation schemes was
practical over ranges up to 10 m. By using a pair of commercially available
ultrasonic transducers with a nominal frequency of 50 kHz, all results were
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based on multichannel transmission operating within frequencies from 50 kHz
to 110 kHz in terms of 6 dB bandwidth. The maximum data rate achieved using
a single modulation scheme was 60 kb/s, with 6 parallel 8-bit channels being
represented by 0.8 ms duration time signals. System bandwidth efficiency was
100% in b/s/Hz. Ultrasonic signals were simulated including the effects of ul-
trasonic absorption in air, beam spreading loss, transducer response and AWGN.
Simulation predicted the signals successfully, and had an excellent agreement
with the experimental results based on signal characteristics in both time and
frequency domains, the demodulation process and rms values over different
transmission ranges. BER performance was characterised over different dis-
tances, and error-free decoding was achieved at ranges of up to 5 m using a
multichannel OOK scheme. More reliable long-range links were also achieved
by using a range-dependent multichannel modulation scheme. Individual bit
times were assigned to each channel to achieve error-free transmission over
all ranges up to 10 m using a combination of OOK and BPSK schemes. Trans-
ducer arrangements with lateral displacements and oblique angles were tested
using both multichannel OOK and BPSK giving error-free transmission at re-
duced data rates. It was concluded that 3-channel BPSK was more robust than
3-channel OOK in both aligned and misaligned conditions. Wireless synchro-
nization was also achieved by ultrasonic means, instead of by hard-wired link
as used in previous works.
The major contribution of the work in this chapter is that a multiple-channel
airborne ultrasonic communication system using basic baseband modulation
schemes was characterised in both simulation and experiment, achieving prac-
tical transmission ranges and reasonable data transfer rates for indoor applica-
tions as compared with the previous works in Fig. 2.24. However, there are
more advanced multichannel modulation formats available to maximise the
system throughput for ultrasonic use. The studies of these modulations will
74
be described in the next chapter.
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Chapter 3
Evaluation of Orthogonal
Frequency Division Multiplexing
(OFDM) Schemes in Ultrasonic
Communications
3.1 Introduction
Orthogonal frequency division multiplexing (OFDM) is a highly efficient form
of multicarrier modulation which is extensively used in modern telecommuni-
cations, ranging from asymmetric digital subscriber line (ADSL) modem tech-
nology to 802.11 Wi-Fi wireless systems [1]. OFDM can eliminate the need for
pulse shaping filtering and maximise the system throughput, therefore the work
in this chapter investigated different OFDM methods applied to air-coupled ul-
trasonic communication, using both custom-made and commercially available
capacitive ultrasonic transducers. Section 3.2 will describe the OFDM system
including modulation, demodulation, phase correction and equalisation tech-
nique. The ultrasonic propagation model for signal prediction is also used to
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simulate received signals, and compare them with the experimental results. In
Section 3.3 and 3.4, system performance in both LOS and multipath scenarios
will be evaluated, respectively. Section 3.5 gives the conclusions of this chapter.
3.2 OFDM system description
3.2.1 OFDM modulation
To enable the largest amount of data to be communicated using a finite fre-
quency range, conventional FDM modulation uses relatively small symbol du-
rations. The system then becomes more susceptible to loss of information from
impulse noise, multipath distortion and other impairments. FDM also allows
each channel to be band-limited to a specific frequency range by implement-
ing a pulse-shaping filter [2]. However, this technique introduces unnecessary
waste of the frequency spectrum in guard spaces between the sub-channels. It
also increases the complexity of each sub-carrier modulator. OFDM is a special
form of multicarrier transmission using a relatively longer symbol time, and
with all the sub-carriers orthogonal to each other, meaning that cross-talk be-
tween the sub-channels is eliminated and guard bands are not required. The
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Figure 3.1: Comparison of FDM and OFDM in spectrum usage.
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use of orthogonal sub-carriers allows sub-carrier spectra to overlap, thus signif-
icantly increasing the spectral efficiency. As illustrated in Fig. 3.1, compared
with the FDM modulation, OFDM method uses the given bandwidth more ef-
ficiently. The orthogonality requires that the sub-carrier spacing in frequency
is [3]
fd = i/Ts (3.1)
in Hertz, where Ts is the symbol time in seconds, and i is a positive integer. For
minimum overall signal bandwidth, i is usually set to 1. A typical base-band
OFDM signal, s(t), can be written mathematically as the sum of N modulated
carriers
s(t) =
N−1∑
k=0
ske
j2pikfdtΠ(t), (3.2)
Π(t) =

1, 0 < t ≤ Ts
0, otherwise.
(3.3)
Here sk represents the OFDM symbol. Each transmitted symbol sk takes on one
of M possible signal states, and can be denoted as sk ∈ [s(1), s(2), ..., s(M)]. For
example, M = 4, if QPSK modulation is used. Π(t) represents a rectangular
pulse with a duration of Ts. The rectangular window has a sinc-shape spectrum
which makes a sub-channel spectrum heavily overlap its neighbours. Fig. 3.2
shows an illustrative frequency spectrum of five overlapped sub-channel car-
riers from 50 kHz to 54 kHz. As can be seen, each sub-carrier is represented
by a different peak with the maximum power, and the peak of each sub-carrier
corresponds directly with zero crossings of all adjacent channels.
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In practice, both modulation and multiplexing are achieved digitally using
an inverse fast Fourier transform (IFFT). As a result, the required orthogonal
signals can be generated precisely and in a very computationally efficient way.
Taking N sampling points of the signal s(t) which is of symbol duration Ts,
discrete values may be obtained at tn = n ·Ts/N , n = 0, 1, ..., N−1, where Ts/N
is the sample interval. This yields
s(n) = s(tn) =
N−1∑
k=0
ske
j 2pi
N
kfdnTs . (3.4)
As fd = 1/Ts, s(n) may then be expressed by
s(n) =
N−1∑
k=0
ske
j 2pi
N
kn for n ∈ [0, N − 1]
= N × IFFT [sk].
(3.5)
Therefore, the OFDM signal s(n) can be calculated very efficiently by applying
an IFFT to the set of OFDM symbols sk.
A typical OFDM modulator [4] is described in Fig. 3.3. In the digital domain,
a series of input binary data is collected and converted to parallel combinations
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Figure 3.3: Schematic diagram of an OFDM modulator.
before mapping to corresponding constellation points on a constellation dia-
gram, which is the two-dimensional plot of the signal states from a sequence of
symbols. If the binary bits are modulated using a QPSK scheme, the OFDM sym-
bols, sk, can be presented as random-value complex numbers from the QPSK
constellation (
√
2/2) · {1 + j, 1− j,−1 + j,−1− j}. An IFFT operation is then
performed on the parallel complex data, and a parallel-to-serial converter is
then applied to produce the base-band OFDM signal, s(n), which contains the
original band of frequencies before it is modulated for transmission at a higher
frequency. After that, a digital-to-analogue converter (DAC) is used to transform
time-domain digital data to time-domain analogue data before up-converting
the signal to the transmission frequency, fc. At this point in time, the input data
are OFDM modulated and ready to be transmitted.
3.2.2 OFDM signal transmission
The structure of the transmitted signal sequence is presented in Fig. 3.4. The se-
quence contains two major parts: preamble and data. In the preamble section,
a LFM signal is transmitted at the start of the sequence for wireless synchronisa-
tion. By performing correlation of a known LFM signal and the received signal
using a matched-filter at the receiver, the maximum energy of the matched-filter
output indicates the start of the arriving data sequence as shown in Fig. 3.4. The
LFM preamble is followed by the OFDM pilot signal. This is used for channel
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Figure 3.4: Data structure of transmitted sequence.
equalisation, and will be explained in detail in Section 3.2.3. Note that zero
padding is inserted between each type of signal packet to help distinguish one
from another.
All experiments were carried out in an indoor laboratory with negligible air
turbulence using the same set-up and equipment as described in Chapter 2,
Section 2.2.1. To better characterise ultrasonic signals over a wider range of
frequency channels, a pair of prototype broadband capacitive ultrasonic trans-
ducers was investigated in the communication system. The laboratory-made
transducer [5], as shown in Fig. 3.5, had a pitted backplate covered by a met-
allized PET membrane, and assembled into a screened casing with a 10 mm
diameter aperture. Fig. 3.6 shows a schematic cross-section of the capacitive ul-
trasonic transducer. The backplate had small symmetric square pyramid shaped
Figure 3.5: Laboratory-made air-coupled capacitive ultrasonic transducer.
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Figure 3.6: Schematic cross-section of a high-k capacitive ultrasonic transducer.
air cavities etched into a silicon substrate with edge length γ = 40 µm, pit sep-
aration β = 80 µm and sidewall incline α = 125.264◦. A HfO2 high-k layer
with a thickness of 800 nm was uniformly distributed across the pitted back-
plate, and covered by a 5-µm metallized polymer film. Here, k is the dielectric
constant, and a high-k material allows increased capacitance of a parallel plate
capacitor [6].
The overall system characteristics including impulse response, frequency
response and phase response over an air channel at 0.5 m are illustrated in
Fig. 3.7 (a), (b) and (c) respectively. As can be seen in Fig. 3.7 (b), the spectrum
peaks at about 250 kHz, with a significant decline in response above 500 kHz.
The 6-dB bandwidth is about 240 kHz from 150 kHz to 390 kHz. Compared
to the Senscomp transducers described in Chapter 2, the high-k transducers
have much wider bandwidth at higher frequencies. Fig. 3.7 (c) shows that the
phase response of the channel is nearly linear at frequencies under 700 kHz.
The time-domain background noise was also measured in Fig. 3.8 (a). Its fre-
quency spectrum in Fig. 3.8 (b) behaves like Gaussian white noise across the
6-dB bandwidth. The recorded received signal amplitude was typically around
8 mV rms at 0.5 m, and the rms amplitude of the background noise was about
450 µV giving an SNR of 25 dB at this range.
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Figure 3.7: System characteristics using high-k transducers over 0.5 m: (a) im-
pulse response; (b) frequency response; and (c) phase response.
0 0.2 0.4 0.6 0.8 1
−20
−10
0
10
20
Time (ms)
(a)
Am
pl
itu
de
 (m
V)
0 100 200 300 400 500 600 700 800
−40
−20
0
Frequency (kHz)
(b)
M
ag
ni
tu
de
 (d
B) LO
Figure 3.8: Background noise in: (a) time domain; and (b) frequency domain.
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Figure 3.9: Comparison of transmitted signal, simulated received signal and ac-
tual received signal over 0.5 m and 1.6 m: (a) time domain transmitted signal,
(b) its spectra, (c) time domain simulated received signal at 0.5 m, (d) its spec-
tra, (e) actual received signal in time domain at 0.5 m, (f) its spectra, (g) time
domain simulated received signal at 1.6 m, (h) its spectra, (i) actual received
signal in time domain at 1.6 m, (j) its spectra.
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Transmitter and receiver transducers were separated in a LOS manner, and
the transmission bandwidth used was from 150 kHz to 350 kHz. The OFDM
symbol Ts was set at 1 ms, giving a subcarrier spacing fd of 1 kHz in order to
retain the orthogonality. Fig. 3.9 compares the transmitted signal (QPSK-OFDM
modulated), simulated received signal and actual received signal at transmis-
sion distances of 0.5 m and 1.6 m in both time domain and frequency domain.
As can be seen, there is good agreement between the simulation predictions
and actual experimental signals. In particular, at a short transmission range
(0.5 m), it can be observed that the positive slope of the spectra outline from
150 kHz to 350 kHz in Fig. 3.9 (d) and (f) indicate that low frequency channel
signals suffer from more significant loss due to beam divergence. However, over
longer ranges (1.6 m), atmospheric absorption contributes more attenuation to
high frequency channel signals as the spectra outlines have a negative slope
along the frequency axis as shown in Fig. 3.9 (h) and (j).
3.2.3 OFDM demodulation
The demodulation for an OFDM signal is essentially the reverse process of the
modulation as illustrated in Fig. 3.10. After receiving the OFDM signal, the
receiver down-converts it and transforms it to the digital domain using an
analogue-to-digital converter (ADC). After ADC conversion, the time-domain
base-band OFDM signal is demodulated and converted to the frequency domain
by executing a fast Fourier transform (FFT), avoiding the need for complex sub-
channel filters. A phase offset recovery scheme together with channel equali-
sation is performed with the aid of the OFDM pilot signal. How these schemes
work will be explained later in this section. After that, corrected OFDM sym-
bols are de-mapped according to the transmission constellation pattern. In dig-
ital communications, a graphical representation of the received signal symbols
modulated in different modulation modes is usually used to observe interfer-
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Figure 3.10: Schematic diagram of an OFDM demodulator.
ence and distortion in a signal. This is known as the constellation diagram. It
displays the signal as a two-dimensional scatter diagram in the complex plane
at symbol sampling instants. The real and imaginary axes are often called the
in phase and the quadrature, respectively. Fig. 3.11 shows three constellation
diagrams of the received OFDM signals using BPSK, QPSK and 16-QAM with
an SNR of 5 dB in simulation. As can be seen, after introducing AWGN, the
demapped OFDM symbols are scattered around their target points, but all the
constellation points are grouped and well separated. As long as no demapped
symbol crosses the detection boundaries, all the transmitted bits can be cor-
rectly decoded.
Generally, it is critical to perform an accurate time synchronisation to allow
a receiver to recover an OFDM signal. An N-point FFT at the receiver processes
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Figure 3.11: Simulated OFDM signal constellation diagrams for an SNR of 5 dB.
(a) BPSK, (b) QPSK, and (c) 16-QAM. The detection boundaries are indicated
by dashed lines. The circles in (c) indicate three different amplitudes of
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10 and 3
√
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data in blocks of N samples at a time. Ideally, the N samples taken in by the
FFT will correspond to the N samples of a single transmitted OFDM symbol. As
described in Fig. 3.4, a known LFM preamble is located at the start of the data
sequence for frame synchronisation. By processing the correlation operation,
this aids the receiver to detect the OFDM symbol boundary. However, the OFDM
signal is very sensitive to even small defects, and this is known as symbol timing
offset (STO). The result is that the N samples sent to the FFT do not line up with
the corresponding OFDM symbol. Thus, this offset can also be viewed as a shift
of the FFT window. Assuming the symbol timing offset is δ samples, the received
signal, r(n), will then be a shifted version of s(n) in (3.5), expressed as:
r(n) = s(n+ δ)
=
N−1∑
k=0
ske
j 2pi
N
k(n+δ), for n ∈ [0, N − 1].
(3.6)
Applying an FFT to both sides of (3.6) allows the recovered complex number
sequence for each OFDM symbol to be derived as:
yk =
N−1∑
n=0
{
N−1∑
k=0
ske
j 2pi
N
k(n+δ)
}
· e−j 2piN kn
= sk · ej 2piN kδ, for k ∈ [0, N − 1].
(3.7)
As equation (3.7) shows, an STO of δ samples in the time domain incurs a phase
offset of 2pi
N
kδ in the frequency domain, which is proportional to the sub-carrier
index k, as well as the STO. This means that the STO error does not destroy the
orthogonality of the sub-carriers, and the effect of the timing error is a phase
rotation which linearly changes with carrier index. A simulated example of a
QPSK-OFDM signal shifted by 2 samples is shown in Fig. 3.12. As can be seen
in Fig. 3.12 (b), constellations of sub-carriers corresponding to high frequencies
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Figure 3.12: Effect of STO on received constellation. (a) Phase shift with 2 sam-
ples of symbol offset, SNR=5 dB, (b) Phase shift with 2 samples symbol offset
showing only the lowest and the highest frequency constellation points: low
frequencies (×) and high frequencies (◦).
experience a larger rotation than low frequency ones. Note that only the highest
and the lowest 50 subcarrier signal constellations are plotted, showing different
effects in terms of STO phase rotation at different frequencies.
STO can be corrected by applying the maximum likelihood (ML) ap-
proach [2] to the data-aided phase recovery scheme. Mathematically, it is to
minimise the difference between the received pilot signal s(n + δ) and the sig-
nal of interest s(n):
δˆ = arg min
δ
{
N−1∑
n=0
[s(n)− s(n+ δ)]2
}
= arg min
δ
{
N−1∑
n=0
s2(n) +
N−1∑
n=0
s2(n+ δ)− 2
N−1∑
n=0
s(n)s(n+ δ)
}
.
(3.8)
Note that the first term of the expansion in equation (3.8) does not depend on
the unknown parameter δ, thus it will not affect the optimisation process. In
the second term, the parameter is present, however, the sum is the energy of
the signal, and when δ changes, the energy is still the same. Thus the second
term of the expansion does not depend on δ either, and it can be removed from
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Figure 3.13: Structure of symbol timing offset (STO) synchronisation.
the optimisation process. Therefore, the maximisation becomes:
δˆ = arg max
δ
{
N−1∑
n=0
s(n)s(n+ δ)
}
. (3.9)
The sum in equation (3.9) is actually the time-correlation between the received
signal and the signal of interest. Therefore, in this particular case, the ML ap-
proach is equivalent to the maximisation of the correlation. In practice, this op-
timisation process is performed using functional blocks as depicted in Fig. 3.13.
An ADC converter samples a received OFDM signal. An FFT window is con-
trolled by an FFT window controller to recover an FFT window position. A
phase difference calculator calculates a phase difference between the original
pilot and the received pilot signal extracted by a pilot extractor. An FFT window
offset detector then detects the position of the FFT window by the phase differ-
ence output from the phase difference calculator. After that, the FFT window
controller controls the position of the FFT window by the FFT window offset.
Apart from the STO recovery, channel equalisation is also carried out based on
the received pilot signal to equalise the amplitudes of the signals at different
sub-carriers as the air channel has a non-flat frequency response.
As an illustrative example, the constellation diagram of a received QPSK-
OFDM signal before phase correction is illustrated in Fig. 3.14. As can be seen,
the received signal was completely corrupted as all the constellation points are
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Figure 3.14: Received signal constellation before STO recovery and equalisa-
tion.
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Figure 3.15: Phase difference calculator outputs according to FFT window off-
set.
spread across the quadrature boundary. In this case, it could not be correctly
decoded. Fig. 3.15 shows the output of the phase difference calculator after
pilot signal extraction. As can be seen, it is clear that the phase offset is di-
rectly proportional to the shift of the FFT window. After phase noise correc-
tion, the signal constellations are well presented in four constellation regions at
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Figure 3.16: Comparison of received signal constellation after phase correction
in simulation at a transmission distance of 0.5 m: (a) signal constellations at all
sub-carrier channels, (b) received signal constellation showing only the lowest
and the highest frequency constellation points: low frequencies (×) and high
frequencies (◦). Corresponding constellations of experimental signals (c) and
(d) at a transmission distance of 0.5 m.
both 0.5 m and 1.6 m ranges, as shown in Fig. 3.16 and Fig. 3.17 respectively.
The actual received signal constellations in Fig. 3.16 (c) and Fig. 3.17 (c) are
compared with the simulated constellations in Fig. 3.16 (a) and Fig. 3.17 (a).
It can be seen that the theoretical predictions match the experimental signals
well. The highest and the lowest 50 channel constellations are clustered into
two groups with different amplitude levels due to both atmospheric attenua-
tion and beam divergence. As can be seen from Fig. 3.16 (b) and (d), when
the transmission range is short, low frequency constellations present lower am-
plitudes than high frequency ones. In Fig. 3.17 (b) and (d), as transmission
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Figure 3.17: Comparison of received signal constellation after phase correction
in simulation at a transmission distance of 1.6 m: (a) signal constellations at all
sub-carrier channels, (b) received signal constellation showing only the lowest
and the highest frequency constellation points: low frequencies (×) and high
frequencies (◦). Corresponding constellations of experimental signals (c) and
(d) at a transmission distance of 1.6 m.
range increases, the amplitudes of high frequency constellations start to de-
crease and become smaller than low frequency constellation amplitudes. To
perform a better identification of symbols, channel equalisation was applied to
provide tightly clustered constellation points. This can either be done with the
aid of the pilot signal or using the simulation model. But in practice, the pilot
signal should be used, as some unknown effects which are not considered in
the simulation may be included in the communication channel. Fig. 3.18 (a)
and (b) compares the outputs of the phase difference calculator when using the
pilot signal and using the simulation model at transmission distances of 0.5 m
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Figure 3.18: Amplitude difference estimated by the experimental pilot sig-
nal and by the simulation model in transmission distances of (a) 0.5 m and
(b) 1.6 m.
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Figure 3.19: (a) Received signal constellation after channel equalisation us-
ing the simulation model, and (b) received signal constellation after channel
equalisation with the aid of the experimental pilot signal.
and 1.6 m respectively. It shows an excellent agreement between the predic-
tion of the simulation and the actual experimental phase difference calculated
using the pilot signal. In Fig. 3.18 (a), when the transmission distance is 0.5 m,
the amplitude differences increase in both simulation and experiment as the
sub-carrier frequency increases. This trend confirms the results shown in both
Fig. 3.9 and Fig. 3.16 at the same transmission distance. For the increased
transmission distance (1.6 m), the opposite trend occurs, as shown in 3.18 (b)
for both simulation and experiment. It again demonstrates that atmospheric
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absorption dominates the total attenuation with the increase of the sub-carrier
frequency. Fig. 3.19 (a) and (b) present the constellation diagrams after chan-
nel equalisation using theoretical prediction and the experimental pilot signal,
respectively, at 1.6 m. As can be seen, constellations are clustered together
in their individual regions in the same way as the constellation pattern shown
in Fig. 3.11 (b). The equalisation compensates the amplitude difference be-
tween different sub-carrier signals. This is also necessary for correct decoding
of higher-order quadrature modulation schemes such as 16-QAM, 64-QAM and
so on.
3.3 Experimental results
The experiment was carried out in an indoor laboratory with no distinct ultra-
sonic background noise. The centre normals of the transmitter and receiver
transducers were laser aligned to provide a direct LOS transmission link. Three
different baseband modulation methods, BPSK, QPSK and 16-QAM, were used
to modulate the subcarrier signals from 55 kHz to 99 kHz using the SensComp
transducers, and 200 kHz to 399 kHz using the high-k transducers. Note that
Gray coding was used for generating both QPSK and 16-QAM symbols. This
was to minimise the decoding error as every two adjacent symbols differ from
each other by only one bit [3]. It should also be noted that QAM usually has
square constellations, thus the most common forms are 16-QAM, 64-QAM and
256-QAM. Higher order QAM can carry more bits per symbol, but they are more
susceptible to noise as the constellations must be closer to each other. Due to
the memory limitation of the arbitrary waveform generator, only 90 packets of
1-ms OFDM signals could be sent through the air channel.
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3.3.1 Sampling frequency offset and correction
As all the subchannel spectra of an OFDM signal are overlapping with each
other, the channel spacing becomes extremely narrow, resulting in a system that
is highly sensitive to phase noise. Fig. 3.20 shows the received 16QAM-OFDM
signal constellations before and after channel equalisation using SensComp and
high-k ultrasonic transducers. Note only 16QAM-OFDM signal constellations
are presented as illustrative examples. As can be seen from Fig. 3.20 (a) and
(b), both the constellations are heavily distorted with corrupted phases and
amplitudes. After channel equalisation, both constellations in Fig. 3.20 (c) and
(d) form three circular rings with three different radii. This is because the
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Figure 3.20: Received OFDM constellations using SensComp transducers be-
fore (a) and after (c) channel equalisation for 16-QAM at 2 m, and constella-
tions using high-k transducers before (b) and after (d) channel equalisation for
16-QAM at 0.5 m.
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amplitudes of the 16 constellation points have three different values
√
2,
√
10
and 3
√
2 as shown in Fig. 3.11 (c). However, the two constellation diagrams
indicate that the amplitude distortion has been recovered while the phase dis-
tortion is still retained. This phase rotation was introduced by the Picoscope
oscilloscope as the sampling rate of the transmitted OFDM signal was 10 MHz
precisely while the received signal was actually sampled at 9.7656 MHz result-
ing in 9765.6 OFDM samples in 1 ms.
To tackle this sampling frequency offset problem, the received signal was
interpolated until it had the same number of samples in 1 ms as that of the
transmitted signal, as MATLAB can only process an integer number of samples.
Fig. 3.21 (a) and (b) show the received constellations when using SensComp
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Figure 3.21: Received OFDM constellations using (a) SensComp transducers
at 2 m and (b) high-k transducers at 0.5 m after interpolation and channel
equalisation. (c) and (d) Corresponding signal constellations showing the first
10 (×) and last 10 (◦) OFDM data packets.
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and high-k transducers, respectively, after applying interpolation and channel
equalisation. As can be seen, the constellations shown in Fig. 3.21 (a) were
well located around their original points when using SensComp devices at rel-
atively low frequency subcarriers. However, in Fig. 3.21 (b), the constella-
tions of demapped symbols at higher frequencies when using high-k transduc-
ers still had a certain amount of group phase rotation which moved part of the
constellations across the detection boundaries. It indicates that OFDM signals
were more sensitive to phase distortion especially at high frequency channels.
This phase rotation was also accumulating with time as the constellations in
Fig. 3.21 (d) show that the last 10 out of 90 OFDM signal packets received had
larger phase rotations than the first 10 packets. In comparison, both the first 10
and last 10 packets of the received OFDM signal constellations at low frequen-
cies were clustered within the 16 individual detection regions with negligible
phase rotation as shown in Fig. 3.21 (c). The group phase offsets, ∆φ, of dif-
ferent OFDM data packets when using both SensComp and high-k transducers
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Figure 3.22: The trend of the group phase offset when using SensComp and
high-k ultrasonic transducers with their individual linear fittings.
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were calculated and plotted in Fig. 3.22. As can be seen, the phase offset of
the received signal when using SensComp transducers had a minor increment
with time from 0◦ up to about 1◦ at the 90th data packet. When using high-k
transducers at high frequency subcarriers, the phase offset gradually increased
from 0◦ for the first OFDM packet to approximately 16◦ when the last packet
was received.
The phase offset was a cumulative hardware sampling error but it could still
be compensated for as there was a predictable linear relationship, as seen from
the trendlines in Fig. 3.22. The linear fitting equations for the high-k and Sen-
sComp experimental data are y = 0.18x − 0.11 and y = 0.0096x + 0.13 with
the correlation coefficient R-squared values of 0.995 and 0.264, respectively.
The high R-squared value indicates that the linear fitting fits the high-k experi-
mental data very well. The SensComp experimental data was more fluctuated
with a relatively low R-squared value because the group phase offset, ∆φ, for
each OFDM data packet, was averaged over only 45 subcarriers compare to
that of 200 for the high-k transducers. However, in practice, this group phase
offset when using SensComp transducers is negligible as the maximum was less
than 1◦ at the 90th data packet. Fig. 3.23 (a) and (b) illustrate the received
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Figure 3.23: Received OFDM constellations using (a) SensComp transducers
at 2 m and (b) high-k transducers at 0.5 m after interpolation, channel equali-
sation and phase offset correction using linear fitting equations.
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Figure 3.24: An illustrative diagram of the pilot arrangement for OFDM signal
transmission.
OFDM constellations using SensComp and high-k transducers after the phase
offset compensation with the aid of linear fitting equations, respectively, show-
ing good correction outcomes. As an alternative to compensate the phase offset
for high-frequency OFDM signals using high-k devices, the pilot signal was pe-
riodically inserted between the OFDM data packets. Fig. 3.24 shows the pilot
arrangement used in this work. As can be seen, all subcarriers were used as
pilot signals, and the pilots were inserted every 10 OFDM data packets. This
limited the group phase offset within about 2◦ which was considered a safe de-
coding range. However, the overall system data transfer rate was reduced by
10% at the same time after the pilot insertion.
3.3.2 Performance evaluation
The performances including bandwidth efficiency, data rate, attainable trans-
mission range, SNR and BER of all three modulation schemes were evaluated
and compared using SensComp and high-k ultrasonic transducers in the ex-
periments. The bit errors of the OFDM signals were measured with increasing
range, and each 90-packet signal was transmitted 10 times before averaging.
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Table 3.1: Experimental OFDM transmission
Ultrasonic
Transducers
Modulation
Format
fca
(kHz)
Bandwidth
(kHz)
Data Rateb
(kb/s)
Bandwidth
Efficiency
(b/s/Hz)
Range
(m)
SNR
(dB)
BERc
SensComp
BPSK
77 45
45 1 11 0.63 <2.47E-5
QPSK 90 2 9 11.78 <1.23E-5
16-QAM 180 4 6 15.62 <6.17E-6
High-k
BPSK
300 200
200 (180) 1 1.2 12.27 <5.56E-6
QPSK 400 (360) 2 1.1 15.93 <2.78E-6
16-QAM 800 (720) 4 0.7 24.69 <1.39E-6
a Central carrier frequency;
b Reduced data rate if sampling frequency offset occurs;
c The values are of BERs with only one bit error.
The maximum attainable transmission distances with no measurable errors are
listed in Table 3.1. As can be seen, much larger SNRs for error-free transmis-
sion (i.e. no measurable errors) were required by higher order modulation
schemes compared with low-order modulations as they had smaller noise mar-
gins. The achieved error-free ranges using 16-QAM at low and high frequen-
cies were up to 6 m and 0.7 m, and at 180 kb/s and 800 kb/s, respectively.
These ranges were extended to 11 m and 1.2 m when BPSK modulation was
used at 45 kb/s and 200 kb/s. Apparently, the most reliable OFDM link was
transmitting BPSK modulated signals with the minimum SNR required. But
when the system throughput is a priority, 16QAM-OFDM signals which are four
times more efficient than those of BPSK-OFDM are suggested for a higher data
transfer rate. Besides, as high-frequency ultrasound suffers severe atmospheric
absorption in air, more energy was needed for a successful signal transmission,
and the attainable ranges were also significantly restricted. It indicates that a
trade-off should be made between the attainable range and data transfer rate
for airborne ultrasonic communication as the transmission range is significantly
restrained by the high-frequency attenuation of ultrasound while at the same
time broader bandwidth at high frequency is needed for higher system data
rates. Fig. 3.25 compares this work with the prior airborne ultrasonic data
communication systems described in Chapter 1.5.2 in terms of their data rates
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Figure 3.25: Comparison of different airborne ultrasonic data communica-
tion systems and their data rates at attainable transmission ranges. SC2, SC4
and SC16 represent BPSK-OFDM, QPSK-OFDM and 16QAM-OFDM when us-
ing SensComp transducers, respectively, and HK2, HK4 and HK16 represent
BPSK-OFDM, QPSK-OFDM and 16QAM-OFDM when using high-k transducers,
respectively. A, B, C, D, E refer to the works referenced in [7], [8], [9], [10]
and [11], respectively.
and attainable transmission ranges. As can be seen, when SensComp transduc-
ers are used for OFDM signal transmission, this work has improved the data
rates at longer ranges when compared with the prior works. By using high-k
transducers, this work has also improved the overall system data rate at short
ranges.
To better visualise the received OFDM signal conditions before and after the
channel equalization, constellation diagrams of BPSK, QPSK and 16-QAM are
given in Fig. 3.26 and Fig. 3.27 when using the SensComp and high-k trans-
ducers, respectively. As can be seen from Fig. 3.26 (a) - (c), the raw signal
constellations after the demodulation process are completely corrupted as the
constellation points are rotated and spread across the detection boundaries. By
analysing the received pilot signal which was previously known by the receiver,
the phase and amplitude shifts due to the effect of the ultrasonic channel in air
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Figure 3.26: Received OFDM constellations using SensComp transducers be-
fore (a) - (c) and after (d) - (f) channel equalisation for BPSK, QPSK and
16QAM at 11 m, 9 m and 6 m, respectively.
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Figure 3.27: Received OFDM constellations using high-k transducers before
(a) - (c) and after (d) - (f) channel equalisation for BPSK, QPSK and 16QAM at
1.2 m, 1.1 m and 0.7 m, respectively.
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could then be compensated for before decoding. Fig. 3.26 (d) - (f) illustrate the
three constellations after channel equalisation. As can be seen, all constellations
of BPSK, QPSK and 16-QAM were recovered and clustered around their target
points. Similarly, when the signals were transmitted and received using high-k
ultrasonic transducers, considerable phase and amplitude noise can be observed
from the raw received data after the OFDM symbols were demapped as shown
in Fig. 3.27 (a) - (c) for different modulation schemes. Again, Fig. 3.27 (d)
- (f) show three individual well located constellation patterns after channel
equalisation as the inserted pilot signal provided the measurement of actual
noise at each ultrasonic channel to correct the distortions and separate different
constellation points.
3.4 OFDM in a multipath environment
The main advantage of OFDM over other forms of modulation is that it is much
easier to make it immune to inter-symbol interference (ISI) caused by multipath
propagation. In a linear dispersive channel, the received signal sequence, r(n),
can be expressed as the sum of several versions of the transmitted signal with
different gains and delays:
r(n) =
L−1∑
i=0
αis(n− δi), (3.10)
where L is the number of multipath components, αi are path attenuation fac-
tors and δi are path delays. ISI could be easily eliminated by adding guard
intervals (GI) between different OFDM symbols. As long as the length of the GI
is larger than the maximum estimated delay spread, the effect of ISI can then
be completely removed. However, if the GI is left empty, it will lead to another
type of interference called inter-carrier interference (ICI) as the zero-padded
waveform would destroy the orthogonality between sub-carriers. Therefore, to
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prevent both ISI and ICI, an OFDM symbol is usually cyclically extended into
the GI. This is achieved by taking the last few samples at the end of each sym-
bol, and adding these samples to the start of the symbol. This cyclic prefix (CP)
preserves the sub-carrier orthogonality at the expense of wasting some energy,
as the power transmitted in the added symbols is not used at the receiver. At
the same time, the system data rate is also reduced due to the extension of the
total OFDM packet length.
To analyse the effects of a multipath channel on an OFDM signal, a sim-
plified model was developed ignoring GI and background noise. Considering
only the direct path signal and one reflected signal with a time delay δ and an
attenuation factor of α, the following signal r(n) is detected by the receiver:
r(n) = s(n) + αs(n− δ)
=
N−1∑
k=0
ske
j 2pi
N
kn + α
N−1∑
k=0
ske
j 2pi
N
k(n−δ)
=
N−1∑
k=0
sk(1 + αe−j
2pi
N
kδ)ej 2piN kn, k ∈ [0, N − 1].
(3.11)
Applying demodulation by the FFT, the transmitted data yk can be recovered
from the received signal r(n):
yk = FFT{r(n)}
= sk(1 + αe−j
2pi
N
kδ)
= skH(k),
(3.12)
where H(k) = 1 + αe−j 2piN kδ for k ∈ [0, N − 1]. As equation (3.12) indicates, the
delayed signal only changes the amplitude |H(k)| and the phase arg{H(k)} of
each sub-carrier. If the path delay δ is smaller than the length of the GI, no ICI
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Figure 3.28: Spread of the QPSK-OFDM constellations with different delay and
amplitude of the reflected signal.
is introduced, and the orthogonality between sub-carriers still holds. Assuming
that a QPSK modulated signal is being transmitted through this channel, the
constellations with different delay spread and attenuation of the detected signal
are shown in Fig. 3.28. As can be seen, the effect of the multipath channel is to
expand the constellations on each sub-carrier into different circles surrounding
the target points. The number of points on each circle depends on the values
of δ and N , and the radius of each circle depends on the value of α. If α is
small, the transmitted data can still be correctly decoded. If α is large, and the
circles cross over each other, an equaliser is then required to correct the channel
distortion. According to equation (3.12), each received sub-carrier experiences
a complex gain H(k) due to the channel. In order to undo this effect, the
transmitted data can be recovered from the received signal by multiplying sk by
107
1/H(k) which is just a single complex multiplication in the frequency domain. It
greatly simplifies the equalisation process, especially compared to the adaptive
filtering used in single carrier demodulations.
In practice, the effect of multipath reflections cannot be ignored. It can
lead to the superposition of several time-delayed and attenuated copies of the
transmitted signal at the receiver. As a result, it may introduce spreading of
the received signal in time and constructive and destructive interference at var-
ious frequencies, leading to frequency selectivity. Depending on the size of
the ultrasonic transducers and the operating frequencies used, the ultrasonic
beams from the high-k devices are very directional and the transmission ranges
are small. As a result, in an indoor laboratory environment, multi-path reflec-
tions are relatively low. Therefore, lower-frequency ultrasonic waves with much
longer transmission ranges generated by the SensComp transducers are studied
in a multipath environment. The experimental set up for multipath reflection is
shown in Fig. 3.29. As can be seen, three solid reflectors R1, R2 and R3 were
placed at both side of the transmission path to generated reflected signals. The
Rx
Tx
d
R1
R2
R3
Figure 3.29: Experiment layout of multipath reflections.
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Figure 3.30: Received direct signal and reflected signals in a multipath environ-
ment.
Table 3.2: Experimental multipath reflections
Correspondence Path distance (m) Arrival time (ms)
Reflector R1 reflection 2.132 6.218
Floor reflection 2.198 6.408
direct LOS distance d from the transmitter to the receiver was 2 m, and both
the transducers were 0.45 m above the floor. A typical reflection pattern in the
time domain is shown in Fig. 3.30 when a Hanning-windowed 10-cycle 55 kHz
sinusoid signal was transmitted through the system in the presence of reflecting
surfaces. The enlarged region in Fig. 3.30 shows two strong reflections followed
by additional signals with much smaller amplitudes within 2 ms of the direct
signal. Each pattern of peaks corresponded to the arrival of acoustic reflections
at the receiver at different moments in time. In this particular case, two possible
reflections are from the reflector R1 and the floor of the laboratory. The details
are shown in Table 3.2. It should be noted that all the reflections are relatively
weak compared with the direct signal due to the directivity of the receiver.
To combat both ISI and ICI, a CP with a length of 2 ms was then added to
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Table 3.3: Parameters of the OFDM signal used in the experiment in a multipath
environment
Parameters Settings
Sampling rate fs = 10 MHz
Centre frequency fc = 77 kHz
Signal bandwidth B = 45 kHz
OFDM symbol duration Ts = 8 ms
Cyclic prefix length Tcp = 2 ms
Subcarrier spacing fd = 125 Hz
Number of subcarriers N = 360
22 24 26 28 30 32
10−4
10−3
10−2
10−1
SNR (dB)
BE
R
 
 
Without CP
With CP
Figure 3.31: Bit error rate performance for 16-QAM OFDM modulation with
and without cyclic prefix..
the OFDM symbols. Accordingly, the length of the OFDM symbols should also
be extended. Details of the parameter settings are listed in Table 3.3. Since the
OFDM symbol length was extended to 8 ms, to preserve subcarrier orthogonal-
ity, the subchannel width was reduced to only 125 Hz with a total number of
360 subcarriers in the range of 55 kHz to 99 kHz. The tested error-free decod-
ing ranges for BPSK, QPSK and 16-QAM were maintained the same as listed
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Figure 3.32: Received 16-QAM OFDM signal constellations after equalisation
(a) without CP and (b) with CP at a SNR value of 32 dB.
in Table 3.1 using this new channel arrangement. However, after adding the
CP, total data transfer rates for all three modulation schemes were reduced by
20%. To evaluate the performance of using CP in a multipath environment,
BERs of the OFDM signals with CP and without CP are compared in Fig. 3.31.
It is observed that there was an improvement in BER after adding CP, especially
when the received signal had a large SNR. Note that only the performance of
16QAM-OFDM signals are presented here as an illustrative example. Accord-
ingly, the constellations of the equalised 16-QAM signals without and with CP
at an SNR value of 32 dB are shown in Fig. 3.32 (a) and (b), respectively. As
can be seen, more concentrated constellation points with less spreading were
extracted from the OFDM signal after adding CP.
It should be mentioned that two potential problems may raise with the ex-
tension of OFDM symbol time in order to use CP. One is that the system will
be more sensitive to Doppler shift when the receiver is moving. The Doppler
spread ∆f can be calculated as [12]
∆f = ∆v
c
fc, (3.13)
where ∆v is the relative velocity, fc is the emitted frequency and c is the speed
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of sound in air. Assuming in an indoor environment that a fast moving speed of
the receiver is 2.5 m/s, the maximum Doppler shift spread is then up to 722 Hz
which is much larger than the subcarrier spacing (125 Hz) used in the exper-
iment. This may lead to significant decoding errors, therefore degrading the
system performance. The other issue is the increase of peak-to-average power
ratio (PAPR) as the OFDM signal with CP contains many more subcarriers. The
PAPR of a transmitted signal x(n) in dB can be given by [13]
PAPR[x(n)] = 10log10

max
0≤n≤N−1
|x(n)|2
E[|x(n)|2]
 , (3.14)
where E{.} denotes the expectation operator. When transmitting all ‘1’s,
the calculated PAPR of the 8-ms OFDM signal was 28.57 dB compared with
19.54 dB of the 1-ms OFDM signal. The high PAPR of the OFDM signal occurs
due to the summation of the subcarrier signals. In order to transmit signals with
such high PAPRs without distortion, linear power amplifiers with wide dynamic
ranges are required. This may also result in the reduction of transmission power
efficiency. Therefore, a well-balanced trade-off should be made to maintain the
overall system performance.
3.5 Conclusions
Compared with FDM modulation, OFDM methods virtually eliminate the need
for pulse shaping, and makes the demodulation process and channel equali-
sation much easier to implement, using multiplication rather than subchannel
filtering. They also provide a data transmission robust against both ICI and
ISI caused by the multipath channel. Due to hardware limitations, most air-
coupled capacitive ultrasonic transducers have a relatively narrow bandwidth
to provide data communication with an acceptable transfer rate. OFDM mod-
ulation can maximise bandwidth utilisation by allowing sub-carriers to overlap
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each other.
This chapter presented a successful implementation of a pilot-aided OFDM
data communication in air using both commercially available and prototype
capacitive ultrasonic transducers. Phase and amplitude distortion due to STO
and the effect of the ultrasonic channel in air was explained and corrected in
advance of OFDM demodulation and demultiplexing by executing a pilot-aided
channel estimation algorithm. The commercially available and prototype ultra-
sonic transducers had different operating frequencies at 77 kHz and 300 kHz,
and bandwidths of 45 kHz and 200 kHz, respectively. Baseband modulations
chosen were BPSK, QPSK and 16-QAM, and their performances in terms of data
rate, range, spectral efficiency, SNR and BER were evaluated. The experimental
results have shown that a 16-QAM modulation can be used to transmit ultra-
sonic signals in air at 180 kb/s over a range of 6 m in a direct LOS manner using
SensComp transducers, and at 800 kb/s over 0.7 m using high-k transducers.
It was also shown that the BPSK approach can provide the most reliable com-
munication link up to 11 m at a reduced system transfer rate of 45 kb/s using
SensComp transducers, and 1.2 m at 200 kb/s using high-k transducers. In a
dispersive environment with multipath interference, system BER can be signifi-
cantly reduced by adding CP to the OFDM symbols, however, at the expense of
losing 20% of the transmitted signal power and overall data transfer rate.
The study in this chapter focused on LOS simplex communications. Non-
LOS conditions may also occur in an indoor environment and the effects of
reflection and diffraction will be presented in the next chapter. In addition,
to enable the system for more practical use, full-duplex transmissions are also
investigated in Chapter 4.
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Chapter 4
Non Line-of-Sight (NLOS)
Transmissions and Duplex
Communication
4.1 Introduction
The studies in Chapter 2 and Chapter 3 were both performed in a direct LOS
manner. However, non-LOS (NLOS) propagation paths may exist in an indoor
environment. Section 4.2 and Section 4.3 will investigate the effects of reflec-
tion and diffraction during signal transmissions. Full-duplex data communica-
tion using two pairs of ultrasonic transducers is also studied for more practical
use in Section 4.4. Section 4.5 gives the conclusion of this chapter.
4.2 Reflection
4.2.1 Specular reflection
When an ultrasonic wave travelling through air encounters a solid bound-
ary medium, reflection and refraction may occur. Due to the large acoustic
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impedance mismatch between air and most solid materials, much of the energy
of the ultrasonic waves may be reflected. If the reflection occurs at relatively
large, regular shaped objects with smooth surfaces, the echoes can be relatively
intense and angle dependent. This type of reflection is called specular reflec-
tion. Typical building materials with highly reflective surfaces are, for example,
wood, metal, plastic and glass.
According to Snell’s law of refraction [1], for the reflected wave in the same
medium, the angle of incidence θi is equal to the angle of reflection θr with
respect to the surface normal, as shown in Fig. 4.1. It holds for a flat reflec-
tion boundary and homogeneous media where the dimensions of any features
on the reflective surface is large compared to the wavelength of the emitted
ultrasound.
Reflecting surface
θi
n
o
rm
a
l
wavefront in
wavefront out
θr
Tx Rx
d1
d2
Figure 4.1: Reflection from a specular surface with the incidence angle θi equal
to reflection angle θr.
To evaluate the effects of specular reflection on signal transmissions,
16QAM-OFDM modulated signals were transmitted and received using the Sen-
sComp ultrasonic sensors with equal incidence and reflection angles in front of
a specular reflector made of polyethylene. Note that the distances d1 and d2 in
Fig. 4.1 were both set at 1 m. By using the same parameter settings in Table 3.1,
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Table 4.1: Received signal strength at different incidence angles
θi,θr
(θi = θr)
10◦ 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦
rms
(dBmV)
35.7 35.2 35.3 35.7 35.5 35.7 35.2 35.5
the averaged received signal strength from 10 measurements with 90 packets
of OFDM signals in dBmV at different angles from 10◦ to 80◦ with a step of 10◦
was measured as shown in Table 4.1. As listed in the table, the received signal
strength of OFDM signals at all angles are very close to each other, and the vari-
ations are due to alignment errors and background noise. The averaged signal
strength at all angles was at 35.48 dBmV, and this is compared with the received
signal strength (36 dBmV) when the transmitter and the receiver transducers
are separated at a direct LOS distance of 2 m in air. There is only an approx-
imately 0.5 dBmV drop in terms of the signal energy. This part of energy was
transmitted through the air/solid interface. Therefore, most of the ultrasonic
energy was reflected from a specular reflecting surface at all incidence angles.
The received 16QAM-OFDM signal constellations at incidence angles of 20◦ and
80◦ are compared with those of a direct LOS signal, as shown in Fig. 4.2. As can
be seen, there is visually little difference between the LOS signal constellation
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Figure 4.2: Received 16-QAM signal constellation diagrams (a) at 2-m direct
LOS, (b) incidence angle of 20◦, and (c) incidence angle of 80◦.
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Figure 4.3: Received constellations with transducers aligned (a) - (c) and in
front of a melamine sponge reflector (d) - (f) for BPSK-OFDM, QPSK-OFDM
and 16QAM-OFDM, respectively. (g)-(i) are the corresponding constellations
for (d)-(f) showing low frequencies (×) and high frequencies (o).
and reflected signal constellations at both small and large incidence angles. It is
concluded that specular reflections do not distort ultrasonic data signals when
the incidence and reflected angle are the same.
In practise, ultrasonic waves inside a room may also be reflected by rela-
tively soft, weakly reflective surfaces such as carpets, curtains and textiles that
have absorbing and scattering properties. By replacing the specular reflector in
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Fig. 4.1 with melamine sponge, signal performance for the three OFDM modula-
tions were analysed with an incidence and reception angle of 45◦. The received
reflected signal constellation diagrams for the three modulation schemes are
compared with those of the directly received signals through an air gap of 2 m
in Fig. 4.3. The result shows three heavily distorted constellation patterns with
most of the constellation points spread across the detection boundaries, as illus-
trated in Fig. 4.3(d)-(f). Fig. 4.3(g)-(i) present the corresponding constellation
diagrams with only high-frequency symbols marked in ‘o’ and low-frequency
symbols marked in ‘×’. The constellations indicate that most decoding errors
were occurred at high-frequency channels for all three different modulations as
many of their symbols are laying across the detection boundaries. Compared
with the received signals in a direct LOS manner, the averaged signal intensity
has dropped by about 25.8 dBmV. Therefore, in an indoor environment with
porous absorbent surfaces, a considerable amount of the incident signal energy
will be absorbed, and the amount of the absorption goes up with frequency. In
this case, the received reflected signals could not be correctly decoded. This
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Figure 4.4: Diagram of transducer arrangements with lateral displacement δ
and oblique angle α at a separation of d in front of a solid specular reflector.
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Figure 4.5: BERs with lateral displacement in a reflection setup using BPSK,
QPSK, and 16-QAM modulations.
may prove beneficial by reducing multipath reflections.
The situation when the transducer centre normals are not coincident in front
of a specular reflector was also studied. The transmitter transducer (Tx), as
shown in Fig. 4.4, was placed away from the solid reflector at a distance of
d = 1 m. The front face of the receiver transducer (Rx) was facing the reflector
in parallel, and with a varied lateral displacement δ. The BER results for BPSK-
OFDM, QPSK-OFDM and 16QAM-OFDM modulations with increasing lateral
displacements up to 0.5 m are shown in Fig. 4.5. As can be seen, all three BER
curves ascend rapidly with lateral displacement. The lowest order modulation
scheme, BPSK, achieved signal transmission with no measurable errors below
0.2 m. When the lateral displacement increased to 0.25 m, the BERs for all three
modulations reached a level of about 20%. The received signal constellations
for all three modulation schemes at lateral displacements of 0.1 m and 0.25 m
are shown in Fig. 4.6. The received constellations at 0.1 m in Fig. 4.6(a)-(c)
are compared with the ones at 0.25 m in Fig. 4.6(d)-(f). It can be seen that the
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Figure 4.6: Received signal constellations with lateral displacements of 0.1 m
for (a)-(c), and 0.25 m for (d)-(f) in a reflection setup using BPSK, QPSK, and
16-QAM modulations. (g)-(i) are the corresponding constellations for (d)-(f)
showing low frequencies (×) and high frequencies (o).
constellations became more distorted with more spreading around the target
points. In Fig 4.6(g)-(i), the high-frequency channel constellations as marked in
‘o’ are more scattered compared with the low-frequency channel constellations
marked in ‘×’ for all three modulations. As a result, high-frequency channels
contributed much more decoding error as less high-frequency energy can be
intercepted by the receiver transducer with a large lateral displacement. The bit
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Figure 4.7: BERs with oblique angles in a reflection setup using BPSK, QPSK,
and 16-QAM modulations.
error tolerance when the receiver transducer was placed with different angles
α for the three modulations was also evaluated, as shown in Fig. 4.7. The three
BER curves present a similar trend as the curves illustrated in Fig. 4.5. For BPSK
and QPSK, these two modulation methods experienced error-free decoding with
an oblique angle up to 15◦. Accordingly, the received signal constellations at
5◦ and 15◦ for the three modulations are compared in Fig. 4.8. Again, high-
frequency channel constellations were more dissipated around target points
compared with low-frequency ones as shown in Fig. 4.8(g)-(i). This is because
the receiver started to miss high-frequency ultrasonic beams at a large oblique
angle.
Fig. 4.9 presents the transducer arrangement in front of a solid specular
reflector with source image (Tx’) and beam contours indicated. As can be
seen, the theoretical beam divergence angles when using SensComp sensors
at 55 kHz and 99 kHz are 11.4◦ and 6.3◦, respectively. Therefore, the maximum
lateral displacement of the receiver transducer that can receive the 99 kHz sig-
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Figure 4.8: Received signal constellations with oblique angles of 5◦ for (a)-
(c), and 15◦ for (d)-(f) in a reflection setup using BPSK, QPSK, and 16-QAM
modulations. (g)-(i) are the corresponding constellations for (d)-(f) showing
low frequencies (×) and high frequencies (o).
nal is 0.22 m at a separation of 2 m. The receiver starts to miss the reception of
high-frequency signals beyond this range. This is the reason that the curves for
all three modulations in Fig. 4.5 reached a high level of BER over 10% at 0.25 m.
If the lateral displacement reaches the boundary of the lowest-frequency signal
beam contour at 0.4 m, the receiver may fail to receive any signal from the
transmitter at all. Similarly, for the setup of the receiver transducer with an
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1 m
TxRx
Rx
99 kHz 
beam contour
6.3°
55 kHz 
beam contour
11.4°
0.22 m
12.4°
Tx’
Figure 4.9: Diagram of transducer arrangement in front of a solid specular
reflector with source image and beam contours indicated.
oblique angle, the maximum angle for the receiver to intercept the 99 kHz
signal was 12.4◦. According to Fig. 4.7, both QPSK and BPSK started to have
error decoding at 15◦. Note that due to the interference between the trans-
mitted signal and the reflected signal across the air gap, 16-QAM modulation
with relatively small noise margins still has error decoding even with a small
lateral displacement or oblique angle. The specular reflection experiments sug-
gest that ultrasonic data transmissions using low-order modulation schemes at
low-frequency channels are preferred when the transmitter and receiver are in
front of a solid specular reflector in the case that only a NLOS path is available.
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4.2.2 Diffuse reflection
Some material surfaces inside a room are not perfectly flat. When the surface
irregularities have dimensions similar to the ultrasonic wavelength, an incident
wave will be reflected into many different directions, which is called diffuse
reflection. When diffuse reflections dominate the specular reflection, the re-
flected ultrasonic signals are becoming much weaker and less predictable as
each of them has its own particular amplitude, phase and direction.
Fig. 4.10 shows an aluminium diffuser with uneven surface irregularities
of varying depths used as a possible reflector in the experiment. The diffuser
has groove sizes of about 2 mm to 10 mm compared to the signal wavelengths
of 3 mm to 6 mm. The OFDM signal performances for BPSK, QPSK and 16-
QAM modulations were evaluated with an equal incident and reflected angle
of 45◦ in front of the diffuser panel. The resulting received signal constellations
for all three modulation schemes are compared with the ones reflected from a
polyethylene surface as illustrated in Fig. 4.11. The constellation diagrams in
Fig. 4.11 (d)-(f) clearly show the decrease of received signal SNR as the sym-
bol points are more scattered around their target points due to amplitude and
Figure 4.10: Aluminium diffuser panel.
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Figure 4.11: Received constellations with transducers in front of a polyethylene
plastic reflector (a) - (c) and a aluminium reflector (d) - (f) for BPSK-OFDM,
QPSK-OFDM and 16QAM-OFDM, respectively.
phase distortion. 16-QAM, which offers much faster data rate and higher lev-
els of spectral efficiency for the system, however, is considerably less resilient
to noise. Therefore, it obtained the most bit errors among the three modula-
tion schemes. The BPSK signal, which carries the least bits of information per
symbol was decoded without errors after reflecting from a solid diffuser. The
averaged reduction of the received signal energy was about 11.06 dBmV com-
pared with that of the received signal reflected from the specular reflector. It
should be noted that the signal strength after diffuse reflection was 14.22 dBmV
higher than that after reflected from a absorbing material. Therefore, using low-
order modulation such as BPSK, is still feasible for data communication in the
situation when diffuse reflection occurs.
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4.3 Diffraction
In reality, any free edge of an object will diffract some sound energy in all
directions. This is caused by an obstacle in the propagation path or by inhomo-
geneity of the air [2]. The effects of diffraction can be evaluated by measur-
ing signal levels for different frequencies diffracted from a sharp-edged screen.
Fig. 4.12 shows the configuration of transmitter transducer (Tx), receiver trans-
ducer (Rx), and a blocking screen, where the lateral displacement u of the re-
ceiver can vary with the transmitter and receiver transducer faces in parallel
(position A). It should be noted that the screen still occluded half of the trans-
mitted aperture when u = 0, and only diffracted signals could be obtained
when u ≥ 0.0192 m (i.e. half the aperture diameter) and no LOS signal could
be received. Fig. 4.13 shows the resulting signal attenuation at the receiver Rx
as a function of u, for the highest signal frequency (99 kHz) and the lowest
signal frequency (55 kHz) used in the experiment. It can be seen that for both
low and high frequency signals, the larger the lateral displacement, the smaller
amount of diffracted energy that is received, as expected. In addition, the low
frequency signals are diffracted more than the high frequency signals and can
Rx
Tx
1 m 1 m
Screen
Rx
d
d1
d2
u
E
A
B
ɽ
Figure 4.12: Configuration of transmitter Tx and receiver Rx where ultrasonic
waves diffract around the edge of a blocking screen. Position A: transducer
faces parallel, position B: receiver rotates and faces the edge E.
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Figure 4.13: Theoretical and experimental signal attenuation for 55 kHz and
99 kHz ultrasonic waves with varied lateral displacement in a diffraction setup
consisting of a sharp-edged screen.
be detected at larger values of lateral displacement. However, when the lateral
displacement is as small as 0.2 m for example, the signal strength for high- and
low-frequency waves were approximately -30 dB and -19 dB, respectively.
The reduction of sound pressure level due to diffraction around the edge of
a barrier can be described in terms of a Fresnel number [2, 3], which is given
by
N = 2
λ
(d1 + d2 − d) (4.1)
where λ is the wavelength of sound and lengths d1, d2, and d are as shown in
Fig. 4.12. Note that this equation is only valid for point sources and receivers.
The attenuation by diffraction Ad, in dB, is then approximated as a function of
the Fresnel number
Ad = 10log10(20N). (4.2)
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Equation (4.2) yields the two attenuation curves for 55 kHz and 99 kHz signals
in Fig. 4.13. As can be seen, the theoretical prediction matches the experimen-
tal data well. Note that the model only considers a point source and receiver,
therefore the actual received signal energy may decrease faster than the theo-
retical prediction with the increase of lateral displacement as the effective re-
ception area of the receiver is an ellipse rather than a circle. By using the same
diffraction setup in Fig. 4.12, the BER results for all three modulation schemes
with increasing lateral displacements up to 0.2 m are shown in Fig. 4.14. As
can be seen, the BER curves for all three modulations ascend rapidly with lat-
eral displacement. 16-QAM, with the most spreading of the spots in the con-
stellation and hence with reduced noise immunity, experienced the most error
decoding at all ranges. Lower-order modulation schemes, QPSK and BPSK,
proved their superiority over 16-QAM when signals are diffracted around a
sharp-edged screen, with first bit errors occurring at 0.1 m and 0.125 m, re-
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Figure 4.14: BERs with varied lateral displacement in a diffraction setup
consisting of a sharp-edged screen using BPSK, QPSK and 16-QAM modula-
tions, showing error-free NLOS transmission ranges for BPSK-OFDM and QPSK-
OFDM.
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spectively. When the lateral displacement of the receiver increased to 0.2 m,
the BERs for all three modulations reached a level close to 30%. It indicates
that BPSK and QPSK modulation schemes work better using only diffracted sig-
nals than 16-QAM in terms of BER performance. However, NLOS transmission
with no measurable errors was achieved with BPSK-OFDM and QPSK-OFDM.
One situation that occurs when the face of the receiver is angled towards
the edge of the screen barrier is illustrated in Fig. 4.12 position B. Note that
there will be no LOS signal intercepted by the receiver when the oblique an-
gle θ is larger than 1.1◦. The theoretical signal attenuation for 55 kHz and
99 kHz signals with an increasing oblique angle θ from 0◦ to 40◦ in a 5◦ step
is compared with experimental results in Fig. 4.15, and good agreement was
found between the two. Low-frequency signals are again diffracted more than
the high-frequency ones in terms of the measured signal energy. Accordingly,
the BER results for the three modulation schemes are illustrated in Fig. 4.16. It
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Figure 4.15: Theoretical and experimental signal attenuation for 55 kHz and
99 kHz ultrasonic waves with varied oblique angles in a diffraction setup con-
sisting of a sharp-edged screen.
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Figure 4.16: BERs with varied oblique angles when the receiver is facing to-
wards the edge of the blocking screen using BPSK, QPSK and 16-QAM modula-
tions.
shows a similar overall trend as the curves in Fig. 4.14. For QPSK and BPSK, the
two modulation methods experienced error-free decoding with oblique angles
up to 10◦ and 20◦, respectively. It was found from both diffraction experiments
that ultrasonic data transmissions are possible after bending around obstacles
using low-order modulations, and low frequencies are highly valued for better
signal reception.
4.4 Full-duplex communication
In previous chapters, only simplex channels whose direction of transmission
is unchanging are described. In other words, the data transmission has taken
place in one direction, for example, a radio station is a simplex channel as it
transmits the signal to its listeners and never allows them to transmit back. The
advantage of simplex mode of transmission is that the entire bandwidth can be
used, allowing more data to be transmitted at the same time. However, for more
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practical wireless communications, a duplex channel should be considered. It
consists of two simplex channels, a forward channel and a backward channel,
linking at the same points. If the data is transmitted at a single time in only
one direction, it is called half duplex transmission. If the message is flowing
at the same time in both directions, the established link is full duplex. The
main problem of the full-duplex mode of transmission is the bandwidth of the
channel is decreased as two channels are used.
In this section, full-duplex ultrasonic data transmission is described using
the SensComp transducers. The experimental arrangement of full-duplex com-
munication is shown in Fig. 4.17. As can be seen, two pairs of ultrasonic sen-
sors are used to transmit data simultaneously in opposite directions. Due to a
possible manufacturing adjustment, more recently obtained SensComp trans-
ducers had a more concentrated frequency response at the nominal frequency
of 50 kHz than the SensComp devices used in earlier chapters, as shown in
Fig. 4.18 (b). The system impulse response and phase response over a range
of 2 m are also illustrated in Fig. 4.18 (a) and (c), respectively. The measured
peak-to-peak amplitude of the impulse signal was about 386 mV, and there is
no phase distortion across the ultrasonic bands from 20 kHz to 150 kHz. The
background noise was also analysed in both the time and frequency domains
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Figure 4.17: Schematic diagram of the full-duplex communication set-up.
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Figure 4.18: System characteristics over 2 m: (a) impulse response; (b) fre-
quency response; and (c) phase response.
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Figure 4.19: Background noise in: (a) time domain; and (b) frequency domain.
as shown in Fig. 4.19 (a) and (b), respectively. A relatively flat frequency spec-
trum was observed at ultrasonic frequencies as can be seen from Fig. 4.19 (b).
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The recorded noise level was approximately 4.7 mV. Therefore, the SNR value
of the new SenComp transducers at this range was 38.3 dB.
As the new SensComp transducers had higher sensitivity while narrower
bandwidth than the old ones when compare their frequency responses in
Fig. 4.18 and Fig. 2.3, fewer subcarriers could be used to transmit data. The
experiment was initially conducted using 16QAM-OFDM modulation over fre-
quencies from 30 kHz to 79 kHz. The symbol time was again set at 1 ms, so that
there were 50 subchannel signals with an overall data rate of 200 kb/s being
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Figure 4.20: Error distribution at different sub-carriers from 30 kHz to 79 kHz
over 5 m.
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Figure 4.21: Received signal constellation at 5 m in (a) simplex, and (b) full-
duplex mode.
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transmitted through the air gap. The decoding bit errors of the received signal
at 5 m were calculated as the error distribution at different subcarriers is shown
in Fig. 4.20. As can be seen, the error distribution presents a U-shape pattern
corresponding to the shape of the system frequency response in Fig. 4.18(b).
More bit errors occurred at less responsive subchannels. According to the BER
result in Fig. 4.20, subchannels from 45 kHz to 65 kHz with the minimum
number of decoding errors were used to transmit 16-QAM modulated signals at
80 kb/s in both simplex and full-duplex configurations. The resulting received
signal constellation diagrams are shown in Fig. 4.21 (a) and (b), respectively.
As can be seen, in simplex mode, all decoded sub-carrier signal constellations
are clustered around the target points with no measurable errors, while the
received constellations are dispersed across the detection boundaries in full-
duplex mode. This may be due to the interference between the two signals
propagating simultaneously across the air gap. By splitting the frequency bands
for signals transmitting in opposite directions, this interference may be elimi-
nated.
4.4.1 Transmission in separate bands
One solution to achieve a reliable full-duplex communication link with two
pairs of transducers is to use separate frequency bands for outward and return
signals. The spectra for both outward and return OFDM modulated signals
are shown in Fig. 4.22. As can be seen, distinctive peaks can be found at all
orthogonal sub-carriers, and they are divided into two groups with a 1-kHz
guard band at 55 kHz. In this case, the data rate was reduced to 40 kb/s for the
transmission in each direction. By using the channel allocation illustrated in
Fig. 4.22, both the received outward and return signal constellations in simplex
and full-duplex transmission modes over 5 m are compared in Fig. 4.23. As can
be seen, there is visually little difference between the diagrams in simplex and
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Figure 4.22: Outward (solid line) and return (dashed line) signal spectra at
separate bands.
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Figure 4.23: Comparison of received outward signal constellation in (a) sim-
plex mode and (b) full-duplex mode at a transmission distance of 5 m. Corre-
sponding constellations of received return signals (c) and (d) at a transmission
distance of 5 m.
duplex mode with all constellations points well located around their target
points. As a result, no decoding bit errors were detected. Fig. 4.24 (a) and (b)
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Figure 4.24: Received outward (solid line) and return (dashed line) signal spec-
tra over 5 m in (a) simplex mode, and (b) full-duplex mode.
shows overlapped received outward and return signal spectra at 5 m in simplex
and full-duplex mode, respectively. In simplex mode, both the outward and re-
turn signal spectra are well located in their given bands with side-lobes spread
across each other. In duplex mode, the side-lobes of both outward and return
signal spectra increased, especially the ones between 50 and 55 kHz from the
return signal are increased about 15 dB compare to those in the simplex mode.
Fig. 4.25 shows the spectra of the received outward and return signal by the
receiver on the same side as the transmitter. As can be seen, both the outward
and return signal spectra stand out at their frequency bands above -30 dB. The
peak of the outward signal spectra reached at around -10 dB as the 50 to 55 kHz
sub-carriers are at the most responsive bands of the new Senscomp transduc-
ers. It indicates that the crosstalk between the transmitter and receiver on the
same side are strong though no decoding errors were detected in the full-duplex
mode. Therefore, transducer casings should be better shielded to prevent po-
tential interference due to crosstalk for better signal transmission. It should also
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Figure 4.25: Received (a) outward (solid line) and (b) return (dashed line)
signal spectra when the receiver is on the same side as the transmitter.
be noted that over longer ranges, the return signal at high-frequency bands will
be disproportionally affected due to the frequency-dependent attenuation. In-
terleaving shares all the channels between the uplink and downlink, and could
still maintain full-duplex transmissions at reduced data rates. This technique is
investigated in the next section.
4.4.2 Transmission in interleaved bands
The orthogonality is still maintained if the OFDM subchannel spacing is dou-
bled. Therefore, it is possible to transmit the outward and return OFDM signals
in an interleaved method without interfering each other. Fig. 4.26 shows an
illustrative spectrum pattern of both the outward and return signals. This is
to maintain the full-duplex transmission over long ranges as similar channels
at all available frequencies are shared by both outward and return links. Oth-
erwise, the link which occupies high-frequency channels may be completely
destroyed due to the signal attenuation at high frequencies while the link us-
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Figure 4.26: Interleaved outward (solid line) and return (dashed line) spectra
with an orthogonal spacing of 1 kHz.
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Figure 4.27: Comparison of received outward signal constellation in (a) sim-
plex mode and (b) full-duplex mode at a transmission distance of 5 m. Corre-
sponding constellations of received return signals (c) and (d) at a transmission
distance of 5 m.
ing low-frequency channels is still functioning properly. As can be seen from
Fig. 4.26, the outward and return signal subcarriers are alternately loaded and
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evenly spaced at 1 kHz in an orthogonal way, achieving a data rate of 40 kb/s
in each direction. Accordingly, the received outward and return signal constel-
lations in simplex and full-duplex modes are compared in Fig. 4.27. As the
constellation diagrams presented in Fig. 4.27(a) and (c), no decoding bit er-
rors were reported for both outward and return transmissions in simplex mode.
However, both the constellation diagrams are more noisy and a small num-
ber of constellations points dropped across the detection boundaries in full-
duplex mode as shown in Fig. 4.27 (b) and (d). It was found that the sub-
channels that introduced decoding errors were at 50 kHz, 51 kHz, 52 kHz and
54 kHz. The received outward and return signal spectra in simplex and full-
duplex mode are also illustrated in Fig. 4.28(a) and (b), respectively. As can be
seen in Fig. 4.28(a), in simplex transmission mode, no bit errors were detected
though the peak of subchannel 51 kHz for the outward was slightly distorted,
and the peak of subchannel 52 kHz for the return was right-shifted by about
0.5 kHz. However, in duplex transmission mode, the two subchannels includ-
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Figure 4.28: (a) Received outward (solid line) and return signal (dashed line)
spectra in (a) simplex mode, and (b) full-duplex mode.
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ing the neighbouring ones were more distorted according to the spectra shown
in Fig. 4.28(b). It indicates that the OFDM signals are more sensitive to inter-
channel interference (ICI) using interleaved bands with 1 kHz channel spacing
in full-duplex transmission mode.
When the channel spacing of the interleaved bands was doubled as illus-
trated in Fig. 4.29, the system was more robust to ICI and lack of orthogonality
as the received outward and return signal constellations at 5 m clustered tightly
around their target symbol points with no decoding errors as shown in Fig. 4.30
(a) and (b), respectively. It should be noted that by increasing the channel spac-
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Figure 4.29: Interleaved outward (solid line) and return (dashed line) spectra
with an orthogonal spacing of 2 kHz.
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Figure 4.30: Comparison of received outward (a) and return (b) signal constel-
lations with a channel spacing of 2 kHz in full-duplex mode at a transmission
distance of 5 m.
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ing to 2 kHz for better ICI characteristics, the achieved one-way data rate was
reduced to 20 kb/s.
4.5 Conclusions
Ultrasonic signal transmissions in NLOS conditions including reflection and
diffraction were studied. When the transmitted signal was reflected from a
specular surface, the received signal strength kept almost the same as long as
the incidence angle was equal to the reflection angle. Approximately 0.5 dBmV
of signal energy loss was measured at all different incidence angles. 16QAM-
OFDM signals were transmitted without measurable errors when the reflec-
tion path length was 2 m in front a specular reflector. BPSK-OFDM signal was
proven to return the best BER performance and high frequency sub-channels
were prone to errors when the transducer centre normals were not coincident.
When the ultrasonic signal was transmitted towards a soft absorbent material
surface, the received signal intensity dropped by about 25.8 dBmV. It was found
that the OFDM signals experienced a significant amount of decoding errors
especially in high-frequency channels due to this energy loss. When the sig-
nal was reflected by a diffuse reflector, the received energy dropped by about
11.06 dBmV compared with that of the signal reflected from the specular re-
flector. BPSK-OFDM signal again was proved to be more robust than the modu-
lation schemes with higher-order formats after diffuse reflection. It was shown
by the experiment that all three OFDM modulation schemes investigated could
operate after diffracting around a sharp-edged screen, and that BPSK-OFDM
was proven to return the best BER performance when only diffracted signals
were received in the channel. The diffraction effects were incorporated into a
model of the ultrasonic channel that also accounted for beam spread and atten-
uation in air. The simulations were a good match to the measured signals and
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diffracted signals could be demodulated successfully.
By using new SensComp devices with a reduced bandwidth, full-duplex data
transmission was implemented in experiment. It was shown that the reliable
OFDM channels were from 45 kHz to 65 kHz using separate outward and return
frequency bands with a guard band of 1 kHz in between. Crosstalk was detected
by the receiver from a neighbouring transmitter on the same side, however,
error-free transmission still held using 16QAM-OFDM over 5 m. The achieved
unidirectional data transfer rate was 40 kb/s. By using interleaved channel
allocation, the connections in both directions could still be maintained with
reduced data rates over long ranges as high-frequency channels were shared by
both outward and return links. However, OFDM signals were found to be more
sensitive to distortion and frequency shift with a channel spacing of 1 kHz. By
increasing the channel spacing to 2 kHz, the system was able to perform full-
duplex signal transmission without decoding errors at a unidirectional data rate
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Figure 4.31: Comparison of different airborne ultrasonic data communica-
tion systems and their data rates at attainable transmission ranges. HD and
FD represent 16QAM-OFDM modulation in half-duplex and full-duplex modes,
respectively. A, B, C, D, E refer to the works referenced in [4], [5], [6], [7]
and [8], respectively.
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of 20 kb/s over 5 m. Again, Fig. 4.31 compares both half-duplex and full-duplex
communications with the prior works in terms of the achieved range and data
rate, showing improvement by using the new Senscomp ultrasonic transducers.
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Chapter 5
Indoor Ultrasonic Communication
Network
5.1 Introduction
Up to this point, appropriate modulations and their performances have been
investigated. This chapter will describe the implementation of an indoor ul-
trasonic communication network with full-duplex connections. To enable the
system to switch between different modulation schemes for more efficient and
reliable signal transmission, the user location must be determined. Section 5.2
discusses the architecture planning of the communication network based on ex-
perimental results. Section 5.3 gives a brief review of the ultrasonic positioning
system in the literature, followed by the description of the positioning method
used, the generation of the ranging signal, and the evaluation of the location
accuracy. After that, the handover scheme for a system with a moving mobile
device will be introduced. The last section gives the conclusions of this chapter.
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5.2 Network architecture
The basic idea of building an indoor communication network structure is to
have ceiling-mounted or wall-mounted base stations with transceivers and one
or more mobile devices within the network area. It is preferred to install the
minimum number of base stations to cover the largest area possible whilst
achieving the best data rate possible. The ultrasonic beam coming out from
a transducer aperture can be considered as a cone, therefore the projection at
any normal distance away from the aperture is a circle with a certain radius
which due to diffraction and beam spreading depends on the transmitted signal
frequency. Therefore, any network configuration will be a compromise between
coverage and data rate. Over short ranges, a higher data rate can be achieved
with a small coverage area, however, requiring a higher number of transceivers.
On the contrary, over long ranges, the achieved data rate might be lower with
relatively large signal coverage, but a smaller number of transceivers is needed.
Thus, a reasonable compromise between the two needs to be considered when
designing an indoor ultrasonic communication network.
Tx
Rx
Tx
Rx
Tx Rx
Rx
Tx
Tx
Rx
Figure 5.1: Side view of the indoor network setup including corner base sta-
tions and a ground mobile unit with their transmitting beam contours indicated.
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Figure 5.2: Cell planning using ellipse shapes.
One possible network setup inside a room is to install base stations on the
walls or the ceiling as the side view in Fig. 5.1 shows. With this setup, a rel-
atively large area can be covered by using small number of transducers. The
effective coverage area becomes an ellipse instead of a circle as illustrated in
Fig. 5.2. The area that is serviced by one base station with one transceiver (one
transmitter and one receiver) is regarded as one cell. One of the drawbacks
of this ellipse cell planning is that it uses ceiling base stations very inefficiently
as a large overlapping area between two neighbouring cells is introduced. It is
also difficult to cover the rest of the room in an organised arrangement using
ellipse cell shapes. Besides, the base stations on the wall or the ceiling may
miss the transmitting signal beam if the transmitter of the mobile unit is not
facing the base station as shown in Fig. 5.1. As shown earlier in Chapter 2, if
the transducers are misaligned by more than 7◦, transmission errors will occur.
Unless the mobile unit changes its orientation to have direct LOS to a base sta-
tion or uses omnidirectional transceivers, a full-duplex communication link will
be impractical.
There is another popular network architecture which divides the geographic
service area into hexagonal zones, as employed in modern cellular mobile com-
148
Figure 5.3: Cell planning using hexagonal shapes.
Tx RxTx Rx
Tx Rx
2.75 m
0.46 m
0.47 m
Figure 5.4: Side view of the indoor network setup including ceiling-mounted
base stations and a ground mobile unit with their transmitting beam contours
indicated.
munication systems [1]. Fig. 5.3 shows a typical cell plan using hexagonal
divisions. As can be seen, each cell has the same size, and the coverage region
overlaps at the outer boundaries. Since a hexagonal cell has an equal distance
to all adjacent cells, it provides the most efficient coverage with the least num-
ber of required base stations. The corresponding side view of the base station
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and mobile unit setup is shown in Fig. 5.4. As can be seen, the base stations
are placed on the ceiling with their transducers facing down to the ground. The
mobile device is placed under the coverage area with its transducers facing the
ceiling. As the highest frequency channel used for data transmission is 65 kHz
using separate bands for uplink and downlink which is described in Section
4.4.1, the maximum possible theoretical angle of divergence at this frequency
is 9.65◦, giving a coverage circle with a radius of 0.47 m when the height of
the base stations relative to the height of the mobile unit is fixed at 2.75 m.
Therefore, the maximum separation between the two base stations should be
0.47 m or less.
To maximise the system throughput, data transmissions were carried out us-
ing 16QAM-OFDM modulation at different lateral displacements in full-duplex
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Figure 5.5: The received 16QAM-OFDM uplink (a) and downlink (b) signal
constellation at a lateral displacement of 0.15 m; and QPSK-OFDM uplink (c)
and downlink (d) signal constellation at a lateral displacement of 0.35 m in
full-duplex mode.
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Figure 5.6: Error-free transmission area covered by using different OFDM mod-
ulation schemes.
mode. It was found that the maximum error-free lateral displacement was
0.2 m for both uplink and downlink with separated bands. By using a lower-
order modulation scheme (QPSK-OFDM), the maximum lateral displacements
with no measurable errors were extended up to 0.45 m and 0.4 m for uplink
and downlink, respectively. These could be identically sized using interleaved
uplink and downlink channels, but at the expense of the maximum data rate
achievable. The received 16QAM-OFDM signal constellations for the uplink and
downlink at a lateral displacement of 0.15 m were shown in Fig. 5.5 (a) and
(b), respectively. Similarly, the received QPSK-OFDM signal constellations for
the uplink and downlink at a lateral displacement of 0.35 m were also shown
in Fig. 5.5 (c) and (d). As can be seen, both the downlink constellations using
different modulations show larger variations in phase and amplitude than that
of the uplink signals. This is because by using lower frequency bands the uplink
signal has a wider angle of divergence for better signal reception at the same
lateral displacement compared to the downlink signal. Therefore, to maintain
a reliable full-duplex data transmission link, at least two different modulation
methods should be used at different coverage regions as shown in Fig. 5.6. In
151
0.6 m
0.6 m
BS1 BS2
BS3 BS4 BS5
BS6 BS7
Supporting 
stand
Supporting 
stand
Aluminium 
frame
Figure 5.7: Schematic of the base stations installed on the ceiling.
this case, 16QAM-OFDM can provide a maximum data transfer rate of 40 kb/s
for both uplink and downlink within a circle radius of 0.15 m. For a larger
reliable coverage area, the radius can be extended up to 0.35 m using QPSK-
OFDM at a reduced data rate of 20 kb/s for both uplink and downlink. A larger
error-free region may achieved by using BPSK-OFDM modulation, but it is not
recommended for data transmission in this work due to its low transfer rate of
10 kb/s. In this work, the horizontal separation of two different cell centres was
set at 0.6 m to achieve seamless and reliable connectivity between the mobile
device and the base stations. The experiment setup of the ceiling mounted base
station network is illustrated in Fig. 5.7. Each base station has one transmit-
ter and one receiver that are attached to an aluminium frame. All transducers
can move along the metal bar to adjust their positions. The actual constructed
metal frame with on-ceiling base stations is shown in Fig. 5.8. As can be seen,
there are seven pairs of ultrasonic transducers being installed, covering an area
of about 2.2 m2.
As the SensComp ultrasonic sensors were originally used for camera ranging
at a nominal frequency of 50 kHz, only very limited bandwidth could be used
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Figure 5.8: Installed ceiling-mounted base stations.
for data transmission. In addition, the emitted sound beam had a highly di-
rectional radiation pattern due to the relatively small value of λ/D. It reduced
the effective horizontal coverage area, and affected the accuracy of the data ex-
change with large lateral displacement. Therefore, wideband ultrasonic trans-
ducers with an omnidirectional design are preferred for better performance of
an indoor communication system.
5.3 Ultrasonic indoor positioning
For an indoor communication network, the knowledge of user location is im-
portant for efficient and effective data transmissions. The user location in a
cell can be used to select and optimise the modulation scheme. Due to the low
propagation speed of ultrasound in air compared with radio waves, ultrasonic
systems can provide more accurate measurement of time-of-flight (TOF) for
location estimation.
A number of ultrasonic indoor positioning and localization systems have
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been reported in the literature. The Bat system [2] consists of mobile wireless
devices known as Bats and a network of fixed ceiling-mounted receivers. The
users carry tag devices which emit an ultrasonic pulse when radio-triggered by
a controller. The system then measures the TOFs of the pulse intercepted by
different receivers and calculates the 3D position of the tag device by triangu-
lation. The achieved positioning accuracy was within 3 cm at 40 kHz with a
maximum location update rate of 150 Hz. A Cricket system [3] allows mobile
and static nodes to learn their physical locations by receiving and analysing con-
current radio and ultrasonic signals at 40 kHz from beacons spread throughout
the building. In order to minimise the effects of noise and reflections of ul-
trasound in the environment, the receiver collects up to 25 distinct distance
samples from each of the four beacons, achieving a relatively slow location
update rate of approximately 0.16 Hz [4]. It is also found that the 3D posi-
tion estimates can be accurate to between 5 cm and 25 cm. Another similar
indoor position sensing system [5] allows wearable and mobile computers to
determine their positions in a 3D space by receiving precisely timed 40 kHz
ultrasonic signals triggered by a RF pulse from four transmitters installed on
the ceiling using TOF methods. The resulting 3D position estimation accuracy
was between 10 cm and 25 cm with a system update rate of a few hertz. A
later study has looked at an indoor positioning system using prototype Dolphin
transmitters and receivers at 50 kHz without radio triggering [6]. This cen-
tralised system with ceiling receivers and roaming transmitters was shown to
have 2 cm location accuracy with an increased update rate of 20 kHz. In [7],
a reference-free ultrasonic indoor location system with a receive-only mobile
device which determines its own position based on ultrasonic signals in fre-
quency bands between 36 kHz and 45 kHz sent by at least three transmit-only
ultrasonic beacons was proposed. The mobile device consists of three receivers
placed in a triangle, allowing angle-of-arrival (AOA) and TOF estimation with-
154
out the use of synchronising RF. The system provides 3D location accuracy of
about 9.5 cm with update rates between 5 Hz and 20 Hz. A recent work has
implemented an ultrasonic local positioning system that allows a robot mobile
to navigate in an indoor area [8]. Each ceiling-mounted beacon contains five
ultrasonic transducers which send positioning signals modulated using orthog-
onal codes at 40 kHz. The ultrasonic signals were synchronised by RF pulses,
and the achieved position accuracy was below 3 cm. By merging the odometer
and ultrasonic positioning information using a H-Infinite filter, the entire path
of the moving robot on the floor can be obtained.
5.3.1 Positioning method
It is common to take advantage of the slow propagation speed of ultrasound to
estimate its TOF between a transmitter and a receiver. The TOF is then used
to calculate the distance between the two nodes based on the measured speed
of sound in air. A receiver collects a set of transmitter-to-receiver distances to
estimate its position by using the mathematical method of trilateration. More
specifically, a roaming receiver’s 3D position (u, v, w) is a function of the mea-
sured distance di to a given ceiling transmitter i, and the preassigned location
(xi, yi, zi) of the fixed beacon transmitter, described as
di =
√
(u− xi)2 + (v − yi)2 + (w − zi)2. (5.1)
In order to perform trilateration, at least three different values of di are re-
quired. In addition, the receiver needs to know the exact time that the ranging
signals depart from the transmitters to calculate the absolute TOFs. Therefore,
a wireless RF synchronization signal is usually sent synchronously to achieve
good accuracy [2, 3, 5]. However, the inclusion of this synchronization link to
provide a timing reference adds more hardware resources, power consumption,
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and signal processing complexity to the system. It also requires the use of RF
which may not be permitted in certain areas.
There is another TOF method associated with a different mode of receiver
operation. In this mode, the mobile receiver only knows the time differences of
the arriving signals with respect to each other rather than the absolute time of
arrivals. Since the receiver has to pick up an arbitrary point of time as a refer-
ence of signal TOF measurements, a set of pseudo-ranges are gathered, how-
ever, with an equal offset from the true transmitter-to-receiver distances [9].
This approach is called pseudoranging which is also performed by Global Posi-
tioning System (GPS) receivers [10]. The relationship can be expressed as
d˜i =
√
(u− xi)2 + (v − yi)2 + (w − zi)2 + ∆d, (5.2)
where d˜i is the pseudo-range to a certain transmitter and ∆d is the distance
offset common to all pseudo-ranges. If ∆d is positive, the start time that was
arbitrarily chosen by the receiver was before the transmitters began sending
their ranging signals, and the pseudo-ranges are longer than the actual ranges.
Otherwise, if ∆d has a negative value, then the receiver’s chosen time point was
behind the true starting point, and the pseudo-ranges become shorter than the
actual ones. To perform trilateration, at least four pseudo-ranges are required
as there are four unknowns in (5.2). Compared to the receivers in synchronous
systems, these asynchronous receivers do not need additional wireless radio-
triggered synchronization links to perform position estimation. However, the
disadvantage of pseudo-ranging is that it takes one more signal TOF measure-
ment to compute the location, making the estimation potentially less accurate.
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5.3.2 Ranging signal
Multiple ceiling beacons should transmit their unique ranging signals simul-
taneously at the same frequency to have the same coverage area and similar
received signal strength at the receiver. In order to provide the multiple si-
multaneous access to the various ranging signals that are to be received from
different base stations, a code division multiple access (CDMA) method was
used. CDMA is a spread-spectrum technique that transmits the signals at the
same time with different spreading code sequences [11]. Code sequences that
have good autocorrelation properties are called pseudorandom noise sequence
as their autocorrelation function is similar to that of random noise which has a
sharp peak and low sidebands [12].
A pseudorandom noise sequence with desirable autocorrelation characteris-
tics can be created using a series of shift-registers with feedback-taps that are
logically combined and fed into the bit input [13]. Fig. 5.9 shows one type of
three-stage linear feedback shift register (LFSR) synchronised by a unique clock
signal. A shift register simply copies its input D to its output Q on each step.
Based on different tap connection arrangements, the binary bits are then fed
back to the input of the first register after the exclusive-OR (XOR) operation.
Table 5.1 presents the truth table of function f = A⊕B where the symbol ⊕ is
OUTPUT
D Q D Q D Q
CLOCK
Figure 5.9: Three-stage LFSR generating m-sequence of length 7, using taps 1
and 3.
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Table 5.1: Truth table for XOR function
A B f
0 0 0
0 1 1
1 0 1
1 1 0
used to indicate the XOR operation. As can be seen, XOR of two inputs is true if
only one of the two inputs is true. LFSR taps can be mathematically described
by a characteristic polynomial, for example, 1 + x + x3, for the arrangement in
Fig. 5.9. Each configuration of n-stage registers is able to produce all possible
combinations of binary sequences in 2n − 1 cyclic shifts. The sequence created
with a maximum length of 2n − 1 is then called maximum-length sequence, or
m-sequence. If the taps are changed, a new sequence is produced with the same
length. In general, the m-sequences are found to have excellent autocorrelation
properties [14]. However, for applications in spread spectrum communication
systems, a uniformly low cross-correlation value for a code sequence is also re-
quired so that the receiver can be able to pick out signals from individual trans-
mitters with minimal cross interference between any pair of code sequences
sharing the same spectrum [15]. Unfortunately, the cross-correlation function
between two m-sequences of the same period may have relatively high peaks
that are undesirable in CDMA [16]. Depending on the different sequence pairs
used, it is still possible to find ones that have smaller cross-correlation peaks,
but the size of such a set of sequences is usually too small for practical CDMA
applications [17].
Even though the cross-correlations of m-sequences are generally high, it
has been found [18] that certain pairs of well-picked m-sequences with length
2n−1 exhibit a smooth three-valued cross-correlation function with values {−1,
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−t(n), t(n)− 2}, where
t(n) =

2(n+1)/2 + 1 (odd n)
2(n+2)/2 + 1 (even n)
(5.3)
These m-sequences are called preferred sequences. For example, consider the
case where n = 7, then t(7) = 24 + 1 = 17 and the three possible values
of the periodic cross-correlation function are {−1, −17, 15}. Therefore, the
worst-case cross-correlation is 17. Table 5.2 [17] lists the peak values θc of
the cross-correlation between pairs of m-sequences for 3 ≤ n ≤ 10. Here, θu
represents the maximum value of autocorrelation for two m-sequences. As can
be seen, the number of m-sequences with a length of m increases rapidly with
n. It can also be observed that θc takes a larger percentage of θu compared with
t(n) when n ≥ 5, and the difference between the two increases with n. Thus,
these preferred pairs of m-sequences can be used to produce families of binary
sequences with good cross-correlation properties.
Gold codes, which were invented by Dr. Robert Gold in 1967 [19], can be
used to generate the ranging signal as they obtain both good auto and cross-
Table 5.2: Cross-correlation of m-sequences and Gold sequences
Length of Peak
code sequence Number of cross-correlation
n m = 2n − 1 m-sequences θc θc/θu t(n) t(n)/θu
3 7 2 5 0.71 5 0.71
4 15 2 9 0.60 9 0.60
5 31 6 11 0.35 9 0.29
6 63 6 23 0.36 17 0.27
7 127 18 41 0.32 17 0.13
8 255 16 95 0.37 33 0.13
9 511 48 113 0.22 33 0.06
10 1023 60 383 0.37 65 0.06
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correlation properties. The Gold codes are a particular set of pseudo-random
sequences that are constructed by the XOR of two preferred m-sequences using
the same clock signal [15]. As the cell size is relatively small, a fast positioning
update rate is needed. Therefore, the length of the m-sequence should be as
small as possible. As Table 5.2 shows, for n = 3 and n = 4, the values of θc
and t(n) are the same. When n increases to 5, the peak cross-correlation t(n)
using the preferred sequences starts to be superior to that of the general pairs.
Fig. 5.10 illustrates the Gold code generator used in this work, consisting a pair
of five-stage LFSRs. The initial contents of the LFSR are called the seed, and
each seed gives a different Gold code. Therefore, by using all different possible
seeds (except for all ‘0’s), a class of 2n−1 Gold sequences of length 2n−1 can be
generated. If the original two m-sequences are included, a total of 2n + 1 Gold
sequences can be constructed in one family. In this case, 33 (25 + 1) Gold codes
with a length of 31 (25 − 1) from the same family can be used by 33 different
base stations to transmit ranging signals at the same time. The Gold codes can
also be expressed in the form of characteristic polynomial for the two LFSRs,
such as GC(1 + x2 + x5, 1 + x2 + x3 + x4 + x5, 00011) according to the circuit
diagram in Fig. 5.10. Note that a seed of ‘00...001’ is always used by the first
Gold 
Codes
D Q D Q D Q
CLOCK
D Q D Q
D Q D Q D Q D Q D Q
Figure 5.10: Circuit of a Gold code generator.
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Figure 5.11: Gold code and its correlation properties.
LFSR, and ‘00011’ is the user defined seed for the second LFSR. Fig. 5.11(a) and
(b) show two of the 31-bit Gold sequences from the same family generated by
the circuit in Fig. 5.10. Their auto-correlations are illustrated in Fig. 5.11(c) and
(f), respectively. As can be seen, both show an impulse-like curve, indicating
high similarities with themselves. Their cross-correlation property is compared
in Fig. 5.11(d), showing very low correlation with each other. Fig. 5.11(e)
illustrates their periodic cross-correlation results with three values {−1, −9, 7},
as (5.3) predicts. Since Gold codes have low cross-correlation in addition to
excellent auto-correlation characteristics, they are widely used in applications
in telecommunication and satellite navigation [20]. The Gold codes with a
length of 511 bits have also been used for indoor location systems using both
acoustic [21] and ultrasonic [6] methods.
Other well-known pseudo-random sequences used in CDMA systems are
Walsh-Hadamard codes [22] and Kasami codes [23]. Walsh-Hadamard codes
are orthogonal codes with nonzero cross-correlation only if the two sequences
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are the same. The major drawback of the Walsh-Hadamard codes is that the
sequences have poor autocorrelation properties, making the family unsuitable
for asynchronous CDMA systems [24]. Since the time-of-arrivals (TOAs) of
the signals at the receiver are different, orthogonal codes cannot be separated
from each other. Therefore, Walsh-Hadamard codes are not used in this work.
Kasami codes have similar properties to the Gold codes with preferred pairs of
m-sequences. There exist small and large sets of Kasami sequences. The small
set has a family of 2n/2 binary sequences with a period of 2n−1 for even n. Their
maximum cross-correlation is 2n/2 + 1. The large set includes both the small set
of Kasami sequences and a set of Gold sequences as its subsets. The autocorre-
lation and cross-correlation characteristics of the large Kasami set are inferior to
those of the small set, but the large set has a larger number of sequences [24].
As the generation of small set Kasami codes is restrained by using only even
number of shift registers, they are not investigated in this work, either.
5.3.3 Ranging accuracy evaluation
Location measurements were performed in a laboratory environment as before,
using three ceiling base stations and one mobile receiver. The base station
transmitters were placed near the ceiling in the centre of the room at known
positions, with their apertures facing down to the floor. This reduced the ef-
fect of multipath reflections from the walls. The mobile receiver was placed
in different known coordinate points inside the area that was covered by the
transmitting ultrasonic beams with its transducer facing the ceiling.
To have a relatively large signal coverage area, a sinusoid with a low ultra-
sonic frequency of 25 kHz outside the communication channels (45 to 65 kHz)
was used as the carrier wave, modulated by a Gold code using BPSK. The Gold
code had a length of 31 bits and was applied at a rate of 5 kHz, yielding a rang-
ing signal duration of 6.2 ms. Each transmitter from the ceiling base stations
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Figure 5.12: Transmitted signals (a), (b), (c), carrying Gold codes from three
different ceiling-mounted transmitters and the received signal (d) by the mobile
device.
was assigned a unique Gold code from the same family. The mobile receiver
was placed at a fixed height of 0.46 m above the floor to simplify the position-
ing process. Therefore, only three ranging signals were needed to estimate the
location of the mobile device as w and zi in (5.2) are known. Equation (5.2)
can then be simplified as
d˜i =
√
(u− xi)2 + (v − yi)2 + c+ ∆d, (5.4)
where c is a constant, and is equal to (w − zi)2. Fig. 5.12 (a), (b) and (c) show
transmitted Gold code modulated signals from three different base stations. The
transmitters were configured to broadcast their ranging signals simultaneously.
These signals with different amplitudes and TOAs were then received as a single
waveform by the mobile device as illustrated in Fig. 5.12 (d). As can be seen,
the effect of constructive and destructive interference can be visually identified
as its amplitude varies with time.
In order to detect the TOAs of different ranging signals, the receiver needs
to correlate the received waveform with the different corresponding Gold code
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Figure 5.13: Cross-correlation of the received ranging signal with different
Gold code modulated signals (a), (b), (c), and the resulting curves after peak
detection (d), (e), (f).
modulated signals locally generated, and identical to the transmitted ones. The
cross-correlation results of the received signal against three different ranging
signals are shown in Fig. 5.13 (a), (b) and (c). As can be seen, three distinct
peaks are produced in the centre after correlation. After peak detection, the
highest peaks of the resulting curves illustrated in Fig. 5.13 (d), (e) and (f) can
then be used to identify the TOAs of the ranging signals. It can also be observed
that the signal that arrived at the receiver earlier than the others had a higher
peak as the transmission distance was shorter thus less attenuation occurred.
The location accuracy of the system was evaluated at ten different positions
Table 5.3: Base station coordinates in (m)
Base station (xi, yi, zi)
BS1 0.3, 0.5196, 0
BS2 0, 0, 0
BS3 0.6, 0, 0
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Figure 5.14: Estimated 2D positions (x) using asynchronous ranging algorithm
in coordinates (X,Y). The solid points correspond to the positions where the
receiver transducer was physically placed, and the unfilled points were the po-
sitions of the ceiling base stations.
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Figure 5.15: Histogram of the absolute positioning error from the measure-
ments carried out at all ten testing points.
for the mobile receiver at a fixed height. The measurements were taken 10
times at each test position. The locations of the base stations at known coordi-
nates are listed in Table 5.3. To better visualise the distribution of the measured
locations, the 2D coordinate of the evaluated test points are shown in Fig. 5.14.
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As can be seen, the measured points are scattered around or close to the refer-
ence points, demonstrating the effectiveness of the positioning system proposed
in this work. The locations of base stations and mobile unit were projected on
to the floor using a plumb bob before taking the measurement. Therefore, the
uncertainty of the hand-measured positions may contribute a small amount of
error at ±1 mm given that the minimum scale of the measuring tape used was
is 1 mm. The histogram of the absolute positioning error from the measure-
ments at all ten test points is shown in Fig. 5.15. It shows that all the error
readings of the estimated locations are within 28.37 mm which is 2.13% of the
theoretical radius (1332 mm) that is covered by the cone of an emitted 25 kHz
ultrasonic signal sent from a 2.75 m-height ceiling, and 72% of the measuring
errors are between 8.28 mm and 19.76 mm. Note that the transducer radius
(19.2 mm) is approximately 50% of the maximum measuring error. It indicates
that the ultrasonic positioning system using an asynchronous ranging method
is feasible with reasonably good accuracy.
5.4 Handover between base stations
In a practical cellular wireless communication system, a mobile device should
be able to move between different cells while still keeping the connection with
at least one of the base stations through an automatic and seamless mechanism,
called a handover [25]. It represents a switching process from one serving base
station to a candidate base station. As the mobile unit has a fixed height in
this work, the handover allows connectivity switching when the mobile device
moves from one active cell to the other horizontally without changing the ser-
vice network.
In cellular mobile systems with multiple users, base stations in adjacent
cells are assigned to different frequencies to prevent co-channel interference.
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Figure 5.16: Employment of frequency re-use plan for a re-use factor of 3 (cells
with the same shading use the same frequencies).
Meanwhile, to use the frequency spectrum more efficiently, the corresponding
frequencies are re-used in a regular pattern over the entire service area [26].
Fig. 5.16 shows a cell arrangement with a frequency re-use factor of 3. Note
that the cells with the same shading use the same frequencies. With this re-use
pattern, the available frequency spectrum is then divided into three different
channel groups for each cluster that contains three adjacent cells. However,
a narrowband system, as used in this work, does not have the bandwidth to
further split the limited spectrum into different frequency groups. Therefore,
identical uplink and downlink channels were used by all base stations in dif-
ferent cells. The handover process is then to switch off the downlink channels
of the current base station, and switch on those of the candidate base station
based on the estimated location and trajectory of the mobile device. Note that
only one mobile user was assigned in this system for simplicity, to show proof
of concept and to achieve a more reasonable data transfer rate.
Assuming that the mobile unit moves at a constant speed, υ, and the lo-
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cation update rate is η, the minimum detectable distance that the mobile unit
has moved is then υ/η. As described in Section 5.2, there is a 50 mm gap
left between the maximum error-free displacement and the planned cell cov-
erage radius. The minimum detectable moving distance should then be less
than 50 mm. This is to ensure reliable signal transmissions when switching
between different modulation methods within the cell and the handover be-
tween adjacent cells. Fig. 5.17 shows the transmitted signal structure of a base
station. The ranging signal modulated by a Gold code at 25 kHz was sent ev-
ery 31 ms with a duration of 6.2 ms, thus the achieved system location update
rate was around 32.3 Hz. This was to transmit as many OFDM data packets
as possible within a certain time period so that the maximum data rate could
be obtained. At the same time, the value of υ/η was 46.4 mm which was just
below 50 mm when the moving speed of the mobile unit was assumed to be
1.5 m/s. Fig. 5.17 also shows the base station that transmitted signals using
the downlink frequency bands from 56 kHz to 65 kHz every 31 ms. Each signal
packet contained a synchronization signal, a pilot signal and 29 OFDM signals
carrying data information. Therefore, the actual data rates using 16-QAM and
QPSK were 37.4 kb/s and 18.7 kb/s, respectively. For the mobile device, the sig-
nal structure is illustrated in Fig. 5.18. The transmission used uplink frequency
bands from 45 kHz to 54 kHz with the same signal contents as for the base
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Figure 5.17: Signal structure of base stations.
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Figure 5.18: Signal structure of the mobile device.
stations, and sent signals every 31 ms as well. Note that the first packet of the
data signals was reserved for sending the calculated location information of the
mobile unit to the base stations so that the system was able to switch between
different modulation schemes within the same cell and perform the handover
when the mobile unit moved from one cell to another. The achieved uplink data
rates using 16-QAM and QPSK were 36.1 kb/s and 18.1 kb/s, respectively.
Ultrasonic transducers with a smaller aperture opening, or omnidirectional
transducers, would have wider beam divergence, therefore providing a larger
signal coverage area. The location update rate could also be reduced to im-
prove the overall data transfer rate as a smaller number of handovers are
needed. When broadband ultrasonic transducers with sufficient transmission
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Figure 5.19: Channel arrangement for multiple users. fU1, fU2 and fU3 repre-
sent frequency bands for user 1, user 2 and user 3, respectively, and fBS1, fBS2
and fBS3 represent frequency bands for base station 1, base station 2 and base
station 3, respectively.
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bandwidth are used, a frequency re-use scheme would become executable for
providing services to multiple mobile users. For example, a cellular system
with a frequency re-use factor of 3 would need to share the overall available
frequency bands as illustrated in Fig. 5.19. If there are three mobile users reg-
istered in the system, each base station needs to reserve three subbands (fU1,
fU2 and fU3) for each of the users. An alternative handover technique can be
approached by detecting the received signal strength from the current and the
adjacent base stations. As Fig. 5.20 shows, as the mobile user moves from the
current base station to an adjacent base station, it keeps detecting the received
signals that operate at different frequency bands from both base stations. If the
handover occurs at position A when the received signal strength from two base
stations are equal, any fluctuation of the received signal strength may stimu-
late too many unnecessary handovers when the current base station is still able
to provide adequate service. The fluctuation in signals may be introduced by
multipath reflections or the orientation of the receiver transducer surface of the
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mobile unit. When the mobile unit is passing position A and moving towards the
adjacent base station (BS2), the received signal strength from the current base
station (BS1) may become sufficiently weaker than that from the adjacent base
station. The handover occurs at position B with a certain amount of hysteresis,
h, which could effectively prevent a “ping-pong” effect (the repeated handover
between the two base stations caused by the fluctuations in the received signal
strengths from both base stations) that happens at position A.
5.5 Conclusion
An indoor ultrasonic communication network with ceiling-mounted base sta-
tion transceivers and one mobile device was proposed and constructed. The
communication cells were structured using hexagonal shapes to cover the ser-
vice area more efficiently. The separation of different base stations was set
at 0.6 m according to the experimental maximum lateral displacement for
data transmissions with no measurable errors. An asynchronous positioning
method was implemented for the system to determine the location of the mo-
bile unit. The ranging signals were phase modulated by different 31-bit Gold
codes from the same family using a non-communication channel at 25 kHz. The
achieved ranging accuracy was within 28.37 mm with a maximum update rate
of 32.3 Hz. According to the measured location of the mobile device moving
from one cell to another, the system executed the handover of the communi-
cation link on a switch on and off basis as all base stations used the same fre-
quency bands for data transmission. Within a circular range of 0.15 m, 16QAM-
OFDM was used to achieve a higher uplink data transfer rate of 37.4 kb/s while
the range was extended up to 0.35 m by using QPSK-OFDM with a data rate
of 18.7 kb/s. For the uplink connection, the achieved data rates using 16QAM-
OFDM and QPSK-OFDM were 36.1 kb/s and 18.1 kb/s, respectively. The spec-
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Table 5.4: Specifications of the ultrasonic indoor communication network
System Throughput (kb/s)
Downlink: 37.4, 18.7
Uplink: 36.1, 18.1
Frequency Band (kHz)
Positioning: 25
Data: 45 - 65
Modulation Format
Positioning: BPSK
Data: 16QAM-OFDM, QPSK-OFDM
Cell Size (m) Hexagonal: 0.6 (side to side)
ifications of the indoor ultrasonic communication network implemented in this
work are summarised in Table 5.4. A more robust handover technique using re-
ceived signal strength with hysteresis was also proposed to improve the system
efficiency when multiple mobile users subscribed to the service.
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Chapter 6
Conclusions and Future Work
The research work described in this thesis has investigated the development
and characterisation of multiple-channel airborne ultrasonic data communica-
tions using capacitive transducers. This chapter summarises this work and its
conclusions, and suggestions for future research are also highlighted.
6.1 Conclusions
The introductory chapter firstly presented the historical use of ultrasound in
different fields. It was followed by the basic properties of ultrasound including
propagation through a medium, atmospheric absorption and radiated field pat-
terns, which are the main considerations of the simulation model used in Chap-
ter 2 and Chapter 3. Two popular ultrasonic transducers were also described
in Chapter 1 with their characteristics discussed. It was found that capacitive
ultrasonic transducers are more efficient for signal transmissions in air. Pre-
vious research on airborne ultrasonic communications were reviewed later in
Chapter 1, which gave a good initial guidance for expanding the research in the
area.
In Chapter 2, the investigation on multichannel wireless ultrasonic com-
munication using basic baseband modulation methods (OOK and BPSK) was
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described. It was shown that 6-channel OOK was practical over transmission
ranges up to 5 m with a data transfer rate of 60 kb/s when the transducer centre
normals were aligned. This range was extended to 10 m using 3-channel BPSK,
however, at a reduced data rate of 30 kb/s. A simulation model was created
including three filters to compensate for atmospheric absorption in air, beam
spreading and transducer frequency response. Good agreement was found be-
tween the simulation predicted signal and the experimental signal in both time
and frequency domains, indicating that the simulation model could be used to
characterise ultrasonic signals through an air gap. According to the experimen-
tal results obtained when transducers were arranged with lateral displacements
and oblique angles, it was found that error-free data transmissions were still at-
tainable with a small amount of displacement and angle offset. It was also
concluded that 3-channel BPSK was more robust than 3-channel OOK in both
aligned and misaligned conditions in terms of the BER performance. In this
work, wireless synchronization was achieved by ultrasonic means instead of
a hard-wired link. The work in this chapter has added the knowledge of air-
borne ultrasonic wireless systems using multiple parallel channels, and formed
a solid basis for developing other more efficient ultrasonic data communication
methods. Aspects of this work have been published in [1, 2].
Chapter 3 looked at more advanced modulation schemes based on OFDM
methods to maximise the system throughput. Compared with conventional
FDM modulations, OFDM significantly improved the bandwidth utilisation and
achieved the multichannel modulation process by means of an efficient IFFT
computation instead of using pulse-shaping, multiplication and summation.
The use of the FFT during demodulation had a profound effect on subchan-
nel filtering and equalisation problems arising with the previous FDM systems.
It was seen that all these processes were greatly simplified. By implement-
ing 16QAM-OFDM in ultrasonic bands from 200 kHz to 399 kHz, a maximum
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800 kb/s system data rate was achieved over ranges up to 0.7 m using a pair of
prototype capacitive transducers with a HfO2 high-k layer. Phase and amplitude
noise were compensated using a pilot-aided estimation algorithm for correctly
decoding OFDM signals. Good agreements were again found between the pre-
dictions of the simulation and the actual experimental signals. Different order
baseband modulations from BPSK, QPSK and 16-QAM were also investigated
using SensComp devices with subchannels from 55 kHz to 99 kHz. By using
16QAM-OFDM, a high bandwidth utility of 4 b/s/Hz was achieved at a data
rate of 180 kb/s over ranges up to 6 m. Meanwhile, BPSK-OFDM experienced
the lowest BER with the longest transmission range up to 11 m at 45 kb/s.
In a dispersive environment with multipath reflections, OFDM was proved to
be able to reduce system decoding errors by adding cyclic prefix, however, at
the expense of wasting a certain amount of transmitted power and overall data
rate. Aspects of this work have been published in [3–5].
In Chapter 4, data transmissions in non-line-of-sight conditions including
reflections and diffractions were evaluated. For specular reflection, there was
little signal energy drop when the incidence and reflection angles were the
same so that successful signal decoding was retained. When the ultrasonic sig-
nal reflected from a soft and weakly reflective surface, most of the energy was
absorbed, and the high-frequency channels were found to be more affected by
the absorbent surface. BPSK-OFDM modulation was proven to return the best
BER performance and high-frequency signals were prone to errors when the
transducer centre normals were not coincident. For diffuse reflection, less sig-
nal energy was received compared with specular reflection, and BPSK-OFDM
was again shown to be more robust than modulation methods with higher or-
ders. The diffraction experiments also showed that the signal could still be
correctly decoded when diffracted around a sharp-edged corner, however, with
only a small amount of displacement. Low-order modulations at low frequen-
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cies were better for signal transmission when diffraction occurred. Full-duplex
communication with two pairs of transducers transmitting and receiving signals
in opposite directions simultaneously was also investigated in Chapter 4. Trans-
missions with no measurable errors were achieved by splitting the frequency
bands for forward and reverse signals at a data rate of 40 kb/s using recently-
manufactured SensComp transducers, which had a different usable bandwidth
when compared to those used in Chapter 2 and Chapter 3. To maintain con-
nections for both outward and return links in the case when all high-frequency
channels were corrupted, interleaved channel allocation was used. The cor-
responding experimental results indicated that the OFDM signals were more
sensitive to ICI unless a larger channel spacing was used. Aspects of this work
were published in [4].
An indoor data communication network with ceiling-mounted base stations
and a mobile unit was investigated in Chapter 5. The wireless network was
structured using hexagonal shapes to efficiently cover the service area. The
separation of different base stations was set at a relatively small distance of
0.6 m to compensate the directionality of the ultrasonic beam from the Sen-
sComp transducers. An asynchronous positioning method was evaluated in the
system using Gold code modulated signals, achieving ranging accuracy within
28.37 mm with a maximum update rate of 32.3 Hz. The location information of
the mobile device was used to help optimise modulations within individual cells
and seamless handover between neighbouring cells. Under the coverage of each
cell base station, 16QAM-OFDM and QPSK-OFDM were used to transmit data at
different transfer rates depending on different lateral displacements. The data
signals were transmitted and received based on packets in every 31 ms, achiev-
ing downlink data rates from 18.7 kb/s to 37.4 kb/s and uplink data rates from
18.1 kb/s to 36.1 kb/s. A wall-mounted base station setup would have been
a good alternative to cover a relatively larger area using a smaller number of
179
transducers. However, wide-angled or omnidirectional ultrasonic transducers
would be needed to establish effective full-duplex communication links.
6.2 Future work
The ultrasonic data communication system described in this thesis was an op-
erational prototype, and additional work will need to be undertaken before it
can be deployed as part of a practical indoor communication network.
There exits an inherent lag from the PC to the arbitrary waveform generator
as it takes a finite amount of time to upload the digitally modulated signals
through a GPIB interface. This could possibly be replaced by a more efficient
digital to analogue converter. Similar issues occur at the receiver side as there
is a delay between the oscilloscope and the PC when reading the data, therefore
this set up does not facilitate real-time data streaming.
Regarding the mobility and flexibility of the system, the physical size of
the equipment needs to be reduced for practical use. Thus, programmable
integrated circuit boards that function as modulator and demodulator could
replace the bulky waveform generator and amplifiers. The sizes of both the
SensComp and high-k transducers are relatively large especially as part of a
portable mobile receiver. New designs or alternative transducers with small
size while obtaining similar characteristics could be used. Both the transduc-
ers rely on a 200 V bias to drive the signal, therefore ultrasonic transducers
powered by low-voltage batteries should be used for future systems. There are
broadband CMUTs designed with 5 V [6] and zero [7] bias voltage operating in
water at about 7 MHz. Unfortunately, no such capacitive ultrasonic transducer
with adequate sensitivity has been reported in the literature for the operation
in air. Therefore, the development and characterisation of new airborne ultra-
sonic transducers with low bias voltage for practical indoor data communication
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would be another direction of future investigation.
It would be desirable to have omnidirectional [8] or wide-angle [9] ultra-
sonic transducers as transmitters in an indoor communication network so that
a larger coverage area can be achieved with a smaller number of base stations.
This can be done by using an external mirror or reflective cone to disperse
the ultrasonic beam. Besides, multiple directional devices, suitably arranged
to give omnidirectional coverage, have already been constructed and used in a
3D ultrasonic location system [10]. It is also beneficial to the signal reception
as both the oblique angle and lateral displacement tolerance is increased when
using such types of transducer as the receiver.
Finally, error control coding should be widely adopted to enable reliable de-
livery of digital data over unpredictable wireless channels. This would build a
communication system that could automatically detect some of the decoding
errors and reconstruct their original data for more robust performances, i.e.
lower BER. Redundancies such as parity bits, checksums and cyclic redundancy
checks (CRCs) are usually introduced into the data to be transmitted for er-
ror detection [11]. Once the errors are detected, the system conducts either a
retransmission until the data can be verified or a recovery of the original data
with the aid of an error-correcting code prior to transmission. The drawbacks of
using error detection and correction schemes are the complexity of their imple-
mentation and the reduction of the information transmission rates as additional
bits are added. Therefore, the tradeoffs between channel efficiency and system
robustness should be realised.
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Appendix A
Equipment Specifications
Cooknell CA6/C charge amplifier
Input impedance
Charge sensitivity
Bandwidth
Maximum output level
Series noise voltage generator
100 Ω above 10 kHz
250 mV per pico-coulomb
<10 kHz to >10 MHz
1 V rms into 50 Ω
0.6 nV/Hz typical
Falco WMA-300 high voltage amplifier
Amplification
Bandwidth
Slew rate
Delay time
Output voltage
Current
Noise and offset
Input impedance
Output impedance
50×, fixed
DC - 5 MHz @-3 dB
2000 V/µs typical
140 ns input to output
-150 V to +150 V
300 mA typical with limiter
12 mV rms noise, 100 mV offset
50 Ω
50 Ω
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PicoScope 6403A oscilloscope
Number of channels
Bandwidth (-3 dB)
Rise time
Voltage ranges
Sensitivity
Input impedance
Timebases
ADC resolution
Maximum sampling rate
4 (BNC connectors)
DC - 350 MHz
1.0 ns
±50 mV to ±20 V
10 mV/div
50 Ω
10 ns/div to 1000 s/div
8 bits
5 GS/s
SensComp series 600 environmental grade transducer
Transmitting sensitivity
Receiving sensitivity
Distance range
Resolution
Suggested DC bias voltage
Suggested AC driving voltage
110 dB min. at 50 kHz
-42 dB min. at 50 kHz
0.15 to 10.7 m
±3 mm to 3 m
200 V
200 V peak
TTi TGA 12102 arbitary waveform generator
Waveform memory
Waveform length
Vertical resolution
Sample clock rate
Output impedance
Amplitude range
1 M points/channel
8 to 1,048,576 points
12 bits (4096 levels)
0.1 Hz to 100 MHz
50 Ω
5 mV to 20 Vpk-pk
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Appendix B
MatlabTM program listings
Modulation and demodulation of multichannel OOK
% Written by Wentao Jiang 2014
% Ultrasonics Research Group
% Univeristy College Cork
% Multichannel OOK modulation and demodulation
clear all
%%%%%%%%%%%%%%
% Modulation %
%%%%%%%%%%%%%%
% Number of subchannels
m=6;
% Number of bits per subchannel
n=8;
% Input data
datain=round(rand(1,m*n));
% Bit duration
t_bit=0.1e-3;
% Sampling frequency
fs=1e6;
% Generate baseband signal
amp=zeros(1,length(0:1/fs:m*n*t_bit-1/fs));
for i=1:m*n
if datain(i)==1
amp(1+(i-1)*fs*t_bit:i*fs*t_bit)=1;
end
end
% Pulse shaping
% The order n must be even
b=firrcos(50,10e3,0,fs,'rolloff');
ps_amp=filtfilt(b,1,amp);
% Carrier frequency of the lowest subchannel
fc=50e3;
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% Channel spacing
fd=12e3;
% Generate passband signal
t=0:1/fs:t_bit*n-1/fs;
ook=zeros(1,length(t));
for i=1:m
carrier=sin(2*pi*(fc+(i-1)*fd)*t);
temp=ps_amp(1+(i-1)*n*fs*t_bit:n*i*fs*t_bit).*carrier;
ook=ook+temp;
end
% Adding AWGN
snr=5;
nook=awgn(ook,snr,'measured');
%%%%%%%%%%%%%%%%
% Demodulation %
%%%%%%%%%%%%%%%%
% BPF window width
dif=6e3;
% Bandpass filtering
nook=[nook,zeros(1,2.5*t_bit*fs)];
fsig=zeros(1,m*length(t));
for i=1:m
wn=[(fc+(i-1)*fd-dif)/(fs/2) (fc+(i-1)*fd+dif)/(fs/2)];
[b,a]=butter(3,wn,'bandpass');
temp=filtfilt(b,a,nook);
temp=temp(1:length(t));
fsig(1+(i-1)*length(t):i*length(t))=temp;
end
% Envelope detection
envelope=abs(hilbert(fsig));
% Normalised energy bar
for i=1:m*n
amp(i)=sum(envelope(1+0.4*t_bit*fs+(i-1)*length(envelope)/(m*n)...
:i*length(envelope)/(m*n)-0.4*t_bit*fs).^2);
end
maxamp=zeros(1,m);
for i=1:m
maxamp(i)=max(amp(1+(i-1)*n:i*n));
end
for i=1:m
nor(1+(i-1)*n:i*n)=amp(1+(i-1)*n:i*n)/maxamp(i);
end
% Decoding
for i=1:m
data_out=zeros(1,n);
for j=1:n
if nor((i-1)*n+j)>0.28
data_out(j)=1;
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end
end
dataout(1+(i-1)*n:(i-1)*n+n)=data_out;
end
% Display input and output binary bits
disp('Input:');
disp(datain);
disp('Output:');
disp(dataout);
Modulation and demodulation of multichannel BPSK
% Written by Wentao Jiang 2014
% Ultrasonics Research Group
% Univeristy College Cork
% Multichannel BPSK modulation and demodulation
clear all
%%%%%%%%%%%%%%
% Modulation %
%%%%%%%%%%%%%%
% Number of subchannels
m=6;
% Number of bits per subchannel
n=8;
% Input data
datain=round(rand(1,m*n));
% Bit duration
t_bit=0.1e-3;
% Sampling frequency
fs=1e6;
% Generate baseband signal
amp=ones(1,length(0:1/fs:m*n*t_bit-1/fs));
for i=1:m*n
if datain(i)==0
amp(1+(i-1)*fs*t_bit:i*fs*t_bit)=-1;
end
end
% Pulse shaping
% The order n must be even
b=firrcos(50,10e3,0,fs,'rolloff');
ps_amp=filtfilt(b,1,amp);
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% Carrier frequency of the lowest subchannel
fc=50e3;
% Channel spacing
fd=12e3;
% Generate passband signal
t=0:1/fs:t_bit*n-1/fs;
bpsk=zeros(1,length(t));
for i=1:m
carrier=sin(2*pi*(fc+(i-1)*fd)*t);
temp=ps_amp(1+(i-1)*n*fs*t_bit:n*i*fs*t_bit).*carrier;
bpsk=bpsk+temp;
end
% Adding AWGN
snr=5;
nbpsk=awgn(bpsk,snr,'measured');
%%%%%%%%%%%%%%%%
% Demodulation %
%%%%%%%%%%%%%%%%
% BPF window width
dif=6e3;
% Bandpass filtering
nbpsk=[nbpsk,zeros(1,2.5*t_bit*fs)];
fsig=zeros(m,length(t));
for i=1:m
wn=[(fc+(i-1)*fd-dif)/(fs/2) (fc+(i-1)*fd+dif)/(fs/2)];
[bb,aa]=butter(3,wn,'bandpass');
temp=filtfilt(bb,aa,nbpsk);
fsig(i,:)=temp(1:length(t));
end
% Coherent demodulation
dataout=zeros(1,m*n);
[b,a]=ellip(5,0.5,60,10e3/(fs/2));
for i=1:m
carrier=sin(2*pi*(fc+(i-1)*fd)*t);
coherent=carrier.*fsig(i,:);
env=filtfilt(b,a,coherent);
for j=1:n
if env(round((j-0.5)*t_bit*fs))>0
dataout((i-1)*n+j)=1;
end
end
end
% Display input and output binary bits
disp('Input:');
disp(datain);
disp('Output:');
disp(dataout);
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Modulation and demodulation of 16QAM-OFDM
% Written by Wentao Jiang 2015
% Ultrasonics Research Group
% Univeristy College Cork
% 16QAM-OFDM modulation and demodulation
clear all
%%%%%%%%%%%%%%
% Modulation %
%%%%%%%%%%%%%%
% Modulation order
M=4;
% Number of subcarriers
NumSubc=400;
% Generate random binary bits
msg=round(rand(1,M*NumSubc));
% Symbol mapping
constellation=[1+1i 1+3i 1-1i 1-3i 3+1i 3+3i 3-1i 3-3i -1+1i...
-1+3i -1-1i -1-3i -3+1i -3+3i -3-1i -3-3i];
qam=[];
for j=1:M:length(msg)
index=16-bi2de(fliplr(msg(j:j+3)));
qam=[qam constellation(index)];
end
% Sampling frequency
fs=10e6;
% OFDM symbol time
Ts=1e-3;
% Carrier frequency of the lowest subchannel
fc=150e3;
% OFDM modulation
t=0:1/fs:Ts-1/fs;
K=fs*Ts;
Y=K*ifft(qam,K);
ofdm=Y.*exp(2*pi*1i*fc*t);
% Adding AWGN
snr=5;
nofdm=awgn(ofdm,snr,'measured');
%%%%%%%%%%%%%%%%
% Demodulation %
%%%%%%%%%%%%%%%%
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% OFDM demodulation
rx=nofdm.*exp(-2*pi*1i*fc*t);
dk=fft(rx)/K;
demap=dk(1:NumSubc);
aa=real(demap);
bb=imag(demap);
% Demodulated OFDM symbol constellations
figure;
plot(real(constellation),imag(constellation),'.k','MarkerSize',12);
hold on
plot(aa,bb,'*k');
xlabel('In-Phase');
ylabel('Quadrature');
xlim([-5 5]);
ylim([-5 5]);
grid on
% Demapping
dataout=zeros(1,M*NumSubc);
for j=1:NumSubc
if aa(j)>0&&aa(j)<2
dataout(4*j-3:4*j-2)=[1 1];
elseif aa(j)>2
dataout(4*j-3:4*j-2)=[1 0];
elseif aa(j)>-2&&aa(j)<0
dataout(4*j-3:4*j-2)=[0 1];
elseif aa(j)<-2
dataout(4*j-3:4*j-2)=[0 0];
end
end
for j=1:NumSubc
if bb(j)>0&&bb(j)<2
dataout(4*j-1:4*j)=[1 1];
elseif bb(j)>2
dataout(4*j-1:4*j)=[1 0];
elseif bb(j)>-2&&bb(j)<0
dataout(4*j-1:4*j)=[0 1];
elseif bb(j)<-2
dataout(4*j-1:4*j)=[0 0];
end
end
% Display input and output binary bits
disp('Input:');
disp(msg);
disp('Output:');
disp(dataout);
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Gold codes generation and their correlation properties
% Written by Wentao Jiang 2016
% Ultrasonics Research Group
% Univeristy College Cork
% Gold codes generation and their correlation properties
clear all
%%%%%%%%%%%%%%%%%%%%%%%%%
% Gold codes generation %
%%%%%%%%%%%%%%%%%%%%%%%%%
% Characteristic polynomial of LFSR1
polyn1=[0 1 0 0 1];
% Define the length of the m-sequence
n=length(polyn1);
N=2^n-1;
% The seed of LFSR1
reg=[zeros(1,n-1) 1];
% Generate the first m-sequence
mseq1(1)=reg(n);
for i=2:N
nreg(1)=mod(sum(polyn1.*reg),2);
for j=2:n
nreg(j)=reg(j-1);
end
reg=nreg;
mseq1(i)=reg(n);
end
% Characteristic polynomial of LFSR2
polyn2=[0 1 1 1 1];
% Define the length of the m-sequence
n=length(polyn2);
N=2^n-1;
% The seed of LFSR2
reg=[zeros(1,n-2) 1 1];
% Generate the second m-sequence
mseq2(1)=reg(n);
for i=2:N
nreg(1)=mod(sum(polyn2.*reg),2);
for j=2:n
nreg(j)=reg(j-1);
end
reg=nreg;
mseq2(i)=reg(n);
end
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% Generate Gold codes
for shift_amount=0:N-1
shift_mseq2=[mseq2(shift_amount+1:N) mseq2(1:shift_amount)];
goldseq(shift_amount+1,:)=mod(mseq1+shift_mseq2,2);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%
% Correlation properties %
%%%%%%%%%%%%%%%%%%%%%%%%%%
% Define sampling frequency and bit duration
fs=1e6;
t_bit=0.1e-3;
t=0:1/fs:t_bit*N-1/fs;
% NRZ encoder
g=zeros(N,round(N*t_bit*fs));
for i=1:N
for j=1:N
if goldseq(i,j)==1
g(i,1+(j-1)*fs*t_bit:j*fs*t_bit)=1;
elseif goldseq(i,j)==0
g(i,1+(j-1)*fs*t_bit:j*fs*t_bit)=-1;
end
end
end
% Plot two Gold code sequences
figure;
subplot(4,2,[1 3]);
plot(t*1e3,g(8,:),'k','LineWidth',1);
xlim([0 3.1]);
ylim([-1.2 1.5]);
text(1,1.25,'Gold code #1');
ylabel('Amplitude');
subplot(4,2,[5 7]);
plot(t*1e3,g(4,:),'k','LineWidth',1);
xlim([0 3.1]);
ylim([-1.2 1.5]);
text(1,1.25,'Gold code #2');
xlabel('Time');
ylabel('Amplitude');
% NRZ encoder
gc=ones(N,N);
for i=1:N
for j=1:N
if goldseq(i,j)==0
gc(i,j)=-1;
end
end
end
% Auto- and cross-correlation
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acr1=xcorr(gc(8,:),gc(8,:));
acr4=xcorr(gc(4,:),gc(4,:));
xcr=xcorr(gc(8,:),gc(4,:));
% Periodic cross-correlation
for i=1:2*N-1
pxcr(i)=sum(gc(8,:).*gc(4,:));
gc(8,:)=[gc(8,N) gc(8,1:N-1)];
end
% Plot the resultant curves
subplot(4,2,2);
plot(acr1,'k','LineWidth',1);
xlim([0 60]);
ylim([-12 35]);
title('Auto-correlation of Gold code #1');
subplot(4,2,4);
plot(xcr,'k','LineWidth',1);
xlim([0 60]);
ylim([-12 35]);
text(10,23,{'Cross-correlation of';'Gold code #1 and #2'});
subplot(4,2,6);
plot(pxcr,'k','LineWidth',1);
xlim([0 60]);
ylim([-12 35]);
text(10,23,{'Periodic cross-correlation of';'Gold code #1 and #2'});
subplot(4,2,8);
plot(acr4,'k','LineWidth',1);
xlim([0 60]);
ylim([-12 35]);
title('Auto-correlation of Gold code #2');
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