The onset of rapid slip along initially quiescent frictional interfaces, the process of "earthquake nucleation", and dissipative spatiotemporal slippage dynamics play important roles in a broad range of physical systems. Here we first show that interfaces described by generic friction laws feature stress-dependent steady-state slip pulse solutions, which are unstable in the quasi-1D approximation of thin elastic bodies. We propose that such unstable slip pulses of linear size L * and characteristic amplitude are "critical nuclei" for rapid slip in a non-equilibrium analogy to equilibrium first-order phase transitions, and quantitatively support this idea by dynamical calculations. We then perform 2D numerical calculations that indicate that the nucleation length L * exists also in 2D, and that the existence of a fracture mechanics Griffith-like length LG < L * (absent in the quasi-1D approximation) gives rise to a richer phase-diagram that features also sustained slip pulses.
Introduction.-The spatiotemporal dynamics of frictional interfaces ("faults"), formed when two deformable bodies come into contact, are central to a broad range of physical systems [1] [2] [3] . Two basic recurring themes, which still resist a complete theoretical understanding, are rapid slip nucleation and the rupture modes of faults. The former addresses the conditions under which slowly driven or strictly quiescent faults spontaneously develop rapid slip, the so-called "earthquake nucleation" problem [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The latter addresses to the ways in which such faults rupture once rapid slip nucleates, in particular the existence and properties of expanding crack-like rupture vs. spatially-compact pulse modes [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] .
Earthquake nucleation has been extensively studied [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . It has been shown that for a broad class of interfaces where the frictional resistance decreases with increasing slip velocity, i.e. in the velocity-weakening regime, nucleation emerges from a frictional instability [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . This nucleation scenario, controlled by a critical nucleation length L c [34] , assumes that external driving forces bring the interface or part of it into the destabilizing velocityweakening regime, which is valid only above some typically low slip velocity. Far less is known about nucleation from the quiescent, nearly locked state that is generically velocity-strengthening [35] .
Once rapid slip commences, the spatiotemporal dynamics of frictional interfaces are largely determined by the mode of rupture propagation along them, e.g. [2, 7] . While expanding crack-like rupture has been thought to be the dominant mode of rupture, it has been suggested that some earthquake data might be explained in terms of slip pulses [36] . This suggestion has triggered various 2D analyses [22] [23] [24] [25] [26] that demonstrated the existence of slip pulses for a class of friction models that feature aging/healing in the absence of slip and sufficiently strong velocity-weakening behavior. Recently, the existence of steady-state slip pulses in a class of generalized friction models has been demonstrated in the framework of the quasi-1D approximation of thin elastic bodies in contact [33] . Yet, the degree of generality of such slip pulses, and most importantly their dynamic stability and dimensionality dependence, remain rather poorly understood.
In this Letter, we establish a surprising connection between the two apparently disconnected classes of problems described above; we show that interfaces described by generic friction laws feature unstable steady-state slip pulses in the quasi-1D approximation. These unstable slip pulses of linear size L * and characteristic amplitude are hypothesized to serve as "critical nuclei" for the onset of rapid slip along quiescent interfaces, in a non-equilibrium analogy to equilibrium first-order phase transitions; that is, we propose an intimate relation between unstable slip pulses and earthquake nucleation.
These ideas are first quantitatively supported by dynamical quasi-1D calculations. Then the nucleation length L * is shown to exist also when 2D elastodynamics are considered, but that the existence of a fracture mechanics [37, 38] Griffith-like length L G -absent in the quasi-1D approximation -gives rise to sustained slip pulses. The analysis culminates in a 2D phasediagram [21] , highlighting the roles of unstable slip pulses in earthquake nucleation as a non-equilibrium first-order phase transition.
Spatially-extended frictional systems and generic friction laws.-The dynamics of spatially-extended frictional systems emerge from the coupling between the bulk dynamics of the deformable bodies in contact and the frictional interaction of the bodies along the contact interface. Bulk dynamics are described by continuum momentum balance ρü(r, t) = ∇· σ(r, t), where ρ is the mass density, u and r are thed-dimensional displacement and position vector fields respectively, t is time and σ is the stress tensor field. σ is typically related to u through Hooke's law [39] , resulting in bulk linear elastodynamics.
The interfacial constitutive (friction) law relates the slip velocity (the relative interfacial velocity), the friction (shear) stress and the structural state of the interface. In d = 2, when sliding takes place along x at y = 0, the slip velocity reads v(x, t) ≡u x (x, y = 0 + , t) −u x (x, y = 0 − , t) (+/− correspond to the upper/lower bodies, respectively) and the friction stress reads τ (x, t) ≡ σ xy (x, y = 0, t). The structural state of the interface is described by an internal-state field φ(x, t), which satisfies its own evolution equation. Finally, τ (v, φ) = σ sgn(v)f (|v|, φ), where σ ≡ −σ yy (x, y = 0, t) is the interfacial normal stress and f (|v|, φ) is the friction coefficient, andφ = g(|v|, φ). This is the rate-and-state friction constitutive framework [1, 4, 40, 41] . The solid horizontal line is the driving shear stress τ d > τmin, intersecting the N-shape friction law at 3 velocities: V stick Vmin on the extremely low v velocity-strengthening branch, Vvw < Vmin on the velocity-weakening branch and Vvs > Vmin on the high-v velocity-strengthening branch.
We use constitutive functions f (|v|, φ) and g(|v|, φ) that capture the generic properties of frictional interfaces; first, we set g(|v|, φ) = 1 − |v|φ/D [1, 4, 34, [40] [41] [42] , where φ represents the typical age/maturity of contact asperities that compose the spatially-extended interface, such that φ = t accounts for frictional aging/healing in the absence of slip, v = 0, and φ = D/|v| accounts for frictional rejuvenation over characteristic slip D in the presence of slip, v = 0. Second, we use the function f (|v|, φ = D/|v|) [20, 34] plotted in Fig. 1 ; this N-shape steady-state friction curve features a velocity-strengthening branch at extremely small v's, essentially representing quiescent/locked interfacial states, a velocity-weakening branch at intermediate v's and another velocity-strengthening branch beyond a high-v minimum [34, [43] [44] [45] . This generic friction curve is supported by extensive experiments and theoretical considerations [44] .
The existence and properties of 1D steady-state pulses.-The coupled interface-bulk problem defined above poses great mathematical challenges. To simplify things, we first consider two long and thin linear elastic bodies of height H in frictional contact, such that ρü = ∇· σ reduces to [31, 43] 
where u ≡ u x , G and c are the effective shear modulus and wave-speed [31, 43] , respectively, and τ d is a constant driving stress (see Fig. 1 ). Quasi-1D traveling steadystate solutions then satisfy [34] GHc
where we defined a co-moving coordinate ξ ≡ x − βc t, integrated out u and eliminated partial time-derivatives. Steady-state pulses, featuring a steadily travelling slipping region (cf. Fig. 2 ), can be thought of as composed of interacting rupture and healing fronts that propagate at the same velocity. Such fronts connect velocitystrengthening (i.e. stable) solutions of τ (|v|, φ = D/|v|) = τ d , see Fig. 1 . In particular, in steady-state rupture fronts the homogeneous V vs state invades the homogeneous V stick state [27, 30, 32, 33, 43, 46] , both defined in Fig. 1 , and vice versa for steady-state healing fronts. We found these solutions and calculated their dimensionless propagation velocity β r,h (τ d ) (for rupture/healing fronts, respectively), as shown in the inset of Fig. 3b . The two functions exhibit opposite trends and intersect at τ * [33] . At τ d = τ * , rupture and healing fronts propagate at the same velocity, β r (τ * ) = β h (τ * ), and hence can be superimposed without interaction to form a pulse of infinite width. As τ d is increased above τ * , the two fronts interact, leading to pulses of finite width L * (τ d ) and propagation velocity β p (τ d ). The existence of such pulses is explicitly demonstrated in Fig. 2 . In Fig. 3a we show the pulse width L * (τ d ), defined as the distance between the points at which the slip velocity drops to V vw (cf. Fig. 1 ).
As predicted, L * increases with decreasing τ d and appears to diverge as Fig. 2) , plotted in the inset of Fig. 3a , and the propagation velocity of slip pulses β p (τ d ), plotted in Fig. 3b , also increase with decreasing τ d .
Finally, we note that while it is physically intuitive and appealing to think of slip pulses as interacting rupture and healing fronts, the existence of the latter is not a necessary condition for the existence of the former. That is, slip pulses exist also for a steady-state friction laws that do not feature a minimum, for which steady-state fronts -and consequently a finite τ * at which L * diverges -do not exist [34] . Unstable pulses as critical nuclei in a non-equilibrium first-order phase transition.-We next perform numerical stability analysis of slip pulses. That is, we use steady-state pulse solutions as initial conditions and perturb them by slightly stretching/compressing the comoving coordinate ξ, see Fig. 4a . Here steady-state conditions are not enforced, i.e. we transform the equations to the co-moving frame of reference without eliminating partial time-derivatives [34] , and track the time evolution of perturbations, see Fig. 4b -c. It is observed that the perturbation with L > L * grows in amplitude and expands in size, while the perturbation with L < L * decays. That is, 1D steady-state pulses are intrinsically unstable.
The unstable nature of 1D steady-state slip pulses may imply that they play no role in fault dynamics. We propose, instead, that in fact they may serve as "critical nuclei" for the transition from an almost non-slipping state V stick to a slipping state V vs in a non-equilibrium analogy to equilibrium first-order phase transitions [47] . That is, we propose that unstable slip pulses provide a dynamical mechanism for the nucleation of rapid slip along frictional interfaces that are initially at (or nearly at) rest, a regime that is not commonly studied in the literature. To test this idea, we introduced Gaussian perturbations into a steady-sliding state at V stick ; these perturbations feature a width L (corresponding to 6 Gaussian standard deviations) and a peak amplitude V vs , and the perturbation in φ is determined by v through steady-state conditions. We then tracked their evolution to determine whether they decay back to V stick or bring the system to V vs .
The results, over a range of L and τ d values, are presented in Fig. 3a , where they are superimposed on the theoretical prediction L * (τ d ).
The figure provides compelling evidence that the theoretical prediction L * (τ d ) indeed quantitatively predicts the fate of dynamic perturbations, i.e. perturbations with L < L * (brown diamonds) decay back to V stick and those with L > L * (green squares) grow and bring the system to V vs , lending strong support to the proposed connection between unstable slip pulses and earthquake nucleation. These results are practically independent of the amplitude of perturbations, as long as it is larger than V vw [34] .
2D phase-diagram: The Griffith-like length and sustained pulses.-The concepts and physical picture developed above are expected to bed-independent, and hence we expect the nucleation length L * (τ d ) to exist also ind > 1. There is, however, an important difference betweend = 1 andd > 1; for the latter, fronts and pulses are accompanied by a crack-like singularity near their edges [2, 7, 27, 32, 48] , associated with a finite energy flux that is required to balance nearedge frictional dissipation per unit area, G c (an effective fracture energy) [32, 34, [48] [49] [50] [51] [52] . Consequently, for a given G c , there exists a Griffith-like length [37, 38] , where µ is the shear modulus and τ res is the residual shear stress left behind the edge, below which no front/pulse propagation is possible.
Using
we can predict the salient features and topology of the
−2 is a minimal condition for front/pulse propagation, we expect L G < L * and τ res < τ * . Consequently, for L < L G , we expect perturbations to decay without propagation, and hence no nucleation to occur, simply because no front/pulse can propagate. For L > L * , we expect perturbations (of sufficiently large amplitude) to lead to the nucleation of the V vs phase through propagating rupture fronts. For L > L G and τ d < τ * , we expect no nucleation to occur, but that the decay of perturbations to be different from that in the regime L < L G and involve front/pulse propagation. Finally, for perturbations with
* , new dynamical modes that have no 1D analog, might emerge.
To test these predictions, we performed spectral boundary integral method [53] [54] [55] calculations for infi- Movies are available at [34] . nited = 2 systems under anti-plane shear (mode-III) [37] . The basic field in this problem, u z (x, y, t) (z ⊥ x, y), satisfies the bulk elastodynamic equation µ∇ 2 u z = ρü z , together with v(x, t) ≡u z (x, y = 0 + , t)−u z (x, y = 0 − , t) and τ (x, t) ≡ σ yz (x, y = 0, t) = µ ∂ y u z (x, y = 0, t) [39] . The results, using the perturbation scheme as discussed above ford = 1 (except that the perturbation's width corresponds here to 10 Gaussian standard deviations [34] ), are presented in Fig. 5 , where the theoretical prediction for L G (τ d ) is added (dashed-dotted black line, details about the estimation of G c and τ res can be found in [34] ). First, we observe that L G (τ d ) quantitatively predicts the boundary below which perturbations decay without propagation. Second, we observe that there exists a vertical boundary (dashed line), which is interpreted as τ * , such that no nucleation occurs for τ d < τ * , yet the decay for L > L G involves propagation of transient pulses, as predicted theoretically. Third, there exists a phase boundary (solid blue line), which appears to diverge at τ * and hence interpreted as L * (τ d ), above which nucleation occurs through rupture front propagation. Movies are available at [34] .
Finally, for L G < L < L * and τ d > τ * , sustained pulses that do not exist in 1D emerge. In this dynamical regime, a pair of pulses move away from one another, apparently indefinitely (see movie at [34] ). While these pulses do not strictly reach steady-state conditions for computationally feasible system sizes [34] , it is clear that they leave behind them a V stick state and hence they do not lead to the nucleation of the V vs phase. The results presented in Fig. 5 appear to be independent of the amplitude of perturbations, as long as it is larger than V vw .
The phase-diagram in Fig. 5 may appear somewhat reminiscent of the computational results of [21] , obtained in a large parametric study of in-plane (mode-II) dynamic rupture styles of faults featuring a finite shear strength and strong velocity-weakening friction. Yet, there are important differences between the two works. Most notably, we provide here a theoretical understanding of the phase-boundaries L * (τ d ) (associated with critical nuclei) and L G (τ d ) (associated with a Griffith-like length), which is not developed in [21] , and we directly relate L * (τ d ) in 1D to steady-state slip pulses and their stability, which are not discussed in [21] .
Concluding remarks and prospects.-We developed a comprehensive physical picture of rapid slip nucleation along quiescent frictional interfaces, highlighting the role of unstable slip pulses as critical nuclei of size L * in a non-equilibrium analogy to equilibrium first-order phase transitions. We also elucidated the conditions for the emergence of various propagative slippage modes (rupture styles), including rupture fronts, decaying pulses, transient pulses and sustained pulses [21] . We stress that the physics behind the nucleation length L * is qualitatively different from that of L c , which is intrinsically related to a velocity-weakening linear frictional instability. For the nucleation length L * to be relevant to fault dynamics, we should consider in the future various sources of sufficiently strong perturbations in realistic systems, e.g. spatial heterogeneities and dynamic triggering.
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Supplemental
The goal of this document is to provide additional technical details regarding the results reported on in the manuscript.
S-1. The friction law
The friction law used in this work, and whose steadystate behavior is plotted in Fig. 1 in the manuscript, is the same one used previously in [S1] .
where φ represents the typical age/maturity of contact asperities that compose the spatially-extended interface [S2, S3] . Equation (S1) identifies (up to log 2 terms) with the conventional Ruina-Rice rate-and-state friction [S4-S8] , f f 0 + f 0 b log(φ/φ * ) + α log(|v| /v * ), if "1" in both log terms in is omitted and 1 + (v * /v) 2 → 1. Here f 0 sets the scale of the dimensionless frictional resistance (friction coefficient), b is the aging coefficient and α is related to the thermally-activated rheology of contact asperities [S2, S3] . In many cases, we have f 0 b > α, which implies that steady-state friction (where φ = D/|v|) is velocity-weakening, i.e. f decreases with increasing |v|. The constitutive functions f (|v| , φ) and g (|v| , φ) in Eqs. (S1)-(S2) go beyond the conventional rate-and-state friction relation in three respects; first, the "1" in the α term and the function 1/ 1 + (v * /v) 2 that multiplies f 0 (both with a very small v * ) that ensure both that f vanishes as v → 0 and that a low-v velocity-strengthening regime exists prior to the velocity-weakening regime [S9] . Second, the "1" in the b term that implies that φ * is a short-time cutoff on logarithmic aging [S5, S10, S11], which in turn leads to a high-v minimum in the steadystate f and to another velocity-strengthening regime, as documented for many materials [S12] . Third, the func-
2 that appears also in g (|v| , φ), which ensures that for vanishingly small steady-state velocities, φ saturates after extremely long times to a finite value of D/v * , rather than diverges. While the authors of [S13] considered this requirement crucial for the existence of their 2D steady-state pulse solutions, in our case it makes no difference (even quantitatively the differences are minute), hence in the main text we omitted
2 from g (|v| , φ) (though it is included in the calculations).
S-2. The calculation of the velocity-weakening linear frictional instability nucleation length Lc
The calculation of the nucleation length L c , associated with the velocity-weakening linear frictional instability, appeared in previous publications (e.g. [S1] ). The main procedure is repeated here for completeness. We perform a linear stability analysis of an interface steadily sliding at a velocity V . We start with the steady-state frictional relation τ = σf ss (V ), where f ss is plotted in Fig. 1 of the manuscript, from which we obtain
where we use the shorthand f v = ∂ v f , evaluated at steady-state, and similar notations used for φ derivatives and later on for derivatives of g. The normal stress at the interface, σ, is assumed to be constant (i.e. physical mechanisms that generate normal stress variations, such as bi-material contrast [S1, S14], are not considered here). In 1D, i.e. in the small height limit, σ at the interface equals, by definition, to −σ yy (y = H) [S15] . As σ is constant, δσ = 0 and the last term in the above equation can be dropped. We assume that all of the fields are proportional to a Fourier mode e Λt−ikx such that δv = Λδu and δφ = gv Λ−g φ δv. Putting it all together, we find
δτ is obtained from the bulk solution [S1, S14]. In this work the bulk is described by linear elasticity [S16] and for the calculation of L c we focus on the quasi-static limit, which implies that δτ does not depend on Λ. At the critical wavenumber k c = 2π/L c , we have Λ = iω, and we can decompose Eq. (S4) into its real and imaginary parts
where we defined the elastic transfer function G(k) ≡ δτ /δu. The imaginary part implies
S2
which means there is a solution only for f ss (V ) < 0, i.e. for velocity-weakening friction (note that f v > 0). Substituting this result into the real part above, we obtain
from which L c can be extracted. Note that g φ < 0.
In the 1D approximation we have
(without the superscript) is used to normalize quantities of length dimension in the 1D part of the manuscript. We note that the scaling of L (1D) c with H is the same as the scaling of L * with H (not shown). In 2D, under mode-III symmetry conditions, we have G(k) = µ |k| /2, which implies
(without the superscript) is used to normalize quantities of length dimension in the 2D part of the manuscript.
S-3. Existence and stability of steady-state travelling solutions in the 1D approximation
In the 1D limit, our equations take the form [S15, S17, S18]
A transformation to a co-moving frame of reference, moving at velocity βc, implies ∂ x → ∂ ξ and ∂ t → ∂ t − βc∂ ξ , where ξ ≡ x − βct, leading to the following set of equations
To derive steady-state solutions, we omit all partial timederivatives from Eqs. (S13)-(S15). Equation (S13) leads to
Omitting the time-dependence from Eqs. (S14)-(S15) and substituting the expression for u into Eq. (S14), we end up with two ODE's
where β, the nonlinear eigenvalue in the problem, is still unknown. This dynamical system can be analyzed using standard tools [S19, S20] . That being stated, we do note that Eqs. (S17)-(S18) are generically stiff in the mathematical sense, i.e. they feature widely different scales of variation, and hence even their numerical analysis is nontrivial. This is demonstrated explicitly below. We first look for the fixed-points of Eqs. (S17)-(S18), i.e. v (ξ) = φ (ξ) = 0, which leads to {v, φ} = {V, φ ss (V )} that satisfy g [V, φ ss (V )] = 0 and Fig. 1 in the manuscript. Since we are looking for solutions which approach prescribed values of V as ξ → ±∞, we are interested in the asymptotic behavior of the equations around these fixed-points. A linear stability analysis of Eqs. (S17)-(S18) shows that for f ss (V ) > 0, i.e. for V on a velocity-strengthening branch of f ss (V ), the fixedpoints are in fact saddle points. That is, both eigenvalues are real, one is negative, λ − < 0 and one is positive, λ + > 0. The associated eigenvectors are denoted by q ± . This implies that any solution converging to a fixed-point as ξ → ±∞ must do so along a particular eigenvector, i.e. q − for ξ → +∞ (λ − < 0 is relevant here in order to avoid divergence in this limit) and q + for ξ → −∞ (λ + > 0 is relevant here in order to avoid divergence in this limit). With these properties in mind, finding steady-state solutions is straightforward. We integrate Eqs. (S17)-(S18) starting from both large positive and negative values of ξ, using the initial condition {v, φ} = {V, φ ss (V )} + ε q ± , where ε is a small parameter. We use an initial guess for the value of β, which is improved iteratively using a shooting method [S21] (similar to that used in [S15, S17]) until the solutions from both ends meet.
An example for the existence of steady-state pulse solutions and their properties, here for τ = 1.05τ d , is presented in Fig. S1 . Here, as we are looking for a slip pulse solution, we demand that both ends of the solution converge to V stick . The behavior of the system of equations in the φ−v plane, for two close values of β, is considered:
1. Dashed green line on the left panel: Here we start integrating from the V stick fixed-point (black circle) along a trajectory that corresponds to a decreasing ξ (starting from a large positive value). The solution first progresses horizontally and then curves down toward the steady-state solution which corresponds to V vw (brown square). For the value of β we use here (β = 0.00333), the V vw fixed-point is a repeller (for an increasing ξ) and consequently the solution spirals S3 down toward it (because it is a backwards solution, i.e. ξ is decreased).
Solid blue line on the left panel:
Here we start integrating from the V stick fixed-point (black circle) along a trajectory that corresponds to an increasing ξ (starting from a large negative value). This solution curves down toward V vw , but avoids it as it is a repeller.
3. Dashed green line on the right panel: Here the value of β is slightly increased (β = 0.00334). We then start integrating from the V stick fixed-point (black circle) along a trajectory that corresponds to a decreasing ξ (starting from a large positive value). The solution initially follows the dashed green line of the left panel, but as it approaches V vw , it is repelled away from it.
4. Solid blue line on the right panel: The solution initially follows the solid blue line on the left panel, but eventually settles into a finite limit cycle around V vw . While the results presented in Fig. S1 do not explicitly demonstrate a steady-state pulse solution, i.e. a trajectory that starts and ends at V stick , they do demonstrate without doubt that such a solution exists within an extremely narrow range of β values (here between β = 0.00333 and β = 0.00334), which is a manifestation of the stiffness of the underlying equations. To see this, note that phase-plane curves change smoothly as a parameter (in our case β) is varied smoothly. Consequently, there must exist a value of β between β = 0.00333 and β = 0.00334 for which the qualitatively different behaviors presented in Fig. S1 are exchanged. At this value of β, which corresponds to a homoclinic bifurcation [S19, S20], a homoclinic solution exists, i.e. a solution which starts and ends at the same fixed-point, corresponding to a slip pulse. In fact, the slip pulse solution serves as a separatrix [S19, S20] between the two qualitatively different behaviors. The pulse propagation velocity can be estimated as the average between β = 0.00333 and β = 0.00334 (note though that the exact pulse propagation velocity does not identify with the value of β for which V vw changes from a repeller to an attractor). The spatial profile of pulse's slip velocity, as shown in Fig. 2 in the manuscript, can be constructed if the trajectories nearly overlap (to an arbitrary accuracy), as in our case. This is demonstrated in Fig. S2 . From the spatial profile, we can calculate the width of the pulse, L * , defined as the distance between the two points where v(ξ) = V vw . We also calculate v m , which is the maximal velocity of the pulse. The procedure described in this example can be repeated for different τ d 's to obtain the complete spectrum of steady-state slip pulses. A similar procedure is used to derive rupture and healing front solutions. . An almost perfect overlap between the two segments over some spatial range is observed, which justifies plotting a single curve in Fig. 2 in the manuscript.
As described in the manuscript, we next addressed the stability of the steady-state pulse solutions. This is done by solving the partial differential Eqs. (S13)-(S15) through the method of lines [S22] and using the perturbation procedure described in the manuscript.
S-4. Steady-state slip pulses as critical nuclei
To test the idea that the steady-state slip pulses play the role of non-equilibrium critical nuclei for the onset of rapid slip, we introduced Gaussian perturbations into a steady sliding state at V stick . These perturbations are characterized by a width L, corresponding to 6 Gaussian standard deviations (this choice is explained below), and peak amplitude v p . The perturbation in φ is determined by v through steady-state conditions. The explicit initial conditions take the form
We then solved Eqs. (S10)-(S12) using the same method of lines [S22] mentioned above, and tracked the perturbations' evolution to determine whether they decay back to V stick or bring the system to the sliding steady-state at V vs . The effect of both L and v p has been investigated, giving rise to L * (τ d ) as reported in the manuscript. In particular, we note L * is almost independent of the amplitude of the perturbations v p , as long as v p > V vw . The latter property is demonstrated in Fig. S3 , where the same nucleation length L * emerges for v p = V vs (left panel) and for v p that is nearly 2 orders of magnitude smaller (right panel), but still larger than V vw . Finally, we define the width of the Gaussian perturbations to correspond to 6 standard deviations such that nucleation occurs just above the theoretical L * (τ d = 1.05τ min ) prediction in Fig. 3a in the manuscript. This definition is fixed for all τ d 's, rendering the favorable agreement in Fig. 3a in the manuscript for a range of τ d 's a strong evidence supporting our theory. S-5. Steady-state slip pulses for friction curves that feature no minimum
As argued in the manuscript, while it is appealing to think of steady-state slip pulses as emerging from the interaction of steady-state rupture and healing fronts, which vanishes at a finite stress τ * , this is not a necessary condition. To show this, we consider a steady-state friction curve that features no minimum, for which steadystate rupture and healing fronts -and hence τ * -do not exist. In particular, we consider f given in Eq. (S1) above, except that we drop the "1" in the φ logarithmic term. This change (theφ equation remains unchanged) eliminates the minimum [S15, S17], as shown in Fig. S4 . We repeated the calculations described above and derived steady-state slip pulse solutions in this case. The results for L * (τ d ), v m (τ d ) and β p are shown in Fig. S5 , together with the results reported in Fig. 3 in the manuscript. We observe that steady-state slip pulses exist in the absence of a minimum in the steady-state friction curve, where the main difference relative to the case in which a minimum exists is the absence of a finite τ * . S-6. Nucleation in 2D infinite systems under anti-plane shear conditions
As explained in the manuscript, we performed 2D mode-III elastodynamic calculations using the spectral boundary integral formulation [S23-S25] . The latter relates the traction stresses acting along the interface between two semi-infinite linearly elastic half-spaces and the resulting displacements. For the mode-III elastodynamic problem studied in the manuscript, the interface is initially uniformly pre-stressed by τ d and set to slide at an extremely small steady velocity V stick , such that the shear tractions at the interface take the form
The second right-hand side term represents the instantaneous response to a change in the sliding velocity, while the third term s(x, t) accounts for the history of interfacial displacements. Both s(x, t) and u z (x, t) are related in the spectral domain via a convolution integral
where S(k, t) and U z (k, t) are the spatial Fourier transforms of s(x, t) and u z (x, t), respectively.
In Eq. (S22), the convolution kernel H(γ) (not to be confused with the finite system height of previous sections) is expressed from the Bessel function of the first kind J 1 (γ) as
Due to the spectral nature of the formulation, the simulated domain is taken to be periodic, with periodicity X. The latter is chosen to be large enough to prevent any effect of the periodicity on the results reported in the phase-diagram of Fig. 5 . The sliding velocity is computed by combining Eq. (S21) and the friction law τ = σsgn(v)f (|v|, φ). u z and φ are then integrated in time using an explicit time-stepping scheme
Note that the factor 0.5 on the right-hand-side of Eq. (S24) ensures that v(x, t) is indeed the slip velocity. In order to guarantee the stability and the convergence of the numerical scheme, ∆t is defined as the time needed for a shear wave to travel a fraction δ = 0.2 of one grid spacing, i.e. ∆t = δ∆x/c s .
In Fig. 5 in the manuscript, the Griffith-like length (see manuscript for details)
is plotted (dashed-dotted line). This is made possible once the residual shear stress behind the crack tip during the initial stages of nucleation, τ res , and the effective fracture energy, G c , are calculated. The former, which appears to be nearly constant for a broad range of conditions, is directly extracted from the numerical calculations and takes the value τ res = 0.34MPa. To calculate G c , we briefly describe a procedure to be discussed in details in [S26] . First, note that energy balance near the edge of a front/pulse reads G c = G, where G is the linear elastic energy release rate [S27] . G is associated with a nearedge crack-like square root singularity, whose intensity is quantified by the stress intensity factor, K III [S27] . In particular, G is related to K III through [S27]
where β, as in the manuscript, is the dimensionless front/pulse propagation velocity (here in units of the shear wave speed c s = µ/ρ, where ρ is the mass density). We extract K III from the intermediate asymptotic velocity behind the edge, given by [S27] v(r, t) 2βc s K III (t)
where r is the distance from the edge. The left panel of Fig. S6 shows three examples of v(r, t), one corresponding to a rupture front (green curves) and two to slip pulses (orange and brown), each features a series of snapshots in time.
In all examples, there exists a spatial range where v ∝ 1/ √ r (black dashed line, a guide to the eye), as expected. By extracting K III (t) from these curves, we can calculate G(t) through Eq. (S27). The result, where G is plotted as a function of the front/pulse edge position (not time t), is shown on the right panel of Fig. S6 . We observe that G varies only slightly during propagation, and hence we approximate it by a constant G c = 0.65J/m 2 , used to calculate L G through Eq. (S26).
The results of our 2D mode-III calculations are summarized in the phase-diagram in Fig. 5 in the manuscript. The Gaussian perturbation procedure invoked is identical to the 1D procedure discussed in the manuscript, except that the width of perturbation L is defined to correspond to 10 standard deviations. This choice is made so that L G indeed separates decaying from propagating perturbations (see manuscript for details) for a single value of τ d . Finally, the phase-diagram features 4 different dynamical behaviors ("phases"), denoted by different symbols and colors in Fig. 5 in the manuscript. We verified that the phase-diagram is independent of the amplitude of perturbations, as long as it is larger than V vw , as demonstrated above in 1D. We attach to this Supplementary Material 4 movies, each corresponds to a different dynamical behavior ("phase"), according to the following list:
• Movie S1: Decay without propagation arising for L < L G (brown diamonds in Fig. 5 ).
• Movie S2: Nucleation arising for L > L * (green squares in Fig. 5 ).
• Movie S3: Decay with propagation arising for L > L G and τ d < τ * (black hexagrams in Fig. 5 ).
• Movie S4: Sustained pulses arising for L G < L < L * and τ d > τ * (orange circles in Fig. 5 ).
The videos are available here.
S-7. Parameters
The parameters used for all the calculations described in the manuscript and here are given in Table I .
Parameter Value Units
G, µ 9×10 
