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Le present memoire porte sur des applications de videosurveillance fondees sur des tech-
niques d'analyse d'images et de videos. Plus particulierernent, deux volets de la videosur-
veillance y sont abordes. Le premier volet porte sur la raise en correspondaiice d'objets 
vus par plusieurs cameras en merne temps. Fonctionnant en reseau, ces cameras peuvent 
etre fixes ou articulees, avoir differents parametres internes (distance focale, resolution, 
etc.) et differentes positions et orientations. Ce type de reseau est qualifie d'heterogene. A 
ce jour, tres peu de solutions ont ete proposees pour effectuer la mise en correspondance 
d'objets a travers un reseau heterogene. L'originalite de notre methode reside dans sa 
fonction de cout. Elle utilise la co-occurrence statistique d'evenements binaires detectes 
par plusieurs cameras filmant un merne endroit. L'utilisation de tels evenements plutot 
que des caracteristiques de couleur et de texture confere a notre methode un avantage 
considerable. En effet, nous dernontrons que la presence et l'absence d'activite sont des 
caracteristiques independantes de la position, de l'orientation ainsi que des parametres 
internes des cameras. Autrement dit, un objet en mouvement vu par plusieurs cameras 
laissera une trace statistique identique dans chacune des cameras et ce, peu importe leur 
configuration. Notre methode peut done fonctionner sans etalonnage prealable du reseau, 
ce qui constitue un avantage indeniable. Nous demontrons egalement que les resultats 
obtenus par notre methode peuvent etre utilises pour estimer des cartes d'occultation, 
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les matrices d'homographie et fondamentale, ainsi que les matrices de projection des 
cameras. 
Le deuxieme volet de ce memoire porte sur la segmentation temporelle de longues se-
quences de videosurveillance. L'objectif ici est de segmenter une sequence video longue 
de plusieurs heures en clips video longs de quelques secondes. Ces clips sont etiquetes 
en fonction de la nature des evenements qu'ils contiennent. Pour ce faire, nous utilisons 
a; nouveau des evenements binaires fondes sur la presence et l'absence d'activite. Ces 
evenements nous permettent de quantifier lion seulement la densite d'activite, mais ega-
lement la taille des objets en mouvement, leur direction ainsi que leur vitesse. Dans ce 
memoire, nous dernontrons differentes fagons d'extraire ces caracteristiques dites « eve-
nementielles ». Nous comparons egalement differentes techniques de segmentation telles 
que la propagation d'affinite {Vaffinity propagation), et la segmentation spectrale (spectral 
clustering) sur plusieurs videos de surveillance. Nous dernontrons egalement que le posi-
tionnement multidimensionnel (multidimentional scaling) est un outil utile pour analyser 
le contenu semantique de longues sequences video. 
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INTRODUCTION 
Le domaine de la videosurveillance est actuellement en pleine expansion. Les cameras sont 
partout dans les villes, a enregistrer nos moindres faits et gestes. Elles sont principaleriient 
utilisees a des fins de securite afin de, soit prevenir les situations a risques, soit faciliter 
les enquetes de la police, suite a un vol par exemple. Certaines des sequences video enre-
gistrees sont visionnees en temps reel par un operateur hurnain. Cependant, un operateur 
humain n'est pas infaillible : il se fatigue, s'ennuie et peut omettre une information im-
portante dans une video. De plus, avec la multiplication des cameras, avoir du personnel 
pour visionner toutes les cameras coute tres cher. Par consequent, une grande majorite 
des sequences videos ne sont pas utilisees, elles sont juste sauvegardees sur un serveur 
afin d'etre visionnees ulterieurement en cas d'incident. Le but de l'analyse de la video est 
de remedier a ce probleme en extrayant les informations pertinentes des sequences video. 
Les applications classiques de l'analyse video sont la detection d'evenements inhabituels, 
l'annotation automatique des videos, le suivi d'objets, etc. Ce memoire porte sur deux 
volets particuliers de la videosurveillance : la mise en correspondance de pixels a travers 
un reseau de cameras et la segmentation de longues sequences videos. 
La premiere partie de notre recherche concerne les larges reseaux de cameras non cali-
brees qui deviennent omnipresents dans le cadre de la surveillance urbaine. Les cameras 
de ces reseaux peuvent etre fixes ou articulees, avoir differents parametres internes (dis-
1 
Camera 1 Camera 2 
<2> 
Plan image de 
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Figure 0.1 - Exemple de correspondance : Le pixel p dans la camera 1 correspond au 
pixel q dans la camera 2 car leur projection inverse sur la scene est le raeme point a trois 
dimensions X 
tance focale, resolution, etc.) et differentes positions et orientations. Ce type de reseau 
est qualifie d'heterogene. Le but de ces reseaux est de recueillir des renseignernents pro-
venant d'une region d'interet, de fusionner les informations recueillies, et d'effectuer un 
certain nombre de taclies de haut niveau en fonction des informations fusionnees. Parmi 
ces taclies on retrouve la detection d'anomalies, le suivi multi-cameras d'objets, la rrio-
delisation du comportement, la reconstruction de scenes en trois dimensions, etc. Une 
des questions fondainentales dans ce contexte est le probleme de 1'identification efficace 
de correspondances entre les differents champs de vision dans le reseau de cameras. Si 
Ton considere le pixel p dans la camera 1 et le pixel q dans la camera 2, p et q se cor-
respondent si leur projection inverse sur la scene correspond au merne point 3D X. La 
figure 0.1 illustre cette relation. Dans le cadre de ce travail, nous considerons le probleme 
de recherche de correspondances entre plusieurs cameras avec chevauchement partiel de 
leur champ de vision. 
Etant donne que les parametres des cameras et la topologie du reseau (orientations et 
positions des cameras) sont souvent inconnus et variables dans le temps, la fusion de 
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l'information pose un defi important. Ceci se traduit par une difficulty a executer les 
taches de haut niveau. Toutefois, a partir d'un certain nombre de correspondances au 
niveau des pixels dans differentes cameras, on peut deduire les parametres de la camera 
ainsi que la topologie du reseau [19]. Par consequent, trouver des correspondances au 
niveau des pixels de fagon robuste et efficace est important. 
Les problemes de mise en correspondance se posent aussi dans le domaine de la stereo-
vision classique. Cependant, dans ce cas, la plupart des algorithmes [47, 32] utilisent des 
hypotheses restrictives quant a l'etalonnage des cameras, leur position, et leur valeur de 
zoom [38]. Ces hypotheses ne peuvent pas etre satisfaites dans des reseaux de cameras 
heterogenes ou dynamiques. 
Bien que les correspondances puissent etre selectionnees a la main, une telle procedure est 
difficilement concevable quand le nombre de cameras augmente ou lorsque la configuration 
des cameras change souvent. D'autres methodes [10, 52] pour trouver des correspondances 
dans un reseau de cameras ont ete developpees a l'aide de detecteurs de caracteristiques 
tels que le detecteur de coins de Harris [17] ou l'algorithme SIFT (pour scale invariant 
feature transform) [30]. Des methodes de mise en correspondance basees sur les couleurs 
ont aussi ete utilisees pour suivre des objets en mouvement a travers des cameras [40, 26]. 
Toutefois, il est bien counu que de telles methodes ne sont pas robustes aux variations 
severes de Pillumination causees par des degradations atmospheriques, des changements 
de parametres des cameras, ou des angles de vue trop grands entre les cameras. 
Afin de repondre 4 ces limitations, les chercheurs ont etudie d'autres methodes de mise en 
correspondance. Sinha et al. [39] cherchent a retrouver l'enveloppe convexe d'un objet a 
trois dimensions grace a une procedure a base de silhouettes. Afin de calibrer les cameras, 
la methode fait correspondre des points sur la surface de l'objet qui se projettent sur des 
points de la silhouette sur deux vues (ou plus). Svoboda et al. [45] ont developpe une 
methode pour laquelle l'utilisateur utilise un pointeur laser dans le volume de travail. Au 
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fur et a mesure que le laser se deplace, chaque camera filme la scene et, en supposant 
que l'horloge des cameras est synchronisee, le point du laser dans chaque image est mis 
en correspondance a travers le reseau de cameras. Ces methodes, bien qu'utiles pour les 
scenarios pour lesquels elles ont ete congues, sont inapplicables aux reseaux heterogenes 
que nous considerons. En particulier, elles ne peuvent pas etre appliquees efficacement 
dans des environnernents urbains grands et encombres. 
Lee et al. [28] decrivent une procedure de mise en correspondance dans laquelle les trajec-
toires des objets en mouvement dans les differentes cameras sont mises en correspondance. 
Les correspondances sont effectuees de sorte que le plan global du sol puisse etre aligne 
a travers les cameras suite a une transformation homographique. Une approche sirnilaire 
a ete proposee par Khan et Shah [25] et Wang et al. [48]. Cependant, bien que tout ces 
auteurs [28, 25, 48] utilisent la dynamique de la scene pour trouver des correspondances, 
ces methodes ont une contrainte additionnelle. Ces methodes doivent d'abord resoudre 
les problemes de suivi d'objets dans une camera puis fusionner ces donnees a travers 
les cameras. Suivre les objets et fusionner des donnees est difficile dans des scenes tres 
encombrees, ou encore lorsque les objets en mouvement s'occultent les uns les autres. 
Notre methode de mise en correspondance multi-cameras est fondee sur la notion d'inde-
pendance geometrique de l'activite. Contrairement aux methodes habituelles utilisant des 
caracteristiques photometriques, notre methode repose sur la co-occurrence statistique 
des profils d'activite observes a un endroit donne. Le fonctionnement global de notre 
methode est decrit dans le diagramme presente dans la figure 0.2. 
Notre methode possede deux grandes caracteristiques : 
(1) Robustesse : Notre methode est robuste a la position, aux changements d'illumination, 
a l'orientation et aux valeurs de zoom arbitraires. Contrairement a d'autres methodes, 
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Exemple de reconstruction de 
la topologie en utilisant les 
resultats de notre methode 
comme donnees d'entree 
pour n'importe quel algo-
rithme 
Figure 0.2 - Diagrarrime representant le fonctionnement global de notre methode de mise 
en correspondance. 
ciation de donnees a travers les cameras [28, 25, 48]. Elle ne depend que d'une bonne 
detection de mouvement, aspect tres important pour beaucoup d'applications de traite-
rnent video modernes [51, 42, 12, 31, 27]. 
(2) Non supervisee : Notre methode n'exige aucune connaissance sur l'emplacement, 
l'orientation, la geornetrie epipolaire, et les resolutions des cameras. De plus, elle peut 
etre utilisee dans les reseaux heterogenes et les reseaux de cameras dynamiques. En 
outre, la methode ne necessite pas le placement d'un objet de calibrage dans la scene. La 
methode peut done etre utilisee dans des scenes ou l'utilisateur du systeme n'a pas de 
controle sur les activites menees dans le domaine surveille, par exemple : une route, un 
trottoir, etc. 
Dans la deuxieme partie de notre recherche nous avons poursuivi notre etude de l'acti-
vite dans les sequences video. Ce volet du memoire porte sur les longues sequences de 
videosurveillance. A cause de leur longueur, le parcours et la recherche d'inforination 
dans ce type de sequence sont particulierement difficiles pour un operateur humain. Pour 
repondre a ce probleme nous analysons l'activite observee dans la sequence video afin 
d'extraire le nombre de classes d'activite qu'elle contient. Une longue sequence video peut 
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etre ensuite resumee en une sequence de ces classes d'activite. Par exemple, considerons 
une camera observant un croisement avec un feu de signalisation. La sequence video en-
registree par la camera peut etre resumee en une sequence des classes d'activite; voiture 
a l'arret, voiture qui accelere, voiture qui freine, voiture en mouvement, pas de voiture. 
Chaque classe d'activite peut etre resumee en quelques images. L'objectif de la segmen-
tation de la sequence video en classes d'activites est double. Tout d'abord, elle facilite 
le parcours et la recherche d'information dans la sequence video pour un etre humain. 
Mais elle permet aussi de detecter les activites anormales. Par exemple, considerons la 
meme camera observant un feu de signalisation et un pieton traversant la route. Le pieton 
correspond a aucune classe deja existante, et va done etre associe a une nouvelle classe 
d'activite. Si on observe la sequence de classes, on remarquera que la classe pour le pie-
ton apparait une seule fois. On peut done considerer que la partie de la sequence video 
avec le pieton correspond a de l'activite anormale par rapport au reste de la sequence. 
Le point fondamental dans ce contexte est une bonne identification et classification des 
classes d'activite. 
II existe plusieurs methodes dans la litterature qui analysent le mouvement detecte pour 
differencier la nature des activites. Un des domaines de recherche qui utilise l'analyse de 
l'activite est la reconnaissance de mouvement. Le but de ce domaine est de reconnaitre 
le mouvement observe dans la camera en le comparant avec une base de donnees de 
mouvements connus [4, 49, 16]. Les mouvements a differencier sont generalement assez 
simples, e'est-a-dire, courir, sauter, coup de poing, coup de pied, etc. Un autre domaine 
d'application de l'analyse de l'activite est la detection d'activites anormales. En effet, si 
l'activite observee ne correspond pas a un des types d'activite enregistree dans la base 
de donnees, alors la camera observe du mouvement inhabituel. 
Bobick et Davis [4] analysent l'activite detectee pour generer un volume de donnees bi-
naires de mouvement. A partir de ce volume, ils generent ensuite deux images par camera. 
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La premiere image est binaire et indique les pixels associes a des zones de la scene avec 
du mouvement. La deuxieme image, qui est en niveaux de gris, donne une information 
temporelle sur le mouvement dans le champ de la camera. Les pixels correspondant a des 
zones de la scene avec du mouvement plus recent ont des valeurs plus fortes. Les auteurs 
extraient ensuite les moments invariants de Hu [20] sur chaque image. Les moments de 
Hu caracterisent la nature de l'activite et sont utilises pour differencier et reconnaitre les 
types de mouvement par rapport a une base de donnees. 
Weinland et al. [49] utilisent une procedure similaire, etendue a trois dimensions. A 
partir d'une detection de mouvement, ils construisent un volume de donnees ou les voxels 
correspondant a des zones de la scene avec du mouvement plus recent ont des valeurs plus 
fortes. Ils extraient alors les caracteristiques du mouvement en utilisant une analyse de 
Fourier en coordonnees cylindriques. De meme, l'analyse de Fourier permet de differencier 
et de reconnaitre differents mouvements par rapport a une base de donnees. 
Gorelick et al. [16] proposent une autre methode utilisant un volume de donnees genere a 
partir d'une detection de mouvement. Les caracteristiques du type d'activite sont ensuite 
extraites en utilisant des moments ponderes a trois dimensions. Le mouvement observe 
est alors compare a une base de donnees en utilisant ces caracteristiques et l'algorithme 
de segmentation spectrale [41] (spectral clustering). 
Jodoin et al. [22] decrivent une methode qui analyse le mouvement pour detecter l'activite 
anormale. Pour cela, ils construisent des images en niveaux de gris resumant l'activite 
pendant un intervalle de temps a partir de la detection de mouvement. D'autres auteurs 
[34, 33] ont egalement utilise ce type d'images. Dans cet article les auteurs generent les 
images tel que l'intensite d'un pixel est proportionnelle au maximum d'activite conse-
cutive observee pendant un intervalle de temps dans la zone de la scene , correspondant 
au pixel. Ces images sont qualifiees d'images de comportement. Apres avoir effectue une 
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Figure 0.3 - Etapes de notre methode de segmentation de longues sequences video fondee 
sur l'activite. 
pondant a de l'activite inhabituelle. 
La methode que nous avons developpee comprend quatre grandes etapes. Tout d'abord, 
la sequence video est decoupee temporellement en une serie de clips binaires de mouve-
ment. Chacun de ces clips contient l'activite observee dans la scene (ou une partie de la 
scene) pendant un court moment, generalement quelques secondes. Puis une serie de ca-
racteristiques sont extraites des clips. Dans notre recherche nous avons explore differents 
types de caracteristiques, et differents moyens pour les extraire. Nous utilisons ensuite 
ces caracteristiques pour evaluer des distances entre les clips afin de former un nuage de 
points. Ce nuage de points est alors segmente en un certain nombre de classes. Le but 
de la methode est de regrouper dans les memes classes les clips contenant le merne type 
d'activite. La figure 0.3 contient un resume des differentes etapes de notre methode. 
Dans ce memoire, nous explorons deux approches pour analyser l'activite presente dans 
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les clips. Tout d'abord, nous analysons l'activite en nous inspirant de methodes de re-
connaissance de mouvement qui utilisent aussi des volumes binaires. Dans un second 
temps nous utilisons les images de comportement qui sont generees a partir des volumes 
binaires. Pour chaque approche nous avons implements plusieurs fonctions de cout afin 
d'extraire les caracteristiques permettant de discriminer les clips. 
Le memoire est organise comme suit. Dans le chapitre 1, nous presentons comment les 
volumes binaires utilises dans notre recherche sont crees en detectant le mouvement dans 
une sequence video. Le chapitre 2 contient une description de notre methode de mise 
en correspondance a partir des caracteristiques d'activite. Le chapitre 3 contient aussi 
une evaluation des performances de notre methode, ainsi qu'une comparaison de notre 
methode avec l'algorithme SIFT. Dans le chapitre 4, nous presentons notre methode de 
segmentation de longues sequences video. Nous explorons deux alternatives d'analyse 
pour cette segmentation et evaluons dans le chapitre 5 la performance et la pertinence 
de plusieurs fonctions de cout pour chaque alternative. Le dernier chapitre presente les 
conclusions de notre recherche ainsi que les perspectives d'avenir. L'annexe A contient 
une description des contributions des differents collaborateurs au contenu du memoire. 
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CHAPITRE 1 
Estimation du volume de donnees par 
detection de mouvement 
Tout au long de ce memoire, nos donnees de base sont des volumes binaires de mouvement. 
Dans ce chapitre nous presentons comment detecter le mouvement dans une video afin 
de generer ces volumes binaires. Notons que, toutes les methodes que nous utilisons et 
presentons dans ce chapitre existent deja dans la litterature. 
Un volume binaire de mouvement est un volume pour lequel les voxels associes a des 
objets en mouvement ont la valeur 1, et les voxels associes a 1'arriere-plan ont la valeur 
0. Des que la detection de mouvement est effectuee sur chaque image d'une sequence 
video I, on obtient un volume binaire de mouvement V(-„ •), ou V(p,r) correspond a la 
valeur binaire du pixel p au temps r . La figure 1.1 page suivante montre l'illustration 
d'un volume binaire. La figure 1.1(a) montre que le volume binaire est constitue d'un 
ensemble d'irnages binaires mises les unes apres les autres. La figure 1.1(b) illustre le 
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(a) Video binaire de mouvement. 
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(b) Video binaire de mouvement. 
(c) Serie temporelle pour le pixel p. 
Figure 1.1 - Exemple de volume binaire de mouvement. 
fait que le volume binaire est un tableau a trois dimensions contenant des zeros et des 
uns. Si on selectionne le pixel p dans le volume, il est possible d'extraire un vecteur 
binaire. Ce vecteur correspond a la sequence d'activite qui a ete detectee pour ce pixel. 
La figure 1.1(c) montre la sequence binaire pour le pixel selectionne dans la figure 1.1(b). 
1.1 Detection de mouvement 
Nous detections le mouvement en utilisant une methode de detection de mouvement par 
soustraction de l'arriere-plan. Bien que ces methodes soient toutes differentes, elles ont 
neanmoins plusieurs caracteristiques en commun. En effet, ces methodes font l'hypothese 
d'un arriere-plan fixe B devant lequel des objets en mouvement sont observes. Cela 
implique que la camera est fixe et que les objets de l'arriere-plan sont immobiles. Les 
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methodes supposent egalement qu'un objet en mouvement a un instant r au pixel p a 
une couleur differente de l'arriere-plan B au pixel p. Le fonctionnement des methodes de 
detection de mouvement par soustraction de l'arriere-plan peut etre resume par l'equation 
suivante : 
ou V(p, r ) correspond a la valeur binaire du pixel p au temps r , dist(-;-) est une inetrique 
de distance inter-pixel, et T est un seuil. IpT est la valeur du pixel p a la frame r de 
la sequence video I, et Bp la valeur du pixel p dans l'image de Far Here-plan B. Les 
methodes de detection de mouvement par soustraction de l'arriere-plan se differencient 
principalement par la procedure de modelisation de B et par la metrique dist(•) utilisee. 
Les equations ci-dessous contiennent plusieurs exeinples de metriques de distance inter-
pixel : 
V(p,r) = 
1 si dist(IPtT,Bp) > T , (1.1) 
0 dans le cas contraire 
disti(IPtT, Bp) = (l£T - B«? + (/pGr - B°y + (/psT - Bj) 





ou R, G et B sont les composantes rouge, vert et bleu du pixel. 
1.1.1 Modelisation adaptative de l'arriere-plan 
Le modele de B tel qu'ecrit, dans l'equation 1.1 suppose que le contenu de l'arriere-plan 
ne change pas au fil du temps. Malheureusement, ce n'est pas toujours le cas. En effet, les 
changements d'illumination, et les degradations clirnatiques creent des changements au 
niveau des couleurs pergues par la camera. Ces changements seront detectes comme etant 
du mouvement. Pour regler ce probleme, il suffit de mettre a jour l'image de l'arriere-plan 
avec l'equation suivante : 
B <- (l-a)B + aIT (1.5) 
ou a est une constante de mise a jour dont la valeur est comprise entre 0 et 1. La valeur 
de a influe sur le temps avec lequel un changement dans la sequence video est integre 
dans l'image de l'arriere plan. La valeur de a est le choix de l'utilisateur. 
La methode pour calculer un volume binaire de mouvement a partir d'une sequence video 
tout en mettant a jour l'arriere-plan est resumee dans l'algorithme 1. 
Algorithme 1: Detection de mouvement adaptative par soustraction d'arriere-plan 
entree : Sequence video I de longueur T, arriere-plan B, parametre a 
sortie : Video binaire de mouvement V de longueur T 






B (1 - a)B + aIT-, 
pour chaque pixel p faire 
| Equation 1.1 page precedente 
fin 
Remarquons que, bien que les chercheurs aient etudie un certain nornbre de methodes 
pour effectuer la detection de mouvement et la soustraction d'arriere-plan [51, 12, 27], 
nous utilisons une methode de soustraction de l'arriere-plan relativement simple car elle 
donne des resultats suffisamment bons pour nos besoins. De plus, l'effet du bruit dans 
une sequence est facilement reduit avec une operation de post-traitement detaillee dans 
la section 1.2. 
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1.1.2 Estimation de l'arriere-plan 
Notons que, l'algorithme de detection de mouvement par soustraction avec mise a jour 
de l'arriere-plan, n'exige pas d'avoir une image de l'arriere-plan pour retourner de bons 
resultats. En effet, a chaque iteration l'algorithme met a jour l'image de l'arriere-plan avec 
l'image actuellement pergue par la camera. L'algorithme peut done etre initialise avec 
n'importe quelle image. II faut cependant avoir conscience que l'algorithme retournera 
des resultats aberrants le temps que l'image de l'arriere-plan utilisee se stabilise. Le temps 
que rnettra l'algorithme pour avoir une image de l'arriere-plan stable depend de a et de 
la quantite de mouvement. 
Pour avoir de ineilleurs resultats des le depart il est possible d'estimer l'arriere-plan a 
partir d'une partie de la sequence video. Cela peut etre fait a l'aide d'un filtre median 
temporel [53]. S'il y a moins de 50% d'activite dans une sequence video, alors plus de la 
rnoitie du temps la couleur des pixels correspond a celle de l'arriere-plan. Un filtre median 
temporel permet de retrouver cette couleur pour chaque pixel de l'image. Les figures 1.2 
et 1.3 page suivante representent des exemples de resultats obtenus sur une sequence 
video d'autoroute, ou un filtre median temporel a ete utilise pour estimer l'arriere-plan. 
Ces resultats ont ete obtenus en utilisant 100 images de la sequence video. La figure 1.3 
represente un cas ou le filtre median n'arrive pas a estimer correctement l'arriere-plan. 
En effet, la voie de droite ayant plus de 50% d'activite, le filtre median temporel retourne 
une estimation biaisee. 
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(a) Premiere image de la video (b) ArriSre-plan estim6 
Figure 1.2 - Exemple d'estimation de l'arriere-plan avec un filtre median temporel. Ce 
resultat a ete obtenu en utilisant 100 images de la sequence video. 
(a) Premiere image de la video (b) Arri^re-plan estime 
Figure 1.3 - Exemple d'estimation de l'arriere-plan avec un filtre median temporel. II y 
a des artefacts sur la voie de droite car il y eu plus de 50% d'activite sur cette voie. Ce 
resultat a ete obtenu en utilisant 100 images de la sequence video. 
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1.2 Post-traitements 
Les resultats retournes par l'algorithme 1 page 13 sont susceptibles de contenir des faux 
positifs et des faux negatifs. Utiliser des etapes de post-traitement permet d'attenuer 
ces problemes. Comrne le montre la figure 1.4(b) page 18, le bruit dans la sequence vi-
deo peut etre une source d'erreur dans la detection de mouvement. Le bruit va generer 
des faux positifs isoles et des faux negatifs au niveau des zones de mouvement. Afin de 
remedier a cela, nous filtrons les images binaires avec des filtres morphologiques [11]. 
L'utilisation d'un filtre morphologique d'erosion sur une image binaire reduit la taille 
des zones blanches en erodant leurs bords. Si les zones blanches sont de petites tailles, 
elles vont etre supprimees de l'image. Ce filtre nous permet done de supprirner les faux 
positifs isoles dans les images binaires. Mais il augmente la taille des faux negatifs et 
supprime des vrais positifs. L'utilisation d'un filtre de dilatation sur une image binaire 
agrandit les zones blanches en dilatant leurs bords. Ce filtre nous permet de diminuer 
la taille des faux negatifs dans les zones blanches, et de les supprirner si ils sont petits. 
Mais il augmente la taille des faux positifs isoles. La figure 1.4 page 18 contient differents 
resultats de filtrage morphologique. La figure 1.4(c) est un resultat obtenu avec un filtre 
morphologique d'erosion et la figure 1.4(d) est un resultat obtenu avec un filtre morpho-
logique de dilatation. II est aussi possible de combiner ces deux filtres pour former deux 
autres filtres morphologiques : ouverture et fermeture. L'ouverture est la combinaison 
d'une erosion suivie d'une dilatation, et la fermeture est une dilatation suivie d'une ero-
sion. Des resultats avec ces deux filtres morphologiques sont presentes dans les figures 
1.4(e) et 14(f). Comme le filtre d'erosion, l'ouverture reduit le nombre de faux positifs, 
mais avec le filtre d'ouverture la taille des faux negatifs est rrioins augmentee qu'avec 
le filtre d'erosion. On remarque egalement que moins de vrais positifs sont supprimes. 
Le filtre de fermeture est sirnilaire au filtre de dilatation puisqu'il diminue la taille des 
faux negatifs mais augmente la taille des faux positifs. Cependant le filtre de fermeture 
augmente moins la taille des faux positifs que le filtre de dilatation. La figure 1.4(g) 
contient un resultat obtenu en utilisant un filtre morphologique d'ouverture suivi d'un 
filtre de fermeture. Cette derniere combinaison de filtres est celle que nous avons retenue 
car elle donne les meilleurs resultats. Elle permet de supprimer des faux positifs tout en 
diminuant les faux negatifs. 
1.3 Conclusion 
Dans ce chapitre nous avons presente comment detecter le mouvement dans une sequence 
video afin de generer des volumes binaires de mouvement. L'algorithme de soustraction de 
fond adaptatif a ete presente. Nous avons aussi rnontre comment les filtres morphologiques 
peuvent ameliorer les resultats. 
Les volumes binaires sont le point de depart des deux methodes que nous avons develop-
pees. En analysant ces volumes, nous allons chercher a repondre aux problematiques de 
recherche de correspondances dans un reseaux de cameras heterogenes et de segmentation 
temporelle de longues sequences video. 
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(c) Erosion (d) Dilatation 
I \ 
m £ 
(e) Ouverture (f) Fermeture 
(g) Fermeture puis ouverture 
Figure 1.4 - Exemple d'utilisation des filtres morphologiques. 
CHAPITRE 2 
Mise en correspondance d'activites 
dans un reseau de cameras heterogenes 
Dans ce chapitre nous proposons une caracteristique originale basee sur l'activite ob-
servee dans les images de la video pour faire de la mise en correspondance de pixels. 
Contrairernent aux caracteristiques decrivant des proprietes physiques de la scene (taille, 
direction, vitesse, orientation, etc.) la caracteristique utilisant l'activite possede des pro-
prietes d'independances geometriques. Sous certaines conditions, une region particuliere 
genere les memes caracteristiques d'activites a travers un reseau de cameras quelque soit 
leur position, orientation, et valeur de zoom. Dans les sections suivantes, nous dernon-
trons l'utilite de la caracteristique proposee pour trouver de Pinformation dans un reseau 
de cameras distributes. Nous l'expliquerons en presentant son application au probleme 
de recherche de correspondances multi-cameras. 
Tout le long de ce chapitre Vi, correspondra a la video binaire obtenue a partir de la 
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camera 1, et Vi correspondra a celle obtenue avec la camera 2. De rrierne, p correspondra 
a un pixel dans la camera 1 et q, un pixel dans la camera 2. 
Le chapitre est organise cornrne suit. Dans la section 2.1, nous decrivons les caracteris-
tiques d'activites que nous utilisons. Dans la section 2.2, nous presentons l'algorithme de 
mise en correspondance pour des reseaux heterogenes. Puis, nous decrivons comment les 
correspondances peuvent etre utilisees pour retrouver la topologie d'un reseau. 
2.1 Caracteristiques d'activites 
Des que la video binaire de mouvement est obtenue, un pixel p est associe a une serie 
temporelle de zeros et de uns, cornrne representes dans la figure 1.1 page 11. Pour un 
pixel donne, nous utilisons les series ternporelles comrne caracteristiques d'activites. Plus 
precisement, pour un pixel p dans une video binaire de longueur T, nous utilisons la 
sequence suivante comrne caracteristique d'activites : 
V(i, •) = (V(i, 1), V(i, 2 ) , . . . , V(i, T)), V(i, t) e {0,1} pour r = 1 ,2 , . . . , T. • - (2.1) 
Cette caracteristique possede des proprietes d'independances geometriques dans le sens 
qu'avec une configuration ideale, un endroit qui subit de l'activite va generer la rneme 
serie binaire temporelle a travers les cameras quelque soient leurs positions et valeurs de 
zoom. Ceci est une hypothese qui est discutee en details dans la sous-section 2.1.1. 
Nous considerons en premier lien un scenario simplifie ou les objets de la scene ont deux 
dimensions et peuvent se deplacer sur un plan. Nous expliquons ensuite comment cette 
propriete se generalise au cas a trois dimensions. 
Camera 1 
Plan image de 
la camera 1 
Camera 2 
Plan image de 
la camera 2 
Plan d u m o u v e m e n t 
Figure 2.1 - Configuration pour l'independance geometrique : L'objet a deux dimensions 
passe par Xo avec la vitesse v0. ri et T2 sont des vecteurs unitaires indiquant la direction 
des cameras (plus precisement, la direction de p et q) par rapport a x0. L'objet est 
de longueur \t\. Peu importe ou sont placees les cameras, les projections de i et Vo 
ont le meme facteur d'eclielle pour chaque camera. Ceci annule l'effet d'observer depuis 
differentes orientations. 
2.1.1 Independance geometrique : Cas ideal 
Considerons un objet en mouvement qui passe par un point xo, et que celui-ci est observe 
par deux cameras de resolution infinie comme le montre la figure 2.1. Soit p et q, les 
points correspondants a Xo dans les plans de projection des camera 1 et 2 respectivernent. 
Supposons que l'objet se deplace sur un plan et que l'objet en mouvement a une hauteur 
negligeable par rapport a ce plan. 
Les cameras peuvent etre placees a n'importe quelle direction et distance sous la contrainte 
qu'elles ne reposent pas sur le plan de mouvement. L'objet occupe p et q pendant la rrierne 
duree. Ceci est formule par le lemme suivant. 
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Lemme 2.1.1 Sans perte de generality, soit xo, un point sur le plan horizontal sur lequel 
les objets a deux dimensions se deplacent. Notons ci et la position des deux cameras 
observant Xo. Notons p et q les points correspondants a Xo dans les plans de projection 
des cameras 1 et 2 respectivement. Si les cameras ont des resolutions infinies, c'est-a-dire 
si la correspondance entre les plans de projections et la region observee est bijective, alors 
I'objet occupe p et q pendant le meme temps. 
Demonstration: Afin de demoritrer ce resultat, posons v0, le vecteur indiquant la vitesse 
d'un objet. Definissons £ comme etant le vecteur representant la longueur de I'objet 
projetee sur Vo- Definissons r* = i^I*0., le vecteur unitaire qui indique la direction de 
la camera i par rapport au point d'observation Xo avec i = 1,2 . Done, la longueur de 
I'objet par rapport a la camera i est \i x r^j et la vitesse de I'objet par rapport a la camera 
i est |vo x rj| avec i = 1,2. Remarquons maintenant que peu importe les valeurs de ri 
et r2, leur effet de mise a l'echelle disparait lorsqu'on calcule les temps d'occupation de 
p et q, c'est-a-dire = \£ x ri | / |v0 x n | = |^|/|v0| et t2 = \£ x r2 | / |v0 x r2| = K|/|v0|. 
Done I'objet occupe p et q pour la meme duree. 
Remarquons que nulle part dans ce developpernent nous n'utilisons d'hypotheses par 
rapport aux valeurs de zoom des cameras. La valeur de zoom n'est pas une caracteristique 
pertinente dans notre configuration. Nous exposons ceci dans le corollaire ci-dessous. 
Intuitivemeiit, puisque la valeur de zoom fait une mise a l'echelle sur la longueur apparente 
d'un facteur constant c, la vitesse subit aussi une mise a l'echelle de c, et done la duree 
d'occupation reste la merne pour toutes les valeurs de zoom. 
Corollaire 2.1.2 Les series temporelles pour un endroit particulier sont invariantes aux 
differentes valeurs de zoom avec lesquelles elles sont observees. 
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Extension aux cameras de resolution finie 
Ce lemme peut etre etendu aux cameras de resolution finie avec des modifications mi-
neures. Toutefois, avant d'exposer cette extension nous avons besoin de definir precise-
ment ce que cela signifie pour un pixel d'etre occupe par un objet en mouvement. 
Definition 2.1.1 Un pixel p est considere occupe si au rrioins la moitie de la zone de 
sa projection inverse sur la scene est occupee par un objet en mouvement. La projection 
inverse d'un pixel est la surface sur la scene qui correspond au pixel lorsqu'on projette les 
points de la surface dans la camera. Soit R la projection inverse du pixel p sur la scene, 
et O la bande rectangulaire correspondant a la surface occupee sur la scene par l'objet en 
mouvement. Notons || 1'operateur qui renvoie I'aire d'une surface, p est occupe si R est 
couveit par un objet en mouvement tel que |i?fl 0\ > |i?|/2. 
Avec cette definition de l'occupation, nous exposons maintenant formellement l'extension 
aux cameras a resolution finie, et presentons la preuve qui s'y rattache. 
Lemme 2.1.3 Soit p et q les pixels correspondants dans les deux cameras tel qu'il existe 
un point x0 sur le plan d'observation qui tombe sur la projection inverse de ces pixels. 
Soit i?i et R2 les projections inverses de p et q respectivement, tel que R2 D Ri ^ 0. Si 
O est une bande rectangulaire passant par Xo et qui lors de son passage occupe au rnoins 
la moitie de R\ et R2, alors p et q sont occupes pendant la meme duree pour O. 
Pour que le lemme soit valide il faut que la bande rectangulaire O soit au rnoins aussi 
grande que la moitie de la plus grande zone de R,\ et R2. Cette hypothese sur la taille de 
l'objet par rapport a Ri and /?2, qui est raisonnable pour les applications pratiques, est 
necessaire afin d'eviter les situations ou les objets sont detectes par une camera mais ne 
le sont pas par l'autre. 
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Preuve: (Suivez la preuve a l'aide de la figure 2.2 page suivante). Considerons la region 
Ri, qui est la projection inverse de p. II existe un point xi G R\, tel que si la bande rec-
tangulaire touche X! elle occupe au moins la moitie de R\. p sera occupe aussi longtemps 
que l'objet occulte xi, et la duree de cette occultation sera |^|/|v0| ou \i\ est la longueur 
de la bande rectangulaire qui traverse Xo. Une analyse similaire donne le meme resultat 
pour le pixel q. Explicitement, q sera occupe tant que l'objet occulte X2, la moitie du 
point d'occupation de la projection inverse de q {R2). La duree de cette occultation est 
encore |^|/|v0|, parce que la bande rectangulaire passe par R\ et R2, done les segments 
de lignes qui passent par xi et X2 ont la meme longueur. Cela explique pourquoi la duree 
d'occupation sera la meme pour p et q. 
La figure 2.2 page suivante illustre cette configuration. Notons que la figure est dessinee 
de fagon simplifiee deliberement afin d'eviter les confusions. En fait, peu importe la forme 
de la projection inverse de chaque pixel, tant qu'ils ont au moins la moitie de leur surface 
occupee lors du passage de la bande rectangulaire qui passe par xo, l'extension est vraie. 
Dans le cas contraire deux situations sont possibles. Un des pixels peut etre occupe 
pendant que l'autre ne l'est pas, ou les deux pixels peuvent etre inoccupes. 
Exemples : cas reels 
Nous donnons maintenant quelques exemples de cas reels qui demontrent Tindependance 
de l'activite. Nous avons enregistre les videos simultanement a partir de deux cameras 
dominant une rue a partir du neuvierne etage d'un batiment. Nous avons effectue une 
soustraction de fond sur les deux sequences. Puis, nous avons regarde les series tempo-
relies de deux pixels (p de la camera 1 et q de la camera 2), chacun correspondant au 
meme point sur la route (choisi avec precaution pour que cela soit le cas). Les resultats 
presentes dans la-figure 2.3 page suivante, demontrent que les series ternporelles peuvent 
etre presque identiques meme si nous n'avons pas d'objets plats. 
Figure 2.2 - Configuration a deux dimensions de l'extension de l'independance geome-
trique pour des cameras a resolution finie : La region R\ est la projection inverse de p et 
la region i?2 est la projection inverse de q. x t est un point dans R\ tel que si la bande 
rectangulaire touche Xi, il occupe au moins la moitie de Ri (de meme pour x2 et i?2). 
(a) p (pixel bleu sur la ligne pointille 
rouge) 
250 300 350 400 450 500 
(c) Series temporelle de p 
Figure 2.3 - Independance geome 
(b) q (pixel bleu sur la ligne pointille 
rouge) 
o| J i ' — ' M i i 
250 300 350 400 450 500 
(d) Series temporelle de q 
trique sur un exemple de cas reel. 
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(a) p (pixel blanc avec les bords rouges) (b) q (pixel blanc avec les bords rouges) 
o 
(c) Series temporelles de p pour zero a (d) Series temporelles de q pour z6ro h 
dix secondes dix secondes 
Figure 2.4 - Independance geometrique sur un exemple de cas reel. 
Nous demontrons ensuite l'invariance aux valeurs de zoom des series temporelles. Pour 
cela nous avons utilise deux videos d'autoroute, qui ont ete obtenues simultanement en 
utilisant deux cameras avec des valeurs de zoom differentes. De nouveau, nous avons 
effectue une soustraction de fond et selectionne avec precaution p et q qui correspondent 
au meme point sur la route. Nous affichons ensuite la serie temporelle binaire de ces pixels 
(figure 2.4). Nous observons que les series temporelles generees par les voitures passant 
dans la rue sont les memes pour les deux pixels, sans distinction de la valeur de zoom 
des cameras. 
Remarque: Bien que le resultat d'independance geometrique ait ete formellement de-
veloppe pour des objets a deux dimensions, il fonctionne tres bien pour certaines classes 
d'objets a trois dimensions. En effet, si la troisieme dimension (hauteur) d'un objet est 




porte ou les cameras sont placees, l'objet generera des motifs d'activites similaires dans 
toutes les cameras. De rnerrie, si les cameras sont positionnees tres haut, alors la hauteur 
des objets est negligeable, et le principe d'independance geometrique fonctionne. Dans 
les sous-sections suivantes nous analysons trois scenarios a trois dimensions et presentons 
une analyse de l'effet de la hauteur sur le principe d'independance geometrique. 
2.1.2 Independance geometrique : Scenarios a trois dimensions 
Nous discutons maintenant de deux problernes importants qui surviennent lorsqu'on 
considere le cas non-ideal d'objets a trois dimensions. Le premier probleme est en re-
lation avec la variation des durees d'occupation des pixels correspondants dans chaque 
camera. Plus precisement, considerons p et q observant Xo. Dans les sous-sections prece-
dentes, nous avons montre que dans le scenario ideal ou les objets sont plats, p et q sont 
occupes pendant la meme duree peu importe les orientations et les valeurs de zoom des 
cameras. Dans le cas a trois dimensions, les temps d'occupation de p et q ne sont pas 
exactement identiques. 
Le deuxieme probleme est en relation avec la generation d'activites parasites a des pixels 
qui ne correspondent pas a l'actuelle position de l'objet a trois dimensions. Par la suite, 
nous presentons une analyse de ces deux problernes et une methode pour les resoudre. 
Variation des temps d'occupation 
Considerons un cubo'ide qui se deplace au-dessus d'un point Xo sur un plan. Nous decri-
vons l'idee avec un cubo'ide puisqu'un volume englobant cubo'ide peut etre trouve pour 
n'importe quel objet. De plus, la majorite des objets peuvent etre approximes par ce vo-
lume englobant. Supposons que l'objet se deplace a une vitesse v, et que sa longueur dans 
C a m e r a 1 C a m e r a 2 
A 
Figure 2.5 - Angles d'observations des cameras. 
le sens du mouvement est I. Supposons que deux cameras de resolution infinie observent 
I'objet depuis deux points de vue differents avec des valeurs de zoom differentes. Soit a le 
rapport de la hauteur de I'objet h sur sa longueur I, par exemple, 1/3 pour une voiture, 
1/6 pour un camion, et environ 6 pour des pietons. Soit 9i et fa les angles d'observation 
illustres dans la figure 2.5 pour la camera i, i = 1,2. Les angles Oi sont les angles entre le 
plan de la scene et les axes des cameras. Les angles 4>i sont les angles entre la direction 
du mouvement du cubo'ide et les axes des cameras. Dans les images de chaque camera 
(plan de projection) il y a un point qui correspond a Xo. Appelons ces points p dans la 
camera 1, et q dans la camera 2. 
Soit v = |v|, et t = l/v, les actuels temps d'occultation de Xo par I'objet. Definissons tp et 
tq cornrne etant les temps d'occupation des pixels p et q par la projection de I'objet dans 
chaque camera. Tout d'abord, considerons le cas ou fa = 0, c'est-a-dire que la camera 
1 est placee a une certaine hauteur le long de la direction du mouvement. Supposons 
egalement, que la camera est placee en face de I'objet. La figure 2.6 page suivante illustre 
ce scenario. Dans la figure 2.6(a) nous representons le moment ou p commence a etre 
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Figure 2.6 - Vue de cote du scenario ou la camera 1 est place a une certaine hauteur le 
long de la direction du mouvement, en face de l'objet. 
Lorsque <f>\ = 0, p sera occupe quand l'extremite avant de l'objet atteint Xo- II restera 
occupe jusqu'a ce que le coin superieur de l'objet quitte la ligne de vue de p a x0. Par 
consequent, p restera occupe pour la periode de temps ou l'extremite avant de l'objet se 
deplace d'une longueur = I + h/ tan(#i), ou h est la hauteur de l'objet. Re-ecrivons 
ceci en fonction du rapport hauteur/largeur, nous avons : 
lCi = I + al/tan(#i) = /(I + 
a 
tan(6,i) ) (2.2) 
Alors le temps d'occupation de p sera : 
I 
tp = ki/v = - ( 1 + 
a a 
(2.3) 
tan(0i) v tan(^i)' 
ou t = l/v est le veritable temps d'occupation de Xo par l'objet. 
Maintenant, lorsque l'on incremente Tangle <j>i de 0 a 90 degres, le terme supplementaire 
(aZ/tan(0i)) dans le, commence a diminuer. Lorsque l'on atteint 90 degres, il vaut pre-
cisement 0, et a 180 degres il redevient al/ tan(#i). Par consequent, pour modeliser cet 
effet, nous multiplions le terme supplementaire avec une fonction X (</>«)> qui est bornee par 
[0,1], et vaut 0 pour fa — 90 et 1 a 4>i = 0 et = 180. Cela conduit aux approximations 
suivantes pour tp fit tq . 
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( > = t ( 1 + d k ) x W , , ) ) (2-4) 
Malgre que x(fa)/ tan(#,;) caracterise le decalage entre les taux d'occupation veritables 
et observees, nous avons seulement besoin de nous occuper du comportement du rapport 
tp/tq pour les correspondances multi-cameras. Dans le cas ideal tp/tq = 1, cependant 
l'analyse ci-dessus indique que dans le cas general a trois dimensions tp/tq s'ecarte de 1. 
Caracterisons done ce decalage. Bien qu'obtenir des expressions analytiques des durees 
d'occupation est possible pour la configuration simple ou fa = 0, obtenir de tels resultats 
avec des parametres plus generaux ou 4>i et 9i prennent des valeurs arbitraires est difficile. 
Pour cette raison, dans la sous-section suivante, nous allons caracteriser la distribution 
de leur rapport (sur le caractere aleatoire des angles d'observation) a travers des etudes 
ernpiriques. 
Notons que tout le long de notre developpement dans cette section nous supposons que 
les cameras obtiennent de nouvelles images exactement au meme moment et qu'elles 
ont exactement la meme vitesse d'acquisition. Ces hypotheses sont frequentes dans la 
litterature [39, 45, 25]. 
Caracterisation du decalage 
Nous presentons tout d'abord une caracterisation du decalage des temps d'occupation 
dans les cameras, c'est-a-dire, T = tp/tq. II est difficile d'obtenir une expression simple 
de T pour les configurations les plus generates ou fa > 0, i = 1,2. Par consequent, 
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pour caracteriser le decalage entre les temps d'occupation dans les cameras pour le cas 
general, nous avons mis en place une experience en utilisant 3ds Max® [3], ou nous 
discretisons les angles d'observations possibles ^ 6 8 = {15,30,.. . ,90} degres et fa G 
$ = {0,15, . . . , 90} degres. 
Nous avons ensuite construit un objet cubo'ide pour simuler le volume englobant d'une 
voiture (hauteur = 1 unite, largeur = 1.5 unites, longueur = 3 unites), et cree une 
animation ou l'objet passe par un point Xo- Puis, nous avons place deux cameras a des 
angles €©,</>»€ $ selectionnes aleatoirement (chaque valeur dans O et <E> a une 
chance egale d'etre selectionnee). Les cameras enregistrent le mouvement du cubo'ide 
au point d'interet x0. Pour faire la relation entre les temps d'occupation d'une camera 
par rapport aux autres nous avons extrait les series binaires temporelles des pixels p et 
q qui correspondent a x0. Puis nous avons calcule le rapport des durees d'occupation 
de ces pixels T = tp/tq. Nous avons ensuite reitere l'experience 5000 fois, en plagant a 
chaque fois la camera a des angles selectionnes aleatoirement. La meme animation de 
l'objet en mouvement est utilise pour chaque iteration, afin d'obtenir 5000 valeurs pour 
T. Finalement, en utilisant un noyau d'estimation de densite avec un noyau gaussien, nous 
avons obtenu une estimation de la densite de T sur le caractere aleatoire de la position 
de la camera pour un cuboid qui represente une voiture. 
Nous avons ensuite repete l'experience avec un objet cubo'ide qui simule un etre hurnain 
(hauteur = 1 unite, largeur = 1 unite, longueur = 6 unites). Cette nouvelle experience 
nous a permis d'obtenir une estimation de la densite de T sur le caractere aleatoire de la 
position de la camera pour un cubo'ide qui represente un etre humain. Ces distributions 
sont representees dans la figure 2.7 page suivante. Pour les objets qui ont le plus petit 
rapport hauteur/largeur, la distribution de T = tp/tq est plus concentre autour de 1. 
Ces resultats sont conformes avec nos previsions theoriques de l'analyse de la distribution 
T. Les objets avec un grand rapport hauteur/largeur generent de plus grands decalages 
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Fonction de densite de probability pour le volume 
englobant d'une voiture 
Fonction de densite de probability pour le volume 
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Figure 2.7 - Fonctions de densite de probability de T = tp/tq pour les volumes englobants 
d'une voiture et d'un etre humain. 
avec de plus grandes probabilites. Dans les sections suivantes nous decrivons comment 
cet effet peut etre reduit. 
Activite parasite 
Pour comprendre la notion d'activite parasite considerons deux cameras observant une 
scene depuis des directions opposees, ainsi que des objets hauts qui se deplacent dans la 
scene, comme represents dans la figure 2.8 page suivante. Puisque les objets sont hauts, 
certains (c'est-a-dire les objets sur la droite) occultent q dans la camera 2 mais pas p 
dans la camera 1. Si les objets avaient ete plats les series temporelles de p et q auraient 
ete les rnemes, mais a cause de la hauteur des objets la serie temporelle de q contient de 
l'activite que la serie temporelle de p ne contient pas. Nous appelons ceci de l'activite 
parasite, car cette activite n'est pas generee par I'objet se deplagant au-dessus du point 
Xo mais parce que I'objet occulte Xo a cause de sa taille. 
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s — • Activity parasite 
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(a) Vue arriere de la configuration (b) Caracteristiques d'activites 
Figure 2.8 - L'objet clair qui occupe veritablement xo genere de l'activite reguliere a p 
et q. Cependant l'objet plus sombre qui occulte Xo dans le champ de vision de la camera 
2 sans reellement passer par le point x0 genere de l'activite parasite au point q. 
Normalisation du rapport hauteur/largeur 
Les deux problernes presentes ci-dessus peuvent mettre au defi l'idee d'independance 
geometrique. Cependant, il est possible de regler ces problernes en emettant une hypothese 
moderee pour les objets dans le rnonde a trois dimensions. Nous supposons qu'ils se 
tiennent verticalement par rapport au sol et que les cameras sont orientees de fagon 
verticale par rapport au plan d'observation. Plus precisement, nous introduisons une 
etape de post-traitement apres la soustraction de fond pour remplacer les objets en 
mouvement du premier plan par des rectangles qui occupent la region ou les objets 
rencontrent le sol. Ceci est similaire a l'approche utilisee dans [28], ou les objets sont 
remplaces par des points a leur centre de masse. 
Remarquons que bien que des methodes elaborees d'identification d'objets peuvent etre 
utilisees pour placer les rectangles a des endroits precis, nous utilisons un algorithme 
simple (algorithme 2 page 35). L'utilisation de cet algorithme est motivee par l'analyse de 
la section 2.1.2, ou nous concluons que les objets avec de faibles rapports hauteur/largeur 
menent a des faibles decalages entre les caracteristiques d'activites des differentes came-
ras. L'utilisation de cet algorithme est aussi motivee par l'observation ci-dessus, ou nous 
deduisons que la hauteur des objets est la cause principale de generation d'activites pa-
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(a) Vue arriere de la scene originate (b) Vue arriere apres normalisation du 
rapport hauteur/largeur 
Figure 2.9 - La normalisation du rapport hauteur/largeur peut etre vue comrne une 
reduction de la taille veritable des objets dans le monde a trois dimensions, ce qui nous 
rapproche de la configuration ideale. 
effets de l'algorithme 2 peuvent etre vus comrne une reduction de la veritable taille des 
objets dans le monde a trois dimensions, ce qui nous rapproche du scenario ideal, comrne 
represents dans la figure 2.9. Remarquons que l'algorithme ne reduit pas vraiment la 
hauteur des objets. II ne peut done pas resoudre les problemes d'occultation d'un objet 
par un autre. 
La constante k dans 1'algorithine 2 peut etre vu cornrne un parametre qui determine 
de quel facteur la hauteur va etre reduite. Dans notre etude, nous avons utilise k = 5 
quand le rapport hauteur/largeur des objets avait besoin d'etre reduit. Les parametres k 
et a ' sont arbitraires. Neanmoins, ces parametres sont fixes dans chaque camera. Ainsi, 
des methodes automatiques peuvent etre developpees afin de determiner le rapport hau-
teur/largeur des differents objets dans les champs de vision des cameras pour pouvoir 
selectionner convenablement les parametres. Cet aspect de l'algorithme fait partie de 
travaux a venir. 
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Algorithme 2: Normalisation du rapport hauteur/largeur 
entree : Image binaire, facteur de mise a l'echelle k 
sortie : Image binaire (activite parasite retire) 
1 Identifier les objets du premier plan; 
2 Trouver les volumes englobants de chaque objet du premier plan, avec I et h etant 
la largeur et la hauteur du volume englobant; 
3 si le rapport hauteur/largeur h/l est plus grand que le seuil a' alors 
4 Replacer l'objet du premier plan avec un rectangle de dimensions I x h/k, et 
positionner le rectangle a la base du volume englobant; 
5 s i n o n 
6 | Garder l'objet; 
7 fin 
La figure 2.10 page suivante contient deux images binaires provenant d'une camera. La 
premiere image est obtenue a Taide de la methode de soustraction de fond du chapitre 
1 et la seconde est obtenue apres que l'activite parasite ait ete retiree d'un ensemble de 
pixels en utilisant l'algorithme 2. Pour obtenir la seconde image, la premiere image a ete 
utilisee comme parametre d'entree de l'algorithme 2. Dans la seconde image, une boite 
rouge a ete manuellement dessinee autour des pixels dont l'activite parasite a ete retiree. 
Comme nous l'avons presente dans l'analyse theorique de la distribution de T et demontre 
dans la figure 2.7 page 32, la distribution T = tp/tg est concentre autour de 1 pour les 
objets avec un petit rapport hauteur/largeur. Par consequent, si l'effet de l'algorithme 2 
est equivalent a une reduction du rapport hauteur/largeur apparent de l'objet, nous 
devrions aussi l'observer sur la distribution I\ Pour tester cette hypothese nous avons 
repete l'experience avec 3ds Max® pour un volume englobant d'un etre humaiii. Pour 
cette experience, nous avons prit les merries videos utilisees dans l'experience decrite 
auparavant et obtenu les videos binaires de mouvement avec la methode du chapitre 1. 
Nous avons ensuite utilise ces videos avec l'algorithme 2 afin d'obtenir de nouvelles videos 
dans lesquels le rapport hauteur/largeur des objets a ete corrige avec un facteur k = 5. 
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(a) Image binaire de mouvement apres 
soustraction de fond 
(b) Image binaire de mouvement apres 
utilisation de Palgorithme 2 page prece-
dente 
Figure 2.10 - Exemple de normalisation hauteur/largeur : L'image dans (b) est obtenue 
en utilisant l'image dans (a) et le facteur k = 5 comrne parametre de l'algorithme 2 page 
precedente. La boite rouge a ete manuellernent dessinee autour des pixels dont l'activite 
parasite a ete retiree. La boite blanche dans (b) remplace I'objet dans (a). 
Puis, nous avons affiche la fonction de densite de probability F avec la meme methode 
utilisee pour l'experience precedente. Le resultat est represents dans la figure 2.11 page 
suivante, qui demontre qu'avec l'utilisation de l'algorithme 2 il y a un concentration 
significative de la fonction de densite autour de 1. Ce resultat soutient l'affirmation 
que le rapport hauteur/largeur apparent des volumes englobants d'etres humains sont 
effectivement plus petits apres l'execution de l'algorithme 2. 
Finalement, pour obtenir ces figures nous avons considere un cas general ou des angles 
d'observation inferieurs a 15 degres etaient autorises. Lorsque l'on considere le cas de 
la surveillance urbaine ou les cameras sont tres haut au-dessus du sol et que l'on se 
contraint a avoir des angles d'observation superieurs a 45 degres, nous observons une 
augmentation significative de la concentration de la distribution de T = tp/tq autour de 
un. En effet, plus de 90% de la repartition de masse se trouve dans l'intervalle [0.9, 1,1] 
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• Fonction de densite de probability pour le volume 
englobant d'une voiture 
Fonction de density de probability pour le volume 
englobant d'un etre humain avant l'utilisation de 
l'algorithme de normalisation du rapport 
hauteur/largeur 
Fonction de densite de probability pour le volume 
a englobant d'un etre humain apr£s l'utilisation de 
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Figure 2.11 - La fonction de densite de probability T = tp/tq apres et avant la norma-
lisation du rapport hauteur/largeur. Apres la normalisation la fonction de densite de 
probabilitS est clairement concentrSe autour de 1 pour un volume englobant d'un etre 
humain. Ceci peut etre interprets comrne si les objets avaient un rapport hauteur/largeur 
plus petit apres la normalisation. 
pour les volumes englobants d'un etre humain et d'une voiture. Ce resultat est represents 
dans la figure 2.12 page suivante. L'expSrience effectuSe pour obtenir cette figure est la 
merne que pour la figure 2.7 page 32 avec les modifications suivantes >45, i = 1, 2. 
Notons que, nous avons observS que, dans notre application de recherche de correspon-
dances dans des camSras, 1'activitS parasite n'etait pas un sujet de preoccupation pour 
les scSnarios comprenant des vShicules. Cependant, il avait un effet pour les scSnarios 
avec des pistons, comme par exemple une sequence de trottoir. Dans le chapitre 3 nous 
allons donner des exemples de cas reels et nous allons demontrer comment les rSsultats 
de recherche de correspondances ont StS affectes par ce probleme et comment la normali-
sation du rapport hauteur/largeur arnSliore les resultats. Pour la suite du memoire, nous 
supposons que les rapports hauteur/largeur sont faibles ou que l'algorithme 2 page 35 a 
Ste utilisS pour diminuer les effets de l'activite parasite ainsi que les dScalages dans les 
temps d'occupation. 
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englobant d'une voiture 
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volume englobant d'un etre humain apres 
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Figure 2.12 - La fonction de densite de probability T = tp/tq avec 0i > 45°, i = 1,2. 
Apres la normalisation du rapport hauteur/largeur, les fonctions de densite de probability 
ont une augmentation significative de leur concentration autour de 1 (plus de 90% de 
la repartition de masse se trouve dans l'intervalle [0.9, 1,1] pour les deux distributions). 
Cela suggere que pour des angles au-dela de 45°, le scenario realiste est tres proche du 
scenario ideal. 
2.1.3 Propriete d'unicite 
La propriety d'independance geometrique stipule que si deux pixels correspondent au 
rrieme endroit, alors ils ont la meme serie temporelle. Cependant, cela ne veut pas dire 
pas que si les pixels correspondent a des endroits differents ils ne vont pas avoir les mernes 
series temporelles. Quand l'activite se produit de fagon independante a chaque endroit, 
la probability que deux pixels (qui ne correspondent pas au rrieme point) aient les rnemes 
series temporelles tend vers zero, rneme si les cameras ont la meme orientation et valeur 
de zoom. Montrer ceci de maniere rigoureuse requiert un modele mathematique pour les 
observations. Un modele naturel est une chaine de Markov temporellement discrete a deux 
etats pour la sequence d'activites de chaque pixel. Ce modele convient puisqu'il est intuitif 
que les intervalles occupes (intervalles ou V(p, •) = 1 au pixel p) sont independants et 
distribues identiquement. De meme, intuitivement, les intervalles non-occupes (intervalles 
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ou V(p, •) = 0 au pixel p) sont independants et distribues identiquement. Un tel rnodele 
a deja ete considere dans le contexte de detection d'activites anormales [22], 
Considerons deux pixels p et q tels que les sequences d'activites correspondants aux 
deux cameras, Vi(p, •)> V2(q, •), sont des realisations de deux chames de Markov inde-
pendantes avec des probabilites de transitions ai , fix et a2 , f32 respectivement. a i , a 2 sont 
les transitions de non-occupe a occupe alors que /?i, (52 sont les transitions de occupe a 
non-occupe. D'apres des resultats standards sur les grandes deviations [29] il resulte pour 
des chaines de longueur suffisamment grande T, 
avec un taux de convergence exponentielle de T. Notons que lorsque deux pixels cor-
respondent au meme endroit physique, la formule ne s'applique pas puisque les pixels 
sont correles et la distance est nulle. Par consequent, il y a une separation claire en 
terme de distances entre les pixels correspondant a deux endroits physiques differents 
par opposition aux pixels correspondant au meme endroit. 
Une consequence de ce resultat est que la recherche de correspondances dans les cameras 
peut etre accomplie avec une distance euclidienne. Notons egalement que la distance 
est proportionnelle a la quantite d'activite et que la distance est petite quand il y a 
relativement peu d'activites. Cela suggere de normaliser la distance en fonction de la 
quantite d'activites pour identifier des correspondances fiables. 
T 
\\Vi(p, •) - v2(q, Oil! » £ m a x W p , r) , V2(q, r )} x 
T = 1 
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2.2 Correspondances dans des reseaux de cameras he-
terogenes 
Dans cette section nous presentons l'algorithme de recherche de correspondances en se 
basant sur l'activite. Par la suite, nous presentons nos resultats de reconstruction de to-
pologie en utilisant les resultats des correspondances obtenus par notre methode comme 
parametre d'entree pour les algorithmes de reconstruction de topologie. Nous commen-
gons par decrire l'algorithme de recherche de correspondances. 
2.2.1 Recherche de correspondances dans differentes cameras 
Soit p un pixel dans la camera 1, et Vi(p, •) sa serie temporelle binaire et reciproque-
ment, q un pixel dans la camera 2 et V^q, •) sa serie temporelle binaire. Le probleme de 
correspondance peut etre vu comme un probleme de test d'hypothese. Pour comprendre 
cette affirmation, supposons pour le moment que p et q correspondent au meme endroit. 
Le principe d'independance geometrique stipule qu'ils observent les memes sequences 
binaires, mais corrompues par du bruit. Ce bruit binaire survient a cause de plusieurs 
facteurs (par exemple, des erreurs dans l'algoritlime de detection de mouvement) et peut 
etre modelise par un canal binaire syrnetrique : 
ou a. est la probability qu'une inversion de bits aleatoire survienne a cause d'erreurs de 
traitement diverses. 
Au contraire, si p et q correspondent a des endroits differents alors leur series temporelles 
1 — Vi(p, r) avec la probability a 
Vi(p, r ) avec la probability 1 — a 
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ne sont pas correlees. Le test d'hypothese peut etre alors formule comme : 
H = H0 %•)=%,•)«"!(•) 
H = Hl : V2(q,0 = n2(-)) 
ou ni et ri'2 sont des sequences binaires de variables aleatoires de Bernoulli avec des 
probabilites de succes respectives ot\ < 0.5 et a 2 < 0.5, et © correspond a une addition 
bit-a-bit modulo 2. Par exemple, si Vi(p, r ) = 1, ni(r) = 1 alors Vi(p, r ) © rai(r) = 0. 
Cette formulation peut etre inseree dans le modele theorique de detection ou nous exe-
cutons un test de vraisernblance, c'est-a-dire, 
.. 4 n i | l ( l-ai)T~^ >° 
ou T correspond a la longueur des sequences et | • correspond a la norme l\. 
Ho 
k i l l HT^—) + T l n ( ! - «i) - 1^ 211 ln(——^—) - r ln(l - a2) > ln(£) 
1 — OL\ I — AO 
H! 
Ho 
M i l n ( — ) - |n2 |i l n ( - ^ — ) > C! 1 - a i l - a 2 „ 
Hi 
H0 
1 - £*i . 1 - A2 
Hi 
Ho 
1 — ai 1 — a 2 
Hi 
ou dist correspond a la distance de Hamming entre les deux sequences binaires. Ceci 
suggere d'utiliser un algorithme qui compare la distance de Hamming norrnalisee par la 
quantite d'activites ob'servee au pixel avec un seuil. 
Remarquons que, pour simplifier, nous supposons ici que nous avons un modele de Ber-
noulli. II est possible de faire des analyses similaires avec des modeles markoviens et 
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de trouver des resultats sirriilaires. De tels modeles ont ete utilises pour detecter des 
comporternents anormaux [22] . 
Observons que les parametres du modele du canal binaire jouent aussi un role dans la 
recherche de correspondances. En particulier, quand pour le rnodele binaire 77,2 a 2 vaut 
1/2, la fonction exhaustive des observations se reduit a la distance entres les deux series 
temporelles. De merne, si le modele du canal sous l'hypothese Ho a une faible probability 
d'inverser des bits, c'est-a-dire a 1 —>• 0, alors la distance devient le terme dominant et 
meme les distances faibles entre les series temporelles peuvent mener au rejet de l'hypo-
these nulle (presence d'une correspondance). Finalement, s'il y a peu d'activites dans V2, 
alors la distance doit etre faible pour que l'hypothese nulle puisse etre selectionnee. 
Notons que, d'autres formulations peuvent etre envisagees, comme par exemple, les mo-
deles ou, sous l'hypothese nulle, Vi(p, •) passe a travers un canal binaire non symetrique 
pour obtenir V^q, •)• Ces types de formulations se pretent a une analyse probabiliste par 
l'inegalite de Chebyshev, cependant cette avenue fera partie de travaux futurs. 
Correspondance 
Pour chaque pixel q dans la camera 2, nous calculons une mesure de dissimilarite entre 
p et q, c'est-a-dire, 
1 T 
(2.7) 
ou 77 = max{^^ = 1 Vi(p, r) , V (^q, r ) , 1} est le facteur de normalisation, et T est la 
longueur des sequences videos. 
Remarquons que bien que tres similaire a la distance euclidienne standard, la fonction 
de dissimilarite n'est plus une metrique de distance classique, en raison du facteur de 
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normalisation 77. La raison d'etre de la constante de normalisation 77 est basee sur l'analyse 
presentee plus haut. 
Soit dist™ax = m&Xqdistfo, q) et dist™m = minqcfot(p, q). Nous definissons ensuite une 
fonction de similarity entre les series temporelles de p et q comrne 
s p, q = - — 2 2.8 v ' dist™ax - dist™m v ' 
ou s(p, q) € [0,1]. 
Notons que, notre but ici est de demontrer qu'en utilisant des caracteristiques basees sur 
l'activite nous pouvons trouver des correspondances dans des scenarios de surveillance 
urbaine sans avoir besoin de calibrer. Par consequent, nous allons utiliser la rnesure 
de similarity definie dans l'equation 2.8. Cependant, d'autres fonctions de similarites 
peuvent etre considerees telles que le maximum de la correlation croisee et la distance de 
deformation temporelle dynamique entre les series temporelles de deux pixels qui sont 
possiblernent correspondants [24, 1]. 
Avant que nous decrivions comment cette fonction de similarity est utilisee pour trouver 
des correspondances dans des cameras avec des positions et orientations quelconques 
nous allons nous interesser a un cas particulier. Considerons deux cameras a la rrieme 
hauteur, alignees, avec leurs axes de vision paralleles entre eux. Dans cette configuration 
nous allons faire une preuve de concept de notre methode a l'aide d'une application de 
stereovision par lumiere non structuree. Le but de l'experience est de retrouver la carte 
de profondeur de la scene observee. Pour y arriver, il faut chercher, pour tout pixel p de 
la camera 1, le pixel q dans la camera 2 lui correspondant. La configuration particuliere 
des cameras simplifie la recherche des correspondances. En effet, puisque les cameras 
sont a la meme hauteur, alignees, avec leurs axes de vision paralleles entre eux, les lignes 
epipolaires des cameras sont paralleles entre elles. Le pixel correspondant au pixel p de 








Figure 2.13 - Schema d'un systeme de stereovision avec deux cameras alignees ayant 
leurs axes de vision paralleles entre eux. X est un point 3D, C et C' sont les centres de 
projection de deux cameras, Z est la distance entre le point et les cameras, f la distance 
focale, et B est la distance entre les deux centres de projections des cameras. 
la camera 2. A partir du schema contenu dans la figure 2.13 on obtient alors l'equation 
suivante : 
ou / est la distance focale, B est la distance entre les cameras, Z est la profondeur, u 
est l'abscisse du pixel p dans la camera 1 et u' est l'abscisse du pixel q dans la camera 
2. Puisque f et B sont constants pour tous les pixels dans une configuration donnee, la 
disparite u — u' est inversement proportionnelle a la profondeur. 
Pour calculer la carte de profondeurs de la scene observee, nous construisons une image 
de l'espace des disparites (DSI) [21] suivant l'algorithme 3 page suivante. Une DSI est un 
volume a trois dimensions qui contient le cout de mise en correspondance eutre les pixels . 
de la camera 1 et les pixels de la camera 2, pour des disparites situees entre disparitmin 
disparite = u — u' = (2.9) 
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et disparity 
Algorithme 3: Construction de la DSI 
entree : V\ et V2 
sortie : DSI 
pour chaque pixel (u, v) de V1 faire 
pour disparit <— disparitmin a disparity 
si (disparit + u) < umax alors 
DSI('u. v, disparit — disparitmin) f 
V\(u, v,.) et V2{u + disparit, v,.); 
fin 
faire 
fonction de similarity entre 
fin 
fin 
La carte de profondeur est ensuite retrouvee en utilisant des algorithmes bien connus de 
stereovision [38] sur la DSI, comrne par exemple, un maximum de vraisemblance, une 
coupe de graphe, ou un recuit simule. 
Dans la figure 2.14 page suivante nous presentons la configuration de notre experience 
de stereovision par lumiere non structuree. Les deux cameras sont alignees de telle sorte 
que leurs axes de vision soient paralleles. Elles filment une table sur laquelle est poses 
un livre et une tasse a cafe. L'arriere-plan est constitue d'un mur et d'une etagere. Afin 
de sirnuler de l'activite, des patrons de lumieres aleatoires sont projetes sur la scene. 
Cette activite fictive nous permet de construire les volumes binaires de mouvement et 
d'utiliser l'equation 2.7 page 42 sur les volumes comrne fonction de cout pour construire 
la DSI. La figure 2.15 page 47 contient les resultats des cartes de profondeurs, estirnees 
a l'aide d'un maximum de vraisemblance, un recuit simule et une coupe de graphe. Ces 
algorithmes ont ete utilises sur trois DSI differentes : la premiere DSI a ete construite 
en utilisant cinquante images de chaque volume binaire V\ et V2; la deuxieme trois cents 
images et la derniere mille images. Les niveaux de gris des resultats ont ete inverses afin 
de faciliter la visualisation. Lorsque suffisarnment d'images sont utilisees pour calculer les 
45 
(a) Camera de gauche (b) Camera de droite (c) Exemple de patrons de lumiere 
aleatoires projetes 
Figure 2.14 - Configuration de l'experience de stereovision par lumiere non structuree. 
DSI, les cartes de profondeur estimees sont conformes avec la configuration de la scene. 
On retrouve bien le inur en arriere avec un profondeur plus forte que la table et le gobelet 
qui sont plus proches de la camera. On peut aussi reinarquer, au niveau de la table, un 
degrade de profondeurs au fur et a mesure que l'on s'eloigne de la camera. Ces resultats 
confortent 1'idee selon laquelle il est possible de faire de la mise en correspondance a 
partir des caracteristiques d'activites. Remarquons que les patrons de lumiere aleatoires 
simulent des objets sans hauteur. Ils correspondent done au scenario ideal par rapport a 
la propriete d'independance geometrique des caracteristiques d'activites. 
Retournons maintenant au scenario de deux cameras avec des positions, orientations, 
et valeurs de zoom quelconques. Avant de decrire forrnellement comment nous obtenons 
le pixel correspondant dans la camera 2, nous presentons quelques cartes de similarity 
de chaleur. Ces cartes de chaleur fournissent au lecteur une comprehension intuitive des 
resultats. Ces cartes correspondent a la fonction de similarity entre un pixel d'une camera 
et tous les pixels de l'autre camera. Une forte similarity est indiquee par une couleur rouge 
sombre alors que les similarites plus faibles sont indiquees avec du jaune ou du vert. Les 
figures 2.16 page 48 et 2.17 page 49 representent des correspondances de pixels avec les 
cartes de similarites de chaleur associees. 
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(a) Maximum de vraisemblance (b) Recuit simule avec 50 images (c) Coupe de graphe avec 50 
avec 50 images 
(d) Maximum de vraisemblance (e) Recuit simule avec 300 images (f) Coupe de graphe avec 300 
avec 300 images images 
(g) Maximum de vraisemblance (h) Recuit simule avec 1000 (i) Coupe de graphe avec 1000 
avec 1000 images images images 
Figure 2.15 - Cartes de profondeur de l'experience de stereovision par lumiere non struc-
t u r e . La profondeur est estime seulement dans les regions ou les patrons de lumiere 
aleatoires ont ete projetes. Les niveaux de gris ont ete inverses afin de faciliter la visua-
lisation. 
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(a) Pixels correspondants (camera 1 sur la gauche, camera 2 sur la droite) 
(b) Carte de similarity de chaleur de la camera 2 obtenue avec l'equation 2.8 
page 43 avec zoom sur la region de correspondance 
Figure 2.16 - Carte de similarity pour une scene. Le rouge indique une forte similarity, 
le bleu une similarity moyenne, et le jaune une similarity faible. 
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(a) Pixels correspondants (camera 1 sur la gauche, camera 2 sur (b) Carte de similarity de cha-
la droite) leur de la camera 2 
(c) Pixels correspondants (camera 1 sur la gauche, camera 2 sur (d) Carte de similarity de chaleur 
la droite) de la camera 1 
Figure 2.17 - Cartes de similarity pour une scene dans deux cameras differentes. Le rouge 
indique une forte similarity, le bleu une similarity moyenne, et le jaune une similarity 
faible. 
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Quand il y a peu d'activite dans la region d.'observation, comme cela peut etre le cas avec 
des videos courtes, des pixels de differentes regions peuvent avoir de fortes similarites, 
comme le montre la figure 2.17(d) page precedente. Afin de gerer ces situations, nous 
utilisons la methode des moindres rriedianes des erreurs au carre (LMS). Contrairement, 
a l'algorithme des moindres carres (LS), LMS est robuste jusqu'a 50% d'observations 
aberrantes dans les donnees [36]. Cet algorithme fonctionne comme suit : etant donne 
deux videos V\, V2 et un pixel p dans Vi, nous calculons d'abord la similarite entre p 
et tous les pixels q dans V2. II y aura une forte similarite entre p et les pixels du sous 
ensemble Q dans V2, c'est-a-dire, Q = {q : s(p, q) > s}, ou s est le seuil de similarite 
au-dessus duquel deux pixels ont un grande similarite. Pour elirriiner les observations 
aberrantes de Q, nous prenons le centre de masse (moyenne des coordonnees des pixels 
dans Q). Puis nous calculons un nouveau centre de masse en utilisant 50% des points (on 
utilise les points les plus proches du centre de masse). Nous reiterons cette etape jusqu'a 
ce que le centre de masse ne change plus, et declarons que ce centre de masse est le pixel 
correspondant de p. Cette methode est forrnalisee dans l'algorithme 4 page suivante, ou 
nous avons utilise s = 0.9 pour obtenir les resultats presentes. 
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Algorithme 4: Correspondance d'activites 
entree : Vi, V2, p dans V\ 
sortie : q dans Vi 
1 Estimation de la similarity s(p, q) a l'aide de l'equation ( 2.7 page 42); 
2 t = 0, <^ = {q:s(p,q)>s}; 
3 Trouvons le centre de masse C* = (C'lx, C*) de Qf avec LS; 
4 p o u r c h a q u e q € Q* fa ire 
5 dE{C\ q) = ^ ( C ' - q ^ + ^ - q , ) 2 ; 
6 fin 
7 Soit dg = { ^ ( C 4 , q)} et medg = rnedianfdg}; 
8 Fixons Qt+1 = {q : q G Q\ dE{C\ q) < med^}; 
9 Calculons le nouveau centre de masse Ct+1 avec LS; 
10 si dE{Ct,Ct+1) > 7 alors 
11 | t = t + 1 et retour a l'etape 2; 
12 fin 
13 q = C4.; 
La methode decrite fait une mise en correspondance entre des regions d'activites, cepen-
dant elle requiert la presence d'information de mouvement dans les donnees des series 
temporelles de chaque pixel. Pour certains cas, il est possible d'utiliser la methode bien 
connue d'homographie [44, 7] ou les matrices de transformation homographique peuvent 
etre estimees en utilisant les resultats de correspondances des zones d'activites. Les ma-
trices d'homographie estimees peuvent ensuite etre utilisees pour trouver des correspon-
dances pour les regions inactives. 
I d e n t i f i c a t i o n d e s b o n n e s c o r r e s p o n d a n c e s 
Une fois les correspondances trouvees entres les deux cameras nous devons identifier 
lesquelles sont correctes. A cet effet, nous employons un processus a deux etapes : une 
verification gauche-droite et un calcul d'homographie. 
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Verification gauche-droite 
Tout d'abord, une verification gauche-droite est effectuee pour s'assurer que (p q) est 
une bonne correspondance (voir algorithme 5). Brievement, la methode de verification 
gauche-droite fonctionne comme suit : nous commengons avec un pixel p dans la camera 
1 et trouvons son pixel correspondant q dans la camera 2 en utilisant la methode de 
correspondance proposee dans l'algorithme 4 page precedente. Puis, nous utilisons q dans 
la camera 2 comme parametre d'entree de l'algorithme de correspondance et trouvons sa 
correspondance p' dans la camera 1. Si p et p' sont suffisamment proches l'un de l'autre, 
alors (p -H- q) est considere comme etant une bonne correspondance. Si p et p' sont 
eloignes de plus d'une certaine distance e, alors la paire (p o q) est consideree comme 
etant incorrecte et est abandonnee. La valeur de e est le choix de l'utilisateur. 
Algorithme 5: Verification gauche-droite 
e n t r e e : Vi, V2, p, e 
sortie : Decision 
1 q = meilleur correspondance de l'algorithme 4 page precedente (Vi, V2, p); 
2 p' = meilleur correspondance de l'algorithme 4 (V2, Vi,q); 
3 si | |p — p'| | < e a l o r s 
4 | r e t o u r n e r q; 
5 s i n o n 
6 | r e t o u r n e r NUL; 
7 fin 
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ii. Homographie et rejet des observations aberrantes 
Bien que la procedure de verification gauche-droite fonctionne bien pour trouver les 
bonnes paires de pixels correspondants, elle peut neanmoins renvoyer des donnees aber-
rantes (c'est-a-dire des paires erronees (p q) qui ont des comporternents similaires). 
Selon nos experiences, jusqu'a 10% des paires de correspondances retournees par la veri-
fication gauche-droite sont aberrantes. Afin de reduire l'effet de ses donnees aberrantes, 
nous utilisons une matrice d'homographie estimee suivant l'algorithme RANSAC (RAN-
dom SArnple Consensus) [14, 19]. Une matrice d'homographie H met en relation chaque 
pixel p dans la camera 1 a son pixel associe q dans la camera 2, et peut etre exprime 
comme : q = Hp ou if est une matrice 3 x 3, p = (px,py, 1)T et q = (qx, qy, 1)T. Ceci est 
vrai quand, par exemple, la scene observee est planaire. La methode pour estiiner une 
matrice d'homographie est detaillee dans la sous-section 2.2.2. 
L'estimation des matrices d'homographie avec RANSAC est non seulement plus precise, 
mais permet egalement d'identifier les donnees aberrantes. Les donnees aberrantes sont 
ensuite retirees et les correspondances restantes sont utilisees pour calculer la recons-
truction de la topologie, estimer les matrices de projection, fondamentale, et essentielle 
ainsi que les parametres extrinseques des cameras. Le lecteur interesse peut consulter [6] 
pour une description en profondeur de l'algorithme RANSAC tel qu'il est utilise dans le 
domaine de la vision par ordinateur. 
2.2.2 Reconstruction de la topologie 
Le but des techniques d'etalonnage non supervisees est d'estimer, a une transformation 
projective pres, la topologie d'un reseau de cameras en se basant sur un ensemble de 
pixels correspondants pour chaque camera. Dans cette section, nous expliquons comment 
les correspondances peuvent etre utilisees pour estimer les matrices d'homographie, fon-
damentale, essentielle, ainsi que les parametres extrinseques. Nous decrivons aussi com-
ment notre methode peut etre utilisee conjointement avec des methodes existantes pour 
reconstruire la topologie du reseau de cameras. Nous allons commencer par le cas a deux 
cameras, et nous generaliserons ensuite au cas a K cameras. 
Matrice d'homographie 
Etant donne un ensemble de N > 4 paires de points (pj q,) avec j = 1 , . . . , N, le but 
est d'estimer une matrice d'homographie H qui met en relation pj dans la camera 1 a son 
pixel correspondant q^ dans la camera 2. Notons qu'une telle relation globale est valide 
seulement pour des scenes planaires ou lorsque les cameras occupent la meme position. 
Cependant, puisque nous considerons des cameras de surveillance regardant par le dessus 
des voitures et des pietons qui se deplacent dans des rues, autoroutes et trottoirs, l'hy-
pothese planaire reste vraie pour la plupart des scenes avec lesquelles nous travaillons. 
La matrice d'homographie est habituellement exprimee comme : q^ = Hpj ou H est une 
matrice 3x3, p, = {pXJ,pyj, 1)T et q^ = (qX], qyj, 1)T. Sans perte de generalite, cette equa-
tion peut etre exprimee avec le produit vectoriel: q, x H p j = 0 ou, de fagon equivalente, 
par l'equation suivante 
ou 0 = (0,0, 0) et h' est la iAme ligne de H exprirne comme un vecteur ligne. Puisque le 
cote gauche de la matrice 3 x 9 est de rang 2, nous pouvons ecrire 
Ajh = 0 (2 .10) 
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ou Aj est une matrice 2 x 9 associee a la paire (pj <H> qj). Puisque chaque matrice Aj 
peut etre concatenee avec les autres pour former une seule matrice A de taille 2N x 9, 
la solution h de ce systeme est obtenue avec une decomposition en valeurs singulieres 
(SVD) de A. Plus de details sur cette procedure sont donnes dans [19]. 
II est connu qu'une telle methode souffre d'instabilite numerique a cause du fait que 
pXj 1, pyj » 1 ,qXj 1 et qyj 1[46, 19]. Pour cette raison, nous translatons et 
normalisons les coordonnees a deux dimensions de chaque point p j et de telle sorte 
que leur distance euclidienne rnoyenne par rapport a l'origine est egale a \/2. Cette 
normalisation est aussi effectuee pour la matrice fondamentale et le cas a K cameras. 
Matrice fondamentale 
La matrice fondamentale est utilisee pour rnettre en relation un point a deux dimensions 
dans une camera avec sa droite epipolaire dans l'autre camera. Mathematiquement, cela 
se resume a : qJ-Fpj = 0, ou F est une matrice 3 x 3 et P j , q j sont les points a deux 
dimensions en coordonnees homogenes. En reorganisant simplernent les termes, nous 
pouvons demontrer que 
( S l x j P x j 1 Q x j P y j 1 qxj 1 Q y j P x j > Q y j P y j j Qyj) Pxj > Pyj > l ) / = 0 
Bjf = 0 
ou / est un vecteur contenant les valeurs de F, ordonnees par rangees (row-major order). 
Puisque nous avons N paires de points et que chacune de ces paires est associee a un 
vecteur Bj, ces vecteurs peuvent etre concatenes ensembles pour former une equation de 
la forme : Bf = 0,ouBest une matrice de taille N x 9. 
Dans une situation ideale sans bruit, seulement N = 8 paires de points sont necessaires 
pour estimer F a u n facteur d'echelle pres [46]. Cependant, habituellement il n'y a pas 
une solution unique et done on doit trouver F avec une solution des moindres carres. 
Comme dans le cas de l'homographie, nous avons recours a une decomposition en valeurs 
singulieres (SVD) de B pour estimer F. 
Matrice essentielle 
La matrice essentielle est tres similaire a la matrice fondamentale puisqu'elle met en re-
lation le point p j dans une camera a une droite dans l'autre camera suivant l'equation 
suivante : q j E f ) j = 0. La seule difference est que p j et q, sont exprimes dans les coordon-
nees de la camera.. On peut montrer que E = KJFK2 ou Ki est la matrice d'etalonnage 
de la camera Cj [46] 
ou Si est le pararnetre de cisaillement, fa est la distance focale, a>y/atx est le rapport 
hauteur/largeur de chaque pixel, et (£o,2/o) sont les coordonnees de l'axe optique. Nous 
supposons que les deux cameras ont les memes parametres (Ki = K2) et que s = 0. 
On peut montrer que E est de rang 2 et qu'elle a deux valeurs propres non nulles. Ainsi, 
tel que mentionne par Whitehead et Roth [50], l'objectif est de trouver une matrice 
d'etalonnage K (c'est-a-dire une valeur pour axf et ayf telle que E = KTFK a deux 
valeurs propres <7i et a2 les plus proches possibles). Une fonction de cout qui encapsule 
cette contrainte est 1 — ^ qui est minimisee avec une methode de descente de simplexe. 
Pour plus de details (et le code) sur Toptirniseur simplexe, voir [35]. 
Parametres extrinseques 
Les parametres extrinseques sont les matrices de rotation et de translation qui definissent 
la transformation entre les coordonnees du monde et les coordonnees de la camera. Ces 
(2 .11) 
56 
parametres sont contenus dans une matrice M = [i?|T] de taille 3 x 4, ou R est la matrice 
3 x 3 de rotation et T un vecteur colonne a trois dimensions. II a ete etabli [46, 19, 18] 
que E = C/diag((7i, a2,0)VT (avec = a2) en utilisant une decomposition en valeurs 
singulieres. 
Si la camera 1 est positionnee a l'origine et qu'elle regarde dans la direction de l'axe des 
Z (Mi = [/|0]), alors il y a quatre choix possibles pour les parametres extrinseques de la 
seconde camera : 
M2 = [UWVT |u3] ou [UWVTI - u3] 
ou [UWTVT |u3] ou [UWTVT| - u3], (2.12) 
ou u3 est la troisieme colonne de U et 
/ 0 - 1 0 
W= 1 0 0 
V o o i 
Par consequent, la transformation M2 entre deux cameras peut etre directement obtenue 
en se basant sur la matrice essentielle. Notons que le meilleur choix parmi les quatre 
matrices est celle pour laquelle un point a trois dimensions qui est devant C\ est aussi 
devant C2-
Cas a K-cameras 
Jusqu'a maintenant nous avons decrit comment effectuer une mise en correspondance 
entre deux cameras ayant un recouvrement de leur champ de vision. Considerons mainte-
nant comment generaliser au cas a A'-cameras. Une des raisons pour rnettre en correspon-
dance des pixels dans K cameras est pour retrouver la topologie du systeme, c'est-a-dire 
retrouver les matrices de projection et d'etalonnage de chaque camera a une transfor-
mation projective pres [19]. Dans ce cas, le but est de trouver un pixel q, dans chaque 
57 
(2.13) 
camera C* qui correspond au meme point 3D dans la scene. Cela se produit lorsque les 
K-cameras ont un recouvrement de leur champ de vision, comme par exemple, lorsqu'on 
filme un terrain de sport a partir de differents positions et orientations. Dans ce cas, la 
procedure de verification gauche-droite peut etre etendue a un ensemble de N points de 
correspondance dans chaque camera Cj. Cette procedure est illustree par l'algorithme 6 : 
etant donne un pixel p dans la camera Ci, l'algorithme retourne sa projection dans les 
K — 1 autres cameras. Cet algorithme renvoie NUL lorsque p correspond a aucun pixel 
dans une (ou plusieurs) camera. Notons que les matrices d'homographie entre chaque 
paire de cameras peuvent etre estimees en utilisant RANSAC pour avoir des solutions 
plus precises et detecter les observations aberrantes restantes. 
Algorithme 6: Mise en correspondance K-cameras 
entree : {Va, V2,..., VK}, p 
sortie : Q = {q2,q3, -^Qk} 
1 pour j = 2 a K faire 
2 qj = verification_gauche_droite (Vi ,Vj ,p ) / / algo 5 page 52; 
3 si qj==NUL alors 
4 | r e t o u r n e r NUL; 
5 fin 
6 fin 
7 r e t o u r n e r Q; 
Le but ici est d'estimer la structure d'un systeme a K cameras avec K > 2. Comrne 
auparavant, il n'y a pas d'etalonnage ou d'information additionnelle a trois dimensions, 
et nous retrouvons la structure du reseau de cameras, a une transformation projective 
pres de l'espace a trois dimensions. Supposons que toutes les cameras regardent la meme 
scene contenant assez d'activites pour permettre la mise en correspondance. La procedure 
de verification gauche-droite multi-cameras expliquee ci-dessus permet de trouver un 
ensemble de N pixels correspondants dans chaque camera Ci : {Py|Vj € [1, N}}. Puis, 
afin d'eliminer les observations aberrantes, une matrice d'homographie est estimee entre 
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chaque paire de cameras en utilisant RANSAC. 
Etant donne le fait que py = M^x^ ou, sans perte de generality , \jP%3 = M,;Xj ou A,;j 
est une constante1, on peut facilement montrer [43] que 
Comme mentionne dans [43, 19], le cote gauche de la matrice 3K x N de mesure de 
redimensionnement W est au maximum de rang 4 quand les profondeurs projectives Ab-
sent correctement definies (e'est pourquoi ces profondeurs sont considerees). 
Les matrices de projection Mi ainsi que les points a trois dimensions Xj sont estimes en 
suivant une procedure a six etapes similaires a celle proposee dans [19, 43]. 
(1) Tout d'abord, pour minimiser les effets du bruit, translater et normaliser les K x N 
points a deux dimensions p t l de telle sorte que la distance euclidienne moyenne par rap-
port a l'origine soit \[2; 
(2) Initialiser chaque profondeur A^ a l'aide de l'equation suivante Eq.(3) dans [43]; 
(3) Normaliser les profondeurs A^ a l'aide de la procedure a deux etapes suivantes pro-
posee par Hartley et Zisserman [19]; e'est-a-dire 
(4) Construire la matrice W en suivant la procedure de decomposition en valeurs sin-
gulieres suivante : W = UDVl ou D est la matrice diagonale contenant les valeurs 
singulieres. Puisque W est de rang 4, toutes sauf les 4 premieres entree D sont rriises a 
/ AnPii . . . A l j vpin \ / Mi \ 
W = (Xi . . . Xjv) . 
\ A^IPFT-I . . . XRNPKH / \ 
zero : D = diag(£>(l, 1), D\2,2), D, (3,3), D(4,4), 0,0...); 
(5) Construire une nouvelle matrice W = UDVT, en se basant sur D ; 
1. Puisque p y est en coordonnees homogenes, (xtJ, 1) = (AyX^, X^y,^, Ay) 
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(6) Calculer les matrices des cameras ainsi que les points a trois dimensions; 
(xi,x2 , ...,xn) = VT 
(7) Re-estimer les valeurs Ay[19] avec les nouveaux Mi et x_,- calcules. Repeter les etapes 
(3)-(7) jusqu'a ce que chaque point x^ converge. 
2.3 Conclusion 
Dans ce chapitre nous avons presente une caracteristique originale basee sur l'activite 
observee pour faire de la mise en correspondance de pixels. Nous avons deinontre qu'elle 
presente des proprietes d'independance geometrique. Puis nous avons montre comment 
ces proprietes peuvent etre utilises pour trouver des correspondances dans un reseau de 
cameras heterogenes. Finalement, nous avons presente quelques applications de recons-
truction de la topologie a partir de correspondances. Les resultats experirnentaux de la 
methode proposee sont presentes dans le chapitre 3. 
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CHAPITRE 3 
Resultats experiment aux de mise en 
correspondance 
Ce chapitre contient des resultats experimentaux obtenus en utilisant la methode propo-
see dans le chapitre 2 page 19. Le chapitre est organise comme suit. Dans la section 3.1 
nous presentons les resultats de mise en correspondance de pixels dans un reseau de came-
ras heterogenes. Puis dans la section 3.2 nous presentons des resultats de reconstruction 
de la topologie en utilisant les correspondances obtenues. 
3.1 Correspondances basees sur l'activite 
Dans cette section nous evaluons la performance de la methode de mise en correspondance 
dans la sous-section 3.1.1 page suivante. Puis nous presentons des resultats de mise en 
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correspondance dans des cas reels dans la sous-section 3.1.2. Finalement, dans la sous-
section 3.1.3 page 66 nous presentons l'effet de l'activite parasite sur les correspondances. 
3.1.1 Evaluation de la performance 
Afin de quantifier la performance de notre algorithme de mise en correspondance, nous 
avons mis au point une experience en laboratoire ou nous avons place deux cameras 
avec des orientations opposees sur un plan d'observation. Nous avons utilise une grille 
sur le plancher afin de calculer notre verite terrain. Nous avons ensuite utilise une voi-
ture telecomrnandee pour generer de l'activite sur la scene. Puis, nous avons selectionne 
aleatoirement un nombre de pixels dans la camera 1 et trouve pour chaque pixel sa cor-
respondance dans la camera 2 en utilisant la methode decrite dans la section 2.2 page 40. 
Nous avons ensuite calcule une distance euclidienne entre nos correspondances et les 
correspondances de la verite terrain. Nous avons par la suite defini une erreur rnoyenne 
corrime etant la moyenne des distances euclidiennes entre nos estimations et la verite 
terrain pour les pixels selectionnes. 
Ces resultats, presentes dans la figure 3.1 page suivante, indiquent que la methode des 
moindres medianes des erreurs au carre est plus robuste que les methodes de maximum 
de vraisemblance et des moindres carres quand la sequence video est courte. 
3.1.2 Mise en correspondance dans des cas reels 
Nous presentons ensuite plusieurs exemples ou deux cameras observent une scene en 
plein air avec des voitures en deplacement. Les cameras ont des orientations differentes 
par rapport a la scene observee ainsi que des valeurs de zoom differentes. Contrairement 
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Figure 3.1 - Distance euclidienne inoyenne entre les correspondances de la verite terrain 
et les correspondances trouvees en utilisant la methode proposee. 
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(a) (b) (c) 
Figure 3.2 - Exemple de correspondances : Scenario reel, (a) Configuration des cameras, 
(b) Resultats de correspondances en utilisant 90 secondes de video avec la methode 
proposee, (c) Resultats de correspondances en utilisant l'algorithme SIFT. 
aux problemes standards de correspondance en stereovision, presenter une carte visuelle 
de disparite ne fournit pas au lecteur une comprehension intuitive des resultats. C'est 
pourquoi, afin de presenter les resultats de cette section, nous avons selectionne quelques 
pixels dans une camera et avons dessine des fleches jusqu'a leur pixel correspondant 
dans l'autre camera. Afin de comparer, nous presentons aussi les resultats obtenus avec 
la methode SIFT [30]. Les resultats sont representes de la figure 3.2 a 3.4. La methode 
proposee est capable de trouver des correspondances avec une faible erreur, mSme lorsque 
la methode SIFT echoue a trouver des correspondances correctes. 
Remarquons que, dans les cas impliquant des vehicules, ni l'activite parasite ni les varia-
tions des temps d'occupation affectent significativement les performances de la methode 
proposee. C'est pourquoi dans ces experiences nous n'utilisons pas l'etape decrite dans 
l'algorithme 2 page 35. Cependant, dans la sous-section suivante nous allons montrer des 
exemples ou l'activite parasite affecte les performances de la methode proposee lorsque 
des pistons sont impliques. 
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(a) (b) (c) 
Figure 3.3 - Exemple de correspondances : Scenario reel, (a) Configuration des cameras, 
(b) Resultats de correspondances en utilisant 90 secondes de video avec la methode 
proposee, (c) Resultats de correspondances en utilisant l'algorithme SIFT. 
(a) (b) (c) 
Figure 3.4 - Exemple de correspondances : Scenario reel, (a) Configuration des cameras, 
(b) Resultats de correspondances en utilisant 90 secondes de video avec la methode 
proposee, (c) Resultats de correspondances en utilisant 1'algorithme SIFT. Les cameras 
ne sont pas calibrees pour avoir la rrieme valeur de zoom. 
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3.1.3 Effets de l'activite parasite 
Nous presentons inaintenant un exemple ou l'activite parasite invalide la propriete d'in-
dependance geometrique et comment l'algorithme 2 page 35 propose dans la section 2.1.2 
page 27 resout ce probleme. Pour cette experience nous avons filme des pietons marchant 
dans la rue. Nous utilisons d'abord l'algorithme de mise en correspondance sur les videos 
binaires originales. Puis, nous utilisons l'algorithme 2 page 35 decrit dans la section 2.1.2 
page 27 et remplagons les objets du premier plan par des rectangles. Nous utilisons en-
suite l'algorithme de mise en correspondance sur la nouvelle sequence video ou les objets 
ont ete rernplaces par des rectangles. Retirer l'activite parasite a radicalement ameliore 
les resultats de l'algorithme de rnise en correspondance. La figure 3.5 page suivante pre-
sente ces resultats. De nouveau, a des fins de comparaisons nous representons aussi les 
resultats obtenus avec la methode SIFT. Pour donner un exemple quantitatif, l'erreur 
moyenne des correspondances par rapport a une verite terrain etait de 68 pixels avant 
de retirer l'activite parasite et de 12 pixels apres. Ceci correspond a une reduction de 
plus de 80% de l'erreur moyenne de correspondance. Dans cet exemple la methode SIFT 
echoue a trouver de bonnes correspondances. 
3.2 Applications a la reconstruction de la topologie 
Dans cette section nous presentons plusieurs exemples d'applications a la reconstruction 
de la topologie de notre methode. Dans la sous-sectiori 3.2.1 page suivante nous evaluons 
les performance de notre methode pour reconstruire la topologie. Puis dans la sous-
section 3.2.2 page 73 nous presentons des resultats qualitatifs. 
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(a) (b) (c) 
(d) 
Figure 3.5 - Exemple de correspondances : Scenario reel : Effet de l'activite parasite, 
(a) Configuration des cameras, (b) resultats des correspondances sans retirer l'activite 
parasite, (c) resultats des correspondances quand l'activite parasite a ete retiree (algo. 2 
page 35), (d) resultats de correspondances en utilisant SIFT. 
3.2.1 Evaluation des performances 
Nous mesurons ici la precision des matrices d'homographie et fondamentale estimees 
par notre methode. L'objectif de cette evaluation de precision est double. Tout d'abord, 
puisque notre methode depend de son habilite a detecter precisement le mouvement 
(equation 2.7 page 42) nous souhaitons evaluer la robustesse de notre methode aux erreurs 
de detection de mouvement. De plus, puisque notre methode depend de N paires de points 
pour estimer H et F, nous examinons comment N affecte les resultats. Pour mesurer la 
precision, nous estimons d'abord une matrice d'homographie de verite terrain Hgt pour 
une sequence en selectionnant manuellement 20 paires de points. Lorsque, Hgt est connue, 
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une fonction residuelle d'erreur pour H et F est utilisee : 
p 
p 
ou A/* est le nombre total de pixels, Fp/qF T sont les droites epipolaires, q est le point 
correspondant de p (q = Hgtp), et dist(,) est la distance euclidienne entre un point et 
une droite en pixels. 
Les courbes d'erreur presentees a la figure 3.6 page suivante ont ete obtenues avec et sans 
RANSAC pour le scenario presente dans la premiere ligne de la figure 3.10 page 74. Pour 
chaque valeur de N sur l'abscisse, nous selectionnons aleatoirement N paires de points 
avec lesquelles F et H sont estimees. Cette procedure est repetee 10 fois pour obtenir une 
erreur moyenne et une variance pour chaque valeur de N entre 10 et 200. Les resultats 
montrent clairement que RANSAC ajoute de la robustesse aux solutions basiques basees 
sur la decomposition en valeurs singulieres (SVD). De plus, ces courbes soulignent le fait 
que plus de N = 50 paires de points n'ameliore pas significativement les resultats puisque 
le plateau moyen des courbes a une erreur de 1 a 3 pixels. Ce resultat est remarquable 
etant donne que la precision de la verite terrain manuellement determinee est d'environ 
1 pixel. 
La figure 3.7 page 71 montre les effets du bruit sur nos resultats. Un pourcentage de 
bruit (entre 0% et 20%) est ajoute sur chaque image de detection de mouvement de V\ 
et V2 utilise par notre fonction de correspondance (equation 2.7 page 42). Pour chaque 
pourcentage de bruit, un nombre N = 100 de paires de points est selectionne aleatoire-
ment pour estimer les matrices fondamentale et d'homographie F et H. Cette procedure 
(ajout de bruit et selection de points) est repetee 10 fois pour obtenir une erreur moyenne 
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Figure 3.6 - Robustesse de notre methode avec et sans RANSAC en fonction du nombre 
de paires de points N utilise pour estimer les matrices fondamentale et d'homographie 
pour le scenario presente dans la premiere ligne de la figure 3.10 page 74. 
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montre les effets de la longueur de la video sur les performances de la methode proposee. 
Dans les deux cas, les resultats montrent clairement l'apport de RANSAC, en particulier 
pour un niveau eleve de bruit et un faible nombre d'images. 
Afin de comparer notre methode a une methode concurrente, nous avons estime F et 
H en utilisant RANSAC a partir des correspondances obtenues a l'aide de l'algorithme 
SIFT [19]. Puisque SIFT est incapable de trouver de bonnes correspondances quand la 
difference d'orientation entre les cameras est trop grande, nous prenons une sequence 
« facile » pour SIFT, c'est-a-dire celle presentee dans la premiere ligne de la figure 3.10 
page 74. Les courbes d'erreur dans la figure 3.9 page 73 montrent la precision des ma-
trices fondamentale et d'homographie lorsqu'on utilise un nombre different de points de 
correspondances avec SIFT. A partir de ces courbes nous remarquons que notre methode 
est eloignee d'environ 2.6 pixels par rapport a SIFT, ce qui correspond une erreur de 
moins de 1%. 
Nous avons mentionne dans la section 2.2.2 pag,e 57 que la procedure de mise en cor-
respondance a deux cameras se generalise bien au cas a K cameras. Pour valider cette 
affirmation, nous avons retrouve la position et l'orientation de quatre cameras (voir fi-
gure 3.13 page 77). Ici, les matrices de projection et d'etalonnage de chaque camera ont 
ete retrouvees en utilisant la methode de Strum et Triggs [43]. Les quatre cameras sont 
positionnees au cinquieme etage d'un batiment dans une configuration similaire a celle 
de la figure 3.13 page 77. Nous avons aussi calcule la difference moyenne entre les cor-
respondances obtenues avec notre methode et celles obtenues par une selection manuelle 
pour chaque paire de cameras C, et Cr Cela conduit a une erreur moyenne de seulement 
2.6 pixels, ce qui correspond a moins de 1% d'erreur par rapport a la taille des images. 
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(c) Homographie sans RANSAC (d) Homographie avec RANSAC 
Figure 3.7 - Robustesse de notre methode avec et sans RANSAC en fonction du pourcen-
tage de bruit pour le scenario presente dans la premiere ligne de la figure 3.10 page 74. 
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Figure 3.8 - Robustesse de notre methode avec et sans RANSAC en fonction de la 
longueur de la sequence video pour le scenario presente dans la premiere ligne de la 
figure 3.10 page 74. 
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Figure 3.9 - Robustesse de SIFT avec RANSAC en fonction du nombre de points utilises 
pour la mise en correspondance. 
3.2.2 Resultats qualitatifs 
Dans la figure 3.10 page suivante, les homographies de cinq differentes paires de videos 
sont representees. Dans le but d'illustrer la transformation homographique de la camera 
1 a la camera 2, une boite illustrant le cadre de la camera 1 projete sur la camera 2 est 
placee sur l'image de la camera 2. Les chiffres de 1 a 4 sont utilises pour identifier chaque 
coin de la boite. Ces chiffres sont particulierement utiles dans l'exemple de la ligne (d) 
ou les cameras sont placees sur les cotes opposes d'un boulevard, ce qui se traduit par le 
fait que la transformation resultante inverse les coins. Dans les trois premieres lignes ((a), 
(b) et (c)) l'orientation des cameras etant similaire, les deux methodes fonctionnent bien. 
Cependant, dans les deux dernieres lignes ((d) et (e)), la methode SIFT echoue a trouver 
des homographies alors que notre methode donne encore de bons resultats. SIFT echoue 
pour ces sequences a cause des differences significatives de position et d'orientation entre 
les cameras. 




Figure 3.10 - Resultats d'homographie. Premiere colonne : Vue depuis la camera 1, 
Deuxieme colonne : Vue depuis la camera 2, Troisieme colonne : Homographie obtenu avec 
notre methode, Quatrieme colonne : Homographie obtenu avec SIFT (avec RANSAC). 
Dans les lignes (a), (b) et (c) les orientations des cameras sont similaires. 
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(a) Vue depuis la camera 1 (b) Vue depuis la camera 2 
(c) Homographie obtenu avant avoir retire (d) Homographie obtenu apres avoir retire 
l'activite parasite l'activite parasite 
Figure 3.11 - Resultats d'homographie : effet de l'activite parasite. 
sont representees. La premiere homographie a ete estimee avec la sequence video binaire 
originale. La seconde homographie a ete estimee apres avoir utilise l'algorithme 2 page 35 
sur la sequence video afin de retirer l'activite parasite. L'homographie estimee apres avoir 
retire l'activite parasite est significativement meilleure. L'erreur moyenne de correspon-
dance par rapport a la verite terrain etait de 68 pixels avant d'avoir retire l'activite 
parasite et de 12 pixels apres. Ceci correspond a une reduction de plus de 80% de l'erreur 
moyenne de mise en correspondance. 
Dans le but d'illustrer les resultats de l'estimation de la matrice fondamentale, nous 
• 75 
(a) Camera 1 (b) Camera 2 
(c) Camera 1 (d) Camera 2 
Figure 3.12 - Resultats pour la matrice fondamentale : droites epipolaires. 
prerxons deux paires de videos sur lesquels nous affichons des droites epipolaires F p et 
qFT . Ces resultats sont representes dans la figure 3.12. Comrne on peut le voir, les droites 
epipolaires ont ete correctement retrouvees. 
Remarquons qu'en utilisant la methode proposee nous pouvons aussi generer des cartes 
d'occultation avec une simple verification gauche-droite des que les correspondances sont 
calculees. Dans les figures 3.14 page 78 et 3.15 page 79 nous presentons plusieurs cartes 
d'occultation ou nous pouvons identifier trois regions dans les images : le bleu est pour 
les regions qui sont presentes dans les deux cameras, le rouge pour les regions presentes 
dans une seule camera et le vert pour les regions sans activites. 
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Camera 1 Camera 2 Camera 3 Camera 4 
Vue diagonale Vue arriere 
Figure 3.13 - Structure estimee a partir d'un systeme a quatre vues fabrique a partir de 
cameras disposees au cinquieme etage d'un batiment. 
3.3 Conclusion 
Dans ce chapitre nous avons presente les resultats experimentaux de la methode decrite 
dans le chapitre 2 page 19. Ces resultats indiquent que, dans le cas de la surveillance 
urbaine avec des reseaux de cameras heterogenes, la methode proposee trouve des cor-
respondances avec precision. Nous avons aussi presente des resultats quantitatifs et qua-
litatifs. La conclusion que nous tirons de ces resultats est que, lorsque les orientations 
des cameras par rapport a la scene sont presque paralleles, la methode proposee et la 
methode SIFT donnent des resultats comparables. En revanche, lorsque l'orientation des 
cameras est sensiblement differente, la methode proposee continue a bien fonctionner, 




Figure 3.14 - Cartes d'occultation generees en utilisant une verification gauche-droite et 
la methode proposee : Premiere colonne : Images de la camera 1, Deuxieme colonne : 
Images de la camera 2, Troisieme colonne : Segmentation pour la camera 1. Regions 
rouges sont presentes dans la camera 1 mais non dans la camera 2, les regions bleus sont 




Figure 3.15 - Cartes d'occultation generees en utilisant une verification gauche-droite et 
la methode proposee : Premiere colonne : Images de la camera 1, Deuxieme colonne : 
Images de la camera 2, Troisieme colonne : Segmentation pour la camera 1. Regions 
rouges sont presentes dans la camera 1 mais non dans la camera 2, les regions bleus sont 
presentes dans les deux cameras, et les regions vertes ne contiennent pas de mouvement. 
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CHAPITRE 4 
Segmentation de longues sequences 
video 
Dans ce chapitre nous poursuivons l'analyse des volumes binaires d'activite. L'objectif 
ici, est d'extraire des informations des volumes, afin de repondre a la problematique de 
segmentation de longues sequences video. 
La methode que nous proposons comprend cinq etapes. Tout d'abord, la sequence video 
est decoupee temporellement en un ensemble de clips de quelques secondes. On extrait 
ensuite les caracteristiques des volumes binaires correspondant aux clips. Ces caracteris-
tiques vont nous permettre de calculer des distances entre les clips. Les clips contenant le 
meme type d'activite vont avoir les memes caracteristiques et auront ainsi une distance 
faible entre eux. Au contraire, les clips ne contenant pas le meme type d'activite vont 
avoir des caracteristiques differentes et seront eloignes entre eux. Nous utilisons ensuite 
des algorithmes de segmentation pour diviser le nuage de points que forme les clips. Les 
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deux algorithmes de segmentation que nous avons utilises sont la segmentation spectrale 
(spectral clustering) et la propagation d'affinite (a f f in i t y propagation). Enfin, nous utili-
sons le positionnement multidimensionnel pour visualiser les resultats. Dans les sections 
suivantes nous detaillons chacune des etapes de notre methode. 
4.1 Decoupage des sequences videos 
La premiere etape de notre methode de segmentation consiste a decouper la sequence 
video en clips binaires de quelques secondes. Pour cela, nous selectionnons tout d'abord 
une zone d'interet dans le champ de vision de la camera. Cette zone d'interet doit etre 
rectangulaire. Nous utilisons ensuite la methode de detection de mouvement presentee 
dans le chapitre 1 afin d'obtenir un volume de donnees binaire V. Ce volume binaire 
contient l'activite qui a ete observee par la camera dans la zone d'interet pendant l'ac-
quisition. Le volume de donnees V est ensuite decoupe en N sous-volumes Vi de merne 
taille, avec i = {1,2,..., AT}. Le decoupage se fait par rapport a l'axe temporel, c'est-a-
dire que si V est de taille (X,Y,T), les sous-volumes Vi seront de taille (X,Y,T'), avec 
T' <C T. Chaque clip Vi contient l'activite detectee dans la zone d'interet pendant un 
intervalle de temps court. II peut y avoir du recouvrement entre les clips. 
4.2 Extraction des caracteristiques 
La deuxieme etape consiste a extraire les caracteristiques des sous-volumes Vi. Ces carac-
teristiques sont ensuite utilisees pour calculer des distances entre les clips. Cette distance 
est generalement la distance euclidienne entre les vecteurs de caracteristiques correspon-
dants aux clips. L'objectif est que la distance entre deux clips soit faible s'ils contiennent 
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Figure 4.1 - Exemple a deux dimensions de la reduction de la taille des donnees. 
une activite similaire et grande sinon. 
Nous presentons deux approches differentes pour extraire les caracteristiques d'activite. 
Tout d'abord, en s'inspirant de techniques existantes de reconnaissance de mouvement, 
nous analysons les volumes binaires d'activite. La deuxieme approche est une combinaison 
des images de comportement et des techniques d'analyse d'images. Nous detaillons les 
techniques utilisees pour chacune des approches dans les sous-sections ci-dessous. 
4.2.1 Analyse des volumes binaires d'activite 
Tout d'abord, avant d'analyser les volumes nous reduisons les donnees. Pour un certain 
voisinage dans le volume on garde la moyenne de l'activite. La figure 4.2.1 illustre un 
exemple a deux dimensions de ce processus. Le but de cette reduction est de reduire la 
quantite de memoire et les temps de calculs necessaires a l'extraction des caracteristiques. 
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Distance euclidienne entre les volumes de donnees 
La premiere fonction de distance inter-clips que nous avons implements est une simple 
distance euclidienne entre les volumes de donnees binaires correspondant aux clips. Po-
sons Vi et Vj, deux sous-volumes de donnees, la distance entre eux est alors 
distance{Vi, Vj) = y /sum((Vi - I/,)2), (4.1) 
ou sum est une fonction qui prend en parametre un volume de donnees et renvoie la 
soinme des elements de ce volume. 
Comme nous allons l'expliquer dans la sous-section 5.1 cette fonction de cout ne donne 
pas de bons resultats. Le probleme majeur de cette fonction de cout est que la meme 
activite positionnee a des endroits differents de la scene vont avoir des caracteristiques 
d'activite differentes. Les fonctions de cout presentees par la suite essayent de resoudre 
ce probleme en extrayant des caracteristiques invariantes a la position de l'activite dans 
la zone d' inter et. 
Transformees de Fourier rapides 
La deuxieme fonction de distance inter-clips utilise les transformees de Fourier rapides. 
Pour cela nous vectorisons les volumes Vi de dimensions ( X , Y, T) en vecteurs vecU de 
longueur X x Y x T. Nous calculons ensuite les coefficients de la transformee rapide de 
Fourier correspondants aux vecteurs. Ces coefficients sont places dans un vecteur f f t i 
de longueur 2 x X x Y x T, ils sont les caracteristiques d'activite des clips. La distance 
entre deux clips sera alors la distance euclidienne entre les deux vecteurs de coefficients 
de transformee rapide de Fourier. Puisque les coefficients sont des nombres complexes 
nous utilisons l'ainplitude des coefficients afin d'avoir un resultat reel. L'algorithme 7 
contient un resume de la methode pour calculer cette distance. 
Algorithme 7: Distance inter-clips basee sur les transformees de Fourier rapides 
entree : Volumes V* et Vj 
sortie : Distance D entre Vi et Vj 
1 Vectorisation des volumes de donnees; 
2 vecti = vectorisation(Vi); 
3 vectj = vectorisation (Vj); 
4 Calcul des coefficients de la transformee rapide de Fourier; 
5 ffU = fft(Vrj); 
6 f f t j = fft(Vj); 
7 D = \Jsum(abs(ffU) - abs{fftj))2) 
Cette fonction de cout a donne de bons resultats avec certaines sequences videos. Les 
resultats seront presentes dans la sous-section 5.1.2. 
Moments 2D et 3D 
Nous presentons ensuite deux fonctions de cout basees sur les moments. La premiere 
methode s'inspire de [4] qui utilise les moments invariants de Hu. A partir du volume 
de donnees, deux images sont construites pour chaque clip. Une des images est binaire 
et elle indique quels sont les pixels qui sont associes a des zones de la scene avec du 
mouvement. Cette image est nommee MEI pour Motion-Energy Image. L'autre image 
donne une information temporelle sur l'activite dans la zone d'interet. Elle est nommee 
MHI pour Motion-History Image. Les pixels avec des fortes valeurs sont les pixels qui 
sont associes a des zones de la scene avec du mouvement recent. Plus l'activite au pixel 
est vieille plus sa valeur est faible. L'algorithme 8 page suivante contient la methode pour 
calculer ces deux images. 
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Algorithme 8: Creation des images MEI et MHI 
entree : Volume V* de dimension ( X , Y, T) 
sortie : Images MEI, et M-HIi 
1 MEI = zeros(X,Y); 
2 p o u r r 1 a T fa ire 
3 p o u r c h a q u e pixel p fa ire 
4 si VitT(p) > 0 alors 
5 | MEIi{p)=T-
6 s i n o n 











si MHIi{p) > 0 alors 
| MEIl(p) = 1; 
s i n o n 
| MEIi(p) = 0; 
fin 




/ xpyqp(x,y)dxdy, (4.2) •OO J —OO 
pour p,q = 0,1,2, . ' . . 
Les moments centres /ipq sont definis par 
/
oo /*oo 
/ (a; - x f { y - y)gp(x, y)d(x - x)d(y - y), (4.3) -OO J —OO 
ou x = et y = Les moments centres sont invariants a la translation. II est m oo " m oo 
possible d'exprimer les moments centres fipq en fonction des moments ordinaires mpq. 
Pour les quatre premiers ordres on a 
85 
A^oo = rn 00 =./n, (4.4) 
Mio = 0, (4.5) 
A*oi = 0, (4.6) 
/X20 = ^20 - (4.7) 
fin = m n - f-xy, (4.8) 
i«02 = m 0 2 - f i y 2 , (4.9) 
^30 = m3o - 3m20x + 2fix3, (4.10) 
H21 = rn21-m20y-2mnx + 2fix2y, (4.11) 
At 12 = rn12 - m02x — 2mny + 2fixy2, (4.12) 
/^ 03 = ^03 - 3m02y + (4.13) 
Pour etre invariant a la mise a l'echelle les moments sont normalises de telle sorte que 
(4.14) 
ou 7 = (p + q)/2 + 1 et p + q > 2. Les sept moments invariants a l'orientation de Hu sont 
alors 
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V \ = r / 2 0 + 77 0 2 , 
^ 2 = (»720 - % 2 ) 2 + 4 ? 7 n , 
= (»730 - 3 r ? 1 2 ) 2 + (37721 - 7703) 2 , 
z^t = (??30 + 7712)2 + (V21 + V03)2, 





(37721 - 7703)(7721 + 7703)[3(7730 + vu)2 - (mi + V03)], 
= (7720 - 7702) [(??30 + ?7 l2) 2 - (V21 + m ) 2 ] + 
(4.19) 
47711(7730 + 7712) (7721 + 7703), 
^ 7 = (37721 - 7703)(7730 + 7712)1(7730 + 7712) 2 - 3(7721 + 7703) 2 ] -
(4.20) 
(7730 - 37712)(7721 + 7703)[3(7730 + 7712) 2 - (7721 + 7703) 2 ] • (4.21) 
Les moments invariants de Hu sont calcules sur les deux images pour chaque clip. Ces 
quatorze valeurs sont stockees dans un vecteur et forment les caracteristiques d'activite 
des clips. La distance entre deux clips est ensuite calculee en faisant la distance euclidienne 
entre les deux vecteurs de moments invariants de Hu correspondant aux clips. Considerons 
V^  et Vj, deux sous-volumes de donnees, la distance entre eux est alors 
ou vlp est le pieme moment invariants de Hu extrait a partir du clip V.L. De meme, v3p est 
le pieme moment de Hu extrait a partir du clip Vj. 
La deuxieme fonction de cout basee sur les moments utilise une version invariante a trois 
dimensions [37]. Les moments a trois dimensions d'ordre (p + q + r) d'une fonction de 




/oo poo poo 
/ / xpyqzrp(x, y)dxdydz. (4.23) •oo «/ —oo •/ —oo 
pour p, g, r = 0,1, 2, Les moments centres //pgr sont definis par 
/
oo poo poo 
/ / (x-x)p{y-y)q{z-z)rp(x,y,z)d(x-x)d(y-y)d(z-z), (4.24) •oo </ —oo «/ —oo 
ou x = 2*120 y _ mam ^ _ zzioQi j) e ja m g m e facon que pour les moments a deux - m ooo mooo mooo ^ 1 1 
dimensions, les moments a trois dimensions sont normalises pour etre invariants a la 
mise a l'echelle : 
Les trois moments invariants d'ordre deux a trois dimensions sont alors definis par 
Ji = V200 + %20 + V002, (4.26) 
J2 = 1I200V020 + V200V002 + V020V002 ~ V110 ~ V101 ~ Von > (4-27) 
J3 = V200V020V002 + 2771I07?ioi%II - V002V101 ~ V020VW1 - V200V011- ( 4 - 2 8 ) 
Ces moments sont invariants a la rotation, la translation et la mise a l'echelle. 
Ji, J2 et J3 sont calcules pour chaque volume de donnees associe aux clips. lis constituent 
les caracteristiques d'activite des volumes et sont places dans une vecteur de longueur 3. 
Posons Vi et Vj, deux sous-volumes de donnees, la distance entre eux est alors 
distance^, Vj) = yj(J{ - J{Y + (J* - 4)2 + (4 ~ J | ) 2 , (4.29) 
Figure 4.2 - Exemple d'irnage de comportement. Les pixels avec des faibles valeurs cor-
respondent aux zones de la scenes avec beaucoup d'activite consecutive 
ou J\ est le premier moment invariant d'ordre deux a trois dimensions extrait a partir 
du clip Vi. J\ est le deuxieme moment et J\ est le troisieme. De meme, J{, et J3 sont 
les trois moments invariants extraits a partir du clip Vr 
4.2.2 Analyse des images de comportement 
Les images de comportement sont des images en niveaux de gris qui donnent une informa-
tion sur l'activite dans la scene pendant un intervalle de temps. Les images sont generees 
de telle sorte que l'intensite d'un pixel est proportionnelle au maximum d'activite conse-
cutive observee pendant un intervalle de temps dans la zone de la scene correspondant 
au pixel. De tels types d'images ont deja ete utilisees dans le contexte de la detection 
d'activite anormale [22] et le forage de donnees dans des sequences video [34, 33]. La 
figure 4.2 contient un exemple d'image de comportement et l'algorithme 9 page suivante, 
la methode pour les calculer. Les niveaux de gris ont ete inverses pour faciliter la visua-
lisation. Les pixels correspondant a des zones de la scene ayant eu beaucoup d'activite 
consecutive ont des valeurs faibles. 
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entree : Volume binaire V de longueur T 
sortie : Image en niveaux de gris I 
pour r < - l a T faire 
pour chaque pixel p faire 
si Vp,T > 0 alors 
| tamponp>T tamponp<T-1 + 1; 
sinon 




10 pour chaque pixel p faire 
11 | Ip = max(tamponp^)\ 
12 fin 
Histogramme des images de comportement 
La premiere fonction de cout basee sur les images de comportement utilise l'liistograinme 
des images. Un histogramme nous inforine sur la distribution des intensites des pixels 
d'une image, c'est-a-dire le nombre de pixels pour chaque niveau de gris. Pour chaque 
image, on extrait l'histogramme des niveaux de gris (un vecteur de 256 valeurs). Puisqu'on 
cherche a differencier les types d'activite, les pixels ayant des valeurs faibles (pas de 
mouvement) ne nous interessent pas. Nous annulons l'effet des pixels sans activite en 
mettant a zero les premieres quinze valeurs des histogrammes. La distance entre deux 
clips est alors la distance euclidienne entre les histogrammes correspondant aux images 
de comportement. 
Mixtures de gaussiennes 
La deuxieme fonction de cout basee sur les images de comportement utilise des mixtures 
de gaussiennes. La mixture de gaussiennes est estimee en utilisant un algorithme des 
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nuees dynamiques [23] (k-means). Cet algorithme prend en parameitre une image et un 
nombre n de classes et renvoie l'image segmentee en n classes. Puisqu'il faut connaitre 
le nombre de classes pour pouvoir lancer l'algorithme et que ce nombre est inconnu, 
l'algorithme est itere jusqu'a ce que les variances des classes soient suffisamment faibles. 
La procedure pour estimer la mixture de gaussiennes est resumee dans l'algorithme'10. 
Algorithme 10: Estimation de la mixture de gaussiennes 
entree : Image en niveaux de gris I, variance limite varMax 
sortie : Mixture de gaussiennes avec parametres (moyenne, variance) 
1 nombreClasse = 1; 
2 mixtureGaussienne = nuesDynamiques(nombreClasse, I) ; 
3 calcul des parametres des gaussiennes (moyenne, variance); 
4 si au moins une classe a sa variance > varMax alors 
5 nombreClasse = nombreClasse + 1; 
6 retour a l'etape 2; 
7 s i n o n 
8 | fin de l'algorithme 
9 f in 
Pour chaque image on obtient un vecteur de classes de longueur variable. Chaque classe 
contient trois valeurs; sa moyenne, sa variance et la proportion de la classe. La proportion 
d'une classe correspond au pourcentage de pixels dans l'image associe a cette classe. 
Deux fonctions de distance utilisant ces vecteurs de classes ont ete developpees. Les deux 
fonctions de cout utilisent la meme demarche. Considerons deux mixtures de gaussiennes 
Mixt\ et Mixt'i. Pour chaque gaussienne Gi de Mixt\ on cherche la gaussienne Gj dans 
Mixt2 qui a la moyenne la plus proche de celle de G,r Pour chaque paire (Gi,Gj) on 
calcule une distance qui est ajoutee a un compteur. Puis on itere la procedure pour 
chaque gaussienne Gj dans Mixt2. On cherche la gaussienne Gt qui lui ressemble le 
plus et on mesure la distance entre les deux gaussiennes. L'operation est faite dans les 
deux sens pour s'assurer que la distance entre Mixti et Mixt2 soit la meme qu'entre 
Mixt2 et Mixt\. La valeur finale du compteur est la distance entre les deux mixtures de 
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gaussiennes. L'algorithme 11 contient la procedure pour calculer la distance entre deux 
mixtures de gaussiennes. 
Algorithme 11: Calcul de distance entre deux mixtures de gaussiennes 
entree : parametres de deux mixtures de gaussiennes Mixti et Mixt2 
sortie : distance D entre les deux mixtures 
1 D = 0; 
2 pour chaque gaussienne Gi de Mixti faire 
trouver la gaussienne Gj dans Mixt2 qui a la moyenne la plus proche de celle 
de Gi, 
D = D + distanceGausienne(Gi, Gj); 
5 fin 
6 pour chaque gaussienne Gj de Mixt2 faire 
7 trouver la gaussienne Gi dans Mixti qui a la moyenne la plus proche de la 
moyenne de G3; 
8 D = D + distanceGausienne(Gj, Gi); 
9 fin 
10 D = y/D; 
11 retourner D; 
La difference entre les deux versions de fonction de cout utilisant les mixtures de gaus-
siennes est la fonction de calcul entre deux gaussiennes. Considerons deux gaussiennes 
Gi et Gj. Notons fa et fij leurs moyennes respectives. La premiere fonction de distance 
inter-gaussiennes est : 
distance(Gi,Gj) = (fa —/j,j)2 (4.30) 
La deuxieme fonction utilise un autre parametre des gaussiennes. Posons 3 un facteur 
constant et propi et propj les proportions des deux gaussiennes. La proportion d'une 
gaussienne correspond au pourcentage de pixels dans l'image associe a cette gaussienne. 
La fonction de distance est alors : 
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Villes Atl Chi Den Hou LA Mia NYC SF Sea WDC 
Atl 0 587 1212 701 1936 604 748 2139 2182 543 
Chi 587 0 920 940 1745 1188 713 1858 1737 597 
Den 1212 920 0 879 831 1726 1631 949 1021 1494 
Hou 701 940 879 0 1374 968 1420 1645 1891 1220 
LA 1936 1745 831 1374 0 2339 2451 347 959 2300 
Mia 604 1188 1726 968 2339 0 1092 2594 2734 923 
NYC 748 713 1631 1420 2451 1092 0 257.1 2408 205 
SF 2139 1858 949 1645 347 2594 2571 0 678 2442 
Sea 2182 1737 1021 1891 959 2734 2408 678 0 2329 
WDC 543 597 1494 1220 2300 923 205 2442 2329 0 
Tableau 4.1 - Matrice des distances entre des villes 
distance(Gi, G2) = [1 + /3(propi - prop2)2} (nx - n2)2 (4-31) 
4.3 Construction d'une matrice de distance 
Etant donne N clips, on construit une matrice de distances de taille N x N, ou la valeur 
a la position (xi} y3) est la distance entre le clip i et le clip j. Le tableau 4.1 contient un 
exemple de matrice de distances entres des villes. Cette matrice est utilisee par la suite par 
ralgorithme du positionnernent multidimensionnel est les algorithmes de segmentation. 
4.4 Algorithmes de segmentation 
En vertu de la matrice de distance les N clips forment un nuage de points dans un 
espace a N — 1 dimensions. Si l'extraction de caracteristiques et la mesure de distance 
sont appropriees les points ne sont pas uniformement distribues dans l'espace. Les clips 
contenant les meines types d'activites seront proches, et les clips avec des types d'activites 
differents eloignes. Chaque concentration de points dans l'espace correspond a un type 
d'activite. Afin d'identifier les classes d'activites, les types d'activite nous segmentons le 
nuage de points avec deux algorithmes de segmentation. 
Le premier algorithme de segmentation utilise est la segmentation spectrale [2, 41]. Cet 
algorithme prend en parametre une matrice D de distances et un nombre k. II renvoie une 
segmentation du nuage de points en k classes. Le deuxieme algorithme est l'algorithme 
de propagation d'affinite [15]. Contrairernent a la segmentation spectrale, cet algorithme 
n'a pas besoin de connaitre le nombre de classes a estirner. II estime le nombre de classes 
a partir de la matrice de distances D passee en parametre. De meme que pour la seg-
mentation spectrale il renvoie le nuage de points segmente. 
4.5 Positionnement multidimensionnel 
Le positionnement multidimensionnel [9, 5] permet de projeter dans un espace euclidien 
des points a partir de la matrice des distances D. Par exemple, a partir des distances entre 
des villes, on peut retrouver, a une rotation pres, la carte d'une region. La figure 4.3 page 
suivante contient un resultat obtenu en utilisant le positionnement multidimensionnel 
avec les donnees contenus dans le tableau 4.1 page precedente. 
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Figure 4.3 - Exemple de resultats obtenus avec le positionnerrient multidirnensionnel et 
les donnees contenues dans le tableau 4.1 page 93 
fier si nous arrivons a discrirniner et regrouper les N clips correctement. Mais puisqu'on 
affiche des points exprimes en N — 1 dimensions sur un plan a deux dimensions il y 
a une perte d'information. II ne faut pas tirer de conclusions hatives en fonction de la 
proxiinite/eloignement des points. Par exemple, deux points qui sont proches sur le plan 
peuvent etre eloignes dans leur espace d'origine. 
4.6 Conclusion 
Dans ce chapitre nous avons presentes notre methode de segmentation de longues se-
quences video basee sur l'activite detectee. Le but de cette methode est d'explorer une 









, • Hou , , -Mia 
Distance euclidienne entres les volumes 
Transformees de Fourier rapides 
Moments 2D et 3D 
Histogramme des images de comportement 
Mixtures de gaussiennes des images de comportement 
Tableau 4.2 - Recapitulatif des fonctions de cout developpees 
veloppe plusieurs fonctions de cout analysant les volumes. Le tableau 4.2 contient un 
recapitulatif des fonctions de cout. Elles ne fonctionnent pas toutes aussi bien. Les resul-
tats experiment aux des ces fonctions sont discutes dans le chapitre 5. 
96 
CHAPITRE 5 
Resultats experimentaux de la 
segmentation de longues sequences 
video 
Dans ce chapitre nous presentons et analysons des resultats obtenus avec les methodes 
developpees dans le chapitre 4 page 80. Chaque resultat est visualise en utilisant le po-
sitionnement multidimensionnel. Chaque point dans les figures correspond a un clip. 
Les points sont colores en fonction des resultats des algorithmes de segmentation. Par 
exemple, suite a une segmentation en trois classes, la figure contient des points de trois 
couleurs differentes. Pour faciliter la comprehension des resultats, quelques images prove-
nant soit des images de comportement, soit des images de la sequence video sont ajoutees 
aux figures. 
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5.1 Analyse des volumes binaires d'activite 
Dans cette section nous presentons des resultats experimentaux obtenus en utilisant nos 
fonctions de cout basee sur une analyse des volumes binaires d'activite. Ces fonctions de 
cout ont ete presentes dans la sous-section 4.2.1. Pour les resultats experimentaux de cette 
section, seulement l'algorithme de segmentation spectrale a ete utilisee. L'algorithme de 
propagation d'affinite a ete utilise avec les fonctions de cout de la section suivante. 
5.1.1 Distance euclidienne entre les volumes de donnees 
La fonction de cout que nous avons presentee dans l'equation 4.1 page 83 ne donne pas de 
bons resultats. Par exemple, si on considere deux pietons qui traversent la zone d'interet 
l'un apres l'autre, ils devraient avoir la merne signature d'activite. Malheureusement, des 
differences par rapport a leur taille, leur vitesse de deplacernent, et leur position creent 
des volumes de donnees differents. Les volumes sont tout de meme ressemblants mais les 
faibles differences se traduisent par une grande distance entre les volumes en vertu de 
cette fonction de cout. Les fonctions de cout developpees par la suite essayent de resoudre 
ce probleme en extrayant des caracteristiques invariantes a la position de l'activite dans 
la zone d'interet. 
5.1.2 Transformees de Fourier rapides 
Les figures 5.1, 5.2 et 5.3 contiennent des resultats obtenus avec 1'algorithme 7 page 84. La 
fonction de cout utilisee analyse les volumes de mouvement en extrayant des coefficients 
de transformees de Fourier rapides. Le nuage de points est ensuite segmente en utili-
sant l'algorithme de segmentation spectrale. Les resultats ont ete obtenus sur la meirie 
sequence en faisant varier le nombre k avec lequel le nuage de points est segmente. 
Les resultats ont ete obtenus avec une sequence video ou la camera filme un plan d'eau 
sur lequel se deplace un bateau a un certain moment. Les reflets de l'eau sont detectes 
comme etant du mouvement. L'activite detectee est alors moyenne pendant une grande 
partie de la sequence video, et on observe un deviation de l'activite lorsque le bateau 
traverse le champ de vision de la camera. La fonction de cout a ete testee avec d'autres 
sequences video similaires et a donne le meme type de resultats. Une des sequences corn-
prenaient une fontaine avec des pietons et l'autre, un arbre a l'arriere plan avec des 
pietons au premier plan. A priori, il y a deux types de mouvement; l'activite normale 
correspondant a du bruit, et l'activite anormale correspondant a un gros objet en mou-
vement. Sur les figures on observe bien une forte densite de points qui correspondent a 
l'activite normale et deux lacets de points qui sont eloignes de la majorite des points. 
Ces deux lacets correspondent au passage du bateau et a un changement d'illumination. 
Malheureusement, la segmentation en deux classes (5.1 page suivante) ne differencie pas 
les deux groupes de points convenablement. Les points correspondants au passage du 
bateau sont dans la meme classe que des points d'activite normale. Par contre en aug-
mentant le nombre de classes les resultats s'ameliorent. Dans la figure 5.2 page 101, le 
nuage de points a ete segmente en trois classes et les resultats sont meilleurs. Les points 
correspondant au passage du bateau et le changement d'illumination sont dans une classe 
a part. Les points correspondant a l'activite normale sont dans deux autres classes. On 
a alors une classe d'activite anormale et deux classes d'activite normale. Si on continue 
a augmenter le nombre de classes les resultats se deteriorent. Dans la figure 5.3 page 101 
le nuage de points a ete segmente en quatre classes. Les points correspondant au bateau 
sont dans une classe et la majorite des points pour l'activite normale dans deux autres. 
La quatrieme classe comprend les points du changement d'illumination et quelques points 






Figure 5.1 - Transformee de Fourier : segmentation en deux classes avec l'algorithme de 
segmentation spectrale. 
lequel il faut segmenter le nuage de points avec l'algorithme de segmentation spectrale, 
les resultats obtenus etant sensibles a ce nombre k. 
Les resultats obtenus avec cette fonction sont positifs pour ce type de sequence video 
relativement simple. Malheureusement nous n'avons pas obtenu de resultats valables sur 
des sequences plus complexes. Les sequences complexes comprennent une detection de sac 
abandonne sur un trottoir et une detection de virage en U dans un carrefour. De plus, il 
n'est pas necessaire de faire des calculs complexes comme les transformees de Fourier pour 
obtenir de bons resultats avec ces sequences video simples. Les deux classes d'activite 
peuvent etre facilement differenciees en calculant la quantite moyenne d'activite. Lorsque 
l'activite est normale la quantite de mouvement est faible ou moyenne et relativement 
stable. Par contre quand un objet traverse la zone d'interet la quantite de mouvement 





Figure 5.2 - Transformee de Fourier : segmentation en trois classes avec l'algorithme de 
segmentation spectrale. 
Figure 5.3 - Transformee de Fourier : segmentation en quatre classes avec l'algorithme 
de segmentation spectrale. 
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5.1.3 Moments 2D et 3D 
Les deux fonctions de cout basees sur les moments n'ont pas donne de bons resultats. Ces 
mauvais resultats sont dus a plusieurs raisons. Tout d'abord, pour la reconnaissance de 
mouvement, ou sont utilisees des methodes similaires, les auteurs font une normalisation 
temporelle. lis detectent le debut et la fin des mouvements qu'ils cherchent a reconnaitre 
puis ils normalisent leurs volumes de donnees pour qu'ils aient la meme taille. Cela 
permet qu'un merne mouvement repete a differentes vitesses soit reconnu. Par contre, 
dans notre methode nous echantillonnons les longues sequences video de fagon reguliere. 
C'est pourquoi deux pietons se deplagant a des vitesses differentes auront des caracte-
ristiques differentes. Une autre difference entre la reconnaissance de mouvement et la 
videosurveillance est le nombre d'objets dans la zone d'interet. Pour la reconnaissance 
de mouvement il y a rarement plus d'un objet dans le champ de vision de la camera et 
si ce n'est pas le cas, une etape de pre-traitenient est utilisee pour detecter les objets et 
les traiter separement. Dans notre cas il peut y avoir un nombre arbitraire d'objets en 
mouvement dans la scene. 
5.2 Analyse des images de comportement 
Les figures 5.4 a 5.8 ont ete obtenues en analysant les images de comportement avec la 
meme sequence video ou la camera filme un parking. La sequence video contient plusieurs 
types d'activites; voitures qui s'arretent, voitures en deplacement, pietons. Elle contient 
aussi des cornbinaisons des differents types d'activites. 
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5.2.1 Histogramme des images de comportement 
Les figures 5.4 et 5.5 ont ete obtenues en utilisant la fonction de cout basee sur les 
histogrammes des images de comportement. Pour la figure 5.4 page suivante le nuage de 
points a ete divise en deux classes par la segmentation spectrale. La figure 5.5 page 105 a 
ete obtenue en segmentant le nuage de points avec l'algorithme de propagation d'affinite. 
L'algorithme a segmente le nuage en 53 classes. Le nuage de points semble avoir une 
certaine logique. Les points a droite correspondent a des images de comportement avec 
des fortes intensites de pixels et les points a gauche des images sans activite. Cependant 
les resultats des segmentations ne sont pas concluants. Certains points qui se ressemblent 
sont dans des classes differentes et d'autres differents appartiennent a la meme classe. Le 
nuage de points n'est pas suffisamment disperse dans l'espace, car la fonction de cout ne 
discrimine pas suffisamment. 
5.2.2 Mixtures de gaussiennes 
Les figures 5.6(a) a 5.7 ont ete obtenues en utilisant l'algorithme 11 page 92 avec la 
fonction de distance inter-gaussiennes 4.30 page 92. Cette methode estime une mixture 
de gaussiennes pour chaque image de comportement et calcule des distances entre les 
mixtures. 
Les figures 5.6(a) et 5.6(b) ont ete obtenues en segmentant le nuage de points avec l'algo-
rithme de segmentation spectrale avec un nombre k de classes differents. Contrairernent 
a la figure 5.4 page suivante le nuage de points est tres disperse dans l'espace. Malheureu-
sement l'algorithme de segmentation spectrale ne renvoie pas de resultats satisfaisant. La 
figure 5.6(a) page 108 illustre une segmentation en trois classes, la figure 5.6(b) page 108 
une segmentation en cinq classes. Ceci dit, les figures semblent les memes. Cela est du au 
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Figure 5.4 - Distance euclidienne entre les histogrammes : segmentation en trois classes 
avec l'algorithme de segmentation spectrale. 
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Figure 5.5 - Distance euclidienne entre les histogrammes : segmentation avec l'algorithme 
de propagation d'affinite. L'algorithme a segmente en 53 classes. 
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fait qu'il y a beaucoup de points sans activite. Ces points sont tous regroupes dans un 
petit espace a la gauche des figures. Puisqu'il y a une tres forte densite de points a cet 
endroit, l'algorithme de segmentation spectrale considere que c'est une zone importante 
du nuage de points. Lorsqu'on augmente le nombre de classes il augmente la segmen-
tation de cette forte concentration de points. Le reste des points sont regroupes dans 
une classe a part et sont consideres comme etant des donnees aberrantes. En conclusion, 
1'algorithme de segmentation spectrale ne renvoie pas de resultats convenables avec ce 
type de nuage de points. 
La figure 5.7 page 109 a ete obtenue en utilisant l'algorithme de segmentation de pro-
pagation d'affinite. Cet algorithme ne requiert pas un nombre k predefini de classes. II 
estime lui meme le nombre k a partir des donnees. L'algorithme de propagation d'affinite 
ne presente pas le probleme presente ci-dessus de l'algorithme de segmentation spectrale. 
En effet, les points eloignes de la forte densite d'images de comportement sans activite 
ne sont pas tous dans la meme classe. Au contraire, le nuage de points est uniformement 
segmente de fagon coherente. Malheureusement, le nuage de points est sur-segrnente. 
L'algorithme de propagation d'affinite a segmente le nuage en 42 classes differentes alors 
que l'on cherchait un nombre de classes inferieur a 10. Plusieurs classes pourraient etre 
fusionnees. En conclusion, l'algorithme de propagation d'affinite fonctionne bien avec 
ce type de nuage de points contrairement a; l'algorithme de segmentation spectrale, par 
contre il sur-segmente le nuage de points pour nos besoins. 
La figure 5.8 page 109 a ete obtenue en utilisant l'algorithme 11 page 92 avec la fonction 
de distance inter-gaussiennes 4.31. Cette fonction de distance inter-gaussiennes prend 
en compte la proportion de chaque gaussienne. Le nuage de points a ete segmente en 
utilisant l'algorithme de propagation d'affinite. Si on compare cette figure avec la figure 
5.7 on remarque que les resultats sont legerement meilleurs. Le nuage de points est un 
peu mieux distribue dans l'espace. Cependant, l'algorithme de propagation d'affinite a 
106 
encore sur-segrnente le nuage de points. 
Finalement les fonctions de cout basees sur les mixtures de gaussiennes donnent de tres 
bons resultats rnais nous avons des difficultes a segmenter le nuage de points convena-
blement avec les algorithmes de segmentation. L'algorithme de segmentation spectrale 
segmente les zones du nuage a forte densite et regroupe less autres points dans une seule 
classe. L'algorithme de propagation d'affinite sur-seginente le nuage de points. Cette sur-
segmentation pourrait sans doute etre reglee en rajoutant une etape de fusion de classes. 
5.3 Conclusion 
Dans ce chapitre nous avons presentes les resultats experimentaux de notre methode de 
segmentation de longues sequences videos. Les differentes fonctions de cout implernentees 
donnent des resultats variables. La fonction de cout basee sur une distance euclidienne 
entre les volumes et celles sur des moments 2D et 3D n'ont pas du tout fonctionnees. La 
fonction de cout basee sur les transformees de Fourier rapides donne de bons resultats avec 
des sequences tres simples. Cependant, on peut obtenir les memes resultats avec un simple 
seuillage sur l'activite moyenne. Finalement aucunes des fonctions de cout basee sur une 
analyse des volumes binaires n'a donne de resultats concluants. Les fonctions de cout 
basees sur une analyse des images de comportement ont donnees de meilleurs resultats. 
Cependant, les resultats de la fonction de cout basee sur les histogrammes des images 
de comportement ne sont pas concluants. Le nuage de points n'est pas sufRsamrnent 
disperse. Le resultat retourne par les algorithmes de segmentation n'est pas concluants. 
Les deux fonctions de cout utilisant les mixtures de gaussiennes sont prometteuses. Celle 
qui prend en compte la proportion est legerernent moyenne. Par contre, les algorithmes 
de segmentation ont du mal a correctement diviser le nuage de points retourne par ces 
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(a) Segmentation en trois classes 
(b) Segmentation en cinq classes 
Figure 5.6 - Distance entre des mixtures de gaussiennes : segmentation a l'aide de l'al-
gorithme de segmentation spectrale. 
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Figure 5.7 - Distance entre des mixtures de gaussiennes : segmentation avec l'algorithme 
de propagation d'affinite. L'algorithme a segmente en 42 classes. 
Figure 5.8 - Distance entre des mixtures de gaussiennes en prenant compte de la propor-
tion : segmentation avec l'algorithme de propagation d'affinite. L'algorithme a segmente 
en 38 classes. 
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Fonctions de cout Efficacite 
Distance euclidienne entres les volumes Ne fonctionne pas. 
Transformees de Fourier rapides Fonctionne sur des sequences tres 
simples seulement. 
Moments 2D et 3D Ne fonctionne pas. 
Histogramme des images de comporte-
ment 
Nuage de points pas suffisamment 
disperse dans l'espace. Resultats non 
concluants. 
Mixtures de gaussiennes des images de 
comportement 
Resultats prometteurs. 
Tableau 5.1 - Recapitulatif des resultats experimentaux des fonctions de cout. 
fonctions de cout. L'algorithme de segmentation spectrale sur-segrnente les fortes densite 
de points et l'algorithme de propagation d'affinite sur-segrnente le nuage au complet. La 
sur-segrnentation de la propagation d'affinite peut cependant etre rectifie en rajoutant une 
etape de fusion de classes. Le tableau 5.1 contient un resume des resultats experimentaux 
des fonctions de cout developpees. 
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CONCLUSION ET PERSPECTIVES 
Conclusion 
Dans le chapitre 2 nous avons considere le probleme de mise en correspondance dans un 
reseau de cameras heterogenes avec des recouvrements du champ de vision. Motive par 
des applications de surveillance de vastes zones, nous avons considere des situations ou 
les cameras ont des orientations et des niveaux de zoom arbitrages. Cela nous a conduit 
a proposer des caracteristiques independantes par rapport a la geometrie. Nous avons 
alors developpe un nouvel algorithme pour la rriise en correspondance (algorithme 4) de 
regions de cameras base sur l'activite. Dans le chapitre 3 nous avons demontre que l'al-
gorithme fonctionne bien sans aucune connaissance des parametres des cameras tels que 
l'emplacement, l'orientation, la geometrie epipolaire. Nous avons presente des exemples 
de cas reels ainsi que des evaluations quantitatives des performances. Nous avons aussi 
presente des resultats obtenus avec la methode SIFT afin de comparer les deux methodes. 
La conclusion de cette etude est que si les cameras ont des orientations sirnilaires, SIFT 
et notre methode fonctionnent toutes les deux bien. Cependant, si les orientations des 
cameras sont significativement differentes alors notre methode fonctionne bien encore 
alors que la methode SIFT echoue. Nous avons egalement presente des exemples de re-
I l l 
construction de topologie en se basant sur les resultats de notre methode de mise en 
correspondance. Ces resultats ont demontre que meme avec des orientations des cameras 
significativement differentes nous sommes capables de retrouver la topologie d'un reseau 
de cameras avec des resultats satisfaisants. Cette partie du memoire a conduit a deux 
publications scientifiques [8, 13]. 
Dans le chapitre 4 nous avons explore de nouvelles techniques de segmentation tempo-
relle de longues sequences video de surveillance. Le but etait de poursuivre l'analyse 
des volumes binaires d'activite afin de repondre a de nouvelles problematiques. La se-
quence video est tout d'abord decoupee en une serie de clips de quelques secondes. Puis, 
nous cherchons ensuite a regrouper et differencier les clips en analysant l'activite de-
tectee. Deux approches differentes d'analyse ont ete explorees. Pour chaque approche, 
plusieurs methodes d'extraction de caracteristiques et de calcul de distance inter-clips 
ont ete implementees. En se basant sur ces distances, les algorithmes de segmentation 
spectrale (spectral clustering) et de propagation d'affinite ( a f f i n i t y propagation) ont ete 
utilises pour segmenter les clips en k classes. Dans le chapitre 5 nous avons presente les 
resultats experimentaux des fonctions de cout implementees. Plusieurs d'entre elles ne 
fonctionnent pas du tout ou donnent des resultat non concluants. Cependant certaines 
donnent des resultats prometteurs. La methode developpee est une ebauche et demande 
a etre approfondie. 
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Perspectives 
Nous abordons maintenant les points de notre methode de mise en correspondance qui 
peuvent etre ameliores. Le principal defaut de notre methode est le temps de calcul ne-
cessaire pour avoir un resultat. Une des methodes pour diminuer les temps de calculs 
est de reduire la longueur des sequences video utilisees. Mais reduire la longueur des se-
quences signifie reduire la precision. Cependant, a l'heure actuelle, la methode utilise une 
information binaire sur la presence ou non de mouvement. II est possible d'utiliser des vo-
lumes d'activite non binaires en rajoutant des informations supplernentaires. On peut par 
exemple considerer trois valeurs : pas de mouvement, mouvement d'un objet plus clair que 
l'arriere-plan, mouvement d'un objet plus fonce que l'arriere-plan. II est ensuite possible 
de trouver des correspondances aussi precises en utilisant moins d'images. L'autre option 
pour reduire les temps de calculs serait de paralleliser l'algorithme en l'implementant par 
exemple sur un GPU. En effet, chaque pixel peut etre traite independamment. 
La methode de segmentation de longues sequences video que nous avons developpee n'est 
pas encore aboutie. Nous avons explore plusieurs voies afin d'extraire les caracteristiques 
d'activites permettant de discriminer les clips. Plusieurs d'entre elles se sont trouvees etre 
totalement inefficaces. Cependant, l'utilisation des images de comportement combinee 
avec les mixtures de gaussiennes a donne des resultats prometteurs. Malheureusement, 
les resultats retournes par les algorithmes de segmentation ne sont pas concluants. II existe 
deux options pour aineliorer ces resultats. La premiere est d'utiliser un autre algorithme 
de segmentation avec lequel les resultats seraient meilleurs. L'autre possibility est de 
rajouter une etape a notre methode apres l'utilisation de l'algorithme de propagation 





Cette annexe contient la description de la contribution des differents collaborateurs au 
contenu du memoire. 
A.l Chapitre 1 
Le chapitre 1 explique comment nous obtenons nos donnees binaires de mouvement. 
Nous n'avons pas developpe de nouvelles techniques de detection de mouvement. Toutes 
les methodes que nous utilisons et presentons dans ce chapitre existent deja dans la 
litterature. 
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A.2 Chapitres 2 et 3 
Les chapitres 2 et 3 contiennent une description de notre methode de mise en correspon-
dance dans un reseau de cameras heterogenes. Les methodes pour estimer la structure du 
reseau de cameras, les matrices d'homographie, fondamentale et essentielle existent deja 
dans la litterature. L'originalite de notre methode est la mise en correspondance de pixels 
grace aux caracteristiques d'activite. Cette partie du memoire a abouti a deux publica-
tions [8, 13]. Erhan Errnis et Pierre Clarot ont co-rediges ces deux articles avec l'aide 
de Pierre-Marc Jodoin et Venkatesh Saligrama. Erhan Ermis a effectue le forrnalisme 
mathernatique et l'experience avec 3ds Max®. C'est lui aussi qui a eu l'idee de norma-
liser le rapport hauteur/largueur pour contrer l'effet de la hauteur des objets. Pierre 
Clarot quant a lui a implements le code necessaire et genere tous les autres resultats pre-
sents dans les chapitres. Le projet a ete supervise par Pierre-Marc Jodoin et Venkatesh 
Saligrama. 
A.3 Chapitres 4 et 5 
Les chapitres 4 et 5 detaillent le fonctionnement de notre methode de segmentation de 
longues sequences videos. Les deux algorithmes de segmentation que nous utilisons dans 
la methode ont ete developpes et implementes par d'autres equipes de recherche [41, 15]. 
Les methodes pour extraire les caracteristiques et calculer des distances entre les clips ont 
ete developpees et implementees par Pierre Clarot. Les resultats obtenus avec la methode 
ont aussi ete produits par Pierre Clarot. Pierre-Marc Jodoin a supervise le projet et fourni 
plusieurs des idees necessaires a son developpement. 
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