Introduction. Let A be a strictly power-associative algebra with radical N and such that the difference algebra A -N is separable. Then we say that A has a Wedderburn decomposition if A has a subalgebra S^A -N with A = S+N (vector space direct sum).
It is known that associative [1] , alternative [15] and Jordan [3] , [13] algebras have Wedderburn decompositions. In addition, if A is commutative and A -N separable with no nodal subalgebras such that either the simple summands of A -N have degree =3 or A is stable, then A has a Wedderburn decomposition [5] .
For our purposes, an algebra is a finite dimensional vector space on which a multiplication is defined which satisfies both distributive laws. We define x1=x and xk+1=xkx. An algebra A is called power-associative if x"xß=xtt + e for all positive integers a and ß and every x in A. An algebra is called strictly power-associative if AK is power-associative for every scalar extension K of the base field. As a consequence of [11] , if char ^2,3,5 then a power-associative algebra is strictly power-associative.
In this paper, the radical N of A is the maximal nil ideal and a nonnil algebra with zero radical is said to be semisimple. An algebra is separable if it is semisimple over every scalar extension of the base field. We will call an algebra simple if it is semisimple and contains no proper ideals. The associator (x,y,z) = (xy)z-x(yz) and the commutator (x, y)=xy-yx.
An algebra is nodal if each element can be written as a-l+z with z nilpotent where the set of nilpotent elements is not a subalgebra. The center of A is the set of all elements that commute and associate with all of A. It is known [16, p. 16 ] that the center of a simple algebra is a field and is a finite extension of the base field.
For char /2, define x-y = (xy+yx)/2 and define A+ as the vector space A with multiplication defined by x-y. When char ^2, it has been proved [2] that if A is power-associative and if e is an idempotent (e2 = e^0) then
(1) A = Ae(l) + Ae(l/2) + Ae(0) where Ae(t) = {x : x-e = tx}. In addition, we have [2]:
(2) Ae(l)Ae(0) = ,4e(0K(l)=0, (3) xe=ex=0 for x in Ae(0), Presented in part to the Society, January 14, 1965 , April 9, 1965 and April 16, 1965 ; received by the editors July 13, 1967 and, in revised form, May 28, 1968.
(5) Ae(l/2)-Ae(l/2)ç=Ae(l) + Ae(0), (6) Ae(l)-Ae(l/2)^Ae(l/2) + Ae(0), (1) Ae(0)-Ae(l/2)^Ae(l/2) + Ae(l).
An idempotent e is principal if Ae(Q) contains only nilpotent elements. An idempotent e is primitive if e is the only idempotent in Ae(l) and e is absolutely primitive if e is primitive in AK for AT any extension of the base field. At times it will simplify notation to write A(e, t) for Ae(t).
We will define K to be a splitting field of a nonnil strictly power-associative algebra A if every primitive idempotent e of AK -NK is absolutely primitive and if every element in (AK -NK)e(l) for e primitive can be written as ke+y with y nilpotent and k in K. If K is the algebraic closure of the base field F of A, it clearly is a splitting field of A but may not be a finite extension of F.
We will give two fairly general approaches to proving the Wedderburn Principal Theorem. Our first approach will be to reduce the question to the case where A-N is simple and A has a unity element. This approach will apply to any decomposable class of algebras (a term defined in the next section). When A has a unity element and A -N is simple, we will give conditions on A that force A to have a Wedderburn decomposition.
In our second approach, we give a set of conditions on an algebra A that force A to have a Wedderburn decomposition.
Finally, we apply the material in § §2 and 3 to derive the Wedderburn Principal
Theorem for certain classes of algebras [2], [4] , [6] , [7] , [8] , [9] , [10], [12] , [14] .
2. First approach. We will first prove the following lemma. Our proof is, for the most part, an adaptation to the noncommutative case of the proof given by Hemminger in the commutative case [5] . 
so eie/=e/et=0 for i"=l, 2;;=3, ...,t.
If x were in Af(l) n Ae_f(a) for a=\/2, 1, then jt-e=.x-l-öJc=(l-|-ö);c. Let =Xi + Xi/2+jc0 for X(, in ^¡. (6) . We obtain x-e=Xy + (\/2)xy,2. Therefore (H-a)xi=Xi,2(l+a)^1/2=x1/2, and(l+£7)x0 = 0. Since char =¡¿2, 3 and a= 1/2 or 1, x=0. Hence, Af(l)^Ae(l) and ex,. (a) A is strictly power-associative over a field of char ^2, 3.
(b) A-N is in P.
(c) If B is a subalgebra of A whose image in A -* A -N is a nonnil ideal in A-N, then B is in F. (e) Ae(t)Ae(t)^Ae(t), (i=0, 1) if e is an idempotent in A. Definition 2.3. A member A of a class F is in the center C(P) if .4 has a unity element and A -N is simple.
We remark that each specific class of algebras shown to be a Wedderburn class [1] , [3] , [5] , [13] , [15] has been a decomposable class. Si ©■ • -®St, A = S+Nand S^A-N.
In the following discussion, H(e) is the ideal generated by Ae(l/2).
Theorem 2.2. Let A be an algebra in the center of a decomposable class over a splitting field F of char #2, 3. If we further assume that A -N is not nodal then the following are equivalent:
(10) A has a Wedderburn decomposition.
(11) There exists a primitive idempotent efor which either H(e) has a Wedderburn decomposition or H(e) £ N.
(12) Either A-N=For there exists a nonnil ideal H(e) which has a Wedderburn decomposition.
(13) There exists a nonnil ideal of A which has a Wedderburn decomposition. (12) is proved. If A -N= F then A-N={a [e] : a in F} and by Lemma 2.1, e can be chosen as an idempotent of A. Under this condition, A-F-e+Nisa Wedderburn decomposition for A which may be regarded as an ideal of A.
The implication (12) => (13) is now easy to see. To prove (13) => (14), we merely observe that the ideal whose existence is guaranteed by (13) satisfies the conditions of (14) .
Finally, let F be a nonnil subalgebra satisfying (14) . We remark here that the condition that A -N he not nodal cannot be removed. Let Ey be the algebra spanned by 1, x, x2 and y with xy= -yx= 1 and x2x=xx2 = y2 = x2y=yx2 = x2x2 = 0. Let u = a-l+v where v=ßx + yy + 8x2. Then v2 = ß2x2 + ßy-yß=ß2x2 and v2v = vv2 = 0. By induction, we see that un = an-\+nan~1v + ((n2-n)/2)an~2v2. From this, it is easy to show that Ey is power-associative. In addition, N={ax2} is the radical of Ex and Ex -N is simple and nodal. (Also, Fi is nearly antiflexible (see [14] ).) If S is a proper subalgebra of Ex then 5={a-l} which is not isomorphic to Ey -N or S has a nonzero radical. Let u = a • 1 + v with v=ßx+yy+8x2 be in S. Suppose we have <* = 0 for some m/O in S. Then u2 -v2 = ß2x2 so TVS S or j3=0. But, if 0=0, then {eu} = {eyy + e8x2} is a nil ideal in S. Now suppose we have a^O for every w#0 in S. Since u2 -au = av + v2 = aßx + ayy + («S+ß2)x2 is in S then m2 = au for the coefficient of 1 in w2 -au is 0. But this implies (u/a) is an idempotent. However, 1 is primitive so we have u/a=l or u -al. Since this holds for every m^O in S, S={a-1}. Hence, Fi does not possess a Wedderburn decomposition. However, Ex trivially satisfies (11) for 1 is its only idempotent and H(\) = 0<=N.
The following lemma generalizes Lemmas 2.1 and 2.2 of [5] . If every algebra B in Qfor which dim B< dim C has a Wedderburn decomposition and if C contains an ideal M other than 0, N and C then C has a Wedderburn decomposition.
Proof. The result is obvious if dim C= 1. We will assume then that dim C> 1 and will first prove the assertion for the case when M is nil. By the homomorphism Since S is simple, S n Ar=0 and, by a dimension argument, C=S+N. If M n N^O and N^M then M n A^ is a nil ideal unequal to 0, N and C and C has a Wedderburn decomposition by the first part of this proof.
We now assume that M n N=0. From this we see that M is not nil. Consequently, the image T(M) of Afin C-> C-N is a nonnil ideal of C-A^so Mis in g. Hence, there exists a subalgebra S of Ms C with 5^ T(M). From the simplicity of C-N, we have T(M) = C-N which implies S is simple. Thus, S n N=0 and a dimension argument implies C=S+A^is a Wedderburn decomposition for C. (21) There exists a set ex,...,en of pairwise orthogonal primitive idempotents with e -2P= i ei principal such that L = 2?» i Hie) has a Wedderburn decomposition ifL is not nil.
With these assumptions, A has a Wedderburn decomposition.
We will prove this theorem in a series of lemmas. First let us note that the algebra Ex constructed in the last section satisfies (19), (20) and (21) (20), then A is a direct sum of simple algebras each of which has an identity element.
Proof. The result is obvious if dim A = \. Suppose dim A = n and the lemma is true for all algebras with dimension less than n satisfying the hypotheses.
Let / be an ideal of A of smallest nonzero dimension. Since A is semisimple, J is not nil so it must have an idempotent. Let e be any idempotent in /. If x is in Ae(\), then x=xee AJ^J so Ae(\)<=,J. If x is in Ae(\/2) then x=xe + exe AJ+ JAçJ so Ae(\/2)^J. Therefore H(e)^J. But J is an ideal of A of smallest nonzero dimension so H(e)=J or //(e) = 0. Now if e is an idempotent principal in J then Je(0) is nil. However, H(e)<=J so H(e) n Ae(0)^Je(0). Therefore, by (19), H(e) is nil. But A is semisimple so H(e)=0. Therefore, by (20) holds in Ae(0). Hence, by the inductive hypothesis, Ae(0) is a direct sum of simple algebras each of which has an identity element. Consequently, A is a direct sum of simple algebras each of which has an identity element.
In the light of Lemma 3.1, one would expect to find that the class of all algebras satisfying the hypotheses of Theorem 3.1 is a decomposable class. The answer is not fully known but the following two lemmas will show how close we are to the answer. We now assume that A satisfies the hypotheses of Theorem 3.1 and let e, elt ---, en be the idempotents guaranteed by (21). Throughout the argument Pis the natural mapping A -+ A -N and [x] = P(x). We begin by renumbering the e¡ so that et is in L + N (not necessarily a vector space direct sum) if and only if i>m. If H(e) is not nil then H(e) n A(e{, 1) contains an element x with x not nil. The subalgebra generated by x contains an idempotent e'. Since H(e) n A(eu 1) is a subalgebra, é £ H(e) n A(eu l)£/4(e¡, 1). But e¡ is primitive so t?4 = e' e H(e)^L and i>m. Consequently, H(e)£N whenever i<m. It is possible that m = 0 or m = n. We will dispense with these cases first. From the fact that eie) = 8ijei (Kronecker delta), we have SiSj = 8ijSi. We then write S=Sy@---@Sn and note that S^A. Also, S^A-N so /i = 5-r-/V is a Wedderburn decomposition of A. From now on, assume 0<m<n. Let g=2T-i e¿ and A = 2?=m+i e,. We are now able to prove the theorem. Let B=S+F-fy + ■ ■ ■ +F-fm. Since/, is the identity of S and the set {/}P=0 is a set of pairwise orthogonal idempotents then B=S ®F-fy ®-■ -®F-fm. Also, B^A-N so a dimension argument guarantees the fact that A = B+N and we are done. 4 . Applications. For a general application, we derive the following theorem. The set /4fJ(e) = {x : ex=ix and xe=jx}. (32) For any idempotent e in B, B=Byy(e) + By0(e) + B0y(e)+B00(e). (33) The product Bij(e)Bkm(e) £ 8jkBim(e) with the exception that, for i^j, (Btiie))2^B}iié) with xi;2 = 0.
Lemma 3.5. /Ae algebra A-N= (A-N)([h], 1)®(A-N)([ey], 1) ©• • • © (A-N)([em], 1).

Proof. Since e=g+h and [e] is an identity for A -N then [g] + [h] is an identity for A-N. If [x] is in (A -N)([g], 1/2) then [x][h] + [Ä][x] = [x][e] + [e][x] -[x][g] -[g][x] = [x] so [x] is in (A-N)([h], 1/2). Also, 04-JV)([A], 1/2)<=(A-N)([g], 1/2) so(^-/V)([g], l/2) = (/l-JV)([A]> 1/2). However, (A-N)([ei
]
Hence ay=l. But [e'][<?y] = fo]. Since T(L) is an ideal of A-N and [e'] is in T(L), then [e;] is in T(L) which contradicts the fact that e¡ is not in L+N (not necessarily supplementary). Therefore t? is principal in L so [/z] is principal in T(L). Consequently, (F(L))([/!], 0) is nil. Lemma 3.5 then implies that (T(L))([h], 0)=0 so T(L) = (A-N)([h], 1). But then P(M) is an ideal of a direct summand of A-N so T(M) is an ideal of A -N. Since M is nil, T(M) is nil so F(M)=0. Therefore, S^(A-N)([h], 1). Now, F is a splitting field and (/f-AOOJ, 1) is not nodal
(34) The set B10(e)B01(e) + B10(e) + B01(e) + B01(e)B10(e) is an alternative ideal.
With these assumptions, B has a Wedderburn decomposition.
Proof. Clearly Pn(e) = Pe(l), Bo0(e) = Be(0) and P10(e) + P01(e) = Pe(l/2). Hence H(e)=B10(e)BOy(e)+ByQ(e) + B0y(e) + BOy(e)ByO(e) where H(e) is the ideal of B generated by Be(l/2). From the fact that the Wedderburn Principal Theorem holds for alternative algebras [15] , we have condition (21) holding in B of Theorem 3.1.
Also, (18) and (20) Consequently, v = v00. Let x10 + x0i be an element of D10 + DQ1. Because v -v00 is an identity, x10 = t;oox1o=0 and xol=xOifoo=0 so D10 + D01=0. Therefore, //(e) is nil. Similarly, if //(e) n Ae(0) is nil then //(e) is nil so (19) holds in B. Hence, B has a Wedderburn decomposition. Proof. If P is a nodal subalgebra of A then T(B) is a nodal subalgebra of A -N. Suppose now that B is a nodal subalgebra of A -N. By the homomorphism theorems, there is a subalgebra C of A with A£C and T(C) = B. We know that B has a primitive idempotent [e] and, by Lemma 2.1, e can be chosen as an idempotent in C. We claim that Ce(l) is a nodal subalgebra of A. For Ce(l) = C n Ae(l) and the intersection of two subalgebras of A is a subalgebra of A so Ce We now turn our attention to a class of associator dependent algebras studied in [6] and defined by with a3 = l, a^l. While an algebra satisfying (38) is not necessarily powerassociative, we will show that an algebra satisfying (39) is power-associative.
Lemma 4.1. // char is prime to 30 and 1 -a then a ring satisfying (39) is powerassociative.
Proof. We first prove that, if any associator involving any three of w, x, y or z is zero then (wx, y, z) + (zw, x, y)=0. In any ring we have Using (42) and (39) Now (41) and (43) imply (44) (wx, y, z) + (zw, x, y) = 0.
We will now prove Lemma 4.1 by induction. The identity (39) implies xx2 = x3. Let «2:4 and assume xaxb=xa+b for a+b<n. If we let z=y = x and w = xn'3 then (44) implies 2(xn'2, x, x)=0 so (xn~2, x, x)=0. From (39), we then derive (x, xn~2, x) = 0 and (x, x, xn_2)=0. For n = 4, these three identities imply x*~axa = xé for any a. Now let n = 5. Now, Lemma 2 of [2] gives xn-axa = x*+ ((a-\)/2)(xn-\ x).
However, (xn'1, x)=xn -xx"~1 = (x, x"~2, x)=0. Hence, the ring is powerassociative.
Theorem 4.5. Let B be a nonnil power-associative algebra over a splitting field F of char ^ 2,3. If B satisfies (38) and contains no nodal subalgebras, then B has a Wedderburn decomposition.
Proof. Since B also satisfies (38), the results of [6] imply the hypotheses of Theorem 4.1 and we are done.
5. Algebras in [12] . In this section and the next, we will study certain classes of algebras whose Wedderburn decomposition cannot be so easily derived from Theorem 4.1. In [12] , Kosier studied algebras satisfying We would like to remove the condition that A has no ideals / with x in L implying x2=0. The condition cannot be removed as the following example will show. Let A be the five dimensional algebra over a field F of char #2, 3 'spanned by e, x, j,/and z whose multiplication relative to this basis is given by Ae(l) = {ae} and Ae(0)={af} with a in F. Now ex = x-z and xe=z so x is in Ae(\/2); ey = 0 and ye=y so y is in .4e(l/2); ez = z and ze = 0 so z is in ^e(l/2). Therefore Ae(l/2) is the vector space spanned by x, y and z. Now, one finds by checking that z2=0 and AN, NA s N so, since A-N is simple, TV is the radical of A. In addition e+/is an identity element for ,4.
Linearizing ( Proof. Let P be the class of all algebras satisfying the hypotheses of Theorem 5.2. We claim that P is a decomposable class. For, P clearly satisfies (a), (b) and (c). Furthermore, Theorem 3 of [12] implies (e) and Theorem 10 of [12] implies (d). By Theorem 2.1, it suffices to show that C(P) is a Wedderburn class. We will prove this by induction on dim A. If dim A = l, the result is obvious. Let dim A =« and assume that B has a Wedderburn decomposition if dim B<n. If A has degree 1 then A -N^F so by Theorem 2.2, A has a Wedderburn decomposition. Suppose then that degree A> 1. If, for some primitive idempotent e, F(e) = 0, then by the proof of Theorem 8 of [12] , //"(e) is alternative. Hence, by Theorem 2.2, A has a Wedderburn decomposition. If for some idempotent L(e)^0, N, then Lemma 2.2 implies A has a Wedderburn decomposition for L(e)^N^A.
Therefore, we need only prove that A has a Wedderburn decomposition if L(e) = N for every primitive idempotent. Let t = degree A. Since t^=2, t>l we have r2:3 so l=ey+ ■ ■ • +et, with {e¡}'=1 a set of pairwise orthogonal primitive idempotents. Also, Lt = N, i= 1,..., t. However, L¡sA(e¡, 1/2), /= 1,..., t. If x is in A(ex, 1/2) n A(e2, 1/2) n A(e3, 1/2), then xe + ex = 3x where e = e! + e2 + e3. But, e is an idempotent so this is impossible unless x = 0. Therefore, N=Ly n L2n L3 = 0. Hence, A has a Wedderburn decomposition A = A+0. 6 . Nearly (1, 1) algebras. We will call A a nearly (1, 1) algebra if it is strictly power-associative and satisfies (54) (x, y, x) = (x, x, y).
These algebras were studied in [8] . The (1, 1) algebras are power-associative [10] and satisfy (55) (x, y, z) = (x, z, y).
A (nearly) (-1,0) algebra is one which is anti-isomorphic to a (nearly) (1, 1) algebra. The (1,1) and (-1,0) are special cases of (y, S) algebras and the nearly (1,1) algebras satisfy (37) with <x=0. We will assume throughout that F, the base field, is of char ^2, 3. For any idempotent e in A, A = Ayy(e) + Ay0(e) + A01(e) + A0o(e) [8, Theorem 2] . Furthermore the subspaces satisfy the relation /4j,(e)/4fcm(e) £ 8jkAlm (e) with the following exceptions: for ij*j, /4i;(e)/4iJ(e)£/4ii(e); x2=0; /4ii(e)/4i3(e)£ z4y(e)-l-/4;;(e); /4i;(e)/lü (e) 
(ei;, e;i, eljc) + (e¡)£, eH, ei;) = (ei;, eifc, en) + (eik, etj, e;i).
If t, j and fc are distinct the relations on the subspaces imply that (ey, e;i, eik) = gi(j)eik, (eik, eu, en)=-eikgi(j) and the other two associators of (72) are zero.
Thus, from (70) we have (69). Now, (71) gives (73) (gt(k), etj, e}) + (ejU en, gt(k)) = (g,(fc), en, e") + (eH, gt(k), elf).
