In multivalent polyploids, simultaneous pairings among homologous chromosomes at meiosis result in a unique cytological phenomenon -double reduction. Double reduction casts an impact on chromosome evolution in higher plants, but because of its confounded effect on the pattern of gene co-segregation, it complicates linkage analysis and map construction with polymorphic molecular markers. In this article, we have proposed a general statistical model for simultaneously estimating the frequencies of double reduction, the recombination fraction and optimal parental linkage phases between any types of markers, both fully and partially informative, or dominant and codominant, for a tetraploid species that only undergoes multivalent pairing. This model provides an in-depth extension of our earlier linkage model that was built upon Fisher's classifications for different gamete formation modes during the polysomic inheritance of a multivalent polyploid. By implementing a two-stage hierarchical EM algorithm, we derived a closed form solution for estimating the frequencies of double reduction through the estimation of gamete mode frequencies and the recombination fraction. We performed different settings of simulation studies to demonstrate the statistical properties of our model for estimating and testing double reduction and the linkage in multivalent tetraploids. As shown by a comparative analysis, our model provides a general framework that covers existing statistical approaches for linkage mapping in polyploids that are predominantly multivalent. The model will have great implications for understanding the genome structure and organization of polyploid species.
INTRODUCTION
Because of their biological and economic importance, polyploids have long been a focus of genetic and evolutionary analyses (Bever and Felber, 1992; Soltis and Soltis 2000) . One of the most useful tools for these analyses is provided by genetic linkage maps constructed from molecular markers, which do not only allow for comparative studies of genome structure and organization across different polyploids (da Silva et al. 1995; Ming et al. 1998) , but also for the characterization of specific loci affecting quantitatively inherited traits Ming et al. 2001) . However, compared to diploid species, linkage analysis in polyploids is complicated by their underlying meiotic processes. For bivalent polyploids in which only two chromosomes pair during meiosis, there are higher pairing probabilities between more similar chromosomes than less similar chromosomes. Whereas many models assume random pairings Ripol et al. 1999; Luo et al. 2001) , we have derived a host of statistical models that integrate the so-called chromosomal pairing preference (Sybenga 1994 ) within a linkage analysis framework (Wu et al. 2002a; Ma et al. 2002) .
Different from bivalent polyploids, multivalent polyploids pair their chromosomes among more than two homologous copies at meiosis. The consequence of this multivalent pairing is the formation of double reduction, i.e., two sister chromatids of a chromosome sort into the same gamete (Darlington 1929) . Fisher (1947) proposed a conceptual model for characterizing the probabilities of 11 different modes of gamete formation for a quadrivalent polyploid in terms of the recombination fraction between two different loci and their double reductions.
Although Fisher's model had not capacity to estimate the linkage and double reduction, it provides a theoretical foundation for Wu et al. (2001b) to successfully derive a closed-form solution for estimating these parameters within the maximum likelihood context. In order to clearly describe the idea, Wu et al. derived their EM-implemented algorithm based on fully informative markers that display completely different alleles between two parents. Because each multilocus genotype observed in a full-sib family is formed with a predictable mechanism (see Wu et al. 2001b for a detailed description of this), it can be made possible to derive the closed form solution for estimating the recombination fraction and double reduction.
While fully informative markers represent only a subset of polymorphic markers in polyploids, it is essential to develop a more general model that has power to analyze those partially informative markers, such as dominant markers or markers with multiple dosages. Luo et al. (2004) proposed a statistical model that attempts to consider different marker types. A key step of Luo et al.' s model is the derivation of the frequency of each gamete formation mode as a function of the recombination fraction and double reduction at one marker (see their Table 1 ). To show Luo et al.'s deriving process, we suppose there are two fully informative markers, M and N , that are linked with recombination fraction r. Assume that marker M is closer to the centromere than marker N so that the coefficient of double reduction at marker N is larger than the coefficient of double reduction (α) at marker M (Darlington 1929; Fisher 1947) . Denote four different alleles by M 1 , · · · , M 4 for marker M and by N 1 , · · · , N 4 for marker N . Thus, we have a total of 24 allelic configurations or linkage phase assignments between the two markers, one of which is schematically expressed as:
where lines indicate the individual homologous chromosomes on which the two markers are located. This configuration generates 16 chromatids during meiosis, involving four non-
and M 4 N 4 each with frequency (1 − r), and 12 recombi-
, each with frequency r. All these chromatids are randomly combined to form diploid gametes. Consider the first four modes of gamete formation in Table 1 of Luo et al. (2004) , for which only marker M undergoes the double reduction. The first mode includes four gametes 
, whereas the fourth mode contains 12
It can be seen that the ratio of the second and fourth mode frequencies is 1:2 because the former contains the same chromatid and the latter contains two different chromatids. This has provided a clue for Luo et al. to derive their probability distributions of the first four gamete formation modes. A similar idea can be used to derive the frequencies of the other seven gamete modes in which marker M has no double reduction. Finally, Luo et al. was able to derive the formula for calculating the coefficient of double reduction at marker N .
The above derivation has been strictly based on the assumption that the frequency of double reduction at a marker is determined by the frequency of double reduction at its linked marker and the recombination fraction between these two markers. However, as revealed by cytological and molecular experiments, this assumption that has facilitated Luo et al's linkage analysis is hardly met in practice. The values of double reduction are observed to range from 0 to almost 30% (Haynes and Douches 1993) and are likely to be species-, chromosome-and position-dependent (Butruille and Boiteux 2000) . In a genetic mapping study of cultivated tetraploid alfalfa with microsatellite and AFLP markers, 20 loci that display significant double reduction are sporadically distributed throughout the genome (Julier et al. 2003 or N 1 , · · · , N 4 , at a marker. The recombination fraction (r) between these two markers is estimated based on the segregation of recombinant and nonrecombinant gametes observed in the offspring of the family under a particular linkage phase. However, as seen below, some gametes can be generated from different unobservable mechanisms between which there are different numbers of recombinant events. Wu et al. (2001b) implemented the EM algorithm to separate these different mechanisms, which makes it possible to estimate the recombination fraction.
For a phase-known multivalent tetraploid, as shown in Display 1, that undergoes double reduction, a total of 10 gametes, arrayed by (11, 22, 33, 44, 12, 13, 14, 23, 24, 34) , for each of the two markers will be produced. The first four gametes in the gamete array for each marker are those due to double reduction, whereas the remaining six gametes are derived from non-double reduction. The proportion of the double reduction-derived gametes to all the gametes is defined as the frequency of double reduction indexed by α for marker M and β for marker N . The frequency of double reduction is a constant for any given locus, with the value depending on its distance from the centromere.
When two linked markers are segregating in a multivalent tetraploid, a total of 136 diploid gamete formation mechanisms are generated although there are only 100 gamete genotypes that are observable. Based on the presence/absence of double reduction and the number of recombinant events, Fisher (1947) classified these 136 formation mechanisms into 11 gamete modes. Of these 11 gamete modes, however, only nine can be observed each with a frequency denoted by f i (i = 1, · · · 9). These 9 observable gamete modes were rearranged by Wu et al. (2001b) 
where f 1 and f 2 are associated with double reductions at both markers, f 3 and f 4 with double reductions only at marker M , f 5 and f 6 with double reductions only at marker N , and f 7 −f 9 with non-double reductions. From matrix (2), we see that there is no, one and two recombinant events in the cells (f 1 ), (f 3 , f 5 ) and (f 2 , f 4 , f 6 , f 9 ), respectively. The cells (f 7 ) and (f 8 ) are each a mixture of two different gamete formation mechanisms or configurations (A and B), i.e., 0  2  2  2  1  1  1  2  2  2  2  0  2  2  1  2  2  1  1  2  2  2  0  2  2  1  2  1  2  1  2  2  2  0  2  2  1  2  1 
where
Based on Matrices 2 and 3, we give the expressions for the frequencies of double reduction (α and β) and the recombination fraction r in terms of f i as follows:
It can be seen that, in order to estimate the frequencies of double reduction and the recombination fraction, we need to first estimate the nine gamete mode frequencies. For fully informative markers, every cell in Matrix 2 is distinguishable. Thus, corresponding to the nine observable gamete mode frequencies arrayed by f = (f 1 , · · · , f 9 ) shown in Matrix 2, there are nine offspring observations n 1 , · · · , n 9 (n = 9 i=1 n i ) in a full-sib family. It is straightforward to derive the explicit expressions of the maximum likelihood estimates (MLEs) for the frequencies of these nine formation modes based on the following likelihood function given the observed marker data (M and N ):
from which we havef
By substituting the MLEs of f to Equations 6 -8, we derive a closed-form solution for the EM algorithm to estimate α, β and r. In the E step, calculate the expected number of recombination events for each cell in Matrix 3 using Equations 4 and 5. In the M step, use the updated values from the E step to estimate the MLEs of the parameters based on
Equations 6 -8. The E-and M-steps are iterated until the estimates converge to stable values.
For a given data set, we need to estimate these parameters under all possible parental linkage phases and choose a most likely phase based on the likelihood values calculated by Equation 9. However, because of the symmetrical effect, some different linkage phases may have the same likelihood value. In this case, the recombination fraction r should be used as a criterion; the linkage phase corresponding to a small estimate of r is a more correct one.
We take a further step to obtain the MLE of the probability with which a linkage phase occurs in the heterozygous tetraploid. Let p k ( 24 k=1 p k = 1) be the probability of the kth phase for the tetraploid parent. For observed marker data with unknown linkage phase, we formulate the likelihood function based on a polynomial mixture expressed as
which leads top
,
The MLE of p k can be used to determine an optimal linkage phase.
Partially informative markers. Whereas a fully informative marker with four distinct alleles 1, 2, 3, 4 produces 10 observable gametes in a multivalent tetraploid, a partially informative markers produces less than 10 observable gamete genotypes because some of the four alleles are identical. For example, genotype 1122 produces an array of 10 gametes (11, 11, 22, 22, 11, 12, 12, 12, 12, 22) that are collapsed into three observable genotypes 11, 12
and 22. The marker genotype that produces these three observable gamete genotypes can also be 1222 or 1112. However, because these three marker genotypes 1222, 1122 and 1112
are phenotypically identical although they produce different frequencies of gamete genotypes 11, 12 and 22, they will provide different pieces of information for linkage analysis. Wu et al. (2001a) provided an algorithm to characterize marker genotypes based on their segregation patterns in a progeny.
To clearly describe statistical algorithms for linkage analysis using partially informative markers, we start with a specific example, from which a more general algorithm can be derived. Suppose we have marker genotypes 1122 for marker M and 1122 for marker N for a heterozygous multivalent tetraploid. There are three possible linkage phases between these two markers expressed, in order, as 1 1 2 2 1 1 2 2 , 1 1 2 2 1 2 1 2 , 1 1 2 2 2 2 1 1 .
Each of these two markers has three gamete genotypes (11, 12 and 22) 
where each cell is indexed by F i 1 ···i L that is the sum of the corresponding gamete mode frequencies, f i 1 , · · · , f i L , multiplied by the coefficients specified in the matrix. For example,
; the same is held for the rest.
We derive a two-stage hierarchic model for the EM algorithm to estimate the MLEs of the gamete mode frequencies and the recombination fraction. In the E-step at the upper hierarchy, we calculate the expected proportion of one particular gamete mode i l (shown by the superscript) to all the L possible gamete modes in each cell of matrix (12), i.e.,
These proportions are used to provide the MLEs of the gamete mode frequency f i in the M step based onf With the MLEs of these f i 's, the frequencies of double reduction are then estimated using Equations 6 and 7. At the lower hierarchy, the EM algorithm is implemented to estimate the MLE of the recombination fraction based on the updated f i values using Equation 4, 5 and 8. As in the case for fully informative markers, the most likely linkage phase for two partially informative markers should be determined on the basis of the likelihood values calculated under each phase. Meanwhile, the linkage probabilities can be calculated.
The algorithm described above for two particular markers can be generalized to any partially informative markers. To do so, we need an automatic procedure for deriving the collapsed gamete probability matrix (h P ) as shown in Matrix 12 as an example. This can be done by designing a left-(d L ) and right-matrix (d R ) that aims to reduce the gamete frequency matrix (2) for fully informative markers. Assume the second linkage phase in Display 11, and then we have For any particular pair of markers, left and right design matrices can be determined on the basis of marker genotypes and linkage phases.
THE ZYGOTE MODEL
Consider two outbred multivalent tetraploids that are crossed to generate a full-sib family for the construction of a linkage map. For two fully informative markers at each of which there are eight different alleles between the two parents, the zygote genotype for an offspring can be uniquely determined by the genotypes of two gametes each derived from a different parent.
Because each parent produces (10 × 10) gamete genotypes as shown in Matrix 2, we have a total of 10,000 observable zygote genotypes that can be expressed in a (10 × 10) ⊗ (10 × 10) matrix, where ⊗ is the Kronecker product. All these observed zygote genotypes can be sorted into nine distinct gamete modes for each of the two parents, from which we can obtain the MLEs of various gamete mode frequencies for one parent (f i ) and the second parent (g i ). These estimatedf i andĝ i values are then used to estimate the frequencies of double reductions and the recombination fraction between the two linked markers with the EM algorithm described in the gamete model.
The most challenging aspect for linkage analysis in a full-sib family is the development of statistical models with partially informative markers. This is due to the fact that the same genotypes will be collapsed at both the gamete and zygote levels. Consider two crossed parents with a combination of parental linkage phases between two linked markers expressed as 1 1 2 2 1 1 2 2 × 1 1 2 2 1 1 2 2 .
We have provided the collapsed matrix (12) for observed gamete mode frequencies for one parent under this linkage phase. Let h
be such collapsed matrices for the two parents, respectively, with F i 1 ···i L and G i 1 ···i L defined in Matrix 12. Thus, the frequencies of distinct zygote genotypes between the two parents are the Krockner product of these two collapsed matrices, i.e.,
The above distinct zygote genotype frequencies will further be collapsed according to three marker types. 
RESULTS
After the model parameters are estimated under a most likely linkage phase, we need to make statistical hypothesis tests for the frequencies of double reduction (α andβ) and the recombination fraction (r) between two linked markers. In each case, traditional loglikelihood ratio test statistics can be appropriately formulated and calculated under two alternative hypotheses. Wu et al. (2001b) mentioned that the difference of double reduction between the two markers is bounded by two times the recombination fraction in tetraploid.
We can also test whether position-dependent double reductions follow a particular pattern (Butruille and Boiteux 2000) .
It is imperative that our linkage model is examined in terms of its estimation precision and power. These statistical behavior of a model can be investigated through two approaches, As expected, the estimation precision of the model parameters is a function of marker type. As compared to fully informative markers (Wu et al. 2001b ), the recombination fraction between partially informative markers are more difficult to estimate for the same sample size and linkage degree. Of the three parent cross types simulated in this study, 1122/1122 × 1111/1111 is the most informative, providing the best estimates of the recombination fraction (Table 1) The same simulation scheme was also used to test our statistical methods under the phenotype and dominant models (results not shown). Compared to the genotype model, these two models have markers that are less informative. But our model is still able to provide reliable estimates of all the model parameters for these markers, although the estimation precision is reduced especially for loosely linked markers and smaller sample sizes.
Comparison with We have focused the model derivation on a tetraploid that undergoes only multivalent pairing. Because many species belongs to such multivalent tetraploids, this model will find its immediate application in practice. However, there are also some species that display both bivalent and multivalent pairings. Luo et al. (2004) attempted to model the mixed bivalent and multivalent pairings by defining an additional proportion parameter λ. While statistically reasonable, their approach seems not to be founded on solid cytological mechanisms for meiosis in a polyploid. They treated bivalent and multivalent pairings as two totally different meiotic processes. This may not always be correct if the degree of multivalent pairings depends on the relative relatedness among different chromosomes in a set, which also determines the pattern of bivalent pairings. Sybenga (1994) proposed a series of cytological models to understand the chromosome relatedness by estimating the so-called preferential pairing factor defined as the probability with which more identical chromosomes pair more frequently than less identical chromosomes. To better perform linkage analysis in polyploids that undergo the mixture of bivalent and multivalent pairings, Sybenga's preferential pairing factor that specifies meiotic mechanisms for such polyploids should be incorporated to our mapping model (see Wu et al. 2004) .
Our model based on pairwise analysis has provided a first step toward multipoint analysis and map construction in multivalent tetraploids. Subsequent work is needed to develop an efficient algorithm for grouping different markers and ordering those that are assigned within the same group. Some useful algorithms include hidden Markov chain model advocated by Lander and Green (1987) for diploid populations and evolutionary strategy algorithm proposed by Mester et al. (2003) . A better approach for ordering markers may be based on three-point analysis. In diploids, three-point analysis has been detected to be more powerful and precise than two-point analysis (Wu et al. 2002b; Lu et al. 2004) . It is thus worthwhile implementing three-point analysis into an algorithm for map construction in polyploids. With a powerful marker-ordering algorithm available to polyploids at different levels of ploidy, we will be in a better position to understand the genetic differentiation among polyploid genomes and characterize the genetic architecture of quantitatively inherited traits for this unique group of species.
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