A novel threshold choosing method for the thresholdbased skip mechanism is presented, in which the threshold is obtained from the analysis of the video device induced noise variance. Simulation results show that the proposed method can remarkably reduce the computation time consumption with only marginal performance penalty.
Introduction
The most common distortion measurement used in blockmatching motion estimation is the sum of absolute difference (SAD). Assuming that a macro-block A with the size ofM ×N is located at (i 0 , j 0 ) inside the current frame x, while a macro-block B with the same size is located at a displacement of (i, j) relative to A in the previous frame y, the SAD between A and B can be expressed as 
With full search (FS) scheme, all the possible displacements in the search range (−W, W) × (−W, W) will be tested to find the minimum SAD. The main limitation of FS lies in its heavy computational load. For many years, significant efforts were placed to reduce the computational complexity of motion estimation (ME). One solution is the Diamond search (DS) scheme. Compared with FS, only the displacements with large probability will be tested in DS [1] . The threshold-based skip mechanism (Skip-M) algorithm [2] - [4] leads to another direction of search points' reduction. In this algorithm, the search process is stopped when the SAD of current displacement is less than a pre-set threshold. By combining DS with Skip-M (DSSM), further reduction of the computational complexity is available [3] , [4] .
Nevertheless, how to choose the threshold value in Skip-M algorithm is essential to the acceleration performance. In [2] , [3] , the threshold value is chosen according to the cost function of the foregoing min SADs. However, in these schemes, all the min SADs in the current frame and the last frame must be stored when motion estimation is carried out in the current frame. The memory size required for storing the min SADs of each Macro-Block and the loading time required for loading min SADs in the last and current frame, as well as the computational complexity of the cost function will increase remarkably. In this letter, a novel threshold-choosing scheme is proposed, in which the threshold is chosen based on the noise variance of the image. Compared with the aforementioned schemes, a remarkable CPU time reduction can be achieved by the proposed scheme without obvious quality degradation. In addition, the background lighting has been considered for threshold adjustment in general environments. In Sect. 2, a basic introduction of skip mechanism is given. In Sect. 3, the analysis of the noises in video capture is made and the proposed noise-analysis based thresholdchoosing scheme is expressed. In Sect. 4, we present our experimental results, with which the proposed scheme is compared with DS and the cost-function-based DSSM schemes. Conclusions are drawn in the last section.
Structure of the Threshold-Based Skip Mechanism
The flow chart of the threshold-based skip mechanism is plotted in Fig. 1 . Firstly, the threshold value is set according to a foregoing analysis. Secondly, SAD of current displacement is calculated and compared with the threshold. If the SAD is greater than the threshold, SAD of the next candi- date displacement is tested; otherwise, final step is adopted. Finally, the minimum SAD is recorded and the motion vector is obtained as the corresponding displacement.
Noise Analysis and the Threshold-Choosing Scheme
How to choose the threshold value is a key feature to Skip-M. Unfortunately, in cost-function based thresholdchoosing scheme [3] , due to the requirements of memory size, the load time and the computation complexity of cost function, the advantage of Skip-M would be weakened. The solution is to choose the threshold value according to the estimation of the noise statistics in an image. In the following section, the statistic analysis and the deduction of threshold will be presented.
During the process of image digitization, one of the most important characteristics, which will cause variations in the output gray level, is the noise. We assume that only additive noise is considered [5] , and the noise is modeled as Gaussian distributed and stationary, i.e., independent of position [6] . With this assumption, the output gray-level fluctuation caused by the Gaussian distributed noise can be evaluated by its variance. Similarly, the fluctuation of SADs can also be evaluated by the noise variance.
In this letter, a noisy image sequence with a constant background [7] - [9] is adopted to estimate the noise variance statistics. We define a noisy imagex(m, n) of the size M × N, corrupted by the additive zero-mean white Gaussian noise w(m, n), whose variance is σ 2 .
Similarly, the fluctuation of SADs can be evaluated by the noise variance. As to two consequent noisy video framesx andỹ, the amendment of SAD is described as
Applying the formula |x| − |y| ≤ |x − y| ≤ |x| + |y| into (3), we obtain,
Obviously the term w x (m, n) − w y (m + i, n + j) is a zeromean white Gaussian noise with variance of 2σ 2 .
With (4) we can conclude that the difference between the noisy SAD and the original SAD caused by the noise always exists, which means that even if the best match point were found, SAD would still remain fluctuant. The maximum fluctuation termed byM m=1N n=1 w x (m, n) − w y (m + i, n + j) can be estimated to be less thanMN √ 2σ with a valid possibility of 68.27%. Therefore, it is reasonable to adoptMN √ 2σ as the threshold in the skip mechanism, i.e., if the minimum SAD is less thanMN √ 2σ, the match point will be considered found.
In general environments, the background lighting is another important characteristic, which will cause variations in the output gray level. The change of the background lighting will leads to the change of the noise variation value [5] . As a consequence, the noise variance of a certain video sequence should be estimated periodically to adapt the background lighting variation.
Experimental Results
All the experimental results presented in this section are obtained on a Pentium IV (1.7 GHz) PC with 256 MB RAM. The proposed noise-analysis based DSSM has been applied to the MPEG-4 encoding, comparing with DS and the cost function based DSSM [3] . We use three CIF video sequences with various amounts of motion and the same background (also the same background lighting). Where after, noise variance is estimated with the method described in Sect. 3. The value ofMN √ 2σ is adopted as the threshold of noise-analysis based DSSM. In addition, a video sequence with variable background lighting is also tested and the periodically refreshed threshold is adopted. Video sequences with other backgrounds are tested and it shows that the noise variance is rather concerned with the video device itself than with what displays on the image. As to the cost-function based DSSM algorithm, the threshold of the current MacroBlock is calculated by the cost function of the pre-obtained min SADs of neighboring Macro-Blocks. The threshold value of the cost-function based DSSM algorithm is dynamically calculated and refreshed for each Macro-Block, which will cause the memory size consumption and the computational complexity. Numerical results of the encoding-speed, the size of encoded bitstream per frame, the PSNR and the threshold are listed in Table 1 .
From the table we notice that for almost-still, lowmoving and medium-moving video sequences, the encoding speeds of the proposed algorithm have essentially been enhanced by 40%, 37% and 34% respectively compared with DS. While, the encoding speeds of the cost-function based DSSM have only a little improvement compared with DS. The PSNR loss of the proposed algorithm is less than 0.5 dB for all instances. Its penalty is also less than the costfunction based algorithm. The results show that no obvious performance degradation or encoded bitstream increase is observed when using the proposed noise-based DSSM algorithm. In addition, it is also shown that the proposed mechanism has better performance in the scenarios with the almost-still or low-moving videos than in the scenarios with higher moving videos. For the sequence with variable background lighting, the compression performance of the algorithm with periodically refreshed threshold is better than that with fixed threshold.
Conclusions
In this letter, a novel noise-analysis based thresholdchoosing scheme has been proposed. With this algorithm, a remarkable reduction of the computational complexity is obtained for the process of motion estimaiton. The scheme is based on the statistic analysis of system noise in video capture. Experimental results demonstrate that compared with DS and the cost-function based DSSM, the proposed algorithm provides a significant improvement on the encoding speed, with no obvious quality degradation. Furthermore, background lighting has also been considered for threshold adjustment in general environments.
