On integrals for some class of ordinary difference equations admitting a
  Lax pair representation by Svinin, Andrei K.
ar
X
iv
:1
50
5.
06
39
4v
2 
 [n
lin
.SI
]  
17
 Se
p 2
01
5
On integrals for some class of ordinary difference
equations admitting a Lax pair representation
Andrei K Svinin
Institute for System Dynamics and Control Theory, Siberian Branch of Russian
Academy of Sciences, Russia
E-mail: svinin@icc.ru
Abstract. We consider two infinite classes of ordinary difference equations admitting
Lax pair representation. Discrete equations in these classes are parameterized by two
integers k ≥ 0 and s ≥ k + 1. We describe the first integrals for these two classes
in terms of special discrete polynomials. We show an equivalence of two difference
equations belonged to different classes corresponding to the same pair (k, s). We show
that solution spaces N ks of different ordinary difference equations with fixed value of
s+ k are organized in chain of inclusions.
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1. Introduction
In this paper we consider some infinite classes of Nth order autonomous ordinary
difference equations yielded by nonlinear recurrence relations
T (i+N) = R(T (i), . . . , T (i+N − 1)), i ∈ Z (1)
with right-hand sides being some rational functions of their arguments. Every equation
of the form (1) generate a special birational map RN 7→ RN for real-valued initial data
{yj ≡ T (i0 + j) : j = 0, . . . , N − 1}
(y0, . . . , yN−1) 7→ (y1, . . . , yN−1, F (y0, . . . , yN−1))
provided that one may rewrite (1) in equivalent form as
T (i− 1) = R¯(T (i), . . . , T (i+N − 1))
with corresponding rational function R¯ of its arguments.
It should be noted that in a sense ordinary difference equations (1) are natural
discrete counterparts of their differential analogs and many of the notions encountered
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in the theory of ordinary differential equations can be extended to them. For instance,
one says that the function J = J(i) = J(T (i), . . . , T (i + N − 1)) is a first integral for
(1) if by virtue of this equation one has J(i + 1) = J(i). It is very important that the
notion of Liouville-Arnold integrability also can be extended to symplectic maps with
suitable modification of Liouville theorem [5], [1], [11]. Many examples of integrable
autonomous ordinary difference equations were given, for example, in [3], [4], [9], [10]
etc. Experience suggests that such equations are usually grouped in infinite classes of
their own kind and their first integrals have a similar appearance.
A goal that we set in this paper is to describe the first integrals for some classes of
difference equations (1) in terms of their associated discrete polynomials. Specifically,
we consider ordinary difference equations that admit a Lax representation and might
be integrable in a Liouville-Arnold sense. In addition, the peculiar property of these
difference equations and their Lax pairs is that they are presented in terms of special
discrete polynomials [8]. This suggests that their first integrals also should be expressed
via these polynomials. The article aims to address the problem of constructing of
the first integrals for whole classes of ordinary difference equations, which are derived
from Lax representation. In the following section we first describe discrete (h, n)-
polynomials of one field T = T (i) and associate to them the ordinary difference
equations. These classes of polynomials were introduced in [7] and [8]. They are
closely related to formal pseudo-difference operators. Also in this section, we show
a couple of examples of ordinary difference equations corresponding to the discrete
(1, 2)-polynomials and provide the reader with the first integrals derived from the Lax
representation. It should be noted here that, in general, there is no problem to construct
first integrals for ordinary difference equation under consideration from corresponding
the Lax representation. The problem we set in the article is to construct the first
integrals for whole classes of discrete equations and reveal the relationship of these
integrals with corresponding discrete polynomials. Unfortunately, only in the case
(h, n) = (1, 1) we have advanced enough in addressing this problem. In section 3, we
discuss the discrete (1, 1)-polynomials to prepare the ground for further investigation. In
section 4, we discuss the Lax representation for two infinite classes of ordinary difference
equations in the case (h, n) = (1, 1). The equations in these classes are parametrized
by pairs of integers k ≥ 0 and s ≥ k + 1. Based on actual calculations using Lax
representation, in section 5, we construct the first integrals starting from in a sense
universal discrete polynomial (rational function) which yields all the first integrals which
can be obtained from the Lax representation for all equations in the corresponding class.
With some technical conjecture, we show that two (k, s)th discrete equations with any
fixed (k, s) belonging to different, at the first glance, classes, are related to each other
through interchange of integrals and parameters (cf. [6]). Also we prove that solution
spaces N ks with fixed values of the sum s+ k are organized in chains of inclusions.
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2. Discrete (h, n)-polynomials and ordinary difference equations
To begin with, we fix some notion which will be used in the sequel. Throughout the
paper we call any polynomial P = P (T (i+ a), . . . , T (i+ b)) of its arguments with a ≤ b
a discrete polynomial of the field T = T (i). This notion is in analogy with the notion of
differential polynomial. We use also discrete rational functions which can be presented
as a ratio of two discrete polynomials.
2.1. Ordinary difference equations
In [8] we have shown a large number of systems of ordinary difference equations which
have a Lax pair representation. In particular, two (h, n)-classes of one-field systems in
this collection are presented by
T (i+ sh+ kn)T˜ ks (i) = T (i)T˜
k
s (i+ h+ n) (2)
and
T (i+ kn)S˜ks (i) = T (i+ sh)S˜
k
s (i+ h+ n). (3)
T˜ ks (i) and S˜
k
s (i) in (2) and (3), respectively, are non-homogeneous discrete polynomials
of the field T = T (i) to be described.
2.2. Discrete polynomials T˜ rs (i)
To begin with, we first describe polynomials T˜ rs (i) in this subsection and then we define
polynomials S˜rs (i). Let (h, n) be a pair of positive integers which are supposed to be
co-prime. Let us define an infinite class of homogeneous discrete polynomials {T rs (i)}
via the explicit formula‡
T rs (i) :=
∑
{λj}∈Dr,s
T (i+ λ1h)T (i+ λ2h+ n) · · ·T (i+ λrh+ (r − 1)n) (4)
with Dr,s := {λj : 0 ≤ λ1 < · · · < λr ≤ s − 1}, for r ≥ 0 and s ≥ 1. In particular, we
put T 0s (i) ≡ 1. It is evident that, from the definition, it follows that
T rs (i) ≡ 0, ∀ s ≤ r − 1 (5)
since in this caseDr,s = ∅. Polynomials (4), by virtue of their definition, satisfy identities
[8]
T rs (i) = T
r
s−1(i+ h) + T (i)T
r−1
s−1 (i+ h+ n) (6)
= T rs−1(i) + T (i+ (s− 1)h+ (r − 1)n)T
r−1
s−1 (i). (7)
Indeed, it can be seen that identity (6) corresponds to the partition of Dr,s into two
non-intersecting sets
D(1)r,s := {λj : λ1 = 0, 1 ≤ λ2 < · · · < λr ≤ s− 1}
‡ Strictly speaking, we should indicate a dependence for each class of polynomials on h and n, but we
prefer to use simplified notations for these polynomials in the hope that it will not lead to a confusion.
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and
D(2)r,s := {λj : 1 ≤ λ1 < · · · < λr ≤ s− 1},
while identity (7) appears as a result of the partition Dr,s = D˜
(1)
r,s ⊔ D˜
(2)
r,s with two parts
D˜(1)r,s := {λj : 0 ≤ λ1 < · · · < λr−1 ≤ s− 2, λr = s− 1}
and
D˜(2)r,s := {λj : 0 ≤ λ1 < · · · < λr ≤ s− 2}.
Taking as initial conditions the data T 0s (i) ≡ 1, ∀s ≥ 1 and T
1
1 (i) = T (i), T
r
1 (i) ≡
0, ∀r ≥ 2 and using then one of recurrent relations (6) or (7), we ultimately obtain the
whole (h, n)-class of homogeneous discrete polynomials {T rs (i)}.
It is a simple observation that discrete polynomials T r−jhs+jn (i), for any fixed j =
0, . . . , κ, satisfies recurrent relations of the same form as (6) and (7), where r = κh+ r¯,
i.e., r¯ is supposed to be the remainder of division of r by h. This means that, in general,
we can present the common solution of (6) and (7) as a linear combination§
T˜ rs (i) :=
κ∑
j=0
cjT
r−jh
s+jn (i), (8)
where cj are arbitrary constants. Remark that, due to (5), it makes sense to consider
non-homogeneous discrete polynomials (8) and consequently discrete equations of the
form (2) only for s ≥ k. Moreover, since
T kk (i) =
k∏
j=1
T (i+ (j − 1)(h+ n))
and therefore the relation
T (i+ k(h+ n))T kk (i) = T (i)T
k
k (i+ h+ n)
is an identity, then equation (2) in the case s = k is reduced to the following one:
T (i+ k(h+ n))T˜ k−hk+n (i) = T (i)T˜
k−h
k+n (i+ h+ n).
This means that, without loss of generality, we may consider an (h, n)-class of the
ordinary difference equations of the form (2) only for s ≥ k + 1.
2.3. Discrete polynomials S˜rs (i)
Non-homogeneous discrete polynomials S˜rs (i) are given by linear combinations‖
S˜rs (i) :=
κ∑
j=0
(−1)jhHjS
r−jh
s−jn(i+ jnh), (9)
§ It is evident that in equation (2), without loss of generality, we can put c0 = 1.
‖ In what follows, we assume that H0 = 1.
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where Hj are supposed to be arbitrary constants. It is supposed in (9) that s− jn ≤ 1
and r − jh ≤ 0. The homogeneous discrete polynomials Sks (i) can be defined explicitly
as
Srs (i) :=
∑
{λj}∈Br,s
T (i+ λ1h+ (k − 1)n) · · ·T (i+ λr−1h+ n)T (i+ λrh),
where the summation is performed over the set Br,s ≡ {λj : 0 ≤ λ1 ≤ · · · ≤ λr ≤ s−1}.
These polynomials satisfy identities
Srs (i) = S
r
s−1(i+ h) + T (i+ (r − 1)n)S
r−1
s (i) (10)
= Srs−1(i) + T (i+ (s− 1)h)S
r−1
s (i+ n) (11)
which come from the partitions Br,s = B
(1)
r,s ⊔ B
(2)
r,s and Br,s = B˜
(1)
r,s ⊔ B˜
(2)
r,s , respectively,
with
B(1)r,s := {λj : λ1 = 0, 0 ≤ λ2 ≤ · · · ≤ λr ≤ s− 1},
B(2)r,s := {λj : 1 ≤ λ1 ≤ · · · ≤ λr ≤ s− 1}
and
B˜(1)r,s := {λj : 0 ≤ λ1 ≤ · · · ≤ λr−1 ≤ s− 1, λr = s− 1},
B˜(2)r,s := {λj : 0 ≤ λ1 ≤ · · · ≤ λr ≤ s− 2}.
Taking as initial conditions the data S0s (i) ≡ 1, ∀s ≥ 1 and
Sr1(i) = T (i)T (i+ n) · · ·T (i+ (r − 1)n), ∀r ≥ 1
and using one of recurrent relations (10) or (11), we obtain the (h, n)-class of
homogeneous discrete polynomials {Srs(i)}. It can be checked that the polynomials
Sr−jhs−jn(i+ jnh) and their linear combinations of the form (9) satisfy (10) and (11).
Lemma 1 The sets of homogeneous discrete polynomials T := {T rs (i)} and S :=
{Srs (i)} are related to each other through identities [8]
(S, T )rs (i) :=
r∑
j=0
(−1)jSr−js (i)T
j
s (i+ (r − j)n) = 0, ∀r, s ≥ 1 (12)
and
(T, S)rs (i) :=
r∑
j=0
(−1)jT r−js (i)S
j
s(i+ (r − j)n) = 0, ∀r, s ≥ 1. (13)
We place the proof of this lemma based on set-theoretical reasonings in Appendix. It
should be noted that this proof in principle do not depend on (h, n).
For (12) and (13), let us make some remarks. Let us assign to each set of discrete
polynomials F = {F rs (i) : s ≥ 1, r ≥ 1} such that F
0
s (i) ≡ 1, semi-infinite lower
triangular matrices Fs(i) with matrix elements
(Fs(i))pq = F
p−q
s (i+ (q − 1)n), p ≤ q.
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As can be easily checked, a product (F,G)s(i) := DFs(i)DGs(i), where D :=
diag(1,−1, 1, . . .) has matrix elements (G,F )p−qs (i + (q − 1)n). This means that we
can represent an infinite number of identities (13) in the form of matrix relations:
(T, S)s(i) ≡ E, ∀s ≥ 1, (14)
where E stands for the unit semi-infinite matrix. Since any semi-infinite lower triangular
matrix has its unique inverse, one can easily derive that from (14) it follows that
(S,T)s(i) ≡ E and vice versa. Equivalently, this means that (12) implies (13) and
vice versa. Also, we remark that matrix representation of identities (12) and (13) makes
it possible to express all the discrete polynomials Srs (i) via T
r
s (i) in determinant form
and vice versa.
2.4. Equivalent forms of discrete equations (2) and (3)
We remark that both equations (2) and (3) are autonomous ordinary difference equations
of the form of nonlinear recurrence relation (1) with N = sh+ kn. Substituting
T˜ ks (i) = T˜
k
s−1(i+ h) + T (i)T˜
k−1
s−1 (i+ h+ n)
into the left-hand side of (2) and
T˜ ks (i+ n+ h) = T˜
k
s−1(i+ n+ h) + T (i+ kn + sh)T˜
k−1
s−1 (i+ n+ h)
into the right-hand side of this equation we obtain it in an equivalent form
T (i+ kn+ sh)T˜ ks−1(i+ h) = T (i)T˜
k
s−1(i+ n+ h). (15)
By analogy, we find out that equation (3) is equivalent to
T (i+ kn)S˜ks+1(i) = T (i+ sh)S˜
k
s+1(i+ n). (16)
2.5. Lax pair representations
Equations of the form (2) and (3) share the property of having Lax pair representation.
The first linear equation is common for them, namely,
zψi+n + T (i+ n)ψi = zψi+h+n. (17)
(k, s)th equation in (h, n)-class of equations (2) arise as a compatibility condition of
(17) and linear equation [8]
wψi+sh+kn =
k∑
j=0
zk−jT˜ js (i+ (k − j + 1)n)ψi+(k−j)n. (18)
In turn, (k, s)th equation in an (h, n)-class of equations (3) appears as a compatibility
condition of (17) and
wψi−sh+kn =
k∑
j=0
zk−j(−1)jS˜js(i− (j − k − 1)n− sh)ψi+(k−j)n. (19)
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The following remarks are in order. It is quite natural to suppose that ordinary
difference equations admitting a Lax pair representation should be integrable in
Liouville-Arnold sense and proving this fact is the general problem. We can derive some
number of first integrals for ordinary difference equation under consideration making
use of its Lax pair, but, unfortunately, this do not provide us the full information about
the integrability of the equation under consideration since we do not know their Poisson
structure. Moreover, in general, we do not know whether a full number of integrals is
obtained from corresponding Lax pair.
To extract the first integrals of the equation under consideration, we rewrite the
corresponding two linear equations in equivalent matrix form
LiΨi = 0, Ψi+1 = AiΨi (20)
where Ψi :=
(
ψ
(0)
i , . . . , ψ
(N−1)
i
)T
, with ψ
(j)
i := ψi+j and N = sh+ kn for linear problem
(18) and
N =
{
sh, if sh− kn ≥ 0,
kn, if sh− kn < 0,
for (19). Clearly, L = Li in (20) is some N × N matrix-function. The condition
det(L) = 0 gives some polynomial equation P (w, z) = 0, yielding corresponding spectral
curve and first integrals. Below we give some simple examples of ordinary difference
equations of the form (2) and (3) together with their first integrals.
2.6. Examples
Here we show two examples of ordinary difference equations (2) and (3) in the case
(h, n) = (1, 2). The case (h, n) = (1, 1) is investigated in much greater detail in sections
4 and 5.
2.6.1. Equation of the form (2) in the case (h, n) = (1, 2), k = 1, s = 2 Lax pair in
this case is given by
zψi+3 = zψi+2 + T (i+ 2)ψi, wψi+4 = zψi+2 + T˜
1
2 (i+ 2)ψi. (21)
Ordinary difference equation (2) in this case becomes the fourth-order one:
T (i+ 4) = T (i)
T (i+ 3) + c1
T (i+ 1) + c1
.
Using (21), we obtain the following first integrals for this equation:¶
H0 =
y0y1y2y3
(y1 + c1)(y2 + c1)
,
H1 = y0 + y1 + y2 + y3 +
y0y3 (y1 + y2 + c1)
(y1 + c1)(y2 + c1)
,
¶ It is more convenient to present the first integrals in terms of initial data {yj}.
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G =
y0y2
y1 + c1
+
y1y3
y2 + c1
.
Calculations show that a spectral curve in this case is given by
H0w
3 + z3 (z +H1)w − z
4
(
z + H˜1
)
−Gz2 (w − z)2 = 0
with H˜1 ≡ H1 + c1. Maple says that this algebraic curve is elliptic.
2.6.2. Equation of the form (3) in the case (h, n) = (1, 2), k = 1, s = 3 Lax pair in
this case is given by
zψi+3 = zψi+2 + T (i+ 2)ψi, wψi−1 = zψi+2 − S˜
1
3(i− 1)ψi. (22)
Ordinary difference equation (3) in this case looks as fifth-order one:
T (i+ 2) (T (i) + T (i+ 1) + T (i+ 2)−H1)
= T (i+ 3) (T (i+ 3) + T (i+ 4) + T (i+ 5)−H1) .
The Lax matrix L, in terms of initial data, looks, in this case, as
L =


−
y2(y2 + y3 + y4 −H1)
w
z −z +
zy1
w
y2 − w −y0 − y1 − y2 +H1 z
w y0 + y1 + y2 −H1 − w −y1 − y2 − y3 +H1

 .
From the latter, we obtain the following first integrals for this equation
H0 = y2 (y0 + y1 + y2 + y3 −H1) (y1 + y2 + y3 + y4 −H1) ,
H2 = −y2 (y0 + y1 + y2)− y3 (y1 + y2)− y4y2 + y2H1,
H0H˜1 = −y2 (y0 + y1 + y2 −H1) (y1 + y2 + y3 −H1) (y2 + y3 + y4 −H1) .
A spectral curve in this case is given by
zw3 − z (z +H1)w
2 −H2zw −H0
(
z + H˜1
)
= 0.
This curve is hyper-elliptic with genus equal 2. Performing the birational transformation
w = Z, z =
1
2
Z3 −H1Z2 −H2Z −H0 −W
Z2
,
we get
W 2 =
(
Z3 −H1Z
2 −H2Z −H0
)2
− 4H0H˜1Z
2.
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3. Discrete polynomials in the case (h, n) = (1, 1)
In this section we list a number of identities for discrete polynomials T rs (i) and S
r
s (i) in
the case (h, n) = (1, 1) that may be needed in the following. It should be noted that
polynomials T rs (i) in this particular case first appeared in [3].
In addition, we introduce two associated classes of discrete polynomials {P rs (i)} and
{Qrs(i)} which are necessary for the construction of the first integrals for corresponding
ordinary difference equations.
Clearly, identities (6) and (7) are specified in this case as
T rs (i) = T
r
s−1(i+ 1) + T (i)T
r−1
s−1 (i+ 2) (23)
= T rs−1(i) + T (i+ s+ r − 2)T
r−1
s−1 (i), (24)
while (10) and (11) become
Srs (i) = S
r
s−1(i+ 1) + T (i+ r − 1)S
r−1
s (i) (25)
= Srs−1(i) + T (i+ s− 1)S
r−1
s (i+ 1). (26)
In what follows we will use identity (12) which in the case n = 1 case is specified as
(S, T )rs (i) =
r∑
j=0
(−1)jSr−js (i)T
j
s (i+ r − j) = 0. (27)
3.1. Two associated classes of discrete polynomials {P rs (i)} and {Q
r
s(i)}
Here we define two classes of discrete polynomials which as it turns out are necessary
ingredients for the construction of the first integrals of ordinary difference equations
under consideration.
We first define a class of homogeneous discrete polynomials {P rs (i)}. To this aim,
we consider the partition Dr,s = D¯r,s ⊔ D˜r,s with
D¯r,s := {λj : λ1 = 0, 1 ≤ λ2 < · · · < λr−1 ≤ s− 2, λr = s− 1}
and
D˜r,s := {λj : 1 ≤ λ1 < · · · < λr−1 ≤ s− 2, λr = s− 1}
⊔ {λj : 0 ≤ λ1 < · · · < λr ≤ s− 2} (28)
= {λj : λ1 = 0, 1 ≤ λ2 < · · · < λr ≤ s− 2}
⊔ {λj : 1 ≤ λ1 < · · · < λr ≤ s− 1} . (29)
Let us define a class of discrete polynomials {P rs (i)} by
P rs (i) =
∑
{λj}∈D˜r,s
T (i+ λ1)T (i+ λ2 + 1) · · ·T (i+ λr + r − 1).
It is important to notice the following. Since D˜r,s = ∅, for s ≤ r, hence
P rs (i) ≡ 0, for s ≤ r. (30)
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We can easily find out the relationship between polynomials P rs (i) and T
r
s (i). Since∑
{λj}∈D¯r,s
T (i+ λ1)T (i+ λ2 + 1) · · ·T (i+ λr + r − 1)
= T (i)T (i+ s+ r − 2)
∑
1≤λ2<···<λr−1≤s−2
T (i+ λ2 + 1) · · ·T (i+ λr−1 + r − 2)
= T (i)T (i+ s+ r − 2)T r−2s−2 (i+ 2)
then
P rs (i) = T
r
s (i)− T (i)T (i+ s+ r − 2)T
r−2
s−2 (i+ 2). (31)
In turn, partitions (28) and (29) give the identities
P rs (i) = T (i+ s+ r − 2)T
r−1
s−2 (i+ 1) + T
r
s−1(i) (32)
= T (i)T r−1s−2 (i+ 2) + T
r
s−1(i+ 1), (33)
respectively. Suppose now that T (i+ s + r − 1) = T (i). Taking into account (32) and
(33), we obtain that by virtue of this periodicity condition
P rs (i+ 1) = T (i+ s+ r − 1)T
r−1
s−2 (i+ 2) + T
r
s−1(i+ 1) (34)
= T (i)T r−1s−2 (i+ 2) + T
r
s−1(i+ 1) (35)
= P rs (i).
The latter shows the meaning of the discrete polynomials P rs (i). They are the well-
known first integrals of the periodicity equation T (i + N) = T (i) (see, for example,
[12]) with N = s+ r− 1, while (32) and (33) give two expressions of these integrals via
polynomials T rs (i).
Now we define a class of discrete polynomials {Qrs(i)}, but previously let us prove
the following lemma.
Lemma 2 Two set-theoretic equalities
Br,s+1 ⊔ {λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λr−1 ≤ s, λr = s}
= Br,s ⊔ {λj : −1 ≤ λ1 ≤ · · · ≤ λr−1 ≤ s, λr = s} (36)
and
B−r,s+1 ⊔ {λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λr−1 ≤ s, λr = s}
= Br,s ⊔ {λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λr ≤ s} (37)
are valid.
Let us notice that we denote B−r,s+1 = {λj : −1 ≤ λ1 ≤ · · · ≤ λr ≤ s− 1} in (37).
From (36) it follows that
Srs+1(i) + T (i+ r − 2)T (i+ s)
∑
−1≤λ2≤···≤λr−1≤s
T (i+ λ2 + r − 2) · · ·T (i+ λr−1 + 1)
= Srs(i) + T (i+ s)
∑
{λj}∈B
−
r,s+1
T (i+ λ1 + r − 1) · · ·T (i+ λr−1 + 1).
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Observe that the latter can be rewritten as the identity
Srs+1(i) = Q
r
s(i) + T (i+ s)S
r−1
s+2(i), (38)
where, by definition,
Qrs(i) = S
r
s (i)− T (i+ r − 2)T (i+ s)S
r−2
s+2(i). (39)
In a similar way we derive from (37) the identity
Srs+1(i) = Q
r
s(i+ 1) + T (i+ r − 1)S
r−1
s+2(i) (40)
Some remarks are in order. Relations (31) and (39) yield two mappings ψ :
{T rs (i)} 7→ {P
r
s (i)} and ϕ : {S
r
s(i)} 7→ {Q
r
s(i)}. It can be checked that ψ ◦ϕ = ϕ◦ψ and
inverse mappings exist. It should be also noted that, in general, there is no problem to
determine the (h, n)-classes of polynomials {P rs (i)} and {Q
r
s(i)} together with identities
similar to (38), (39) and (40), but at the moment we do not see the need for this.
3.2. Non-homogeneous polynomials
Clearly, linear combinations (8) and (9) in the case (h, n) = (1, 1) become
T˜ rs (i) =
r∑
j=0
cjT
r−j
s+j (i) (41)
and
S˜rs (i) =


r∑
j=0
(−1)jHjS
r−j
s−j (i+ j), for s > r
s−1∑
j=0
(−1)jHjS
r−j
s−j (i+ j), for s ≤ r,
(42)
As for non-homogeneous polynomials P˜ rs (i) and Q˜
r
s(i), they are defined by (41) and (42),
respectively, with replacing T → P and S → Q.
3.3. The factorization property for polynomials Srs (i)
Polynomials Srs (i) have also the following property which will be used later on.
Lemma 3 Polynomials Srs(i) satisfy the factorization identity
Srs (i) = S
s−1
r+1(i)
r−1∏
q=s−1
T (i+ q) (43)
for all s ≤ r.
Observe the following. For s ≤ r, taking into account lemma 3, we get
S˜rs (i) =
s−1∑
j=0
(−1)jHjS
r−j
s−j (i+ j)
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=
(
s−1∑
j=0
(−1)jHjS
s−j−1
r−j+1(i+ j)
)
r−1∏
q=s−1
T (i+ q)
= S˜s−1r+1(i)
r−1∏
q=s−1
T (i+ q). (44)
3.4. New binary operation on the sets of discrete polynomials
In addition to the operation (·, ·) given by (27) we introduce new one which will be
needed in the following. Namely, let {F rs (i)} and {G
r
s(i)} be two arbitrary sets of
discrete polynomials, such that F 0s (i) = G
0
s(i) ≡ 1. Then, by definition,
〈F,G〉rs(i) =
r∑
j=0
(−1)jF r−js+j (i)G
j
s−r+j(i+ r − j).
Remark that in this formula we put F rs (i) ≡ 0 for s ≤ 0. For example, 〈F,G〉
r
1(i) =
F r1 (i) + (−1)
rGr1(i). Let
F˜ rs (i) :=
r∑
j=0
(−1)jHjF
r−j
s−j (i+ j) and G˜
r
s(i) :=
r∑
j=0
cjG
r−j
s+j(i).
As can be checked by direct inspection, one has the following properties of this binary
operation:
〈F, G˜〉rs(i) =
r−1∑
j=0
(−1)jcj〈F,G〉
r−j
s+j(i) + (−1)
rcr (45)
and
〈F˜ , G〉rs(i) =
r−1∑
j=0
(−1)jHj〈F,G〉
r−j
s−j(i+ j) + (−1)
rHr. (46)
We also observe that by virtue of (5)
〈F, T 〉rs(i) = F
r
s (i), ∀ s ≤ r − 1 (47)
for any set of discrete polynomials {F rs (i)}. In the sequel, we use the following important
conjecture.
Conjecture 1 The relations
〈S, T 〉rs(i) =
r−2∑
j=0
(−1)jT (i+ r − j − 2)T (i+ s+ j)
× Sr−j−2s+j+2(i)T
j
s−r+j(i+ r − j), ∀ s ≥ r − 1 (48)
are identities.
Unfortunately, by now we can prove this conjecture only for r = 1, 2, 3. These proofs
can be found in Appendix.
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It is remarkable that by virtue of (31) and (39), the identities of the form (48) are
equivalent to the following ones:
〈S, P 〉rs(i) ≡ 0, ∀ s ≥ r − 1 (49)
and
〈Q, T 〉rs(i) = 0, ∀ s ≥ r − 1. (50)
Moreover, from (45), (46), (49) and (50), it follows that
〈S˜, P 〉rs(i) = (−1)
rHr, ∀ s ≥ r − 1 (51)
and
〈Q, T˜ 〉rs(i) = (−1)
rcr, ∀ s ≥ r − 1. (52)
4. Ordinary difference equations in the case (h, n) = (1, 1)
Clearly, in the case (h, n) = (1, 1), equations of the form (2) and (3) are specified as
T (i+ k + s)T˜ ks (i) = T (i)T˜
k
s (i+ 2) (53)
and
T (i+ k)S˜ks (i) = T (i+ s)S˜
k
s (i+ 2), (54)
respectively, while its equivalents (15) and (16) become
T (i+ k + s)T˜ ks−1(i+ 1) = T (i)T˜
k
s−1(i+ 2) (55)
and
T (i+ k)S˜ks+1(i) = T (i+ s)S˜
k
s+1(i+ 1), (56)
respectively. These equations are main objects to be studied throughout the rest of the
paper.
We observe the following. Due to factorization property (44), for s ≤ k, equation
(54) can be rewritten as
T (i+ s− 1)S˜s−1k+1(i) = T (i+ k + 1)S˜
s−1
k+1(i+ 2).
This means that, for s ≤ k, (k, s)th equation (54) is equivalent to (s−1, k+1)th equation
(54) and therefore, without loss of generality, it is enough to consider this equation only
for s ≥ k + 1.
4.1. Lax pairs and integrals
Here we discuss equations (53) and (54) from the point of view of their Lax pair
representation [8].
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4.1.1. Lax pair for equation (54) A Lax pair for nonlinear difference equation (54) is
given by two linear equations:
zψi+2 = zψi+1 + T (i+ 1)ψi (57)
and
wψi+k−s =
k∑
j=0
(−1)jzk−jS˜js(i+ k − s− j + 1)ψi+k−j (58)
which are a specification of (17) and (19) in the case (h, n) = (1, 1). In what follows,
we differ two cases: s + k = 2g + 1 and s + k = 2g + 2, where g ≥ k. Let
Ψi :=
(
ψ
(0)
i , . . . , ψ
(s−1)
i
)T
. One sees that a pair of linear equations (57) and (58) is
equivalent to two linear systems
LiΨi = 0, Ψi+1 = AiΨi (59)
the first one of which is given exactly by
T (i)ψi−1 + zψ
(0)
i − zψ
(1)
i = 0,
T (i+ 1)ψ
(0)
i + zψ
(1)
i − zψ
(2)
i = 0, . . .
T (i+ s− 2)ψ(s−3)i + zψ
(s−2)
i − zψ
(s−1)
i = 0,
T (i+ s− 1)ψ(s−2)i + zψ
(s−1)
i − zψi+s = 0,
while the second one is given by
ψ
(0)
i+1 = ψ
(1)
i , . . . , ψ
(s−2)
i+1 = ψ
(s−1)
i , ψ
(s−1)
i+1 = ψi+s,
where
ψi−1 =
1
w
k∑
j=0
(−1)jzk−jS˜js(i− j)ψ
(s−j−1)
i
and
ψi+s =
w
zk
ψ
(0)
i −
k∑
j=1
(−1)jz−jS˜js(i− j + 1)ψ
(s−j)
i .
Checking the condition det(L) = 0 give the following. In the case k+ s = 2g+1, we get
z2g−2k+1w2 − zg−k+1Rg(z)w −H0R˜k(z) = 0, (60)
while in the case k + s = 2g + 2, we obtain
z2g−2k+2w2 − zg−k+1Rg+1(z)w +H0R˜k(z) = 0, (61)
where
Rg(z) = z
g +
g∑
j=1
Hjz
g−j , R˜k(z) = z
k +
k∑
j=1
c˜jz
k−j (62)
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and c˜r ≡
∑r
q=0 cqHr−q. Here {H1, . . . , Hk} is the set of parameters entering in equation
(54), while H(k,s)0 ≡ H0 and c
(k,s)
r ≡ cr for r = 1, . . . , k and H
(k,s)
r ≡ Hr, for r ≥ k + 1,
are supposed to be nontrivial first integrals of (k, s)th equation (54). In particular,
H(k,s)0 (i) = (−1)
kS˜ks+1(i)
s−1∏
q=k
T (i+ q).
In section 5, we describe these integrals regardless of Lax representation (59).
4.1.2. Lax pair for equation (53) Now let us consider a Lax pair completed by linear
equations (57) and
wψi+k+s =
k∑
j=0
zk−jT˜ js (i+ k − j + 1)ψi+k−j (63)
which is a specification of (18). Let Ψi :=
(
ψ
(0)
i , . . . , ψ
(k+s−1)
i
)T
. We rewrite two linear
equations (57) and (63) in the form (59) or more exactly as a system
T (i)ψi−1 + zψ
(0)
i − zψ
(1)
i = 0,
T (i+ 1)ψ
(0)
i + zψ
(1)
i − zψ
(2)
i = 0, . . .
T (i+ k + s− 2)ψ(k+s−3)i + zψ
(k+s−2)
i − zψ
(k+s−1)
i = 0,
T (i+ k + s− 1)ψ(k+s−2)i + zψ
(k+s−1)
i − zψi+k+s = 0,
and
ψ
(0)
i+1 = ψ
(1)
i , . . . , ψ
(k+s−2)
i+1 = ψ
(k+s−1)
i , ψ
(k+s−1)
i+1 = ψi+k+s
with
ψi−1 =
1
T˜ ks (i)
(
wψ
(k+s−1)
i −
k−1∑
j=0
zk−jT˜ js (i+ k − j)ψ
(k−j−1)
i
)
and
ψi+k+s =
1
w
k∑
j=0
zk−jT˜ js (i+ k − j + 1)ψ
(k−j)
i .
Actual calculations give the following. In the case k + s = 2g + 1, we get
H0w
2 + zg+1Rg(z)w − z
2g+1R˜k(z) = 0, (64)
while in the case k + s = 2g + 2, we obtain
H0w
2 − zg+1Rg+1(z)w + z
2g+2R˜k(z) = 0, (65)
where Rg(z) and R˜k(z) are as in (62), but {H0, H1, . . . , Hg} in this case is the set of
the first integrals depending on cj being the parameters contained in difference equation
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(53). The curves given by equations (64) and (65) are hyperelliptic ones. Indeed,
applying birational transformation
z =
1
Z
, w =
W − rg(Z)
2H0Z2g+1
to equation (64), we obtain that it becomes
W 2 = r2g(Z) + 4H0Z
2g−k+1r˜k(Z),
while transforming (65) with the help of
z = Z, w = Zg+1
W +Rg+1(Z)
2H0
yields
W 2 = R2g+1(Z)− 4H0R˜k(Z).
Also, it is important to notice that using the transformation
w 7→
zg+1
H0
(
zg−kw − Rg(z)
)
for (64) gives (60), while the transformation
w 7→
zg+1
H0
(
Rg+1(z)− z
g−k+1w
)
converts (65) to (61). This suggests that associated difference equations have to be
closely related to each other and we discuss this question in the following.
5. First integrals
5.1. Integrals for equation (54)
Let us first consider an infinite class of equations of the form (54) for s ≥ k + 1. We
denote the solution space of (54) by N ks . Every solution of this equation is defined by
a set of initial data {yj = T (i0 + j) : j = 0, . . . , k + s− 1} and constants {H1, . . . , Hk}.
Thus, the dimension of N ks is 2k + s.
From equivalent form of equation (54) given by (56), it is evident that the
polynomial+
G
(k,s)
0 (i) = S˜
k
s+1(i)
s−1∏
q=k
T (i+ q)
is its first integral. To construct some number of integrals for this equation, let us
consider discrete polynomials of the form
G(k,s)r (i) =
r∑
j=0
Qjs−k−j−1(i+ k + 1)G
(k+j,s−j)
0 (i). (66)
+ Equations of the form G0 = S˜
1
s+1(i)
∏s−1
q=1 T (i + q) with arbitrary constant G0 and H1 = 0 has
appeared and studied in [2].
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Let us remember that Qrs(i) are the discrete polynomials defined by (39). Clearly, these
polynomials satisfy recurrent relations
G
(k,s)
r+1 (i) = G
(k,s)
r (i) +Q
r+1
s−k−r−2(i+ k + 1)G
(k+r+1,s−r−1)
0 (i). (67)
Proposition 1 The polynomial (66), for any fixed k, r ≥ 0 and s ≥ k + 2r + 1 is the
first integral of (k + r, s− r)th equation (54). Moreover the relation
G(k,s)r (i+ 1)−G
(k,s)
r (i) = Λ
(k,s)
r (i)
(
T (i+ s− r)S˜k+rs−r+1(i+ 1)
−T (i+ k + r)S˜k+rs−r+1(i)
)
(68)
= Λ(k,s)r (i)
(
S˜k+r+1s−r (i+ 1)− S˜
k+r+1
s−r (i)
)
, (69)
with
Λ(k,s)r (i) ≡ S
r
s−k−r(i+ k + 1)
s−r−1∏
q=k+r+1
T (i+ q)
being a corresponding integrating factor, is valid.
Therefore {G(k,s)r (i) ≡ G
(k−r,s+r)
r (i) : r = 0, . . . , k} is a multitude of the first integrals for
(k, s)th equation (54). We easily deduce the system
G(k,s)(i) = Qs−k(i+ k)G
(k,s)(i) (70)
with
G(k,s)(i) =
(
G(k,s)0 (i),G
(k,s)
1 (i), . . . ,G
(k,s)
k (i)
)T
and
G(k,s)(i) =
(
G
(k,s)
0 (i), G
(k−1,s+1)
0 (i), . . . , G
(0,s+k)
0 (i)
)T
which follows from (66). A matrix Qs(i) in (70) is supposed to be (k + 1) × (k + 1)
matrix with elements (Qs(i))pq = Q
p−q
s+p+q−3(i− p+ 2).
From (68) and (69), it is obvious that
G(k,s)r (i+ 1)− G
(k,s)
r (i) = Λ
(k−r,s+r)
r (i)
(
T (i+ s)S˜ks+1(i+ 1)− T (i+ k)S˜
k
s+1(i)
)
= Λ(k−r,s+r)r (i)
(
S˜k+1s (i+ 1)− S˜
k+1
s (i)
)
.
In what follows, it is useful also to consider the following linear combinations of
integrals:
G˜(k,s)r (i) ≡
r∑
q=0
(−1)qHqG
(k,s)
r−q (i), r = 0, . . . , k. (71)
One can see that G˜(k,s)r (i) = G˜
(k−r,s+r)
r (i) with
G˜(k,s)r (i) ≡
r∑
j=0
Q˜js−k−j−1(i+ k + 1)G
(k+j,s−j)
0 (i)
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and
G˜(k,s)r (i+ 1)− G˜
(k,s)
r (i) = Λ˜
(k,s)
r (i)
(
T (i+ s)S˜ks+1(i+ 1)− T (i+ k)S˜
k
s+1(i)
)
= Λ˜(k,s)r (i)
(
S˜k+1s (i+ 1)− S˜
k+1
s (i)
)
with Λ˜
(k,s)
r (i) = G
(r,s−k+r−1)
0 (i+ k − r + 1).
Let us consider
G˜(0,s)r (i) =
r∑
j=0
Q˜js−j−1(i+ 1)S˜
j
s−j+1(i)
s−j−1∏
q=j
T (i+ q). (72)
Using the identity of the form (25), namely,
S˜js−j+1(i) = S˜
j
s−j(i+ 1) + T (i+ j − 1)S˜
j−1
s−j+1(i),
let us present (72) as
G˜(0,s)r (i) =
r∑
j=0
gsj (i) +
r∑
j=1
f sj (i)
with
gsj (i) ≡ Q˜
j
s−j−1(i+ 1)S˜
j
s−j(i+ 1)
s−j−1∏
q=j
T (i+ q)
and
f sj (i) ≡ Q˜
j
s−j−1(i+ 1)S˜
j−1
s−j+1(i)
s−j−1∏
q=j−1
T (i+ q).
In the sequel, we need the following lemma.
Lemma 4 The relations:
r∑
j=0
gsj (i) +
r+1∑
j=1
f sj (i) = S˜
r
s−r(i)S˜
r+1
s−r−1(i+ 1)
s−r−2∏
q=r
T (i+ j) (73)
and
r∑
q=0
gsj (i) +
r∑
q=1
f sj (i) = S˜
r
s−r(i)S˜
r
s−r(i+ 1)
s−r−1∏
q=r
T (i+ q) (74)
are identities.
Therefore by virtue of this lemma,
G˜(k,s)k = G˜
(0,s+k)
k (i) = S˜
k
s (i)S˜
k
s (i+ 1)
s−1∏
q=k
T (i+ q). (75)
Here we have replaced r → k and s− r → s. It should be noted that we got in fact an
expected result since (75) is an obvious first integral of (k, s)th equation (54).
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5.2. Chains of inclusions of N ks
Suppose that, for some k ≥ 1 and s ≥ k + 1, the condition
S˜ks+1(i) ≡ 0 (76)
is fulfilled. It can be easily seen that
G(k,s)r |(76) = G
(k−1,s+1)
r−1 , r = 1, . . . , k.
This means that under this condition the set of integrals {G(k,s)r : r = 0, . . . , k} for
(k, s)th equation (56) is reduced to the set {G(k−1,s+1)r : r = 0, . . . , k− 1}. This analysis
of the first integrals suggests that it is possible thatN k−1s+1 ⊂ N
k
s . To clarify this question,
let us first consider the simplest case k = 1. One can rewrite (1, s)th equation (56) as
T (i+ s+1) =
T (i+ 1)
T (i+ s)
(
s+1∑
j=1
T (i+ j − 1)−H1
)
−
s∑
j=1
T (i+ j)+H1.(77)
Suppose now that
S˜1s+1(i) ≡
s+1∑
j=1
T (i+ j − 1)−H1 = 0. (78)
By direct inspection, one can check that this constraint is compatible with (77). Indeed,
by virtue of (77), one has
S˜1s+1(i+ 1) =
T (i+ 1)
T (i+ s)
S˜1s+1(i).
In turn, equation (78) is equivalent to (0, s+1)th equation (56), which is the periodicity
one: T (i+ s+ 1) = T (i).
Now let us turn to the general situation. Rewriting (k, s)th equation (56) as
S˜ks+1(i+ 1) =
T (i+ k)
T (i+ s)
S˜ks+1(i) = 0 (79)
we immediately see that condition (76) is evidently compatible with this equation.
Moreover we observe that, taking into account identities (25) and (26), we can rewrite
this restriction as (k − 1, s+ 1)th equation (56), that is,
T (i+ k − 1)S˜k−1s+2 (i) = T (i+ s + 1)S˜
k−1
s+2 (i+ 1). (80)
For any solution of this equation corresponding to some fixed initial data
{yj : j = 0, . . . , k + s− 1} and a set of the parameters {H1, . . . , Hk−1} we calculate
the constant Hk through the condition (76), where one substitute T (i + j) = yj for
j = 0, . . . , k + s − 1. For example, in the case k = 1 we have to put H1 =
∑s
j=0 yj.
Then we can assert that this solution of (80) also solves (k, s)th equation (56) with the
same initial data {yj : j = 0, . . . , k + s− 1} and a set of the parameters {H1, . . . , Hk}.
Therefore, we conclude that N k−1s+1 ⊂ N
k
s .
Given some g ≥ k, there are two different cases to consider: s + k = 2g + 1 and
s+ k = 2g + 2. For these two cases we have two chains of inclusions
N 02g+1 ⊂ N
1
2g ⊂ · · · ⊂ N
g
g+1
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and
N 02g+2 ⊂ N
1
2g+1 ⊂ · · · ⊂ N
g
g+2,
respectively.
Consider now the solution space N gg+2 corresponding to (g, g + 2)th equation (54),
that is,
T (i+ g)S˜gg+2(i) = T (i+ g + 2)S˜
g
g+2(i+ 2)
and next observe that this equation is a consequence of the relation
T (i+ g)S˜gg+2(i) = T (i+ g + 1)S˜
g
g+2(i+ 1) (81)
which is (g, g + 1)th equation (56). This means that N gg+1 ⊂ N
g
g+2.
Now we are in position to formulate the following theorem.
Theorem 1 All the solution spaces N ks are organized in the following diagram of
inclusions:
N 01 ⊂ N
0
2 N
0
3 N
0
4 N
0
5 N
0
6 N
0
7 N
0
8 · · ·
∩ ∩ ∩ ∩ ∩ ∩
N 12 ⊂ N
1
3 N
1
4 N
1
5 N
1
6 N
1
7 · · ·
∩ ∩ ∩ ∩
N 23 ⊂ N
2
4 N
2
5 N
2
6 · · ·
∩ ∩
N 34 ⊂ N
3
5 · · ·
Let us remark that from this theorem it follows that every equation (54) admits periodic
solutions.
Let us consider now the set of integrals {G(g,g+2)j : j = 1, . . . , g} and investigate
how they behave when restricting them on N gg+1. To this aim, it is useful the following
technical lemma.
Lemma 5 The relations
G(k,s)r (i)−G
(k−1,s)
r+1 (i) = S
r
s−k−r(i+ k)S˜
k+r
s−r (i+ 1)
s−r−1∏
q=k+r
T (i+ q)
− Sr+1s−k−r−1(i+ k)S˜
k+r
s−r (i)
s−r−2∏
q=k+r
T (i+ q) (82)
are identities.
Putting k = g − r and s = g + r + 2 into (82) gives
G(g,g+2)r (i)− G
(g,g+1)
r+1 (i) ≡ G
(g−r,g+r+2)
r (i)−G
(g−r−1,g+r+2)
r+1 (i)
= Srr+2(i+ g − r)S˜
g
g+2(i+ 1)T (i+ g)T (i+ g + 1)
− Sr+1r+1(i+ g − r)S˜
g
g+2(i)T (i+ g).
Therefore, we obtain
G(g,g+2)r (i)|(81) − G
(g,g+1)
r+1 (i) = T (i+ g)S˜
g
g+2(i)
(
T (i+ g)Srr+2(i+ g − r)− S
r+1
r+1(i+ g − r)
)
.
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In turn, by virtue of the factorization property (43), the latter is identically zero.
Therefore we can conclude that when restricting N gg+2 on N
g
g+1 one has
G(g,g+2)r |(81) = G
(g,g+1)
r+1 r = 0, . . . , g − 1.
Let us remark that this set of relations can be also written as
G˜(g,g+2)r |(81) ≡ G˜
(g,g+1)
r+1 + (−1)
rHr+1G
(g,g+1)
0 .
Finally, we want to find out what happens with the integral G(g,g+2)g under this
restriction. It turns out more convenient to consider G˜(g,g+2)g instead of G
(g,g+2)
g . Putting
k = g and s = g + 2 into (75) yields the identity
G˜(g,g+2)g = S˜
g
g+2(i)S˜
g
g+2(i+ 1)T (i+ g)T (i+ g + 1).
Therefore we get that restricting of the integral G˜(g,g+2)g on N
g
g+1 yields
G˜(g,g+2)g (i)|(81) =
(
S˜gg+2(i)T (i+ g)
)2
=
(
G
(g,g+1)
0 (i)
)2
.
5.3. Equivalence of equations (53) and (54)
Consider a set of the first integrals
c(k,s)r (i) = (−1)
r G
(k,s)
r (i)
G
(k,s)
0 (i)
= (−1)r
r∑
j=0
Qjs−k+2r−j−1(i+ k − r + 1)ξ
(k,s)
r−j (i), r = 1, . . . , k (83)
for equation (54). Here
ξ(k,s)r (i) ≡
G
(k−r,s+r)
0 (i)
G
(k,s)
0 (i)
=
S˜k−rs+r+1(i)
S˜ks+1(i)
r∏
q=1
T (i+ k − q)
r∏
q=1
T (i+ s + q − 1).
Let c
(k,s)
r be some values of the integrals given by (83) corresponding to some initial data
{y0, . . . , ys+k−1} and set of parameters {H1, . . . , Hk}. In what follows it makes sense to
use simplified notation c
(k,s)
r ≡ cr. The system equations
cr = (−1)
r
r∑
j=0
Qjs−k+2r−j−1(i+ k − r + 1)ξ
(k,s)
r−j (i), r = 1, . . . , k (84)
yields some relationship between the set of parameters {Hr} of (k, s)th equation (56)
and its integrals {cr}.
The following question arises: what would happen if we interchange {Hr} and {cr}?
We claim the following: in a result, we obtain (k, s)th equation (55). Before discussing
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the general situation, let us first illustrate this on simple example k = 1.∗ In this case,
system (84) is specified as a single equation
c1 = −Q
1
s−1(i+ 1)−
T (i)T (i+ s)
S˜1s+1(i)
. (85)
Since Q1s−1(i) = T
1
s−1(i) ≡
∑s−1
j=1 T (i+ j − 1), then we can rewrite (85) as
S˜1s+1(i) = −
T (i)T (i+ s)
T˜ 1s−1(i+ 1)
or ξ
(1,s)
1 (i) = −T˜
1
s−1(i+ 1).
One can check that substituting the latter into (1, s)th equation (56) gives (1, s)th
equation (55). Therefore we proved that in the case k = 1, equations (54) and (53), for
any fixed s ≥ 2, yield the same dynamical system. Given some value of H1 and initial
data {y0, . . . , ys} we calculate the corresponding parameter c1 with the help of
c1 = −
s−1∑
j=1
yj −
y0ys∑s
j=0 yj −H1
.
In turn, resolving the latter in favor of H1 gives
H1 =
s∑
j=0
yj +
y0ys∑s−1
j=1 yj + c1
.
Therefore in this case c1 and H1 are related to each other by birational transformation.
Clearly, requiring H1 =
∑s
j=0 yj yields c1 =∞.
Now let us turn to the general situation. We would like to show that system of
equations (84) is equivalent to the following one:
ξ(k,s)r (i) = (−1)
rT˜ rs−k+r−1(i+ k − r + 1), r = 1, . . . , k. (86)
Substituting (86) into (84) gives
cr =
r∑
j=0
(−1)jQjs−k+2r−j−1(i+ k − r + 1)T˜
r−j
s−k+r−j−1(i+ k − r + j + 1)
≡ (−1)r〈Q, T˜ 〉rs−k+r−1(i+ k − r + 1).
The latter is an identity provided that (52) does.
Let us write down the last equation in system (86) as
(−1)kT˜ ks−1(i+ 1)S˜
k
s+1(i) =
k∏
q=1
T (i+ k − q)
k∏
q=1
T (i+ s+ q − 1) (87)
and observe that replacing in (56) the polynomial S˜ks+1(i) by T˜
k
s−1(i) by virtue of (87)
yields (55). Therefore we prove the equivalence of two discrete equations (55) and (56)
or their equivalents (53) and (54) for any fixed k ≥ 0 and s ≥ k + 1 and show how
parameters cr and Hr are related to each other. Of course, it is valid provided that
conjecture 1 does.
∗ It is obvious that in the case k = 0 both the equations (55) and (56) are periodicity one:
T (i+ s) = T (i).
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Finally, we would like to resolve system (86) in favor of Hr. To this aim, we rewrite
this system as
(−1)rT˜ rs−k+r−1(i+ k − r + 1)S˜
k
s+1(i)
= S˜k−rs+r+1(i)
r∏
q=1
T (i+ k − q)
r∏
q=1
T (i+ s+ q − 1), r = 1, . . . , k
and then observe that it is equivalent to the following system:
(−1)rS˜rs+k−r+1(i)T˜
k
s−1(i+ 1)
= T˜ k−rs−r−1(i)
r∏
q=1
T (i+ q − 1)
r∏
q=1
T (i+ s+ k − q), r = 1, . . . , k
which in turn we may rewrite as
η(k,s)r (i) = (−1)
rS˜rs+k−r+1(i), r = 1, . . . , k (88)
with
η(k,s)r (i) ≡
T˜ k−rs−r−1(i+ r + 1)
T˜ ks−1(i+ 1)
r∏
q=1
T (i+ q − 1)
r∏
q=1
T (i+ s+ k − q). (89)
We can solve (88) as
Hr =
r∑
j=0
P js+k−2r+j+1(i+ r − j)η
(k,s)
r−j (i). (90)
Indeed, substituting (88) into (90) gives Hr = (−1)r〈S˜, P 〉rs+k−r+1(i). By virtue of (51),
the latter is an identity. Note that relation (90) gives some number of integrals for
(k, s)th equation (55).
5.4. Integrals for equation (55)
Inspired by (90) we consider the rational discrete function
F (k,s)r (i) =
r∑
j=0
P js+k+j+1(i− j)F
(k+j,s+j)
0 (i− j), (91)
where
F
(k,s)
0 (i) ≡
T˜ ks−1(i+ 1)∏s+k−1
q=0 T (i+ q)
is obvious integral of (k, s)th equation (55). It is important to notice that k in (91) is
allowed to take negative values. In this case we put F
(r,s)
0 (i) ≡ 0, ∀r < 0. Clearly, this
rational function satisfies recurrent relation
F
(k,s)
r+1 (i) = F
(k,s)
r (i) + P
r+1
s+k+r+2(i− r − 1)F
(k+r+1,s+r+1)
0 (i− r − 1). (92)
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Proposition 2 The rational function (91) is a first integral of (k+ r, s+ r)th equation
(55). Moreover the relation
F (k,s)r (i+ 1)− F
(k,s)
r (i) = ∆
(k,s)
r (i)
(
T (i− r)T˜ k+rs+r−1(i− r + 2)
−T (i+ k + s+ r)T˜ k+rs+r−1(i− r + 1)
)
(93)
= ∆(k,s)r (i)
(
T˜ k+r+1s+r (i− r)− T˜
k+r+1
s+r (i− r + 1)
)
, (94)
with an integrating factor
∆(k,s)r (i) ≡
T rs+k+r(i− r + 1)∏s+k+r
q=−r T (i+ q)
is valid.
Therefore {F (k,s)r (i) ≡ F
(k−r,s−r)
r (i + r)} presents a multitude of the first integrals
for (k, s)th equation (55). Moreover, from (93) and (94), it follows that
F (k,s)r (i+ 1)−F
(k,s)
r (i) = ∆
(k−r,s−r)
r (i+ r)
(
T (i)T˜ ks−1(i+ 2)− T (i+ k + s)T˜
k
s−1(i+ 1)
)
= ∆(k−r,s−r)r (i+ r)
(
T˜ k+1s (i)− T˜
k+1
s (i+ 1)
)
.
Observe that due to (30),
F (k,s)r (i) ≡ 0, ∀ 2r ≥ s+ k + 1 (95)
So, taking into account proposition 2 and (95), in the case s + k = 2g + 1, g ≥ k,
we can describe the first integrals for (k, s)th equation (55) in the following way. Let
F (k,s)(i) ≡
(
F (k,s)0 (i), . . . ,F
(k,s)
g (i)
)T
and
F (k,s)(i) =
(
F
(k,s)
0 (i), F
(k−1,s−1)
0 (i+ 1) . . . , F
(0,s−k)
0 (i+ k), 0, . . . , 0
)T
(96)
are (g + 1)-dimensional vectors and
Ps+k(i) ≡


1 0 0 · · · 0
P 1s+k(i) 1 0 · · · 0
P 2s+k−1(i) P
1
s+k−2(i+ 1) 1 · · · 0
P 3s+k−2(i) P
2
s+k−3(i+ 1) P
1
s+k−4(i+ 2) · · · 0
...
...
...
P gs+k−g+1(i) P
g−1
s+k−g(i+ 1) P
g−2
s+k−g−1(i+ 2) · · · 1


.
Then the first integrals are given by the system
F (k,s)(i) = Ps+k(i)F
(k,s)(i). (97)
Respectively, in the case s+k = 2g+2, g ≥ k, we take (g+2)-dimensional vectors:
F (k,s)(i) ≡
(
F (k,s)0 (i), . . . ,F
(k,s)
g+1 (i)
)T
and F (k,s)(i) given by (96). Then the first integrals
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are given by system (97) with corresponding matrix
Ps+k(i) ≡


1 0 0 · · · 0
P 1s+k(i) 1 0 · · · 0
P 2s+k−1(i) P
1
s+k−2(i+ 1) 1 · · · 0
P 3s+k−2(i) P
2
s+k−3(i+ 1) P
1
s+k−4(i+ 2) · · · 0
...
...
...
P g+1s+k−g(i) P
g
s+k−g−1(i+ 1) P
g−1
s+k−g−2(i+ 2) · · · 1


.(98)
Let us define now the first integrals H
(k,s)
r (i) ≡ F
(k,s)
r (i)/F
(k,s)
0 (i). Clearly, these
integrals are described by the system H(k,s)(i) = Ps+k(i)η(k,s)(i) with η(k,s)(i) =(
1, η
(k,s)
1 (i), . . . , η
(k,s)
k (i), 0, . . . , 0
)T
, where η
(k,s)
r (i) ≡ F
(k−r,s−r)
0 (i + r)/F
(k,s)
0 (i) is given
in more explicit form by (89). Notice that making use of relationship (88) we construct
a number of the first integrals for (k, s)th equation (56). As was mentioned above,
substituting (88) into (90), for r = 1, . . . , k, produces identities, that is,
H(k,s)r (i) = Hr, r = 1, . . . , k,
while doing that for r ≥ k + 1 gives nontrivial polynomial integrals
{H(k,s)k+1 (i), . . . , H
(k,s)
g (i)} in the case s + k = 2g + 1 and {H
(k,s)
k+1 (i), . . . , H
(k,s)
g+1 (i)} in
the case s + k = 2g + 2, respectively. It should be noted that we can represent these
integrals through the relation
Rg(z) = z
g +
g∑
j=1
H
(k,s)
j (i)z
g−j
=
k∑
q=0
(−1)qS˜qs+k−q+1(i)
(
zg−q +
g−q∑
j=1
P js+k−2q−j+1(i+ q)z
g−q−j
)
in the case s+ k = 2g + 1 and
Rg+1(z) = z
g+1 +
g+1∑
j=1
H
(k,s)
j (i)z
g−j+1
=
k∑
q=0
(−1)qS˜qs+k−q+1(i)
(
zg−q+1 +
g−q+1∑
j=1
P js+k−2q−j+1(i+ q)z
g−q−j+1
)
in the case s + k = 2g + 2, respectively. This representation makes our construction of
the first integrals more closer to the approach using Lax representation which we have
expounded in section 4.
5.5. Examples
5.5.1. Equation (56) in the case k = 1 and s = 3. In this case equation (56) is
T (i+ 1) (T (i) + T (i+ 1) + T (i+ 2)−H1)
= T (i+ 3) (T (i+ 2) + T (i+ 3) + T (i+ 4)−H1)
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which generate a map
(y0, y1, y2, y3) 7→ (y1, y2, y3,
y1
y3
(y0 + y1 + y2 −H1)− y2 − y3 +H1).
Polynomial integrals for this map are♯
G
(1,3)
0 = S˜
1
4y1y2 = (y0 + y1 + y2 + y3 −H1) y1y2,
G(1,3)1 = G
(0,4)
0 +Q
1,1
2 G
(1,3)
0 = y0y1y2y3 + (y1 + y2) (y0 + y1 + y2 + y3 −H1) y1y2,
F (1,3)2 = P
2
3 − P
1,1
2 S˜
1
4 = y0y2 + y1y3 − (y1 + y2) (y0 + y1 + y2 + y3 −H1) .
5.5.2. Equation (55) in the case k = 1 and s = 3 Equation (55) in this case looks as
T (i+ 4) = T (i)
T (i+ 2) + T (i+ 3) + c1
T (i+ 1) + T (i+ 2) + c1
,
which generate a map
(y0, y1, y2, y3) 7→
(
y1, y2, y3, y0
y2 + y3 + c1
y1 + y2 + c1
)
.
Using (97) with matrix (98) gives us the following rational integrals for this map:
F
(1,3)
0 =
T˜ 1,12
y0y1y2y3
=
y1 + y2 + c1
y0y1y2y3
,
F (1,3)1 = P
1
4F
(1,3)
0 + F
(0,2),1
0 = (y0 + y1 + y2 + y3)
y1 + y2 + c1
y0y1y2y3
+
1
y1y2
,
F (1,3)2 = P
2
3F
(1,3)
0 + P
1,1
2 F
(0,2),1
0 = (y0y2 + y1y3)
y1 + y2 + c1
y0y1y2y3
+
y1 + y2
y1y2
.
6. Discussion
We have presented in this paper the way to construct the first integrals for two
(1, 1)-classes of ordinary difference equations (53) and (54) which possess Lax pair
representation. These equations are presented in terms of special classes of discrete
polynomials and it is natural that their first integrals are also should be expressed in
terms of these polynomials. Based on conjecture 1, we have shown the equivalency
of dynamical systems generated by two different at the first glance (k, s)th equations
(53) and (54) with fixed (k, s). We do not discuss in the paper the Lioville-
Arnold integrability for these classes of equations and leave this problem for further
investigation. It is also a problem to be addressed to expand results presented in this
paper to general (h, n)-classes of difference equations (2) and (3).
♯ Here discrete polynomials are replaced by multi-variate ones via replacement T (i + k) → yk. The
notation like Qr,ks means k-shifted polynomials Q
k
s corresponding to a shift i→ i+ 1.
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Appendix A. Proof of Lemma 1
Let us prove, for example, (12) for any odd r. To this aim, it is more convenient to
present polynomials Srs in equivalent form as
Srs (i) =
∑
{λj}∈Br,s
T (i+ λ1h)T (i+ λ2h + n) · · ·T (i+ λrh+ (r − 1)n),
where Br,s ≡ {λj : 0 ≤ λr ≤ · · · ≤ λ1 ≤ s− 1} and rewrite (12) as
(r−1)/2∑
j=0
Sr−2js (i)T
2j
s (i+ (r − 2j)n)
=
(r−1)/2∑
j=0
Sr−2j−1s (i)T
2j+1
s (i+ (r − 2j − 1)n). (A.1)
Now we observe the following. It is evident that the product Sls(i)T
q
s (i+ ln) is given by
the summation∑
{λj}
T (i+ λ1h)T (i+ λ2h+ n) · · ·T (i+ λl+qh+ (l + q − 1)n) (A.2)
over the set
Bl,s ∗Dq,s := {λj : 0 ≤ λl ≤ · · · ≤ λ1 ≤ s− 1, 0 ≤ λl+1 < · · · < λl+q ≤ s− 1}.
One can easily check that
Bl,s ∗Dq,s = Kl+q,l,s ⊔Kl+q,l−1,s, (A.3)
where
Kk,l,s := {λj : 0 ≤ λl+1 ≤ · · · ≤ λ1 ≤ s− 1, 0 ≤ λl+1 < · · · < λk ≤ s− 1}.
Therefore the left-hand side of relation (A.1) presents a summation (A.2) over the set
Br,s ⊔ (Br−2,s ∗D2,s) ⊔ · · · ⊔ (B1,s ∗Dr−1,s) .
In turn, the right-hand side of this relation is given by a summation over the set
(Br−1,s ∗D1,s) ⊔ (Br−3,s ∗D3,s) ⊔ · · · ⊔Dr,s.
To prove (A.1), it remains only to notice that, by virtue of (A.3), these two sets coincide
and look as
⊔r−1
j=0Kr,j,s. For all other cases, the scheme of proof is about the same one.

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Appendix B. Proof of Lemma 2
We can easily prove (36) by adding to the left and right sides of this set-theoretic equality
the following set:
{λj : λ1 = −1 − 1 ≤ λ2 ≤ · · · ≤ λk ≤ s− 1} . (B.1)
On the one hand, it is obvious that
{λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λk−1 ≤ s, λk = s}
⊔ {λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λk ≤ s− 1}
= {λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λk ≤ s}
and
{λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λk ≤ s} ⊔ Bk,s+1 = B
−
k,s+2,
that is, in a result of adding (B.1) to the left-hand side of (36), we obtain B−k,s+2. On
the other hand, we get
{λj : λ1 = −1, −1 ≤ λ2 ≤ · · · ≤ λk ≤ s− 1} ⊔Bk,s = B
−
k,s+1
and
B−k,s+1 ⊔ {λj : −1 ≤ λ1 ≤ · · · ≤ λk−1 ≤ s, λk = s} = B
−
k,s+2.
Since we obtain in the right-hand side of (36) the same set as in the left-hand side, this
means that (36) is indeed valid. The similar reasonings are used to prove (37). Namely,
we first add the set
{λj : 0 ≤ λ1 ≤ · · · ≤ λk−1 ≤ s, λk = s}
to the left and right side of equality (37) and then we prove that in a result in both
sides of this equality we obtain the same set B−k,s+2. Therefore we proved this lemma.

Appendix C. Proof of Lemma 3
To begin with, we notice that relation (43) for s = 1 takes the form
Sk1 (i) =
k−1∏
q=0
T (i+ q), ∀k ≥ 1. (C.1)
It is obvious that the latter is valid simply by virtue of the definition of the polynomials
Sks . Suppose now we have already proved (43) for some value of s ≥ 1 and all k ≥ s.
Then using identities of the form (25) and (26), we get
Ss+1s+1(i) = S
s+1
s (i+ 1) + T (i+ s)S
s
s+1(i)
= Ss−1s+2(i+ 1)T (i+ s)T (i+ s+ 1) + T (i+ s)S
s
s+1(i)
=
(
Ss−1s+2(i+ 1)T (i+ s+ 1) + S
s
s+1(i)
)
T (i+ s)
= Sss+2(i)T (i+ s), (C.2)
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for this value of s and
Sk+1s+1 (i) = S
k+1
s (i+ 1) + T (i+ k)S
k
s+1(i)
= Ss−1k+2(i+ 1)
k+1∏
q=s
T (i+ q) + T (i+ k)Ssk+1(i)
k−1∏
q=s
T (i+ q)
=
(
T (i+ k + 1)Ss−1k+2(i+ 1) + S
s
k+1(i)
) k∏
q=s
T (i+ q)
= Ssk+2(i)
k∏
q=s
T (i+ q) (C.3)
for k ≥ s+ 1.
So supposing that the relation (43) is valid for some value of s and all value of
k ≥ s, we prove therefore that it is fulfilled for s+ 1 and all k ≥ s+ 1. Now we are in a
position, using (C.1), (C.2) and (C.3), to prove (43) by induction on k for all values of
s ≥ 1 and k ≥ s. Therefore this lemma is proved. 
Appendix D. Proof of Lemma 4
We first observe that
gs0(i) =
s−1∏
q=0
T (i+ q) (D.1)
and
gs0(i) + f
s
1 (i) =
s−1∏
q=0
T (i+ q) + Q˜1s−2(i+ 1)
s−2∏
q=0
T (i+ q)
=
(
T (i+ s− 1) + Q˜1s−2(i+ 1)
) s−2∏
q=0
T (i+ q)
= S˜1s−1(i+ 1)
s−2∏
q=0
T (i+ q). (D.2)
Therefore (73) and (74) are fulfilled for r = 0. Let us prove this lemma by induction on
r. We first suppose that (73) is valid for some r, then, taking into account an identity
of the form (40), we calculate(
r∑
j=0
gsj (i) +
r+1∑
j=1
f sj (i)
)
+ gsr+1(i) = S˜
r
s−r(i)S˜
r+1
s−r−1(i+ 1)
s−r−2∏
q=r
T (i+ q)
+ Q˜r+1s−r−2(i+ 1)S˜
r+1
s−r−1(i+ 1)
s−r−2∏
q=r+1
T (i+ q)
=
(
T (i+ r)S˜rs−r(i) + Q˜
r+1
s−r−2(i+ 1)
)
On integrals for some class of ordinary difference equations 30
× S˜r+1s−r−1(i+ 1)
s−r−2∏
q=r+1
T (i+ q)
= S˜r+1s−r−1(i)S˜
r+1
s−r−1(i+ 1)
s−r−2∏
q=r+1
T (i+ q).
Therefore we prove that if (73) is valid for some r, then (74) is valid for r + 1. Now
suppose that (74) is valid for some r, then, using an identity of the form (38), we get(
r∑
q=0
gsj (i) +
r∑
q=1
f sj (i)
)
+ f sr+1(i) = S˜
r
s−r(i)S˜
r
s−r(i+ 1)
s−r−1∏
q=r
T (i+ q)
+ Q˜r+1s−r−2(i+ 1)S˜
r
s−r(i)
s−r−2∏
q=r
T (i+ q)
=
(
Q˜r+1s−r−2(i+ 1) + T (i+ s− r − 1)S˜
r
s−r(i+ 1)
)
× S˜rs−r(i)
s−r−2∏
q=r
T (i+ q)
= S˜r+1s−r−1(i+ 1)S˜
r
s−r(i)
s−r−2∏
q=r
T (i+ q).
Therefore we prove that if (74) is valid for some r, then (73) is valid for the same value of
r. Now, to prove this lemma by induction, it remains to use (D.1) and (D.2). Therefore
this lemma is proved. 
Appendix E. Proof of Lemma 5
For further convenience, let us denote
D(k,s)r (i) = G
(k,s)
r (i)−G
(k,s−1)
r+1 (i).
We first remark that, by definition,
D
(k,s)
r+1 (i)−D
(k,s)
r (i) = Q
r+1
s−k−r−2(i+ k + 1)S˜
k+r+1
s−r (i)
s−r−2∏
q=k+r+1
T (i+ q)
−Qr+2s−k−r−2(i+ k)S˜
k+r+1
s−r−1 (i)
s−r−3∏
q=k+r+1
T (i+ q). (E.1)
Let us prove this lemma by induction on r. Suppose that we have already proved the
validity of (82) for some r ≥ 0. Then, taking into account (E.1), we calculate
D
(k,s)
r+1 (i) = S
r
s−k−r(i+ k)S˜
k+r
s−r (i+ 1)
s−r−1∏
q=k+r
T (i+ q)
− Sr+1s−k−r−1(i+ k)S˜
k+r
s−r (i)
s−r−2∏
q=k+r
T (i+ q)
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+Qr+1s−k−r−2(i+ k + 1)S˜
k+r+1
s−r (i)
s−r−2∏
q=k+r+1
T (i+ q)
−Qr+2s−k−r−2(i+ k)S˜
k+r+1
s−r−1 (i)
s−r−3∏
q=k+r+1
T (i+ q).
Making use of an identity of the form (25), namely,
S˜k+r+1s−r (i) = S˜
k+r+1
s−r−1 (i+ 1) + Ti+k+rS˜
k+r
s−r (i),
we obtain
D
(k,s)
r+1 (i) = S
r
s−k−r(i+ k)S˜
k+r
s−r (i+ 1)
s−r−1∏
q=k+r
T (i+ q)
+
(
Qr+1s−k−r−2(i+ k + 1)− S
r+1
s−k−r−1(i+ k)
)
S˜k+rs−r (i)
s−r−2∏
q=k+r
T (i+ q)
+Qr+1s−k−r−2(i+ k + 1)S˜
k+r+1
s−r−1 (i+ 1)
s−r−2∏
q=k+r+1
T (i+ q)
−Qr+2s−k−r−2(i+ k)S˜
k+r+1
s−r−1 (i)
s−r−3∏
q=k+r+1
T (i+ q).
In turn, using an identity of the form (40), we calculate to get
D
(k,s)
r+1 (i) = S
r
s−k−r(i+ k)
(
Ti+s−r−1S˜
k+r
s−r (i+ 1)− Ti+k+rS˜
k+r
s−r (i)
) s−r−2∏
q=k+r
T (i+ q)
+Qr+1s−k−r−2(i+ k + 1)S˜
k+r+1
s−r−1 (i+ 1)
s−r−2∏
q=k+r+1
T (i+ q)
−Qr+2s−k−r−2(i+ k)S˜
k+r+1
s−r−1 (i)
s−r−3∏
q=k+r+1
T (i+ q)
= Srs−k−r(i+ k)
(
S˜k+r+1s−r−1 (i+ 1)− S˜
k+r+1
s−r−1 (i)
) s−r−2∏
q=k+r
T (i+ q)
+Qr+1s−k−r−2(i+ k + 1)S˜
k+r+1
s−r−1 (i+ 1)
s−r−2∏
q=k+r+1
T (i+ q)
−Qr+2s−k−r−2(i+ k)S˜
k+r+1
s−r−1 (i)
s−r−3∏
q=k+r+1
T (i+ q)
=
(
Qr+1s−k−r−2(i+ k + 1) + Ti+k+rS
r
s−k−r(i+ k)
)
S˜k+r+1s−r−1 (i+ 1)
s−r−2∏
q=k+r+1
T (i+ q)
−
(
Qr+2s−k−r−2(i+ k) + Ti+k+rTi+s−r−2S
r
s−k−r(i+ k)
) s−r−3∏
q=k+r+1
T (i+ q).
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Finally, using identities (39) and (40), we get
D
(k,s)
r+1 (i) = S
r+1
s−k−r−1(i+ k)S˜
k+r+1
s−r−1 (i+ 1)
s−r−2∏
q=k+r+1
T (i+ q)
− Sr+2s−k−r−2(i+ k)S˜
k+r+1
s−r−1 (i)
s−r−3∏
q=k+r+1
T (i+ q)
Therefore we prove that if (82) is valid for some r ≥ 0 then it is valid for r + 1. To
prove the lemma, it remains to prove (82) for r = 0. We obtain
D
(k,s)
0 (i) = S˜
k
s+1(i)
s−1∏
q=k
T (i+ q)− S˜k−1s+1 (i)
s−1∏
q=k−1
T (i+ q)
−Q1s−k−1(i+ k)S˜
k
s (i)
s−2∏
q=k
T (i+ q)
=
(
S˜ks (i+ 1) + Ti+k−1S˜
k−1
s+1 (i)
) s−1∏
q=k
T (i+ q)
− S˜k−1s+1 (i)
s−1∏
q=k−1
T (i+ q)−Q1s−k−1(i+ k)S˜
k
s (i)
s−2∏
q=k
T (i+ q)
= S˜ks (i+ 1)
s−1∏
q=k
T (i+ q)− S1s−k−1(i+ k)S˜
k
s (i)
s−2∏
q=k
T (i+ q).
Therefore this lemma is proved. 
Appendix F. Proof of Proposition 1
Firstly, remark that the relation (68) = (69) is valid by virtue of identities for these
polynomials. For r = 0, relations (68) and (69) are obvious. To prove the validity of
them by induction on r, it remains to show the following. Suppose that we have already
proved (69) for some value of r, then making use of recurrent relation (67) and identities
of the form (40) and (38), we obtain
G
(k,s)
r+1 (i+ 1)−G
(k,s)
r+1 (i) = Λ
(k,s)
r (i)
(
S˜k+r+1s−r (i+ 1)− S˜
k+r+1
s−r (i)
)
+Qr+1s−k−r−2(i+ k + 2)S˜
k+r+1
s−r (i+ 1)
s−r−1∏
q=k+r+2
T (i+ q)
−Qr+1s−k−r−2(i+ k + 1)S˜
k+r+1
s−r (i)
s−r−2∏
q=k+r+1
T (i+ q)
=
(
Qr+1s−k−r−2(i+ k + 2) + T (i+ k + r + 1)
×Srs−k−r(i+ k + 1)
)
S˜k+r+1s−r (i+ 1)
s−r−1∏
q=k+r+2
T (i+ q)
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−
(
Qr+1s−k−r−2(i+ k + 1) + T (i+ s− r − 1)
×Srs−k−r(i+ k + 1)
)
S˜k+r+1s−r (i)
s−r−2∏
q=k+r+1
T (i+ q)
= Sr+1s−k−r−1(i+ k + 1)S˜
k+r+1
s−r (i+ 1)
s−r−1∏
q=k+r+2
T (i+ q)
− Sr+1s−k−r−1(i+ k + 1)S˜
k+r+1
s−r (i)
s−r−2∏
q=k+r+1
T (i+ q)
= Λ
(k,s)
r+1 (i)
(
T (i+ s− r − 1)S˜k+r+1s−r (i+ 1)
−T (i+ k + r + 1)S˜k+r+1s−r (i)
)
.
Therefore this proposition is proved. 
Appendix G. Proof of Proposition 2
Firstly, remark that the relation (93) = (94) is valid by virtue of identities for these
polynomials. For r = 0, relations (93) and (94) are obvious. To prove the validity of
them by induction on r, it remains to show the following. Suppose that we have already
proved (94) for some value of r, then making use of recurrent relation (92), we obtain
F
(k,s)
r+1 (i+ 1)− F
(k,s)
r+1 (i) = ∆
(k,s)
r (i)
(
T˜ k+r+1s+r (i− r)− T˜
k+r+1
s+r (i− r + 1)
)
+ P r+1s+k+r+2(i− r)
T˜ k+r+1s+r (i− r + 1)∏s+k+r+1
q=−r T (i+ q)
− P r+1s+k+r+2(i− r − 1)
T˜ k+r+1s+r (i− r)∏s+k+r
q=−r−1 T (i+ q)
=
(
P r+1s+k+r+2(i− r)
T (i+ k + s+ r + 1)
− T rs+k+r(i− r + 1)
)
T˜ k+r+1s+r (i− r + 1)∏s+k+r
q=−r T (i+ q)
−
(
P r+1s+k+r+2(i− r − 1)
T (i− r − 1)
− T rs+k+r(i− r + 1)
)
T˜ k+r+1s+r (i− r)∏s+k+r
q=−r T (i+ q)
.
By virtue of identities (32) and (33), we get
F
(k,s)
r+1 (i+ 1)− F
(k,s)
r+1 (i) =
T r+1s+k+r+1(i− r)∏s+k+r
q=−r T (i+ q)
(
T˜ k+r+1s+r (i− r + 1)
T (i+ k + s+ r + 1)
−
T˜ k+r+1s+r (i− r)
T (i− r − 1)
)
= ∆
(k,s)
r+1 (i)
(
T (i− r − 1)T˜ k+r+1s+r (i− r + 1)
−T (i+ k + s+ r + 1)T˜ k+r+1s+r (i− r)
)
.
Therefore this proposition is proved. 
On integrals for some class of ordinary difference equations 34
Appendix H. Proof of Conjecture 1 for r = 2 and r = 3
Unfortunately, at the moment, we can not prove identity (48) for all r. Clearly, in the
case r = 1, it is evident. Below we give a proof of this conjecture for r = 2, 3.
Appendix H.1. The case r = 2
We start from the proven identity of the form (27), namely,
(S, T )2s (i) := S
2
s (i)− S
1
s (i)T
1
s (i+ 1) + T
2
s (i) = 0, ∀s ≥ 1 (H.1)
and then we first transform (H.1) to
S2s (i)−
(
S1s+1(i)− T (i+ s)
)
T 1s (i+ 1) + T
2
s (i) = 0
or
S2s (i)− S
1
s+1(i)T
1
s (i+ 1) + T
2
s (i) = −T (i+ s)T
1
s (i+ 1)
an then to
S2s (i)− S
1
s+1(i)
(
T 1s−1(i+ 1) + T (i+ s)
)
+ T 2s (i) = −T (i+ s)T
1
s (i+ 1)
or
〈S, T 〉2s (i) = T (i+ s)
(
S1s+1(i)− T
1
s (i+ 1)
)
= T (i)T (i+ s).
Appendix H.2. The case r = 3
We start from the proven identity
(S, T )3s (i) ≡ S
3
s (i)− S
2
s (i)T
1
s (i+ 2) + S
1
s (i)T
2
s (i+ 1)− T
3
s (i)
= 0, ∀s ≥ 1. (H.2)
Making use of the identities of the form (26) we rewrite (H.2) in equivalent form
S3s (i)− S
2
s (i)T
1
s (i+ 2) + S
1
s (i)T
2
s (i+ 1)− T
3
s (i)
= S3s (i)−
(
S2s+1(i)− T (i+ s)S
1
s+1(i+ 1)
)
T 1s (i+ 2)
+
(
S1s+2(i)− T (i+ s)− T (i+ s+ 1)
)
T 2s (i+ 1)− T
3
s (i)
or
S3s (i)− S
2
s+1(i)T
1
s (i+ 2) + S
1
s+2(i)T
2
s (i+ 1)− T
3
s (i)
= T (i+ s)
(
T 2s (i+ 1)− T
1
s (i+ 2)S
1
s+1(i+ 1)
)
+ T (i+ s+ 1)T 2s (i+ 1).
Next, using an identities of the form (24), we transform the latter into††
S3s (i)− S
2
s+1(i)
(
T 1s−2(i+ 2) + T (i+ s) + T (i+ s+ 1)
)
+ S1s+2(i)
(
T 2s−1(i+ 1) + T (i+ s+ 1)T
1
s−1(i+ 1)
)
− T 3s (i)
†† It is evident that the identity T 1s (i+2) = T
1
s−2(i+2)+T (i+ s)+T (i+ s+1) is valid only for s ≥ 2.
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or
〈S, T 〉3s (i) ≡ T (i+ s)ξ2,0(i) + T (i+ s+ 1)ξ2,1(i)
with
ξ2,0(i) ≡ T
2
s (i+ 1)− T
1
s (i+ 2)S
1
s+1(i+ 1) + S
2
s+1(i)
and
ξ2,1(i) ≡ T
2
s (i+ 1)− T
1
s−1(i+ 1)S
1
s+2(i) + S
2
s+1(i).
It remains to convert ξ2,0 and ξ2,1 into desired form. Using the identities (25) and (26),
we get
ξ2,0(i) = T
2
s (i+ 1)− T
1
s (i+ 2)
(
S1s (i+ 1) + T (i+ s+ 1)
)
+ S2s (i+ 1) + T (i+ 1)S
1
s+1(i)
= T (i+ 1)S1s+1(i)− T (i+ s+ 1)T
1
s (i+ 2)
= T (i+ 1)
(
S1s+2(i)− T (i+ s+ 1)
)
− T (i+ s+ 1)
(
T 1s+1(i+ 1)− T (i+ 1)
)
= T (i+ 1)S1s+2(i)− T (i+ s+ 1)T
1
s+1(i+ 1)
and
ξ2,1(i) = T
2
s (i+ 1)− T
1
s−1(i+ 1)
(
S1s (i+ 2) + T (i) + T (i+ 1)
)
+ S2s (i+ 1) + T (i+ 1)S
1
s+1(i)
= T 2s (i+ 1)−
(
T 1s (i+ 1)− T (i+ s)
)
S1s (i+ 2) + S
2
s (i+ 1)
+ T (i+ 1) (T (i) + T (i+ s))− T (i)T 1s−1(i+ 1)
= − T (i)
(
T 1s−1(i+ 1)− T (i+ 1)
)
+ T (i+ s)
(
S1s (i+ 2) + T (i+ 1)
)
= − T (i)T 1s−2(i+ 2) + T (i+ s)S
1
s+1(i+ 1).
Therefore
〈S, T 〉3s (i) = T (i+ s)
(
T (i+ 1)S1s+2(i)− T (i+ s+ 1)T
1
s+1(i+ 1)
)
+ T (i+ s+ 1)
(
−T (i)T 1s−2(i+ 2) + T (i+ s)S
1
s+1(i+ 1)
)
= T (i+ s)T (i+ s+ 1)
(
S1s+1(i+ 1)− T
1
s+1(i+ 1)
)
+ T (i+ 1)T (i+ s)S1s+2(i)− T (i)T (i+ s+ 1)T
1
s−2(i+ 2)
= T (i+ 1)T (i+ s)S1s+2(i)− T (i)T (i+ s+ 1)T
1
s−2(i+ 2).
Therefore we have proved (48) for k = 3 and all s ≥ 2. Moreover, by virtue of (47), we
have
〈S, T 〉31 (i) = S
3
1(i) = T (i)T (i+ 1)T (i+ 2).

References
[1] Bruschi M, Ragnisco O, Santini P M and Gui-Zhang T 1991 Integrable symplectic maps Physica
D 49 273-94
On integrals for some class of ordinary difference equations 36
[2] Demskoi D K, Tran D T, van der Kamp P H and Quispel G R W 2012 A novel nth order difference
equation that may be integrable J. Phys. A: Math. Theor 45 (Art. No. 135202) 10 pp.
[3] van der Kamp P H, Rojas O and Quispel G R W 2007 Closed-form expressions for integrals of
MKdV and sine-Gordon maps J. Phys. A: Math. Theor. 40 12789-98
[4] van der Kamp P H, and Quispel G R W 2010 The staircase method: integrals for periodic
reductions of integrable lattice equations J. Phys. A: Math. Theor. 43 (Art. No. 465207) 34
pp.
[5] Maeda S 1987 Completely integrable symplectic mapping Proc. Japan Acad. Ser. A Math. Sci. 63
198-200
[6] Roberts J A G, Iatrou A and Quispel G R W, 2002 Interchanging parameters and integrals in
dynamical systems: the mapping case, J. Phys. A: Math. Gen. 35 2309-25
[7] Svinin A K 2011 On some class of homogeneous polynomials and explicit form of integrable
hierarchies of differential-difference equations J. Phys. A: Math. Theor. 44 (Art. No. 165206) 16
pp.
[8] Svinin A K 2014 On some class of discrete polynomials and ordinary difference equations J. Phys.
A: Math. Theor. 47 (Art. No. 155201)
[9] Tran D T, van der Kamp P H and Quispel G R W 2010 Sufficient number of integrals for the
pth-order Lyness equation J. Phys. A: Math. Theor. 43 (Art. No. 302001) 11 pp.
[10] Tran D T, van der Kamp P H and Quispel G R W 2011 Involutivity of integrals of sine-Gordon,
modifieg KdV, and potential KdV maps J. Phys. A: Math. Theor. 44 (Art. No. 295206) 13 pp.
[11] Veselov A P 1991 Integrable maps Russ. Math. Surveys 46 1-51
[12] Veselov A P and Penskoi A V 1998 On algebro-geometric Poisson brakets for the Volterra lattice
Regul. Chaotic Dyn. 3 39
