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We propose a series of simple 2d lattice interacting fermion models that we demonstrate at low
energy describe bosonic symmetry protected topological (SPT) states and quantum phase transitions
between them. This is because due to interaction the fermions are gapped both at the boundary
of the SPT states and at the bulk quantum phase transition, thus these models at low energy can
be described completely by bosonic degrees of freedom. We show that the bulk of these models is
described by a Sp(N) principal chiral model with a topological Θ-term, whose boundary is described
by a Sp(N) principal chiral model with a Wess-Zumino-Witten term at level-1. The quantum
phase transition between SPT states in the bulk is tuned by a particular interaction term, which
corresponds to tuning Θ in the field theory and the phase transition occurs at Θ = pi. The simplest
version of these models with N = 1 is equivalent to the familiar O(4) nonlinear sigma model (NLSM)
with a topological term, whose boundary is a (1 + 1)d conformal field theory with central charge
c = 1. After breaking the O(4) symmetry to its subgroups, this model can be viewed as bosonic
SPT states with U(1), or Z2 symmetries, etc. All these fermion models including the bulk quantum
phase transitions can be simulated with determinant Quantum Monte Carlo method without the
sign problem. Recent numerical results strongly suggest that the quantum disordered phase of the
O(4) NLSM with precisely Θ = pi is a stable (2 + 1)d conformal field theory (CFT) with gapless
bosonic modes.
PACS numbers: 64.70.Tg, 73.43.Cd, 64.60.ae, 11.10.Lm
I. INTRODUCTION
Unlike fermionic symmetry protected topological
(SPT) states (or equivalently called topological insulators
and topological superconductors), bosonic SPT states all
require strong interaction, which makes it very difficult
to analyze any generic model of bosonic SPT states. The
original general Hamiltonians for bosonic SPT states pro-
posed in Ref. 1,2 and the lattice models that describe the
Z2 SPT state
3,4 are exactly soluble, but they are artifi-
cial and only describe the fixed points of the SPT states.
Most discussions of bosonic SPT states so far are based
on effective field theories5–7, and their exact relation to
lattice models was not carefully explored yet.
Besides their special symmetry protected edge states,
SPT states must also have special quantum phase tran-
sitions between each other (or from the trivial state).
These transitions are clearly beyond the Ginzburg-
Landau paradigm because no symmetry is spontaneously
broken across the transition. In order to study bosonic
SPT states more quantitatively, especially at the quan-
tum phase transitions between bosonic SPT states, we
need lattice models that can be tuned away from their
fixed points, namely they are not soluble, but can be
simulated reliably without sign problem. Several lat-
tice models of bosons with statistical interactions8–11 has
been proposed and studied by various numerical tech-
niques. In this paper, we propose a series of 2d lattice
models built with interacting fermions instead of bosons.
However, we argue that in the entire phase diagram the
fermions never have to show up at low energy. First of all,
we demonstrate that the edge states (interface between
SPT and trivial states) at the (1 + 1)d boundary only
contain gapless boson modes, while fermions are gapped
by interaction. Then it is expected that at the bulk
quantum phase transition between the SPT and the triv-
ial states the fermions are also gapped while bosons are
gapless, which can be understood in a simple Chalker-
Coddington network construction of the bulk quantum
phase transition12. Indeed, it was shown in an interact-
ing bilayer quantum spin Hall model13,14 that the quan-
tum phase transition between the SPT and trivial states
only involve gapless bosonic modes. Especially, the data
in Ref. 14 strongly suggests that along a special SO(4)
symmetric line of the model, the SPT-trivial quantum
phase transition (which is described the O(4) nonlinear
sigma model (NLSM) with Θ = pi) is a special (2 + 1)d
conformal field theory (CFT) that only involves bosonic
fields, which is consistent with the conjectured renormal-
ization group flow diagram in Ref. 15.
In this work, we will first review and further analyze
the model used in Ref. 13,14. Then we demonstrate that
this model can be generalized to a whole series of mod-
els with N times of fermion flavors, and we argue that
the bulk is described by a Sp(N) principal chiral model
with a topological Θ−term, and by tuning one parameter
this model can have a quantum phase transition between
SPT and trivial state, which in the field theory occurs
precisely at Θ = pi. In the SPT phase the boundary
of this model is described by the Sp(N)1 CFT. Again
all the fermion modes at the boundary are gapped out
by interaction, and hence we expect the same happens
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2at the SPT-trivial transition in the bulk (based on the
Chalk-Coddington construction12), which awaits further
numerical confirmation. Implication of our results on the
2d boundary of 3d fermionic and bosonic SPT states will
also be discussed.
II. BILAYER QUANTUM SPIN HALL
INSULATOR
A. Bulk Theory
1. Model and Symmetry
In this section let us first review and also further an-
alyze the model used in Ref. 13,14, which is an inter-
acting bilayer quantum spin Hall insulator without sign
problem. Let ci` = (ci`↑, ci`↓)ᵀ be the spin-1/2 fermion
doublet on site-i layer-`. The free fermion part of the
Hamiltonian for the bilayer QSH model is given by
Hband = −t
∑
〈ij〉,`
c†i`cj` +
∑
〈〈ij〉〉,`
iλijc
†
i`σ
zcj` +H.c., (1)
where t is the nearest neighbor hopping and λij = −λji
is the Kane-Mele spin-orbit coupling, as illustrated in
Fig. 1. The layer index ` = 1, 2 labels the two lay-
ers of QSH systems. Without any interaction, the free-
fermion Hamiltonian Hband has a pretty high symmetry
SO(4) × SO(3).14 The symmetry will be most evident,
if we rewrite the model in a new set of fermion basis
(roughly by a particle-hole transformation of fermions in
the second layer), defined by
fi↑ ≡
(
fi↑1
fi↑2
)
=
(
ci1↑
(−)ic†i2↑
)
,
fi↓ ≡
(
fi↓1
fi↓2
)
=
(
(−)ici1↓
c†i2↓
)
,
(2)
where (−)i = +/− on sublattice A/B respectively. In
the new basis, the Hamiltonian Hband reads
Hband =
∑
i,j,σ
(−)σf†iσ(−tij + iλij)fjσ + h.c., (3)
where (−)σ = +/− for spin ↑ / ↓ respectively. Here tij =
t for nearest neighboring sites i, j and tij = 0 otherwise.
The SO(4) symmetry rotates the following fermion bi-
linear operators Ni = (N
0
i , N
1
i , N
2
i , N
3
i ) as an O(4) vec-
tor:
Ni = f
†
i↓(τ
0, iτ1, iτ2, iτ3)fi↑ + h.c., (4)
where τ0,1,2,3 are Pauli matrices acting on the f -fermion
doublets. The SO(4) group is naturally factorized to
SU(2)↑ × SU(2)↓ as right and left isoclinic rotations, un-
der which the fermions transform as fiσ → Uσfiσ with
Uσ ∈ SU(2)σ for σ =↑, ↓. It is straight-forward to see
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FIG. 1: Honeycomb lattice with the nearest neighboring
hopping tij and the 2nd nearest neighboring hopping λij .
λij = −λji = λ if i follows the bound orientation to j. The
lattice can be divided into A and B sublattices.
the band Hamiltonian Hband in Eq. (3) is invariant under
both SU(2)↑ and SU(2)↓, and hence SO(4) symmetric.
On the other hand, the SO(3) symmetry rotates another
set of fermion bilinear operators Mi = (M
1
i ,M
2
i ,M
3
i ) as
an O(3) vector. Let M±i = M
1
i ± iM2i , the definition of
Mi follows from
M−i =
∑
σ
fᵀiσiτ
2fiσ, M
3
i = (−)i
∑
σ
(−)σf†iσfiσ, (5)
and M+i = (M
−
i )
†. This also defines an SU(2) symmetry
of the f -fermions, denoted as SU(2)M . The SU(2) gener-
ators are given by Q =
∑
iQi with Q
a
i =
1
2iabcM
b
iM
c
i .
Let Q±i = Q
1
i ± iQ2i , the SU(2)M generators can be ex-
plicitly written as
Q−i = (−)i
∑
σ
(−)σfᵀiσiτ2fiσ,
Q3i =
∑
σ
(f†iσfiσ − 1).
(6)
The physical meaning of Q3 is the total number of f -
fermions away from half-filling, which is obviously con-
served. It can be further checked that [Hband,Q] = 0, so
the model is indeed SU(2)M ' SO(3) symmetric. There-
fore on the free-fermion level, the bilayer QSH model has
the SO(4)×SO(3) ' SU(2)↑×SU(2)↓×SU(2)M symme-
try.
In terms of the original fermion ci` = (ci`↑, ci`↓)ᵀ, the
O(4) vectorNi and the O(3) vectorMi have simple phys-
ical interpretations. They correspond to the following
fermion bilinear orders,13,14
SDW: Si = (N
0
i , N
3
i ,M
3
i ) =
∑
`
(−)i+`c†i`σci`,
SC: ∆i = N
2
i + iN
1
i = 2c
ᵀ
i1iσ
yci2,
Exciton: Di = M
1
i + iM
2
i = −2(−)ic†i1ci2.
(7)
The spin density wave (SDW) is an antiferromagnet both
between the sublattices and across the layers, the super-
conductivity (SC) is an inter-layer spin-singlet s-wave
pairing, and the exciton condensation is an inter-layer
3particle-hole pairing with opposite phase between the
sublattices. The SO(4) symmetry rotates the SDW-XY
and the SC order parameters, and the SO(3) symmetry
rotates the exciton and the SDW-Z order parameters. In
the original fermion basis, the SO(3) ' SU(2)M genera-
tors read
Q−i = −2c†i2σzci1, Q3i =
∑
`
(−)`c†i`ci`. (8)
So the SU(2)M symmetry rotates the original c-fermions
across the layers, and Q3 is the charge difference between
the layers. Because the layers are identical to each other
in the bilayer QSH model Eq. (1), the SU(2)M symmetry
is manifest.
2. Phase Diagram
A generic four-fermion interaction that preserves the
SO(4)× SO(3) symmetry takes the form of
Hint = −
∑
i,j
(JijNi ·Nj + UijMi ·Mj) , (9)
where Ni and Mi are fermion bilinear operators defined
in Eq. (4) and Eq. (5) respectively. To simplify, we con-
sider the nearest neighboring coupling Jij = Jδ〈ij〉 of
O(4) vectors, and the on-site interaction Uij = Uδij of
O(3) vectors. Then the full Hamiltonian of the interact-
ing bilayer QSH model reads
H =
∑
i,j,σ
(−)σf†iσ(−tij + iλij)fjσ + h.c.
− J
∑
〈ij〉
Ni ·Nj − U
∑
i
Mi ·Mi.
(10)
Or in terms of the original c-fermion,
H =Hband +Hint,
Hband =− t
∑
〈ij〉,`
c†i`cj` +
∑
〈〈ij〉〉,`
iλijc
†
i`σ
zcj` +H.c.,
Hint =− J
∑
〈ij〉
1
2 (S
+
i S
−
j + ∆
†
i∆j + h.c.)
− U
∑
i
(
1
2 (D
†
iDi +DiD
†
i ) + S
z
i S
z
i
)
,
(11)
where S±i = S
x
i ± iSyi and Si, ∆i, Di are c-fermion bilin-
ear operators defined in Eq. (7).
A schematic phase diagram of the model is shown in
Fig. 2. In the weak interaction limit when both J and
U are small, the model is an SO(4) bosonic SPT phase.
In the next subsection we will demonstrate that the in-
teraction gaps out the fermion modes of the boundary
states of the quantum spin Hall insulator, which leaves
the boundary only a CFT with central charge c = 1 and
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FIG. 2: A schematic phase diagram of the interacting bilayer
QSH model.
exact SO(4) symmetry. The boundary precisely corre-
sponds an (1 + 1)d O(4) NLSM with a Wess-Zumino-
Witten (WZW) term at level k = 1.
S =
∫
dτdxdu
1
2g
(∂µn)
2 +
ik
2pi
abcdn
a∂τn
b∂xn
c∂un
d,
(12)
where n = (n0, n1, n2, n3) transforms like a vector under
Ø(4). Based on this boundary theory, we can conclude
that the bulk theory is a (2 + 1)d O(4) NLSM with a
Θ-term at Θ = 2pi:
S =
∫
dτd2x
1
2g
(∂µn)
2 +
iΘ
2pi2
abcdn
a∂τn
b∂xn
c∂yn
d,
(13)
where the coupling strength g is controlled by J . The
relation between g and J is indirectly inferred from their
physical consequences. A large J in Eq. (10) will favor the
ferromagnetic long-range order of Ni, which breaks the
Ø(4) symmetry spontaneously. A small g in Eq. (13) will
suppress the fluctuation of ∂νn and stabilize the long-
range order of n, which also breaks the Ø(4) symme-
try. Thus we identify the small g limit with the large J
limit, which both correspond to the spontaneous symme-
try broken (SSB) phase. Reversely in the large g (small
J) limit, the model Eq. (13) is in the Ø(4) symmetric dis-
ordered phase with a topological Θ-term, which describes
the 2d bosonic SPT phase.6,7,16 The field theories, either
on the boundary Eq. (12) or in the bulk Eq. (13), can also
be derive by coupling the fermions to a bosonic O(4) vec-
tor field ni via
Hcp = −
∑
i
ni ·Ni, (14)
where Ni are fermion bilinear operators in Eq. (4). In-
tegrating out the fermions,17 will generate the bosonic
theories mentioned above.
Another way to connect the bilayer QSH insulator to
the bosonic SPT state is to consider the fermions as par-
tons of the O(4) vector field Ni under the constraint
Qi = 0, which amounts to gauging the SU(2)M sym-
metry. After the fermions are confined by the SU(2)M
gauge field, the remaining bulk degrees of freedom will be
4purely bosonic. The gauge theory argument along this
line has been discussed in Ref. 18, arriving at the con-
clusion that the bilayer QSH state precisely becomes a
bosonic SPT state under gauge confinement. After cou-
pling the fermions to dynamical gauge fields, it is equiva-
lent to view the fermions as “slave fermions”, which is an
approach taken in Ref. 16,19,20. However in this work,
we will use interactions to gap out the fermions instead
of confining the fermions by gauge fluctuations.
Now we consider the effect of the on-site interaction
U . Large enough U will drive the system to a featureless
Mott insulator (no symmetry breaking and topologically
trivial) as indicated in Fig. 2. At first glance, this seems
counterintuitive because one may expect the interaction
Hamiltonian HU = −UMi ·Mi to favor a mean-field
ground state with 〈Mi〉 6= 0 on each site, which would
then break the SO(3) symmetry spontaneously. However
such mean-field state is not an eigenstate of the Hamilto-
nian HU and hence not the true ground state. Take the
mean-field states |M3i = ±2〉 for example (where ±2 are
the maximal/minimal eigenvalues of the M3i operator).
Because (M1i )
2 + (M2i )
2 does not commute with M3i , the
states |M3i = ±2〉 must be mixed to produce the true
on-site ground state: |M3i = +2〉 + |M3i = −2〉, which
is actually an SO(4)× SO(3) singlet state. Although the
expectation value of the O(3) vector 〈Mi〉 = 0 vanishes
in the singlet state, 〈Mi ·Mi〉 is not zero, so that the
Hamiltonian HU does gain energy from the singlet state.
The singlet state has the energy −12U (per site), which is
lower than the energy of any mean-field state. By exact
diagonalization of the on-site interaction HU , it can be
verified that the singlet state is the unique on-site ground
state and is gapped from all excited states by the energy
of the order ∼ U .
Therefore in the large U limit, the model has an unique
and fully-gapped ground state, which is the direct prod-
uct state of on-site SO(4)× SO(3) singlets
|GS〉 =
∏
i
M+i |0〉f =
∏
i
(f†i↑2f
†
i↑1 + f
†
i↓2f
†
i↓1)|0〉f , (15)
where |0〉f denotes the zero fermion state of f -fermions.
One can see M+i |0〉f is just another way of writing the
singlet state |M3i = +2〉 + |M3i = −2〉, given M3i ∼
f†i↑fi↑−f†i↓fi↓. In the original c-fermion basis, the ground
state reads
|GS〉 =
∏
i
∆†i |0〉c =
∏
i
(c†i1↓c
†
i2↑ − c†i1↑c†i2↓)|0〉c, (16)
where |0〉c denotes the zero fermion state of c-fermions.
Because the ground state is unique and fully gapped, it
should be stable against all local perturbations, and can
be considered as a representative state that controls the
whole trivial Mott phase.
The symmetry property of the ground state is most
obvious in the f -fermion basis. It is easy to see that
the ground state |GS〉 in Eq. (15) is invariant under
SU(2)↑ × SU(2)↓, because f†iσ2f†iσ1 is the SU(2)σ sin-
glet operator and |0〉f is also SU(2)σ invariant (for both
σ =↑, ↓). The SU(2)M symmetry can be verified by show-
ing Q|GS〉 = 0. Since |GS〉 is at half-filling, Q3|GS〉 =
0. Then by definition, [Qai ,M
b
j ] = 2i
abcδijM
c
i , thus
Q−i M
+
i = M
+
i Q
−
i − 4M3i , so
Q−i |GS〉 =
∏
j 6=i
M+j (M
+
i Q
−
i − 4M3i )|0〉f = 0. (17)
Because Q−i ∼ (−)σfᵀiσiτ2fiσ only contains fermion an-
nihilation operators and M3i ∼ (−)σf†iσfiσ is a sum of
number operators, both of them quench the fermion vac-
uum state |0〉f , therefore Q−|GS〉 =
∑
iQ
−
i |GS〉 = 0. In
conclusion, the large-U ground state preserves the full
SU(2)↑ × SU(2)↓ × SU(2)M ' SO(4)× SO(3) symmetry.
In the trivial Mott phase, both the fermionic and
bosonic excitations are gapped. In the large U limit,
the single particle gap is 9U , the O(3) vector gap is 8U
and the O(4) vector gap is 12U . The O(4) vector gap
can be soften by the inter-site coupling J . When the gap
is soften to zero, the O(4) boson will condense and the
system will enter the SSB phase. So we expect the order-
disorder transition to happen at J ∼ U in the strong
interaction limit.
The most interesting feature of this model is the topo-
logical transition between the bosonic SPT phase and
the trivial Mott phase. Previous numerical study14 shows
that with the exact SO(4) symmetry described in this sec-
tion, there can be a direct continuous transition between
the bosonic SPT phase and the trivial Mott phase, where
the gap of bosonic modes N closes, while the fermion
gap remains open. Thus we expect this phase transition
can be described by Eq. (13). The phase diagram and
the renormalization group flow of Eq. (13) was studied
in Ref. 15. In the large g (small J) regime, the bosonic
SPT phase corresponds to pi < Θ ≤ 2pi controlled by the
stable fixed point Θ = 2pi, and the trivial Mott phase
corresponds to 0 ≤ Θ < pi controlled by the stable fixed
point Θ = 0. The two phases are separated by the quan-
tum phase transition at Θ = pi, which in general can be
either first order or continuous, while numerical results
in Ref. 14 demonstrates that this transition is continu-
ous, which implies that the disordered phase of Eq. 13
with Θ = pi is a (2 + 1)d CFT. The stability of this CFT
against perturbations that break the SO(4) symmetry
needs further studies.
3. Sign-Free QMC Simulation
In this subsection we show that the whole J = 0 line
in the phase diagram Fig. 2 can be simulated by de-
terminant QMC without fermion sign problem. Along
the J = 0 line, the interacting bilayer QSH model in
Eq. (10) admits sign-free QMC simulations. We per-
form Hubbard-Stratonovich (HS) decomposition of the
on-site interaction in the O(3) vector channel by intro-
ducing the O(3) auxiliary field mi, such that −UM2i →
−mi ·Mi + 14Um2i . The partition function is a sum of
5the Boltzmann weight W [mi(τ)] over spacetime config-
urations of the auxiliary field mi(τ),
Z =
∑
[mi(τ)]
W [mi(τ)],
W [mi(τ)] = Tr
∏
τ
e−∆τH[mi(τ)],
(18)
where H[mi] is a fermion bilinear Hamiltonian as a func-
tional of mi,
H[mi] = Hband +
∑
i
(
−mi ·Mi + 1
4U
m2i
)
. (19)
It can be verified that the Hamiltonian H[mi] has the
following time-reversal symmetry T for all configurations
of mi.
T :
{
fi↑ → Kif†i↓
fi↓ → Kif†i↑
,
{
f†i↑ → K(−i)fi↓
f†i↓ → K(−i)fi↑
, (20)
where K is the complex conjugation operator. Accord-
ing to Ref. 21–23, the time-reversal symmetry ensures the
weight W [mi] to be positive definite, which allows QMC
simulations without the fermion sign problem.
However when J 6= 0, we are not aware of any sign-free
QMC simulation scheme that also preserves the SO(4)
symmetry. The most straight-forward HS decomposition
of the J-term interaction is in the O(4) vector chan-
nel, as done in Eq. (14). However it suffers from the
fermion sign problem. Because the fermion sign structure
of the weight W [ni(τ)] must match the bosonic SPT sign
structure described by the topological Θ-term in Eq. (13),
which requires each O(4) skyrmion in the spacetime con-
figuration of n to be associated with a minus sign. Such
sign structure is a defining feature of the bosonic SPT
phase, and can not be avoided. It turns out that other
HS decompositions in the fermion hopping/pairing chan-
nels do not eliminate the sign problem either.
Nevertheless if we are allowed to break the SO(4) sym-
metry, we can introduce the inter-site correlation of N
field without spoiling the sign-free QMC. Because as
long as the time reversal symmetry in Eq. (20) is pre-
served, the Boltzmann weight will be positive definite.
Among the four components of the vector N , only N0
is time-reversal odd (i.e. T : N0 → −N0), and the re-
maining components N1,2,3 are time-reversal even (i.e.
T : N1,2,3 → N1,2,3). Hence the following decomposition
is time reversal symmetric,
H[mi,ni] = H[mi] +
∑
i
∑
a=1,2,3
naiN
a
i + · · · , (21)
which will result in positive definite weight W [mi,ni].
Therefore it is possible to explore the entire J-U phase
diagram like Fig. 2, if we lower the SO(4) symmetry to
its SO(3), U(1) or Z2 subgroups.
B. Boundary Theory
1. One-Loop RG
On the free-fermion level, the helical edge modes of the
bilayer QSH model is described by
Hbdy =
∫
dx(ψ†Li∂xψL − ψ†Ri∂xψR), (22)
where ψL (ψR) is the left (right) moving edge mode as-
sociated to f↑ (f↓). Both of them are complex fermion
doublets,
ψL =
(
ψL1
ψL2
)
, ψR =
(
ψR1
ψR2
)
. (23)
The SO(4) symmetry is factorized to SU(2)L × SU(2)R
acting on ψL and ψR respectively. On symmetry ground,
the most generic SO(4)×SO(3) invariant interaction that
can be induced on the boundary takes the form of
Hint =
∫
dx(λJN ·N + λUM ·M), (24)
where the O(4) vector N follows from Eq. (4) as
N = ψ†R(τ
0, iτ1, iτ2, iτ3)ψL + h.c., (25)
and the O(3) vector M follows from Eq. (5) as
M− =
∑
σ=L,R
ψᵀσiτ
2ψσ,M
3 =
∑
σ=L,R
(−)σψ†σψσ. (26)
Along the J = 0 line, we expect λJ → 0 and λU < 0
at the UV scale. To facilitate the analysis, we split the
λUM ·M interaction into the in-plane H± and out-of-
plane H3 terms, and rearrange the interaction as
Hint =
∫
dx(λ±H± + λ3H3 + λ0H0),
H± = 12 (M
+M− +M−M+),
H3 = M
3M3,
H0 =
1
3M ·M − 16N ·N + 23
=
∑
σ=L,R
(ψ†σψσ − 1)2.
(27)
Here the SO(3) symmetry is allowed to be broken if
λ± 6= λ3. However we will show that the anisotropy
is irrelevant under RG. The one-loop RG equations are
d
d`λ± = − 43λ±λ3,
d
d`λ3 = − 43λ2±,
d
d`λ0 =
4
3λ
2
± +
8
3λ±λ3.
(28)
At the free-fermion fixed point, λ± is always a marginally
relevant perturbation, regardless of its initial sign.
The interaction will flow towards the (λ±, λ3, λ0) →
6(−1,−1,+3) direction if λ± < 0, or towards the
(λ±, λ3, λ0) → (+1,−1,−1) direction if λ± > 0. The
fixed-point interaction will take the following form
Hint =
∫
dx
(− 4λ±(ψ†R1ψ†R2ψL1ψL2 + h.c.)
− 2λ3(ψ†RψR − 1)(ψ†LψL − 1)
)
.
(29)
with λ3 < 0 and λ± = ±λ3. In both cases, the SO(3)
symmetry is restored under the RG flow. At the RG fixed
point, the interaction is expected to gap out fluctuations
of the Ø(3) vector M on the boundary. Since M is a
collective mode of fermions, so the fermions must also be
gapped out by the interaction on the boundary.
2. Abelian Bonsonization
In the following, we will use the Abelian bosonization
to show that the interaction indeed gaps out the fermion
mode, and drive the boundary into a SU(2)1 CFT. The
boundary fermions in Eq. (23) can be written as
ψσα =
κσα√
2pia
eiφσα σ = L,R, α = 1, 2, (30)
where a is a short distance cut-off and κσα is the Klein
factor that ensures the anticommutation of the fermion
operators. The helical edge modes in Eq. (22) can be
bosonized to a Luttinger liquid (LL)
SLL =
∫
dτdx
1
4pi
(∂xφ
ᵀK∂τφ+ ∂xφᵀV ∂xφ), (31)
where φ = (φL1, φL2, φR1, φR2)
ᵀ, and the density fluc-
tuations are given by ψ†σαψσα =
1
2pi (−)σ∂xφσα. The K
matrix reads
K =
(+1
+1
−1
−1
)
. (32)
The V matrix is an identity matrix at the free-fermion
fixed point, and will be modified under interactions.
Under the RG flow, forward scatterings become irrele-
vant, and the fixed point interaction only contains umk-
lapp and backward scatterings as in Eq. (29). In terms
of the bonsonized degrees of freedom φ,
Hint =
∫
dx
g3
2pi
∑
α,β
∂xφLα∂xφRβ − 8λ± cos(lᵀ0φ), (33)
where g3 = λ3/pi and the vector l0 = (1, 1,−1,−1)ᵀ. So
the full boundary theory reads
S = SLL − 8λ±
∫
dτdx cos(lᵀ0φ), (34)
with the V matrix given by
V =
 1 0 g3 g30 1 g3 g3g3 g3 1 0
g3 g3 0 1
 . (35)
So the scaling dimension of cos(lᵀ0φ) is
∆0 = 2
√
1 + 2g3
1− 2g3 . (36)
For small λ3, ∆0 ' 2 + 4λ3/pi (recall that g3 = λ3/pi).
The gapping term cos(lᵀ0φ) is marginal (∆0 = 2) at the
free-fermion fixed point λ3 = 0, and will become relevant
(∆0 < 2) if λ3 < 0.
Although we started from a rather specific fixed point
interaction in Eq. (29), the resulting boundary theory
in Eq. (34) is of the generic form which is compatible
with symmetry requirements. The SO(4) × SO(3) '
SU(2)L × SU(2)R × SU(2)M symmetry action is not
transparent in the Abelian bosonization, nevertheless its
U(1)L ×U(1)R ×U(1)M subgroup is clear:
U(1)L : ψL → eiαLτ3ψL,
U(1)R : ψR → eiαRτ3ψR,
U(1)M : ψL/R → eiαMψL/R.
(37)
Correspondingly the φ field is transformed as follows
φ→ φ+
 1 0 1−1 0 10 1 1
0 −1 1

αLαR
αM
 . (38)
Therefore −8λ± cos(lᵀ0φ) is the most relevant symmetry-
preserving cosine term that can be added to the action.
The O(4) vectorN are linearly recombinations of the fol-
lowing fermion bilinear operators (and their conjugates)
ψ†R1ψL1 = e
ilᵀ1φ, lᵀ1 = (1, 0,−1, 0);
ψ†R1ψL2 = e
ilᵀ2φ, lᵀ2 = (0, 1,−1, 0);
ψ†R2ψL1 = e
ilᵀ3φ, lᵀ3 = (1, 0, 0,−1);
ψ†R2ψL2 = e
ilᵀ4φ, lᵀ4 = (0, 1, 0,−1).
(39)
They transform under U(1)L × U(1)R but not U(1)M .
These operators eil
ᵀ
aφ (a = 1, 2, 3, 4) all have the same
scaling dimension
∆a =
−2g3
1− 2g3 −
√
1− 4g23
. (40)
At the free-fermion fixed point, −8λ± cos(lᵀ0φ) is a
marginal perturbation, meaning that it is sitting right
at a KT transition point. So any finite λ± will render
the cosine term relevant, regardless of the sign of λ±, as
shown in Fig. 3. The RG equation near KT transition is
given by
d
d`λ± ∼ (2−∆0)λ±,
d
d`∆
−1
0 ∼ λ2±.
(41)
Plugging in Eq. (36) for ∆0 and expanding around λ3 →
0, we arrive at dd`λ± ∼ −λ±λ3, dd`λ3 ∼ −λ2±, consis-
tent with Eq. (28), therefore the λ± term is marginally
relevant.
7� � � � � Δ�
λ±
FIG. 3: RG flow near the KT transition point. The free-
fermion fixed point (∆0, λ±) = (2, 0) is marked out by a red
point. The red arrows illustrate the RG flow after small λ±
perturbation.
From lᵀ0K
−1l0 = 0, we know that cos(l
ᵀ
0φ) is a bosonic
operator. So as λ± flows to infinity under RG, the field
φ will be pinned by the cosine term to lᵀ0φ = 0 mod 2pi.
Any operator Ol = e
ilᵀφ that does not commute with
cos(lᵀ0φ) (i.e. l
ᵀK−1l0 6= 0) will be gapped out. Us-
ing this criterion, it is easy to check that all fermions
are gapped out, and the O(4) vector operators N as in
Eq. (39) remain gapless. Further more, lᵀ0φ = 0 mod 2pi
implies that any charge vector la will be equivalent to
la+nl0 (n ∈ Z). As a result, we establish the equivalences
l1 ∼ −l4 and l2 ∼ −l3 among the O(4) operators. So un-
der interactions, there are only two independent bosonic
modes left on the boundary. Let us choose lᵀ1φ and l
ᵀ
2φ as
the bosonic boundary modes, the effective K matrix can
be obtained from the projection K−1eff = P
ᵀK−1P with
P = (l1, l2). The result is
Keff =
(
0 1
1 0
)
, (42)
which exactly describes the bosonic SPT boundary.5 Ac-
cording to Eq. (39), the physical meaning of the bosonic
boundary modes are simply the SDW-XY and SC fluc-
tuations on the boundary,
eil
ᵀ
1φ = ψ†R1ψL1 ∼ N0 − iN3 = S−,
eil
ᵀ
2φ = ψ†R1ψL2 ∼ N2 − iN1 = ∆†.
(43)
Then the Keff matrix describes the effect that each 2pi
vortex of the pairing field ∆† will trap a spin-1 excita-
tion S−. This corresponds to the spin Hall conductance
σsH = 2, consistent with the bilayer QSH state in the
free-fermion limit.
As the gapping term cos(lᵀ0φ) becomes relevant, its
scaling dimension ∆0 will flow to 0 as shown in Fig. 3.
From Eq. (36), ∆0 → 0 corresponds to g3 → −1/2.
Substitute the fixed point g3 = −1/2 to Eq. (40), we
find ∆a = 1/2, meaning that the scaling dimensions of
both the SDW-XY and SC boundary modes are modified
to 1/2 under the RG flow, which is consistent with the
SU(2)1 CFT, and it is also described by the IR fixed point
of the O(4) NLSM with WZW term at level k = 1,24,25
as we have claimed in Eq. (12),
S =
∫
dτdxdu
1
2g
(∂µn)
2 +
ik
2pi
abcdn
a∂τn
b∂xn
c∂un
d.
(44)
The Ø(4) vector field n couples to the fermion bilin-
ear terms N via Hcp = −
∑
i ni · Ni as mentioned
in Eq. (14), such that n ∼ N in terms of symmetry
properties. Therefore according to Eq. (43), n is re-
lated to the bonsonization field φ via n0 − in3 ∼ eilᵀ1φ
and n2 − in1 ∼ eilᵀ2φ. Such a connection becomes more
evident if we note that the WZW term requires each
2pi soliton of n2 − in1 (winding of the complex field
n2 − in1 along x by 2pi phase) should carry one unite
of charge that is conjugate to n0 − in3. This topolog-
ical response is nothing but the commutation relation
[lᵀ1φ(x1), ∂xl
ᵀ
2φ(x2)] = 2piiδ(x1 − x2) in the canonical
quantization language, as required by the Keff matrix in
Eq. (42). So the Keff matrix and the WZW term describe
the same topological phenomenon.
Similar Luttinger liquid analysis for the helical edge
modes was carried out in Ref. 26 under a lower symme-
try, where the boundary can be unstable towards spon-
taneous symmetry breaking. In that case, the boundary
bosonic modes are gapped out by symmetry breaking,
however the bulk state still corresponds to a bosonic SPT
state.
In conclusion, the interaction we designed can gap out
all the fermions on the boundary and change the scal-
ing dimension of the bosonic modes to that of the CFT
SU(2)1, so that the interacting bilayer QSH model has no
low-energy fermion both in the bulk and on the boundary,
i.e. it becomes a real bosonic SPT state. More impor-
tantly, the interaction −U∑iMi ·Mi admits sign-free
QMC simulations, providing us powerful numerical tools
to study the O(4) bosonic SPT phase and its transition to
the trivial SPT phase. The fate of the boundary modes
can also be investigated by QMC.
III. LARGE-N GENERALIZATION
A. Bulk Theory
1. Model and Symmetry
The bilayer QSH model can be generalized to 2N layers
by simply making more identical copies. On each site
i, we define 4N fermions ci`σ with the layer index ` =
1, 2, · · · , 2N and the spin index σ =↑, ↓. Consider the
following interacting fermion model,
H =Hband +Hint
Hband =− t
∑
〈ij〉,`
c†i`cj` +
∑
〈〈ij〉〉,`
iλijc
†
i`σ
zcj` +H.c.
Hint =− U
∑
i
Mi ·Mi,
(45)
8where Mi follows the similar definitions in Eq. (7) as
M−i = 2(−)i
∑
`∈odd
ci,`c
†
i,`+1, M
3
i =
∑
`
(−)i+`c†i`σzci`.
(46)
Following a similar transformation as in Eq. (2), we can
switch to the more convenient f -fermion basis. The band
Hamiltonian still takes the same form as Eq. (3)
Hband =
∑
i,j,σ
(−)σf†iσ(−tij + iλij)fjσ + h.c., (47)
but fiσ are now Sp(N) multiplets. The model has a
Sp(N)↑×Sp(N)↓×SU(2) symmetry. The fermions trans-
form as fiσ → Sσfiσ with Sσ ∈ Sp(N)σ for σ =↑, ↓. For
each spin σ, the symplectic form is defined by an anti-
symmetric real matrix Jσ, such that
SᵀσJσSσ = Jσ with J
ᵀ
σ = −Jσ. (48)
The SU(2) ' SO(3) symmetry rotates the fermion bi-
linear operators Mi = (M
1
i ,M
2
i ,M
3
i ) as an O(3) vector.
Let M±i = M
1
i ± iM2i , the definition of Mi follows form
M−i =
∑
σ
fᵀiσJσfiσ, M
3
i = (−)i
∑
σ
(−)σf†iσfiσ, (49)
and M+i = (M
−
i )
†. The SU(2) generators are therefore
defined as Q =
∑
iQi with Q
a
i =
1
2iabcM
b
iM
c
i . Let
Q±i = Q
1
i ± iQ2i , we can write down the SU(2) charges on
each site explicitly
Q−i = (−)i
∑
σ
(−)σfᵀiσJσfiσ,
Q3i =
∑
σ
(f†iσfiσ −N),
(50)
and Q+i = (Q
−
i )
†. The 3rd component of the global
SU(2) charge Q3 =
∑
iQ
3
i is the total number of f -
fermions in the system (counted with respect to half-
filling), which is obviously conserved by the Hamiltonian
Hband in Eq. (47). It can be further verified that Q
±
are also conserved, as [Hband,Q] = 0. Therefore the free
fermion model Hband has the Sp(N)↑ × Sp(N)↓ × SU(2)
symmetry.
2. Realizing Bosonic SPT Phases
We propose that the following on-site interaction can
turn the 2N -layer QSH system into a Sp(N) × Sp(N)
bosonic SPT state,
Hint = −U
∑
i
Mi ·Mi. (51)
This interaction preserves the Sp(N)↑× Sp(N)↓× SU(2)
symmetry. Tuned by the interaction strength U , the
model has two phases: in the weak interaction regime,
the model is in a Sp(N)↑×Sp(N)↓ (bosonic) SPT phase.
In the strong interaction regime, the model is in a trivial
Mott phase.
In the next subsection we will show that the bound-
ary states at the weakly interacting regime is the CFT
Sp(N)1, without any gapless fermion mode. Thus the
bulk theory is a Sp(N) principal chiral model with a
Θ−term at Θ = 2pi,
S =
∫
dτd2x
1
g
Tr′∂µS−1∂µS +
iΘ
24pi2
µνλTr′AµAνAλ,
(52)
with Aµ = S−1∂µS for S ∈ Sp(N), which describes the
Sp(N)↑ × Sp(N)↓ bosonic SPT phase.
In the strong interaction limit U → ∞, the Hamil-
tonian is decoupled on each site. The on-site interac-
tion −UMi ·Mi can be exact diagonalized. We found
that the on-site ground state is unique. Its energy is
EGS = −4N(N + 2)U (per site), and its wave function is
|GSi〉 =
N∑
q=0
αq(Q
+
i )
q(M+i )
N−q|0〉f ,
with αq =
{
1
q+1
(
N
q
)
q ∈ even,
0 q ∈ odd,
(53)
where
(
N
q
) ≡ N !q!(N−q)! is the binomial coefficient and |0〉f
denotes the zero fermion state of f -fermions. So the
ground state of the whole system is simply a direct prod-
uct state of on-site ground states
|GS〉 =
∏
i
|GSi〉. (54)
It is easy to see that |GSi〉 is Sp(N)↑ × Sp(N)↓ sym-
metric, because Q+i , M
+
i and |0〉f are all invariant un-
der Sp(N)↑ × Sp(N)↓ transformations. One can further
verify that |GSi〉 also preserves the SU(2) symmetry by
checking that Qi|GSi〉 = 0. Thus the ground state is
fully symmetric. Upon the ground state, the single par-
ticle excitation energy is (4N + 5)U , the O(3) excita-
tion energy is 8U and the Sp(N) excitation energy is
(8N + 4)U . All the fermionic and bosonic excitations
are gapped from the ground state. Therefore the ground
state describes a trivial (featureless) Mott insulator. Be-
cause the ground state is unique and fully gapped, it
should be stable against any local perturbation. So we
expect a stable phase of the trivial Mott insulator in the
large U regime.
On the field theory level, the trivial Mott phase corre-
sponds to the Θ = 0 fixed point of the Sp(N) principal
chiral model in Eq. (52). If there is a single continuous
transition between the small-U SPT phase and the large-
U trivial Mott phase, it must be described by the Sp(N)
principal chiral model at Θ = pi. The phase diagram
and the possible criticality can be numerically studied
by QMC without fermion sign problem. Because the in-
teraction term can still be decoupled in the O(3) vec-
tor channel by introducing the auxiliary field mi as in
9Eq. (19). The resulting Hamiltonian H[mi] still has the
time-reversal symmetry in Eq. (20), which ensures the
Boltzmann weight W [mi(τ)] to be positive definite for
any configurations of the auxiliary field mi(τ).
B. Boundary Theory
1. One-Loop RG
Without interaction, the boundary of the 2N -layer
QSH insulator hosts 2N pairs of counter-propagating
fermion modes. The edge mode chirality is locked to the
fermion spin: all the 2N left (right) moving fermions are
of ↑ (↓) spin, forming a Sp(N)L(R) multiplet, denoted
by ψL(R). Thus bulk operators can be mapped to the
boundary simply by rewriting ↑→ L and ↓→ R. The
boundary theory takes the same form as Eq. (22), and is
repeated here
Hbdy =
∫
dx(ψ†Li∂xψL − ψ†Ri∂xψR). (55)
On the boundary, the O(3) vector M follows from
Eq. (49) as
M− =
∑
σ
ψᵀσJσψσ, M
3 =
∑
σ
(−)σψ†σψσ; (56)
and the SU(2) charge Q follows from Eq. (50) as
Q− =
∑
σ
(−)σψᵀσJσψσ, Q3 =
∑
σ
(ψ†σψσ −N). (57)
The bulk interaction Hint in Eq. (51) will induce a
short range interaction Hint = −U ′
∫
dxM ·M on the
boundary at the UV scale. However under the RG flow,∫
dxQ ·Q will be generated. In the N = 1 case, the Q ·Q
term reduces to a linear combination of the M ·M and
N ·N terms, i.e.Q ·Q = M ·M −N ·N + 4, which has
been included in Eq. (24). The one-loop RG analysis is
similar for N > 1 cases. For the purpose of RG analysis,
we start with the most generic Sp(N)L×Sp(N)R×SU(2)
symmetric interaction as follows
Hint =
∫
dx(λMM ·M + λQQ ·Q). (58)
The one-loop RG equations are
d
d`λM = − 23 (λM − λQ)2,
d
d`λQ =
2
3 (λM − λQ)2.
(59)
Therefore the interaction is marginally relevant when
λM < λQ, and will follow towards the (λM , λQ) →
(−1,+1) direction. The fixed point interaction is given
by λQ = −λM and λM → −∞,
Hint =λM (M ·M −Q ·Q)
=2λM
(
(ψᵀRJRψR)
†(ψᵀLJLψL) + h.c.
)
− 4λM (ψ†RψR −N)(ψ†LψL −N).
(60)
The fixed point interaction only contains the left-right
mixing terms. The interactions within the same chi-
ral sector (forward scatterings) will only renormalize the
mode velocity, and can be ignored. In the N = 1 case,
Eq. (60) reduces to Eq. (29) by λ± = λ3 = 2λM (at the
fixed point).
2. CFT Analysis
For each chiral sector, we have the following decompo-
sition of CFT:27
U(2N)1 ' O(4N)1 ' Sp(N)1 + SU(2)N . (61)
This means the U(2N)1 or O(4N)1 CFT, which is de-
scribed by 2N copies of free complex fermions or 4N
copies of free Majorana fermions, can be decomposed
into the direct sum of two interacting CFT: Sp(N)1 and
SU(2)N . The validity of this equation can be seen from
the central charges of these CFT:
cSp(N)1 =
N(2N + 1)
N + 2
, cSU(2)N =
3N
N + 2
, (62)
the sum of these two gives 2N , which is the central charge
of U(2N)1 or O(4N)1.
Therefore the helical fermion CFT can be written in
terms of Sp(N) and SU(2) current operators as
Hbdy =
∫
dx (TL + TR),
Tσ =:ψ
†
σi∂xψσ:
=
2pi
N + 2
(
JaSp(N)σJ
a
Sp(N)σ
+ JaSU(2)σJ
a
SU(2)σ
)
,
(63)
where σ = L,R. The Sp(N)σ current operators are given
by
JaSp(N)σ =:ψ
†
σA
a
σψσ:, (64)
where Aaσ (a = 1, 2, · · · , N(2N + 1)) are the Sp(N)σ
generators, which are properly normalized according to
TrAaσA
b
σ =
1
2δ
ab. The SU(2)σ current operators are de-
fined as
J−SU(2)σ =
1
2 (−)σ :ψᵀσJσψσ:, J3SU(2)σ = 12 :ψ†σψσ:, (65)
such that J
1(2)
SU(2)σ
= Re(Im)J−SU(2)σ . The current opera-
tors satisfy the Kac-Moody algebra
[JaSp(N)σ (x), J
b
Sp(N)σ
(y)] =ifabcSp(N)J
c
Sp(N)σ
(x)δ(x− y)
+ (−)σ iδ
ab
4pi
δ′(x− y),
[JaSU(2)σ (x), J
b
SU(2)σ
(y)] =ifabcSU(2)J
c
SU(2)σ
(x)δ(x− y)
+N(−)σ iδ
ab
4pi
δ′(x− y),
(66)
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where fSp(N) and fSU(2) are Sp(N) and SU(2) structure
factors respectively.
The fixed point interactionHint in Eq. (60) can be writ-
ten exactly as a back-scattering term of the SU(2) cur-
rents
Hint = −16λMJaSU(2)RJaSU(2)L , (67)
because this term is marginally relevant, it will gap out
the SU(2)N ×SU(2)−N sector completely28. The bound-
ary is left with the Sp(N)1 × Sp(N)−1 modes only. The
fermion modes at the boundary must also be gapped
because the SU(2)N sector as collective modes of the
fermions are gapped. Hence indeed the interaction we
design will drive the boundary of this system to a Sp(N)1
CFT, and the bulk of the SPT is described by Eq. 52.
IV. SUMMARY AND DISCUSSION
In this work, we designed a series of interacting fermion
model with short-range interaction, and we demonstrated
that these models can describe the quantum phase tran-
sition between a bosonic SPT state and a trivial Mott
insulator state. These bosonic SPT states are described
by a Sp(N) principal chiral model with a Θ−term.
These models can be reliably simulated using determi-
nant QMC algorithm without sign problem. Our pre-
vious results13,14 already suggest that this SPT-trivial
transition is continuous, which corresponds to the case
with N = 1.
The Sp(N) principal chiral model with N = 1, which is
also an O(4) NLSM was also used to describe the bound-
ary of 3d bosonic SPT states7,29. But in those cases
Θ is no longer a tuning parameter, because Θ = pi is
protected by the symmetry of the system, for instance
time-reversal symmetry. Our results also suggest that if
there is an exact SO(4) symmetry, the boundary of this
SPT state could be a stable (2 + 1)d CFT. But if the
SO(4) symmetry is strongly broken down its subgroups,
this CFT can be further driven into various topological
orders as was discussed in Ref. 7,29.
Another interesting direction is to design a series of
fermion models that would generate the SU(N) principal
chiral model with a topological Θ−term. This is a lit-
tle difficult (though not impossible) to achieve using our
method, because the interaction we designed in this pa-
per is based on the Sp(N)×Sp(N) singlet vector M , and
because of the properties of the Sp(N) group, its singlet
can still be a fermion bilinear operator, thus the inter-
actions in our models are all four-fermion short range
interaction. But if we want to generalize our idea to the
SU(N) groups, it seems much higher order fermion inter-
action must be involved because two SU(N) fundamental
fermions cannot form a SU(N) singlet in general. We will
leave this to future study.
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