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ON THE DISTRIBUTION OF PRIMITIVE SUBGROUPS OF Zd OF
LARGE COVOLUME
MICHAEL BERSUDSKY
Abstract. We prove existence and compute the limiting distribution of the im-
age of rank-(d− 1) primitive subgroups of Zd of large covolume in the space
Xd−1,d of homothety classes of rank-(d− 1) discrete subgroups of R
d. This ex-
tends a theorem of Aka, Einsiedler and Shapira.
1. Introduction
Let X¯d−1,d be the space of rank-(d− 1) discrete subgroups of Rd and let Xd−1,d
be the space of their homothety classes, that is
Xd−1,d
def
= X¯d−1,dupslope ∼,
where,
Λ ∼ α · Λ, α ∈ R×.
For Λ ∈ X¯d−1,d, we will denote by [Λ] its image in Xd−1,d, namely
[Λ]
def
=
{
α · Λ | α ∈ R×} .
The covolume function, denoted by
cov : X¯d−1,d → R+,
is the function that assigns to each Λ ∈ X¯d−1,d the (d− 1)-volume of a fundamental
parallelotope. It is explicitly given by
(1.1) cov(Λ) =
√
det btb, Λ ∈ Xd−1,d,
where b ∈Md×d−1(R) is a matrix whose columns form a Z-basis for Λ. Let Zd−1,dprim ⊆
X¯d−1,d be the set of all subgroups that arise as the intersection of Z
d with a rational
hyperplane. Of particular interest to us are the subsets of Xd−1,d defined by
Zd−1,dprim (T )
def
=
{
[Λ] ∈ Xd−1,d | Λ ∈ Zd−1,dprim , cov(Λ) = T
}
, T ∈ R×.
The sets Zd−1,dprim (T ), T ∈ R× are finite (see e.g. Lemma 3.1) and we denote by
µT , T ∈ R×, the uniform probability counting measures on them. In this note we
prove that certain subsequences of {µT } converge to a probability measure which we
denote by µpolar. The measure µpolar may be described through disintegration (see
e.g. [SS19]) as follows. Let Grd−1(R
d) be the space of hyperplanes in Rd, and for
P ∈ Grd−1(Rd) let
(1.2) XP
def
= {[Λ] ∈ Xd−1,d | Λ ⊆ P} .
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A choice of a linear isomorphism between P and Rd−1 gives an identification of XP
with Xd−1 = PGLd−1(R)upslopePGLd−1(Z). Through this identification, the PGLd−1(R)-
invariant probability measure µXd−1 may be pushed to a measure on XP . It turns out
that the latter push-forward to XP is independent of the chosen isomorphism (see e.g.
part 3 of Lemma 2.1), hence this process defines a measure µP on XP . Let µGrd−1(Rd)
be the SOd(R)-invariant probability measure on Grd−1(R
d). We define
µpolar
def
=
∫
Grd−1(Rd)
µP dµGrd−1(Rd)(P).
For a prime p, let
(1.3) D(p)
def
= {m ∈ N | p ∤ m} .
We prove
Theorem 1.1. The convergence
µTj
weak *−→ µpolar,
holds for:
(1) d = 4, and
{
T 2j
} ⊆ D(p)/8N, for any odd prime p.
(2) d = 5, and
{
T 2j
} ⊆ D(p), for any odd prime p.
(3) d > 5, and
{
T 2j
} ⊆ N.
Remark. It should be possible to prove a version of Theorem 1.1 for d = 3 by relying
on the work of [AES16b]. Also, it seems that the unnecessary congruence conditions
in dimensions 4 and 5 can be removed and an effective estimate on the convergence
can be obtained by exploiting a theorem of Einsiedler, Ru¨hr and Wirth found in
[ERW17]. In order to do so, one should replace Theorem 4.4 (of [AES16a]) stated in
this note, with the corresponding theorems of [AES16b] and [ERW17] and go along
the lines of sections 3 and 4.
1.1. Background for Theorem 1.1. W. Schmidt in [Sch98, Sch15] computed the
distribution of the homothety classes the (d− 1)-integral subgroups through the fil-
tration {
[Λ] ∈ Xd−1,d | Λ ∈ Zd−1,dprim , cov(Λ) ≤ T
}
, as T →∞.
Hence, Theorem 1.1 should be viewed as a sparse version of Schmidt’s result. Later,
Aka, Einsiedler and Shapira in [AES16a, AES16b] computed the limiting distribution
of the image of the sets Zd−1,dprim (T ) in the space Grd−1(R
d) × Od(R)\Xd−1,d. Since
there is a natural surjection pi : Xd−1,d → Grd−1(Rd) × Od(R)\Xd−1,d, Theorem 1.1
implies the main result of [AES16a]. We also note that the type of problem considered
here may be viewed as a natural generalization of the problem considered by Y. Linnik
regarding the equidistribution of the projection to the unit sphere of primitive integer
vectors on large spheres (see [Lin68], and also [EMV10] for a modern review).
1.2. Organization of the note and proof ideas. We provide a novel interpretation
ofXd−1,d as a double coset space (see Proposition 2.2) which allows to use the methods
and results of [AES16a] in order to prove Theorem 1.1. In an overview, the method of
[AES16a] allows to interpret the sets Zd−1,dprim (T ) as compact orbits in an S-arithmetic
space and to relate their natural measure to the measures µT . A key theorem of
[AES16a] states that those orbits equidistribute, which eventually allows to deduce
Theorem 1.1. The organization of the note is as follows.
• In Section 2 we describe Xd−1,d as a coset space, and as a double coset space.
We also discuss the measure µpolar in detail.
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• In Section 3 we discuss the method that is used to “generate” elements of
Zd−1,dprim by the p-adics.
• In Section 4 we discuss the resulting measures and conclude the proof.
2. Xd−1,d as a Homogenous space and its polar coordinates
2.1. The transitive action of SLd(R). The group SLd(R) acts from the left on
Xd−1,d by
g · [Λ] = [gΛ], g ∈ SLd(R), [Λ] ∈ Xd−1,d,
where
gΛ = {gv | v ∈ Λ} .
Let ei, i ∈ {1, .., d} be the standard basis vectors of Rd and note that for g ∈ SLd(R),
the set {ge1, .., ged−1} consists of the first (d− 1) columns of g. Since basis vectors
of any Λ ∈ Xd−1,d can be put to be the first (d− 1) columns of some SLd(R) matrix,
we deduce that the SLd(R) orbit of
x0
def
= [span Z{e1, .., ed−1}]
equals to Xd−1,d. A computation shows that
Qd−1,d
def
=
{(
λγ ∗
01×d 1/ det(λγ)
)
| λ ∈ R×, γ ∈ GLd−1(Z)
}
is the stabilizer of x0. Therefore, we get the identification
Xd−1,d = SLd(R)upslopeQd−1,d.
Remark. In terms of the coset space, the collection
{
[Λ] ∈ Xd−1,d | Λ ∈ Zd−1,dprim
}
is
identified with the orbit SLd(Z)x0.
2.1.1. The measure µpolar . Let Pd−1,d be the parabolic group,
Pd−1,d
def
=
{(
m ∗
01×d 1/ detm
)
| m ∈ GLd−1(R)
}
.
Lemma 2.1. Let g ∈ SLd(R), and let P = spanR{ge1, .., ged−1}. Then:
(1) The subset XP (see (1.2)) is identified with gPd−1,dupslopeQd−1,d.
(2) The map
ϕg : PGLd−1(R)upslopePGLd−1(Z)→ XP ,
which sends
R×m · PGLd−1(Z) 7→ g
(
m 0d−1×1
01×d−1 1
)
Qd−1,d,
is a homeomorphism.
(3) Assume that gPd−1,d = g
′Pd−1,d. Then,
(2.1) (ϕg)∗ µXd−1 = (ϕg′ )∗ µXd−1 ,
where µXd−1 is the PGLd−1(R)-invariant probability measure on Xd−1.
Proof. We observe that
{g ∈ SLd(R) | P = spanR{ge1, .., ged−1}} = gPd−1,d,
hence (1) follows. Next, in order prove (2), we note that the map
φ1 : PGLd−1(R)upslopePGLd−1(Z)→ Pd−1,dupslopeQd−1,d,
that sends,
R×m · PGLd−1(Z) 7→
(
m 0d−1×1
01×d−1 1/ detm
)
Qd−1,d, m ∈ GLd−1(R),
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is a homeomorphism, and the map
φ2 : Pd−1,dupslopeQd−1,d → gPd−1,dupslopeQd−1,d,
defined by multiplication from the left by g, is also a homeomorphism. Hence φ2 ◦φ1
is a homeomorphism, which proves (2). Finally, we prove (3). We let g, g′ ∈ SLd(R)
be such that
g′ = gp,
for some p ∈ Pd−1,d, where p =
(
mp v
01×d 1/ detmp
)
. Then, a short calculation
shows that
(2.2) ϕg′
(
R×mPGLd−1(Z)
)
= ϕg
(
R×mpmPGLd−1(Z)
)
,
hence, since µXd−1 is PGLd−1(R)-invariant, we obtain (2.1). 
Remark. In the rest, we shall abuse notation and denote the measure (ϕid)∗ µXd−1 on
Pd−1,dupslopeQd−1,d by µXd−1 .
We denote
K±d−1,d
def
= Pd−1,d ∩ SOd(R),
which is isomorphic to Od−1(R), and identify Grd−1(R
d) with K±d−1,dSOd(R) via
the map
K±d−1,dρ 7→ spanR{ρ−1e1, .., ρ−1ed−1}.
Remark. To ease the notation, we will omit in the following the indices d− 1, d from
Pd−1,d, Qd−1,d and K
±
d−1,d.
Let µGrd−1(Rd) be the SOd(R)-invariant probability measure and for f ∈ Cc(Xd−1,d)
we define fˆ ∈ Cc(Grd−1(Rd)) by
fˆ(K±ρ)
def
=
(
ϕρ−1
)
∗
µXd−1(f),
which is well defined by part 3 of Lemma 2.1. Then, the measure µpolar is given by
(2.3) µpolar (f)
def
=
∫
Grd−1(Rd)
fˆ(K±ρ) dµGrd−1(Rd)(K
±ρ).
Note that the description (2.3) of µpolar yields the same measure defined in the
introduction, although stated slightly differently. We chose this description since it
suits well to the proof of Lemma 2.3.
2.2. Alternative description of Xd−1,d via polar coordinates. Here we shall
give a description of the elements of Xd−1,d by their orientation and by their shape,
hence the name of polar coordinates. Those coordinates will serve as a bootstrap to
the technique of [AES16a].
2.2.1. The multiplication map. Let ∆K± be the diagonal embedding in SOd(R)×P ,
which is defined by
∆K±
def
=
{
(k, k) | k ∈ K±d−1,d
}
≤ SOd(R)× P.
The following double coset space,
Xpolard−1,d
def
= ∆K± (SOd(R)× PupslopeQ) ,
will be shown to be homeomorphic to Xd−1,d. Consider the map
M : Xpolard−1,d → Xd−1,d,
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defined by
M (∆K±(ρ, ηQ)) = ρ−1ηQ.
It is well defined since if (ρ′, η′Q) = (kρ, kηQ), then ρ′−1η′Q = ρ−1ηQ.
Proposition 2.2. The map M is a homeomorphism.
Proof. To prove injectivity, we assume that
M (∆K±(ρ1, η1Q)) =M (∆K±(ρ2, η2Q)) ,
which is equivalent to that
ρ−11 η1q = ρ
−1
2 η2,
for some q ∈ Q. Then,
SOd(R) ∋ ρ2ρ−11 = η2q−1η−11 ∈ P,
hence there is a k ∈ K± such that
ρ2ρ
−1
1 = η2q
−1η−11 = k,
which in turn implies
∆K±(ρ1, η1Q) = ∆K
±(ρ2, η2Q).
To prove continuity of M, we consider the following commuting diagram
SOd(R)× P

// SLd(R)

Xpolard−1,d M
// Xd−1,d
where the vertical maps are the natural projections, and the horizontal upper arrow
sends
(ρ, η) 7→ ρ−1η.
Note that the resulting map from SOd(R)×P to Xd−1,d is a composition of continuous
maps, hence is continuous. Therefore, by the universal property of the quotient space,
M is continuous. Next, we compute the inverse of M and show it is continuous. Let
A ≤ SLd(R) be the diagonal subgroup with positive entries, and N ≤ SLd(R) be the
group of upper triangular unipotent matrices. The map (Iwasawa decomposition)
ψ : SOd(R)×A×N → SLd(R),
given by
ψ(ρ, a, n) = ρan,
is a homeomorphism (see e.g. [BM00], Chapter 5). Consider the following commuting
diagram,
SOd(R)× P

SOd(R)×A×Npoo SLd(R)ψ
−1
oo

Xpolard−1,d Xd−1,d
oo
where the map p is defined by
p(ρ, a, n)
def
=
(
ρ−1, an
)
,
and the horizontal maps are the natural projections. The map corresponding to the
lower horizontal arrow sends
ρanQ 7→ ∆K± (ρ−1, anQ) ,
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which is clearly an inverse forM. Since the resulting map from SLd(R) to Xpolard−1,d is a
composition of continuous maps, we get that it is continuous, hence by the universal
property of the quotient space, M−1 is continuous. 
2.2.2. The measure µpolar through the polar coordinates. Consider the map
q∆K± : SOd(R)× PupslopeQ→ Xpolard−1,d,
that divides from the left by ∆K±. We define
(2.4) νpolar
def
= (q∆K±)∗ µSOd(R) ⊗ µXd−1 .
Lemma 2.3. It holds that M∗νpolar = µpolar.
Proof. First, recall that for ϕ ∈ Cc(SOd(R)) ,
∫
SOd(R)
ϕ dµSOd(R) =
∫
Grd−1(Rd)
(∫
K±
ϕ(kρ) dµK±(k)
)
dµGrd−1(Rd)(K
±ρ).
Hence for f ∈ Cc(Xpolard−1,d),
νpolar(f) =
∫
f(q∆K±(ρ, ηQ))dµXd−1(ηQ)dµSOd(R)(ρ) =
(2.5)
∫ (∫
f(q∆K±(kρ, ηQ))dµXd−1 (ηQ)dµK±(k)
)
dµGrd−1(Rd)(K
±ρ).
Note that
q∆K±(kρ, ηQ) = q∆K±(ρ, k
−1ηQ),
whence, by (2.5),
νpolar(f) =
∫ (∫
f(q∆K±(ρ, k
−1ηQ))dµXd−1(ηQ)
)
dµK±(k)dµGrd−1(Rd)(K
±ρ).
The measure µXd−1 is K
± invariant, so that
νpolar(f) =
∫ (∫
f(q∆K±(ρ, ηQ))dµXd−1(ηQ)
)
dµGrd−1(Rd)(K
±ρ).
Finally, the push-forward by M gives
M∗νpolar(f) =
∫ (∫
f(ρ−1ηQ)dµXd−1(ηQ)
)
dµGrd−1(Rd)(K
±ρ),
where ∫
f(ρ−1ηQ)dµXd−1(ηQ) =
(
ϕρ−1
)
∗
µXd−1(f).
In view of the definition (2.3), the proof is now done. 
Remark. The whole discussion of this section can be adjusted with no trouble to the
spaces Xk,d of homothety classes of of rank-k discrete subgroups of R
d, for 1 ≤ k < d.
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3. The p-adic factory of primitive integral subgroups
3.1. The mechanism. In order to better connect our discussion to the one of [AES16a],
we shall recall the description of the elements Λ ∈ Zd−1,dprim with fixed covolume as or-
thogonal lattices to integer vectors of fixed norm. Let Zdprim be the set of integral
primitive vectors. For a primitive integer vector v ∈ Zdprim , let v⊥ ∈ Grd−1(Qd) be
the orthogonal hyperplane to v. We define the orthogonal lattice to v by
Λv
def
= v⊥ ∩ Zd.
Note that the map that sends Zdprim ∋ v 7→ Λv, is onto Zd−1,dprim . In addition, let
Sd−1(T )
def
=
{
v ∈ Zdprim | ‖v‖ = T
}
.
Then, we have the following bijection.
Lemma 3.1. The map
Λ∗ : S
d−1(T )→ Zd−1,dprim (T )
which sends v 7→ Λv is a bijection.
Proof. See [AES16a], introduction. 
Let v ∈ Zdprim and let Hv ≤ SOd be the subgroup stabilizing v. We define by
gv ∈ SLd(Z) to be a matrix who’s first d− 1 columns form a positively oriented basis
for Λv. Note that Hv and g
−1
v Hvgv are both linear algebraic groups defined over Q,
and observe that g−1v Hvgv ≤ ASLd−1, where
ASLd−1 =
{(
g ∗
01×d−1 1
)
| g ∈ SLd−1
}
.
For what follows, we denote by Qp the field of p-adic numbers and by Zp the ring
of p-adic integers. Now, recall that ASLd−1(Qp) = ASLd−1(Zp)ASLd−1
(
Z
[
1
p
])
(see
[AES16a] Section 6.3) and assume that h ∈ Hv(Qp) ∩ SOd(Zp)SOd
(
Z
[
1
p
])
. Then,
we may write
(3.1) h = c1γ1, c1 ∈ SOd(Zp), γ1 ∈ SOd
(
Z
[
1
p
])
,
and
(3.2) g−1v hgv = c2γ
−1
2 , c2 ∈ ASLd−1(Zp), γ2 ∈ ASLd−1
(
Z
[
1
p
])
.
The following lemma, and its corollary, show the principle which is used to generate
elements Λ ∈ Zd−1,dprim of a fixed covolume.
Lemma 3.2. It holds γ1gvγ2 ∈ SLd(Z).
Proof. We observe from (3.1) and (3.2) that
SLd
(
Z
[
1
p
])
∋ γ1gvγ2 = c1gvc−12 ∈ SLd(Zp),
Since Zp ∩ Z
[
1
p
]
= Z, the statement follows. 
Remark. Although not explicitly stated in [AES16a], the proof of Lemma 3.2 can be
readily deduced from the proof of Proposition 6.2 of [AES16a].
8 MICHAEL BERSUDSKY
Corollary 3.3. Let Λ be the Z-span of the first (d− 1) columns of γ1gvγ2. It holds
that γ1v ∈ Zdprim and Λ = Λγ1v. Importantly,
cov(Λ) = cov(Λv).
Proof. Since γ1gvγ2 ∈ SLd(Z), the basis of Λ can be completed to a basis of Zd which
implies that Λ ∈ Zd−1,dprim . Next, a computation that uses (1.1) shows
(3.3) cov(Λ) = cov(Λv).
Now observe that Λ ⊆ γ1v⊥. Hence by Lemma 3.1 and (3.3) we deduce γ1v ∈ Zdprim
and Λ = Λγ1v. 
3.2. The S-arithmetic orbits and their projection to the reals. To ease the
notation, we introduce
G1
def
= SOd, G2
def
= ASLd−1, G
def
= G1 ×G2.
For an odd prime p let
Yp def= G(R×Qp)/G
(
Z
[
1
p
])
,
where by G
(
Z
[
1
p
])
we mean the diagonal embedding of each Gi
(
Z
[
1
p
])
factor into
Gi(R×Qp). Consider the set
U def= G(R× Zp)G
(
Z
[
1
p
])
⊆ Yp.
We now recall the (well known) construction of the projection to the real coordinate.
If
((g1,∞, g1,p), (g2,∞, g2,p))G
(
Z
[
1
p
])
∈ U ,
then we may write for i ∈ {1, 2},
gi,p = ci,pγi,p, ci,p ∈ Gi (Zp) , γi,p ∈ Gi
(
Z
[
1
p
])
.
Then, the map q∞ : U → G(R)/G(Z) is defined by
(3.4) q∞
(
((g1,∞, g1,p), (g2,∞, g2,p))G
(
Z
[
1
p
]))
def
= (g1,∞γ
−1
1,p, g2,∞γ
−1
2,p)G (Z) .
3.2.1. The S-arithmetic orbit and its decomposition. Let v ∈ Zdprim and let gv be as
defined in Section 3.1. We define the following diagonal embedding of Hv,
Lv
def
=
{(
h, g−1v hgv
) | h ∈ Hv} ≤ G.
We choose some kv ∈ SOd(R) such that
kvv = ed,
and we denote by av the diagonal matrix with entries (‖v‖−1/(d−1) , .., ‖v‖−1/(d−1) , ‖v‖).
This choices imply that avkvgv ∈ ASLd−1(R). The following orbit is of main impor-
tance,
(3.5) Ov,p
def
= ((kv, ep), (avkvgv, ep)) · Lv(R×Qp)G
(
Z
[
1
p
])
.
We consider the following decomposition of Hv(Qp) into double cosets
(3.6) Hv(Qp) =
⊔
h∈M
Hv (Zp)hHv
(
Z
[
1
p
])
,
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where M is a set of representatives of the double coset space. We note that the
collection of representatives is finite (see [AES16a], section 6.2). We denote
K
def
= Hed(R)
∼= SOd−1(R),
and
∆K(R)× Lv(Zp) def=
{(
(k, h), (k, g−1v hgv)
) | k ∈ K, h ∈ Hv(Zp)} .
Lemma 3.4. It holds that
(3.7) Ov,p =
⊔
h∈M
Ov,p,h,
where
Ov,p,h = (∆K × Lv(Zp))
(
(kv, h), (avkvgv, g
−1
v hgv)
)
G
(
Z
[
1
p
])
.
Proof. This follows from a simple computation which uses (3.6), and the observation
that
kvHv(R)k
−1
v = K.

Let q1 : U → G1(Qp) be the projection to the p-adic coordinate of G1(R × Qp),
and define
M0
def
= {h ∈M | h ∈ q1(U)} .
We observe that Lv(Zp)(h, g
−1
v hgv)G
(
Z
[
1
p
])
is either contained in U or disjoint from
it. In particular
(3.8) Lv(Zp)(h, g
−1
v hgv)G
(
Z
[
1
p
])
⊆ U ⇐⇒ h ∈M0.
Corollary 3.5. It holds that
(3.9) Ov,p ∩ U =
⊔
h∈M0
Ov,p,h.
Proof. This follows from the definition of U , decomposition (3.7) and observation
(3.8). 
This allows for the following nice description of q∞(U ∩Ov,p).
Proposition 3.6. For h ∈ M0, choose γi(h) ∈ Gi
(
Z
[
1
p
])
, i ∈ {1, 2}, by (3.1) and
(3.2). The following holds:
(1) For h ∈M0,
(3.10) q∞ (Ov,p,h) = ∆K
(
kvγ
−1
1 (h), avkvgvγ2(h)
)
G(Z).
(2) If h, h′ ∈M0 and h 6= h′ , then
(3.11) Kkvγ
−1
1 (h)G1(Z) ∩Kkvγ−11 (h′)G1(Z) = ∅,
in particular
(3.12) q∞ (Ov,p,h) ∩ q∞ (Ov,p,h′) = ∅.
(3) For h ∈M0,
q−1∞
(
∆K
(
kvγ
−1
1 (h), avkvgvγ2(h)
)
G(Z)
)⋂
Ov,p = Ov,p,h.
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Proof. For h ∈M0, we write
(3.13) h = c1(h)γ1(h), g
−1
v hgv = c2(h)γ
−1
2 (h),
where (c1(h), c2(h)) ∈ G(Zp) and (γ1(h), γ2(h)) ∈ G
(
Z
[
1
p
])
.
(1) Since
(
(γ−11 (h), γ
−1
1 (h)) , (γ2(h), γ2(h))
) ∈ G(Z [ 1p
])
, we see that
∆K × Lv(Zp) ·
(
(kv, h) , (avkvgv, g
−1
v hgv)
)
G
(
Z
[
1
p
])
=
= ∆K × Lv(Zp)
(
(kvγ
−1
1 (h), c1(h)), (avkvgvγ2(h), c2(h))
)
G
(
Z
[
1
p
])
.
Hence by definition (3.4),
q∞ (Ov,p,h) = ∆K
(
kvγ
−1
1 (h), avkvgvγ2(h)
)
G(Z).
(2) The proof of (3.11) is a routine check, hence we omit its details and leave
them for the reader (one may also look at the proof of Proposition 6.2 in
[AES16a]). Note that (3.12) follows from (3.11).
(3) This fact follows immediately from the two last ones and (3.9).

3.3. The resulting elements of Zd−1,dprim . The following commuting diagram will be
important for us,
(3.14) U q∞ // G(R)upslopeG(Z)
q∆K
// ∆KG(R)upslopeG(Z)
G(R)upslopeG2(Z)
id×q
G2(R)upslopeG2(Z)
PupslopeQ

piG1(Z)
OO
q˜∆K
// ∆KG(R)upslopeG2(Z)
q˜

p˜iG1(Z)
OO
M˜
''PP
P
P
P
P
P
P
P
P
P
P
P
G1(R)× PupslopeQ q∆K± // X
polar
d−1,d M
// Xd−1,d
The maps piG1(Z) and p˜iG1(Z) are obtained by dividing from the right by G1(Z). The
maps q∆K , q˜∆K and q∆K± are obtained by dividing from the left by ∆K and ∆K
±
correspondingly. The map
q
G2(R)upslopeG2(Z)
PupslopeQ : G2(R)upslopeG2(Z)→ PupslopeQ,
is naturally defined by pi2 (gG2(Z)) = gQ, since G2(Z) ≤ Q. The maps q˜ and M˜ are
defined so that the diagrams commute. Now, denote
(3.15) R˜v
def
= q˜∆K
(
pi−1
G1(Z)
(q∞(U ∩Ov,p))
)
,
then, by Proposition 3.6, we get that R˜v is the finite collection of points
O˜v,h,γ
def
= ∆K
(
kvγ
−1
1 (h)γ, avkvgvγ2(h)G2(Z)
)
, γ ∈ G1(Z), h ∈M0,
where γi(h), i ∈ {1, 2}, are defined in (3.13). Denote
L(v) def= M˜(R˜v) ⊆ Xd−1,d.
Lemma 3.7. It holds that
L(v) =
{
[Λ(v, h, γ)]
def
= γ−1γ1(h)gvγ2(h)Q | h ∈M0, γ ∈ G1(Z)
}
.
Importantly [Λ(v, h, γ)] =
[
Λγ−1γ1(h)v
]
and as a consequence L(v) ⊆ Zd−1,dprim (‖v‖).
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Proof. We have
M˜
(
O˜v,h,γ
)
= γ−1γ1(h)k
−1
v (avkvgvγ2(h)Q) ,
and we note that avkvgvγ2(h)Q = kvgvγ2(h)Q, which gives
M˜
(
O˜v,h,γ
)
= γ−1γ1(h)
(
k−1v kv
)
gvγ2(h)Q = [Λ(v, h, γ)] .
By Corollary 3.3,
(3.16) [Λ(v, h, γ)] =
[
Λγ−1γ1(h)v
]
,
and also L(v) ⊆ Zd−1,dprim (‖v‖). 
3.3.1. Refinement of Theorem 1.1. For everything that follows we fix a prime p 6= 2
and assume that d ≥ 4 is a natural number.
Definition 3.8. We shall say that v ∈ Zdprim is admissible, if either of the following
holds
(1) d = 4, and ‖v‖2 ⊆ D(p)/8N.
(2) d = 5, and ‖v‖2 ⊆ D(p).
(3) d > 5, and v is any primitive vector.
In section 4 we shall conclude the following theorem.
Theorem 3.9. Let {vi}∞i=1 be a sequence of admissible vectors such that
‖vi‖ → ∞,
and let µvi be the uniform counting measures supported on L(vi). Then
µvi
weak *−→ µpolar.
Theorem 3.9 implies Theorem 1.1 by the following. In [AES16a] (see Section 5.1
and Proposition 6.2 in [AES16a]) there was introduced an equivalence relation on
the primitive vectors lying on spheres. It was shown that the equivalence class of
v ∈ Zdprim is exactly {
γ−1γ1(h)v
}
γ∈G1(Z), h∈M0
.
Hence by Lemma 3.13, if v ∼ u then L(v) = L(u).
4. The resulting measures
4.1. A further refinement. We define ν˜v be the uniform measure on the finite set
R˜v (defined in (3.15)). We also define the measure
(4.1) ν˜polar = (q˜∆K)∗ µG1(R) ⊗ µG2(R)upslopeG2(Z),
where µG1(R) and µG2(R)upslopeG2(Z) are the Haar probability measure on G1(R) and the
G2(R)-invariant probability measure on G2(R)upslopeG2(Z). We will prove the following.
Theorem 4.1. Let {vi}∞i=1 be a sequence of admissible vectors such that
‖vi‖ → ∞,
then
(4.2) ν˜vi
weak *−→ ν˜polar.
Theorem 4.1 implies Theorem 3.9 by the following two lemmata.
Lemma 4.2. It holds that the map M˜ when restricted to R˜v is a bijection onto L(v).
In particular,
(4.3) M˜∗ν˜v = µv.
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Proof. The map is clearly onto. In order to prove injectivity, we recall that part 2 of
Proposition 3.6 states that
Kkvγ
−1
1 (h)G1(Z) ∩Kkvγ−11 (h′)G1(Z) = ∅, h 6= h′, h, h′ ∈M0,
which implies that for different representatives h, h′ ∈M0, the corresponding (d− 1)-
subgroups defined by (3.16) lie inside different hyperplanes. Finally, since bijectivity
is established, we immediately get (4.3). 
Lemma 4.3. It holds that M˜∗ν˜polar = µpolar .
Proof. Since M˜ = M◦ q˜ and since M∗νpolar = µpolar , it is left to prove q˜∗ν˜polar =
νpolar. We note that (
q
G2(R)upslopeG2(Z)
PupslopeQ
)
∗
µG2(R)upslopeG2(Z) = µXd−1 ,
and observe by Diagram (3.14) that
(4.4) q˜ ◦ q˜∆K = q∆K± ◦
(
id× qG2(R)upslopeG2(Z)PupslopeQ
)
.
Therefore,
q˜∗ν˜polar =︸︷︷︸
definition of ν˜polar
(q˜)∗
(
(q˜∆K)∗ µG1(R) ⊗ µG2(R)upslopeG2(Z)
)
=︸︷︷︸
(4.4)
(q∆K±)∗
(
id× qG2(R)upslopeG2(Z)PupslopeQ
)
∗
µG1(R) ⊗ µG2(R)upslopeG2(Z) =
(q∆K±)∗ µG1(R) ⊗ µXd−1 =︸︷︷︸
(2.4)
νpolar .

4.2. Proof of Theorem 4.1. To summarize, we have
Theorem 4.1 =⇒ Theorem 3.9 =⇒ Theorem 1.1.
Hence this section serves as the last step of the proof for Theorem 1.1.
4.2.1. The key Theorem of [AES16a]. The orbit Ov,p defined in (3.5) is a compact
orbit (see [AES16a], Section 3.2) and we denote by µOv,p the Lv(R × Qp)-invariant
probability measure supported on Ov,p. Also, let µYp be the G(R × Qp)-invariant
probability measure on Yp. The following theorem, which was proved in [AES16a], is
key in order to prove Theorem 4.1.
Theorem 4.4. Let {vi}∞i=1 be a sequence of admissible vectors such that
‖vi‖ → ∞,
then
µOvi,p
weak *−→ µYp .
We define the probability measure ηv on Ov,p ∩ U , by
(4.5) ηv
def
= µOv,p |U .
Since U is a clopen set, it follows from Theorem 4.4 that
ηvi
weak *−→ µYp |U .
Also, since q∞ is a proper map we get
(q∞)∗ ηvi
weak *−→ (q∞)∗ µYp |U .
Importantly, µYp |U is G(R) invariant, hence also (q∞)∗ µYp |U . Therefore we deduce,
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Corollary 4.5. It holds that
(4.6) (q∞)∗ ηvi
weak *−→ µG(R)/G(Z),
where µG(R)/G(Z) is the G(R)-invariant probability on G(R)/G(Z).
Next, note that Proposition 3.6 shows that the measure (q∞)∗ ηv is supported on
a finite union of ∆K orbits ⊔
h∈M0
q∞ (Ov,p,h) ,
and by applying further q∆K , we get that (q∆K ◦ q∞)∗ ηv is supported on a finite set
Rv
def
= q∆K ◦ q∞(Ov,p),
which consists of the elements
O˜v,h = ∆K
(
kvγ
−1
1 (h), avkvgvγ2(h)
)
G(Z), h ∈M0.
On the other hand, note that
p˜iG1(Z)
(
R˜v
)
= Rv,
so that
(
p˜iG1(Z)
)
∗
ν˜v has the same support as that of (q∆K ◦ q∞)∗ ηv. The following
lemma connects those two measures.
Lemma 4.6. It holds that
(
piG1(Z)
)
∗
ν˜vi − (q∆K ◦ q∞)∗ ηvi
weak *−→ 0.
In Subsection 4.2.2 we will explain how Lemma 4.6 follows from [AES16a]. Before
that, we explain how Lemma 4.6 and the preceding discussion implies Theorem 4.1.
Proof of Theorem 4.1. By Corollary 4.5, it follows that
(q∆K ◦ q∞)∗ ηvi = (q∆K)∗ ((q∞)∗ηvi)
weak *−→ (q∆K)∗ µG(R)upslopeG(Z).
Hence we get from Lemma 4.6 that
(
piG1(Z)
)
∗
ν˜vi
weak *−→ (q∆K)∗ µG(R)upslopeG(Z).
Observe that (see Diagram (3.14))
(q∆K)∗ µG(R)upslopeG(Z) =
(
piG1(Z)
)
∗
(
(q˜∆K)∗ µG1(R) ⊗ µG2(R)upslopeG2(Z)
)
,
so that by the definition of ν˜polar (see (4.1)), we get that
(
piG1(Z)
)
∗
ν˜vi
weak *−→ (piG1(Z))∗ ν˜polar.
Now, since the measures ν˜v and ν˜polar are both G1(Z) invariant and since G1(Z) is
finite, we also obtain that
ν˜vi
weak *−→ ν˜polar.

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4.2.2. Outline of the proof for Lemma 4.6. Let λv be the uniform counting measures
on the sets Rv. The idea of the proof of Lemma 4.6 is to show that
(4.7)
(
piG1(Z)
)
∗
ν˜v − λv → 0, and (q∆K ◦ q∞)∗ ηv − λv → 0.
We denote
(4.8) (q∆K ◦ q∞)∗ ηv =
∑
h∈M0
αv,hδO˜v,h ,
then,
αv,h
def
= ηv(q
−1
∞ (Ov,h)) =︸︷︷︸
(4.5), and Proposition 3.6
ηv(Ov,p,h).
It follows that
ηv(Ov,p,h) =
α∣∣∣stab∆K×Lv(Zp)(kv, h, avkvgv, g−1v hgv)G(Z( 1p ))
∣∣∣ ,
where α = α(v) normalizes (q∆K ◦ q∞)∗ ηv to be a probability measure. Also, let(
piG1(Z)
)
∗
ν˜v =
∑
h∈M0
βv,hδO˜v,h ,
where
βv,h =
β∣∣stabG1(Z)(Kkvγ−11 (h))∣∣ ,
and β = β(v) normalizes the measure
(
piG1(Z)
)
∗
ν˜v to a probability measure. Let
Mv = max
h∈M0
αv,h,
and
Nv = max
h∈M0
βv,h.
Also let
E =
{
∆K (ρ, η)G(Z)) | ∣∣stabG1(Z)(Kρ)∣∣ > 1} .
The following statements were proven in [AES16a],
Lemma 4.7. The following holds,
(1) For all h ∈M0 such that Ov,h /∈ E, it holds that αv,h =Mv and βv,h = Nv.
(2) |Rv∩E||Rv| → 0.
Proof. See Lemmata 6.3 and 6.4 of [AES16a]. 
It is immediate that Lemma 4.7 implies the limits (4.7).
Acknowledgements. I thank Uri Shapira for purposing this problem, his valuable sup-
port and for many discussions. I also thank Cheng Zheng and Rene Ru¨hr for many
important discussions on this project.
References
[AES16a] M. Aka, M. Einsiedler, and U. Shapira. Integer points on spheres and their orthogonal
grids. Journal of the London Mathematical Society, 93(1):143–158, 2016.
[AES16b] M. Aka, M. Einsiedler, and U. Shapira. Integer points on spheres and their orthogonal
lattices. Inventiones mathematicae, 206(2):379–396, 2016.
[BM00] M. B. Bekka and M. Mayer. Ergodic Theory and Topological Dynamics of Group Actions
on Homogeneous Spaces. London Mathematical Society Lecture Note Series. Cambridge
University Press, 2000.
[EMV10] J. S. Ellenberg, P. Michel, and A. Venkatesh. Linnik’s ergodic method and the distribution
of integer points on spheres. arXiv:1001.0897, 2010.
ON THE DISTRIBUTION OF PRIMITIVE SUBGROUPS OF Zd OF LARGE COVOLUME 15
[ERW17] M. Einsiedler, R. Ru¨hr, and P. Wirth. Distribution of shapes of orthogonal lattices. Ergodic
Theory and Dynamical Systems, pages 1–77, 2017.
[Lin68] Y. V. Linnik. Ergodic properties of algebraic fields, volume 45 of Ergebnisse der Math-
ematik und ihrer Grenzgebiete. 2. Folge. Springer-Verlag Berlin Heidelberg, New York,
1968.
[Sch98] W. M. Schmidt. The distribution of sublattices of Zm. Monatshefte fu¨r Mathematik,
125(1):37–81, 1998.
[Sch15] W. M. Schmidt. Integer matrices, sublattices of Zm, and frobenius numbers. Monatshefte
fu¨r Mathematik, 178(3):405–451, 2015.
[SS19] O. Sargent and U. Shapira. Dynamics on the space of 2-lattices in 3-space. Geometric and
Functional Analysis, 29(3):890–948, 2019.
Department of mathematics, Technion, Haifa, Israel.
E-mail address: bersudsky87@gmail.com
