In this paper we propose a consistent and asymptotically normal estimator (CAN) of intensities 1
Introduction
Consider a queueing network of a computer system with feedback (in which a job may return to previously visited nodes) as shown in Figure 1 . This queueing network consists of a CPU node and an Input/Output (I/O) node. External jobs arrive at the CPU node according to the rate  . After service completion at CPU node, the job proceeds to the I/O node with probability p 1 , and with probability p 0 the job departs from the system, where 0 1 1 p p   . Jobs leaving the I/O node are always fed back to the CPU node (see Figure 1) . The service times at each node are with rates 1  and 2  respectively. The successive service times at both nodes are assumed to be mutually independent and independent of the state of the system. The traffic intensity at the CPU node and I/O node is given by 
respectively. Intensity 1  and 2  can be interpreted as expected number of arrivals per mean service time. The condition for stability of the system is both 1  , 2  are less unity. Basic properties of queueing networks are introduced in Disney [1] . Burke [2] , Beautler and Melamed [3] showed that the input process to a service center in a network with feedback is not Poisson in general. It is for this reason that Jacksons result is remarkable. Jacksons [4] theorem states that each node behaves like an independent queue.
The product form solution to open network of Markovian queues with feedback is also discussed in Jackson [4] . Simon and Foley [5] , Melamed [6] pointed out that computation of response time distribution is difficult even for Jacksonian networks without feedback. Disney and Kiessel [7] discussed traffic process in queueing networks thorough Markov renewal approach. Thiruvaiyaru, Basawa and Bhat [8] established Maximum likelihood estimators of the parameters of an open Jackson network are derived, and their joint asymptotic normality. The problem of estimation for tandem queues is discussed as a special case of the Jackson system. These results are valid when the system is not necessarily in equilibrium. Thiruvaiyaru and Basawa [9] considered the problem of estimation for the parameters in a Jackson's type queueing network with the arrival at each node following renewal process and service time distribution being arbitrary. Open queueing networks are useful in studying the behavior of computer communication networks (Kleinrock [10] ). More approach to queueing network analysis developed by Buzen and Denning [11] . Efron [12] [13] [14] the greatest statistician in the field of nonparametric resampling approach, originally developed and proposed the bootstrap, which is a resampling technique that can be effectively applied to estimate the sampling distribution of any statistic. Specifically, one can utilize the bootstrap method to approximate the sampling distribution of a statistic defined by a random sample from a population with unknown probability distribution. And due to the popularity of PC and statistical software, today the bootstrap becomes the most powerful nonparametric estimation procedure. Based upon the bootstrap resampling technique, most statisticians utilize the standard bootstrap (SB), percentile bootstrap (PB), and bias-corrected and accelerated bootstrap (BCaB) approaches to produce confidence intervals for practical problems.
Besides the standard bootstrap (SB) technique, Rubin [15] presented the Bayesian bootstrap (BB) technique of resampling. Miller [16] showed that the SB can be regarded as an extension of the jackknife. The BB is a natural Bayesian analogue of the SB. The BB simulates the posterior distribution of parameters under particular model specifications, whereas the SB simulates the estimated sampling distribution of a statistic estimating the parameters. Both SB and BB can be applied to construct confidence intervals of intensity for a queueing system with distribution-free inter-arrival and service times.
Chu and Ke [17] constructed new confidence intervals of mean response time for an M/G/1 FCFS queueing system. Also, they performed the accuracy of bootstrap confidence intervals through calculating the coverage probability and the average length of confidence intervals. Chu and Ke [18] proposed a consistent and asymptotically normal (CAN) estimator of the mean response time for a G/M/1 queueing system, which is based on the fixed point of empirical Laplace function. Ke and Chu [19] proposed a consistent and asymptotically normal estimator of intensity for a queueing system with distribution-free interarrival and service times. Also, they computed confidence intervals, testing statistical hypothesis of intensity and power function associated with it in this paper. Ke and Chu [20] constructed new confidence intervals of intensity for a queueing system, which are based on different bootstrap methods. They also performed the accuracy of these bootstrap confidence intervals through calculating the coverage probability and the expected length of confidence intervals. They first proposed bootstrapping technique and concept of relative coverage to queueing system. They studied five estimation approaches of intensity for a queueing system with distribution free inter-arrival and service times for short run. They have introduced a new measure called relative coverage to assess the efficient performances of confidence intervals.
In this paper we propose non parametric interval estimation approach to intensities 1  , 2  for a open queueing network with feedback. In Section 2 we prove that the natural estimators 1 we developed the bias-corrected and accelerated bootstrap (BCaB) confidence intervals. A numerical simulation study is conducted in Section 7 to demonstrate performances of the interval estimation approaches for an open queueing network with feedback using short run data. All simulation results are shown by appropriate tables for illustrating performances of the five interval estimation approaches. Finally, we make some conclusions in Section 8.
Nonparametric Statistical Inference of Intensities
Let X 1 and Y 1 be nonnegative random variables represents the inter-arrival and service time at CPU node. Similarly X 2 and Y 2 be nonnegative random variables represents the inter-arrival and service time at I/O node respectively. Given that a job just completed CPU node burst, it will next request I/O node service with probability 1 p and with probability 0 p , where 0
departs from the system. The random variables at CPU node and I/O node are independent. The intensities are defined as follows: .
Therefore by the Slutsky's theorem [see [21] . It follows from Equation (2) that an estimate of intensity 1  can be calculated from bootstrap samples as
where 1 x  and 1 y  are the sample means of 11 12 , , , 
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Because the central limit theorem implies that the distribution of 1
Similarly 1 21 
is the bootstrap estimate of 2  . And the standard deviation of 2  can be estimated by
Because the central limit theorem implies that the distribution of 2
Bayesian Bootstrap Confidence Intervals of Intensities
The Bayesian bootstrap is analogous to the standard bootstrap. Each BB replication generates a posterior probability for each 1i x . Specifically, one BB replication is generated by drawing 1 n  uniform   Then in terms of equation (2) an estimate of intensity 1  can be calculated from BB replications as 
is the BB estimate of 1  . And the standard deviation of 1  can be estimated by
Applying the asymptotical normality of
Similarly each BB replication generates a posterior probability for each 2i x . Specifically, one BB replication is generated by drawing 1
, ordering them and calculating the gaps w were the probability that 2
that is, we calculate Then in terms of Equation (2) 
is the BB estimate of 2  . And the standard deviation of 2  can be estimated by
Applying the asymptotical normality of  are obtained as
Percentile Bootstrap Confidence Intervals of Intensities
where [x] denotes the greatest integer less than or equal to x.
Bias-Corrected and Accelerated Bootstrap Confidence Intervals of Intensities
The bootstrap distribution  be the estimator of 1  calculated by using 
where 0 1 1, , z z a , and 2 a are named bias-correction and acceleration respectively. 
where
Simulation Study
To evaluate performances of the different interval estimation approaches mentioned above for an open queueing network with feedback using short run data, a numerical simulation study was undertaken. Most of the statisticians assess performances of interval estimations in terms of coverage percentages or average lengths of confidence intervals. However, through simulation study in the research work, we find that larger coverage percentages of confidence interval may often be due to wider standard deviation of interval estimation methods. Moreover, narrower confidence intervals may often lead to smaller coverage percentages. Hence, both coverage percentage and average length are not efficient for appraising interval estimation methods. In order to overcome above two shortcomings, we propose a measure called relative coverage to evaluate performances of interval estimation methods where,
Coverage percentage Relative coverage
Average length  .
The larger of the relative coverage implies the better performance of the corresponding confidence interval. In order to reach this goal, we set a continuous distribution with mean 1  on inter-arrival time X 1 and X 2 . Also set continuous distribution with mean where as levels of p 1 are 0.9 to 0.1, where p 0 is the probability that the job departs from the system and p 1 is the probability that after service completion at CPU node, the job proceeds to the I/O node. This means with probability 0 0.1 p  the job departs from the system and with probability 1 0.9 p  , after service completion at CPU node, the job proceeds to the I/O node and so on. Also we have considered the values of 1  and 2  such that 1 1   and 2 1   for simulation study. Note that in Table 1 . Different levels of intensity parameters considered in the simulation study.  are shown in Tables 3 to 7 for queueing network models (presented in Table 2 ) with short run data, we find that average lengths Note that: 1) boldface denotes the greatest relative coverage among the five estimation approach; 2) Confidence intervals of ρ 1 under different estimation approaches are denoted by CAN1, SB1, BB1, PB1 and BCaB1; 3) Confidence intervals of ρ 2 under different estimation approaches are denoted by CAN2, SB2, BB2, PB2 and BCaB2. are decreasing as p 0 approaches 1 (p 1 approaches 0) but both coverage percentages and relative coverage are increasing as p 0 approaches 1 (p 1 approaches 0). Also we find that average lengths are decreasing with sample size n but both coverage percentages and relative coverage are increasing with sample size n. From Tables 3 to 7 one can observe that the coverage percentage can approach to 90% when n increases up to 29.
1) In queueing network models
