Abstract A novel combination of backlighting and Glare Point Velocimetry and Sizing (GPVS) is proposed to measure the size distribution of microbubbles (or microdroplets). This new technique, which we will call Laser Marked Shadowgraphy or LMS, avoids sizing out-of-focus bubbles (or droplets) and the associated bias error. Compared to backlighting, this combination also improves the precision of the diameter measurement and allows void fraction measurements.
2 quantitative way. Depending on the process conditions a large quantity of small bubbles can be produced. Therefore the need exists for a robust and accurate technique that can measure the bubble characteristics in situ and non-intrusively.
A typical choice for such measurements is backlighting or shadowgraphy. Here, the bubble is illuminated by a diffuse lightsource and its shadow is imaged. This technique is straightforward in the sense that it is unlikely that a circular shadow is visible in an image, which does not represent a bubble. This makes the technique robust as it will not pick up random dust particles. The main disadvantage of backlighting though is that the distance of the imaged bubbles to the camera is not known precisely. Any bubble between the light source and the camera will cast a shadow. Thus, out-of-focus bubbles inevitably appear in the image. Sizing these bubbles can lead to considerable sizing errors as will be shown experimentally. This 'defocus bias' was also demonstrated by e.g. Ren et al. (1996) where sizing errors of up to 100% were found for small bubbles. Another disadvantage of this unkwown distance to the camera is that void fraction measurements are inaccurate because the measurement volume is not well-defined.
Glare Point Velocimetry and Sizing, as introduced by Dehaeck et al. (2005) , is another 2D optical measurement technique capable of measuring (spherical) bubble diameter distributions non-intrusively. Here, the bubble is illuminated from two sides with a laser beam and the camera is placed at a scattering angle of 90
• with respect to either beam.
In this symmetrical configuration, two externally reflected glare points are visible on either side of the bubble. From the distance between these glare points, the bubble diameter can be calculated with a precision which is an order of magnitude more precise (Dehaeck et al. (2005) ). Additionally, as only bubbles inside the thin laser-sheet are sized, the measurement volume is well-defined. As a result, both of the mentioned disadvantages of backlighting, i.e. defocus bias and inaccurate void fraction measurements, are not prominently present in GPVS. However, the processing of the images is less robust than for backlighting. A bubble with GPVS is only represented by two glare points, which are e.g. on the same pixel row. Now, when the amount of bubbles in the image is sufficiently large, spurious glare points will appear on the bubble surface, coming from laserlight which has been scattered by other bubbles. These extra glare points could easily be paired with other glare points to create 'imaginary' bubbles. Thus, the 'signature' of a bubble is not strong enough with GPVS and this is precisely where backlighting excels.
To overcome these drawbacks, a combination of both techniques, which we will call Laser Marked Shadowgraphy (LMS), is advisable. The first step in this direction was taken by Haines and Johnson (1995) who used two narrow light-sheets, perpendicular to the optical axis and opposing each other, to limit the measurement volume of regular backlighting. Bubbles inside these light-sheets reflected light towards the camera which was visible as differently coloured glare points inside the bubble contour. Thus, by sizing only those shadow contours with coloured glare points, one could avoid sizing out-of-focus bubbles (provided the light sheets were sufficiciently thin). However, Haines and Johnson (1995) did not use the glare point theory and as was shown by Dehaeck et al. (2005) , this could improve the sizing precision of the bubble when based on the distance between two glare points. Thus, a spherical bubble sizing technique will be presented in this article that obtains the accuracy and precision of GPVS while keeping the robust image processing of backlighting. This technique can also be applied without modification to measure spherical droplets or (specularly reflecting) opaque particles.
After an explanation of the experimental set-up in section 2, a hydrogen bubble will be analysed to demonstrate the image processing algorithm in section 3. Section 4 then determines the defocus bias error of regular backlighting on sample pictures. Finally, as a validation of the LMS technique in a demanding experimental set-up, experiments are carried out in section 5 on electrochemically generated bubbles formed in an inverted rotating disc electrode (IRDE).
The resulting bubble size distributions were calculated and analysed for both stagnant and rotating flow, showing the experimental relevance of the technique.
Experimental Set-Up
A sketch of the top and side view of the experimental set-up is shown in figure 1(a) and (b) respectively. It is a combination of backlighting with a 1000W halogen light source (and a ground glass to increase the diffusivity of the illumination) and a GPVS set-up where the continuous Argon ion laser sheet (and its reflection) crosses the test section perpendicularly 4 to the optical axis of the lens. Now, as the hydrogen bubbles in general are of the order of 100µm (Wedin et al. (2003) and Boissonneau and Byrne (2000) ), a high magnification lens is required to image the bubbles on a sufficient amount of pixels. To this end, a 16X Precision Zoom Lens from Edmund Optics was chosen (with a maximum optical magnification of 12) which required a stand-off distance of 5.6cm. The used digital camera was a Pixelfly 12bit greyscale camera.
Electrochemical measurements are performed with a three electrode configuration using a potentiostat PGSTAT12 R controlled by the GPES 4.8 software. The working electrode consists of a small platinum disk (4mm diameter, Alfa Aesar, 99.99% purity) embedded in the top surface of a PVDF cylinder (18mm diameter). The counter electrode is a large platinum grid and the reference electrode is a Ag/AgCl (saturated KCl) electrode (Schott-Geräte)). This 3-electrode system enables us to control the potential and current of the working electrode. For the preparation of the solutions oncedistilled and demineralized water and analytical reagents (all Merck p.a.) are used. As a case study, the formation of hydrogen bubbles in 0.1M N a 2 SO 4 is studied at -1.7V vs Ag/AgCl sat. The pH of the solution is fixed at 1.5 by adding concentrated sulphuric acid (H 2 SO 4 ) to the solution. Partly due to the heating of the electrolyte by the 1000W halogen light source, a water jacket controlled by a thermostat (Lauda 304) is used to keep the temperature of the electrolyte constant at 25±0.1 • C.
Image Processing
The bubbles under study are hydrogen bubbles which are electrochemically generated, according to reaction 1, by cathodically polarising the working electrode.
A picture of such a single in-focus hydrogen bubble is shown in figure 2(a). In this section, this image will be analysed with Laser Marked Shadowgraphy (LMS) in two steps. First, a restricted search for glare points is performed (to avoid sizing out-of-focus bubbles) and secondly, the sizing precision is improved by calculating the bubble diameter from the inter glare point distance.
On figure 2(a), one notices the circular shadow, coming from regular backlighting, and the white points (i.e. glare points) inside this contour, coming from reflection of the two laser-sheets. Now, the presence of glare points marks that this particular bubble is located in the thin measurement volume defined by the laser-sheet. Note however that only the two points at the same height as the centre of the bubble and close to the shadow edge are coming from direct reflection of the original and the reflected laser-sheet. The other glare points visible in the lower left quadrant are scattering light that has already been deviated by other bubbles. Therefore, the presence of these extra glare points is no strict guarantee that the bubble is inside the laser-sheet and, as such, should not be taken into account. One possible automated processing scheme to detect and size this bubble, is to start with a circle detection algorithm that is capable of detecting black discs in an image as e.g. the Circle Hough transform (e.g. Minor and Sklansky (1981) ), the Gradient Pair Method that is used in the present work (Rad et al. (2003) ) or the curvature-profile method proposed in Pla (1996) and Honkanen et al. (2005) . Once the bubble is detected, a check for the presence of the two (correct) glare points is performed. This check should allow to discriminate against glare points coming from multiple scattering and therefore a restricted search area inside the contour is necessary. This is possible as the position of the glare points can be calculated from the estimated bubble centre location Cx and diameter D b (both in pixel) obtained from the circle detection algorithm through the formula derived from basic trigonometry:
with the x-and y-axis defined in the figure and GPx the x-location of the glare points in pixel. The y-location of the glare point for the present configuration is the same as the y-location of the shadow centre. To explain this step on an example, a horizontal intensity profile through the centre of the shown bubble (and through both glare points) is plotted in figure 2(a). The vertical dashed lines present in this figure indicate the bubble centre and its edges as obtained from the circle detection (and sizing) program. Now, from this estimated bubble centre position and diameter, the expected 6 glare point locations were calculated from equation 2 and indicated on the profile in dash-dot lines. Checking for the presence of glare points at the specified locations can be based on the intensity level at the calculated position. Because the reflected glare points can be made more intense than the backlighting illumination level, a simple check whether the intensity at the predicted location is above the average backlighting signal is enough to validate the bubble as being inside the laser-sheet. This multiple intensity level approach is similar to the work of Lindken and Merzkirch (2002) where backlighting and Particle Image Velocimetry data were separated in the same way. Now, it is clear that this restricted search for glare points will not validate the glare points coming from multiple reflections visible in the lower left quadrant of figure 2. However, these spurious glare points are no definitive proof that the imaged bubble is in the laser defined measurement volume. In figure 2(b) an out-of-focus bubble is shown. In this case, the transient is spread over more pixels and estimating the correct location of the bubble edge becomes even more uncertain as explained in Bongiovanni et al. (1997) .
However, there is more information present in the picture which we can use to our benefit. When both glare points are present and the bubble is spherical, the bubble diameter D b can be inferred from the separating distance of these glare points at 90
• as follows (c.f. Dehaeck et al. (2005) ):
where δ pix is the separating distance in pixels between the glare points and C is the number of millimetres per pixel (i.e. the calibration constant). Applied to figure 2, the difference between the diameter obtained with backlighting and the one with GPVS is only 0.2%. Note that this difference is no statistical average but only an illustration on this particular bubble.
However, the estimate from GPVS is not only useful as a redundant measurement of the bubble diameter (and location), it is also more precise. This is because the glare points can be fitted with a Gaussian to obtain their position with sub-pixel accuracy. As was proven theoretically by Bongiovanni et al. (1997) , such a fitting procedure is not possible with regular backlighting. This implies that the 'real' bubble edge can be located almost anywhere in the transitional region where the pixel intensity changes from black to white. Thus, the uncertainty on the measured diameter with backlighting depends on the amount of diffraction in the optical setup. For the intensity profile shown in figure 2(a), an uncertainty of ±2 pixel on the shadow diameter estimation is a reasonable estimate as each dashed line can easily be shifted by a single pixel and remain in the transient region. While this estimate is not a statistical value, its value is a direct consequence of the study of Bongiovanni et al. (1997) . In contrast, the sharp intensity peaks of GPVS can be fitted with a Gaussian.
The uncertainty on estimating the distance between two Gaussian fitted intensity peaks was statistically investigated for different intensity and noise levels by Marxen et al. (2000) Note that this improvement on the relative uncertainty does not depend on the bubble image size. Nevertheless, there is a secondary effect that does depend on the bubble size. With LMS a large dynamic range of bubbles can be measured.
The smallest bubble image size is determined by the need to separate the two glare points by several pixels leading to a minimum bubble diameter of roughly 10 pixels. The largest bubble image size only needs to fit on the sensor, i.e. have a diameter smaller than 1000 pixels. Thus, the dynamic range equals 100. Yet, as the reflected intensity scales with the diameter squared, this implies that the glare point intensity varies with a factor 10000. This is far greater than any current camera can capture and saturation of the camera will inevitably follow. This saturation of the glare points will render the fitting with a Gaussian less accurate, which decreases the relative improvement of GPVS over backlighting. In extreme cases where this might lead to a better uncertainty for regular backlighting, the advantage offered by avoiding the defocus bias by the twin glare points still offers an advantage of LMS over regular backlighting.
Finally, note that the use of a laser-sheet is not required for LMS; any parallel light-sheet (e.g. created by a normal light bulb and a parabolic mirror) will do. Additionally, the presence and the location of these externally reflected glare points is completely independent of the relative refractive index. Therefore, formulae 2 and 3 can be applied without modification to measure droplets and even opaque (but specularly reflecting) particles when two light-sheets are used.
Defocus Bias Errors
Going from a single bubble to multiple electrochemically generated hydrogen bubbles in figure 3 , which is a typical picture obtained in the experimental set-up, one notes that many bubbles are backlit but only some of them have the twin glare points. Now, the basic principle of LMS (and the image processing scheme explained above) is that only the bubbles with the twin glare points are sized. Thus, the detection volume associated with LMS in the case of a laser with a top-hat intensity profile is illustrated in Figure 4 . This shows that, for a top-hat intensity profile, the thickness of the measurement volume T M is equal to the laser-sheet thickness T L and independent of the bubble diameter. There is only a displacement of the detection volume with respect to the laser-sheet; more specifically, it is shifted away from the lens by a distance R/ √ 2. For a Gaussian intensity profile of the laser-sheet, the thickness of the detection volume becomes dependent on the bubble radius as smaller bubbles need more incoming light to be able to reflect a visible glare point towards the camera and thus can only use the more intense central portion of the laser-sheet. Larger bubbles are visible in a larger portion of the laser-sheet. These phenomena become important when void fraction measurements are attempted where the bubble size approaches or exceeds the laser-sheet thickness. This effect has been studied extensively in PDA and we refer to Albrecht et al. (2003) for a more rigorous description. Correcting for the different measurement volumes for the different bubble sizes is important in order to estimate the void fraction in the flow. Another important error source for such measurements with increasing void fractions is the blocking of the incoming laser-sheet by the increasing number of bubbles, which will lead to the absence of glare points on in-focus bubbles. This will lead to an underestimation of the void fraction. On the contrary, this blocking is not expected to bias the diameter distribution measurements as the glare points on both large and small bubbles are shielded alike.
Bubbles located in the measurement volume are at a known distance to the camera (accurate up to the laser-sheet thickness). Bubbles without glare points can be located closer to or further away from the lens, either case leading to sizing errors, i.e. the defocus bias error. This error is caused both by the blurring of the image contour and by the dependency of the magnification on the distance of the bubble to the objective. This effect was investigated theoretically in Bongiovanni et al. (1997) ) and experimentally by e.g. Ren et al. (1996) . Therefore, no statistical analysis will be given here but the magnitude of this error will only be illustrated for our experimental set-up and the associated improvement of the suggested LMS technique.
To this end, the location and size of one bubble (± 100µm) is tracked over multiple pictures as it rises and goes out-of-focus. An overlay of these pictures is shown in figure 5(a) . The black crosses represent the detected positions of the bubble centre. Remark that there are large bubbles present at the bottom of the picture. These bubbles are artefacts of the used electrode design and are not investigated in this article. In this picture, one can clearly see that the bubble only has glare points in the first 4 images and then goes out-of-focus. Whether the bubble moves towards or away from the camera is impossible to say. The impact of this blurring on the measured bubble diameter with backlighting is shown in figure 5(b) , where the measured radius (in pixels) is plotted versus the image number. This shows that blurring makes the bubble appear larger than it really is. This difference reaches up to 21% of the in-focus diameter in the present case.
Note that with LMS only the first 4 images would be used for sizing, leading to a maximum difference of only 1.2%
between the different results. Thus, with LMS one can limit the sizing error to 1.2% whereas regular backlighting could have a bias error of up to 20 times larger.
Buoyancy effects can certainly be neglected as the origin of the growing bubble size in figure 5 as it only rises 1.6mm in the shown image, which corresponds to a difference of 0.0052% in the radius. Nevertheless, one could still argue that the noticed increase in bubble size comes from the continued diffusion of hydrogen into the bubble. Figure 6 proves that this is not the case. Here, a bubble following a nearly horizontal path is followed from left to right. Faint glare points are only present in the first and last image of the sequence. While this is not visible in the shown magnifications, intensity plots do show weak peaks. Thus, the bubble goes out-of-focus and returns again. This is also seen in figure 6(b) where the bubble radius is plotted versus the picture number. While the change between pictures is rather coarse due to the difficulty of measuring out-of-focus bubbles, a clear increase in radius is observed (up to 10%) followed by a decrease.
This behaviour cannot be explained by other phenomena than by an enlargement due to out-of-focus blurring. Also note that the starting and ending value are similar as both are (nearly) in-focus.
The above examples show that the defocus bias error can reach high values in the present set-up. While this maximum error depends on the experimental settings and the processing algorithm, other authors (e.g. Ren et al. (1996) and Bongiovanni et al. (1997) ) also obtained significant defocus errors, some even in excess of 100% (Ren et al. (1996) ).
In order to decrease this defocus bias, Ren et al. (1996) applied corrections to the obtained size estimate based on the contrast of the image. In this way, they reported that measurements of in-and out-of-focus bubbles were possible with an uncertainty below 10%. While the present technique does not allow sizing of out-of-focus bubbles, it does decrease the defocus bias error more effectively.
Application of the Technique
As both backlighting and GPVS have been calibrated previously, no calibration was deemed necessary for the combination of both techniques. Instead, the applicability of the LMS technique is shown in a demanding experimental measurement in the IRDE (Inverted Rotating Disc Electrode). This reactor is specially designed for the study of twophase flows in a controlled way, as shown in Van Parys et al. (2007) . The IRDE consists of a cylindrical vessel with a working electrode placed at the bottom of the cell. Hydrogen bubbles are generated at the working electrode, which can rotate around its axis. As a result, the formed bubbles can detach either by buoyancy or be swept away by the rotational movement of the electrode. The counter electrode is placed at the top of the cell. The reference electrode is placed in the solution from the top. In order to have an optimal optical access and to control the temperature inside the electrochemical cell, the cylindrical cell is placed in a rectangular box filled with water of which the temperature is controlled by means of a thermostat.
In a first step, an electrochemically formed bubble plume in stagnant flow is investigated (0 rpm). In a next step, the influence of the rotational speed of the working electrode on the bubble size diameter some millimeters above the electrode is studied. Figure 8 shows the average bubble diameter as a function of rotational speed.
This was repeated in three independent experiments so as to demonstrate the repeatability of the measurements. From this plot, a clear increase in bubble size with the rotational speed is observed in the measurement point above the electrode. Looking at the obtained diameter distributions in figure 7 (a), a shift towards larger diameters is indeed noticeable.
However, when looking closer, one notices that the total amount of bubbles has decreased significantly, as the ordinate of this figure is the total count of bubbles of a certain size range over a constant time (approximately 90 seconds). Given that the total amount of produced gas is not expected to decrease at higher rotational speeds, a large part of the produced gas must go somewhere else. This is indeed very plausible when looking at the expected flow behaviour in figure 7(b) and the position of the measurement volume directly above the electrode. Due to the rotation of the electrode, large vortices will appear. This creates a downward flow in the centre of the cell, which will counter the bubble plume rising from the electrode. As a result, only the largest bubbles with the most buoyancy will be able to rise to the surface. Smaller bubbles will be swept away with the flow and hence will not pass the measuring volume. This hypothesis was confirmed by preliminary visualisation experiments, which are not shown here. Returning to 7(a), it is clear that many of the bubbles smaller than 100µm are no longer detected at a rotational speed of 100 rpm and are completely gone for 250 rpm, whereas the amount of bubbles of 300µm remains approximately the same for the three different rotational speeds.
Note however that this result does not imply that the average bubble diameter created at the electrode surface increases with rotational speed. To examine this dependency, further measurements are necessary at other locations in the IRDE so as to obtain a complete overview of the produced hydrogen bubble diameters.
Discussion
One of the main reasons for using LMS over regular backlighting is to decrease the defocus bias error which can reach up to 20% in the current experimental set-up. However, other criteria can also be used to avoid sizing out-of-focus bubbles as e.g. setting a threshold on the minimum acceptable magnitude of the shadow edge gradient. Nevertheless, these criteria are not rigorous and should be carefully calibrated for every set-up and bubble size (Honkanen et al. (2005) ) to investigate the corresponding measurement volume (and defocus bias error). In addition, due to limitations imposed by the depthof-field of each camera, these criteria are not able to select an arbitrarily small measurement volume and hence, one cannot limit the defocus bias error to a given target uncertainty. Indeed, even when a bubble is in-focus, its size can change because the optical magnification of the camera changes with the distance to the bubble (except when telecentric objectives are used). In the shown examples, this optical magnification change is superimposed with the out-of-focus blurring to create the stated sizing errors for bubbles drifting away from their in-focus location. In contrast, with LMS, the thickness of the laser-sheet can be set independently from the depth-of-field of the camera down to a thickness equal to the bubble diameter. This allows making the measurement volume smaller than the depth-of-field of the camera and 13 can decrease the optical magnification variations over the measurement volume (and its associated error). In addition, this also offers a larger flexibility in setting the measurement volume and does not require a tedious calibration for each image processing threshold.
Comparing LMS with the implementation of Haines and Johnson (1995) , it is noted that the precise location of the glare points in the shadow contour is not taken into account. Thus, also glare points coming from multiple reflections of the laser could be seen as evidence that the bubble is inside the laser-sheet. As this is not necessarily the case, some out-of-focus bubbles might be sized. However, with LMS, a confined search for glare points as described in section 3 can be performed. This confined search will rule out many glare points coming from multiple reflections and will hence decrease the defocus bias errors more efficiently. Also, the precision of the spherical bubble/droplet diameter measurements is improved by an order of magnitude as the glare points are used to size the bubble/droplet and not the shadow contour diameter. Next to these two advantages of LMS, the main advantage of the approach of Haines and Johnson (1995) remains that the bubbles under investigation do not have to be spherical.
Interferometric Particle Imaging or IPI (Koenig et al. (1986) ; Glover et al. (1995) ; Maeda et al. (2002); Grassmann and Peters (2004) ) can be used for measuring bubbles under 90
• as was described in Dehaeck and van Beeck (2007a) , Dehaeck and van Beeck (2007b) and in Kawaguchi and Maeda (2005) . Such measurements also have a well-defined measurement volume, which is similarly displaced and dependent on the bubble diameter in the case of a Gaussian intensity profile of the laser-sheet. The main advantage of IPI is its capability of measuring microscopic bubbles with a regular objective, thus maintaining a field of view of several centimeters whereas LMS is limited to a field of view of 2 mm in the present case while using an expensive high magnification lens. In contrast, LMS typically is able to measure in flows with maximum void fractions (comparable to those of regular backlighting) that are up to an order of magnitude higher than those of IPI (Dehaeck et al. (2005) ). Velocity measurements with LMS are also expected to be more accurate as such measurements are virtually identical to PTV measurements of which the uncertainty has been studied in several articles (e.g. Marxen et al. (2000) ). This is due to a better localisation accuracy offered by the Gaussian peaks as compared to the diffuse out-of-focus discs. Finally, LMS is a more robust technique due to the redundancy offered by the combination of backlighting with GPVS. In IPI measurements, no redundancy is typically present (except for the set-up introduced in Dehaeck and van Beeck (2007b) ) and fringe patterns arising from spuriously reflected glare points or overlapping out-of-focus discs can lead to misinterpretations.
Finally, experiments carried out in a dedicated electrochemical reactor have demonstrated that LMS is a robust technique capable of studying two-phase flows consisting of microbubbles. This showed that the detected bubble size and the flow field are tightly linked. As a result, for quantitative studies, the positioning of the field-of-view needs to be 14 done very accurately and should cover a substantial area in order to obtain a good spatial understanding of the bubble size distribution in the electrochemical reactor.
Conclusions
A combination of backlighting and GPVS was introduced called Laser Marked Shadowgraphy (LMS) which allows for an automated bubble sizing algorithm. LMS is a 2D optical measurement technique capable of sizing spherical bubbles, droplets and particles with a better accuracy compared to standard backlighting. Experiments showed that the error of standard backlighting could reach up to 20% due to the measurement of out-of-focus bubbles in our set-up, whereas LMS limited this error to 1%. Preliminary estimates show that the precision of LMS is about an order of magnitude higher than that of regular backlighting due to the use of a Gaussian interpolation of sharp intensity peaks. Compared to GPVS, LMS has a more robust image processing algorithm because the signature of a bubble is stronger. Finally, experiments
were performed in an electrochemical reactor and the influence of the rotational speed on the bubble size distribution directly above the electrode was shown.
