Inexpensive "point-and-shoot" camera technology has combined with social network technology to give the general population a motivation to use face recognition technology. Users expect a lot; they want to snap pictures, shoot videos, upload, and have their friends, family and acquaintances more-or-less automatically recognized. Despite the apparent simplicity of the problem, face recognition in this context is hard. Roughly speaking, failure rates in the 4 to 8 out of 10 range are common. In contrast, error rates drop to roughly 1 in 1,000 for well controlled imagery. To spur advancement in face and person recognition this paper introduces the Point-and-Shoot Face Recognition Challenge (PaSC). The challenge includes 9,376 still images of 293 people balanced with respect to distance to the camera, alternative sensors, frontal versus not-frontal views, and varying location. There are also 2,802 videos for 265 people: a subset of the 293. Verification results are presented for public baseline algorithms and a commercial algorithm for three cases: comparing still images to still images, videos to videos, and still images to videos.
Introduction
The difficulty of automatic face recognition grows dramatically as constraints on imaging conditions are relaxed: see Figure 1 . Under the most controlled scenario defined as frontal face images taken in mobile studio or mugshot 1 'Work at CSU was supported by the Technical Support Working Group (TSWG) and IARPA. PJP and SC were funded in part by the Federal Bureau of Investigation. DB was at CSU when this work was performed. The identification of any commercial product or trade name does not imply endorsement or recommendation by Colorado State U., Oak Ridge National Laboratory, NIST, SAIC, or U of Notre Dame. The collection of the PaSC data set was funded under IARPA's BEST program.
environments the Multiple Biometric Evaluation (MBE) [7] reported a verification rate of 0.997 at a false accept rate (FAR) 0.001: see the left bar in Figure 1 . When the illumination conditions are relaxed and frontal face images are acquired with a digital single-lens reflex camera under natural indoor and outdoor lighting conditions, the corresponding verification rate drops to 0.80 as expressed by the overall performance on the Good, Bad, & Ugly (GBU) data set [15] . The Labeled Faces in the Wild (LFW) challenge problem contains images of celebrities and famous people collected off the web [8] . These images were originally acquired by photo-journalists and curated prior to posting on the web. To date the best performance is a verification rate of 0.54 at a FAR = 0.001 [2] . Today the majority of face images acquired world wide are taken by amateurs using point-and-shoot cameras and cell phones. The resulting images include complications rare in the previous scenarios, including poor staging, blur, over and under exposure, and compression artifacts. This is despite mega-pixel counts of 12 to 14 on some of these cameras.
To call attention to these issues, we introduce the Pointand-Shoot Challenge (PaSC). The last bar in Figure 1 shows the verification rate on PaSC still images using the SDK 5.2.2 version of an algorithm developed by Pittsburgh Pat tern Recognition (PittPatt) 
The PaSC Overview
There are 9, 376 images of 293 people in the still portion of the PaSC. Image collection was carried out according to an experiment design that systematically varied sensor, location, pose and distance from the camera. The PaSC also includes 2, 802 videos of 265 people carrying out simple actions. These people are a subset of the 293 people in the still image portion of the PaSC. This design facilitates statistical 1 The PittPatt SDK was used in the experiments because it was available under a U.S. Government use license.
analysis of how the factors just enumerated influence still and video face recognition. To provide more background on the data collection process, Figures 3 shows images from four different sessions, while Figure 4 shows a sample of detected and cropped faces. Figure 3 illustrates variation in location, sensor, distance to camera, and pose (frontal vs. non-frontal). While Figure 3 shows thumbnails, the actual images are approximately 3000 by 4000 pixels: exact size varies by sensor. Median face size expressed as pixels between the eyes is 68; quartile boundaries are 15, 54, 68, 116 and 476 (including min and max). The closeups in Figure 4 illustrate some of the aspects of this data that make it challenging. Figure 5 shows 4 frames from one video taken with the highest resolution handheld video camera (1280 x 720). Subjects are instructed to carry out actions in order to capture a wider variety of views. Another motivation is to discourage scenarios where a person looks directly into the video camera for a prolonged time, reducing the task to frontal image recognition with multiple stills. Different actions were scripted for different locations and days. In all cases, however, the videos show a person entering the scene relatively far from the camera, carrying out an action, and then leaving the field of view. Typically the person is relatively close to the camera when they leave the field of view, but they do not look directly at the camera.
A supporting website for this challenge will be maintained by Colorado State University (CSU) 2 and the data may be obtained upon request from the University of Notre Dame 3 . Software and meta-data associated with the challenge may be downloaded from the CSU website. This software includes the baseline algorithms described below as well as code for generating similarity matrices and associated ROC curves. Also, CSU will curate this site and provide facilities for researchers to register as active contributors and upload results to promote the tracking of progress on the PaSC.
Related Work
The FERET evaluation [14] was the first significant effort in face recognition to distribute a common data set along with an established standard protocol. Since then a variety of data sets, competitions, evaluations, and challenge problems have contributed to the face recognition field. Here we highlight a few.
The CMU PIE face database [5] was collected in such a way as to support excellent empirical explorations of controlled interactions between Illumination and Pose. The Multi-PIE face database [6] released in 2010 includes 337 people and, like its predecessor, supports empirical analysis with densely sampled and controlled variations in illumination and pose. The Face Recognition Grand Challenge [16] 2 http://www.es.colostate.edu/pasc 3 http://www3.nd.edu/~cvrl/CVRL/Data Sets.html Experiment 4 matched indoor controlled images to indoor and outdoor uncontrolled lighting images and constituted a major new challenge.
The XM2VTS and BANCA Databases [1] were each released with associated evaluation protocols and competitions were organized around each [10, 11] . The European BioSecure project represents a major coordinated effort to advance the multi-modal biometrics, including face [13] . The associated BioSecure DS2 (Access Control) evaluation campaign [17] emphasized fusion along with the use of biometric quality measures.
A desire to move away from controlled image acquisition scenarios is well expressed in the Labeled Faces in the Wild [8] dataset. Two notable aspects of LFW are the shift to images of opportunity, for LFW images on the web, along with a well coordinated and updated website that curates current performance results. Face detection also grows more difficult in less controlled scenarios, and the recent Face Detection on Hard Datasets Competition [12] brought together many groups in a joint effort.
For more background on video face recognition approaches there is an excellent recent survey [3] . Open datasets are emerging, for example the YouTube Faces dataset consisting of 3425 videos of 1595 different people [19] collected in the spirit of LFW and adopting a similar ten-fold, cross validation framework common in machine learning but not in biometrics. Another previous video challenge problem is the Video Challenge portion of the Multiple Biometric Grand Challenge (MBGC) 4 which, like this challenge, involved people carrying out activities.
Protocol
To establish a basis for comparison, and in keeping with the protocol used in previous challenge problems [7, 15] , still face recognition algorithms must compute a similarity score for all pairs of images obtained by matching images in a target set to images in a query set. The video portion of the challenge is organized the same way, algorithms compare two videos. A comparison between two videos results in a single similarity score. In all cases, the resulting similarity matrix becomes the basis for subsequent analysis, enabling performance to be expressed in terms of an ROC curve.
There is a further restriction in the protocol which is important to avoid overly optimistic and misleading results. The similarity score S(q, t) returned for a query-target pair (q, t) must not change in response to changes in either the query set Q or the target set T that q and t were drawn from. There are at least two common ways of violating this prohibition that boost performance in experiments:
• Training on images, or people, in T (or Q) is a violation of the PaSC protocol.
• Adjusting similarity scores based on comparisons with other images in either T or Q is a violation of the PaSC protocol.
Either or both of these practices will improve verification rates. However, doing so comes at the expense of generality and amounts to addressing a more limited question: "How well does an algorithm perform when tuned in advance for a closed set of known people?"
Data Collection Goal and Design
Two goals motivate the PaSC. The first is to create a dataset and challenge problem that will encourage the face recognition community to develop better algorithms and to overcome many of the challenges associated with pointand-shoot data. To this end the dataset was kept small enough for research systems while focusing algorithm development key types of variation:
Location: Still mages were taken at nine locations, both inside buildings and outdoors. Videos were taken in six locations (inside buildings and outdoors).
Pose: Both looking at the camera and off to the side.
Distance: People both near and far from the camera.
Sensor: Five point-and-shoot still cameras, five hand held video cameras, and one control video camera.
Video: Many video frames in contrast to a single still.
The second goal is to support strong statistical analysis. Consider questions such as: "Does distance from the camera to the person matter compared to the choice of camera?" Statistically meaningful answers depend on a data collection plan that ensures a proper sampling across factors as well as balance between factors. To support this goal, before images were collected, the principal institutions contributing to the PaSC jointly developed a data collection plan. Formally, the collection plan resembles a multiway, split-plot design extended over time [4] . The images were collected to achieve a good sampling of the factors enumerated above.
Still Image Target and Query Sets
The evaluation protocol for the still image portion of the PaSC compares all images in a query set to all images in a target set. Therefore, assignment of images to the target and query sets is tightly coupled with the data collection plan. To illustrate, in the PaSC all people/subjects contribute an equal number of images so that no one subject has a larger influence on results than any other subject. Specifically, each subject contributes 4 images from each of 8 randomly selected locations to the target and query sets. Further, the target and query sets are structured in a way that precludes same-day comparisons: same-day comparisons are well known to be easy and their presence in a data set undermines its value.
Location influences performance because different locations present different imaging conditions. Image selection also balances with respect to location, with approximately the same number of images acquired at each location. However, comparisons between images collected at the same location but on different days are rare, so same-location pairs are favored in the creation of the target and query sets.
Target and query set construction may be explained in terms of blocks. Each block contains typically 4 images collected of one person at one location 5 . Figure 3 illustrates this block structure for a single person, four different locations, near versus far distance, and two sensors. Within each block, four images are randomly selected from those available such that distance and pose are balanced: one image from each of four conditions close/frontal, close/nonfrontal, distant/frontal, and distant/non-frontal. If there were insufficient images for a person and location to balance in this fashion then all images for that subject and location are dropped. Sensor selection was randomized to favor equal representation of sensors across the other three factors. Table 1 summarizes the PaSC still image data. The size is small enough that most algorithm developers can easily experiment with complex algorithms, but still provides a sufficient number of match scores to support strong statistical analysis. 
Video Target and Query Sets
Fewer total videos were collected and consequently some changes are made to take best advantage of the available videos. For example, instead of having disjoint target and query sets, for video there is one set that serves as both the query and target set. Of course, this use of the same set includes the qualification that no video is ever compared directly to itself.
Another distinction is that every action was filmed by two cameras: a high quality, 1920x1080 pixel, Panasonic camera on a tripod and one of five alternative handheld video cameras. The tripod-based Panasonic data serves as a control. The handheld cameras have resolutions ranging from 640x480 up to 1280x720. The control imagery is available for comparison with still image camera images, but should generally not be compared with the handheld video, since it is then possible to compare pairs of videos taken at the same time. Table 2 summarizes the PaSC video data. The information is largely split between the handheld and the control video, reflecting the cautionary point made above that for each handheld video there is a companion control video taken of the same person at the same time doing the same thing. Experiments should generally be run on either the handheld or the control video: not a combination. 
Still Target versus Video Query
Since the PaSC includes still images and video of the same people, it is an excellent data set to begin exploring recognition performance between modalities: still to video. For example, a person known in advance by a single still image is subsequently seen, or is claimed is be seen, in a video. For such an experiment, the query set consists of the 1,401 handheld (or alternatively control) videos and the target set consists of the still image target set. Under such a test, a recognition algorithm must be able to return a single similarity score when provided a single still image and a video.
Supporting Data and Software
The previous sections of this paper describe the goals, data, and protocols of the Point-and-Shoot Challenge. This section describes additional data and software that are optional, but are meant to aid researchers. The most significant support comes in the form of baselines for comparisons. Open source baseline algorithms, Cohort linear discriminant analysis (LDA) and LRPCA, are provided for all three versions of the challenge: still to still, video to video, and still to video. PittPatt face detection results are provide provided for both the still and video imagery. For video, results are provided for every frame. As discussed below, there are errors and faces were not detected in every frame. Making the face detection results available allows researchers without access to face detection algorithms to develop face recognition algorithms on video data.
Baselines for Still Image Matching
Verification results are presented for three algorithms. Two are open-source baseline algorithms, Cohort LDA [9] and LRPCA [15] , and are available through the web. The third algorithm was developed by Pittsburgh Pattern Recognition (PittPatt); the results shown were obtained using SDK 5.2.2.
Face Detection and Localization
Results presented on the PaSC problem should include face detection and localization as part of the face recognition algorithm. In other words, results where faces, and more specifically eyes, are manually found are not of great practical interest. However, eye coordinates generated by the PittPatt algorithm are available with the data set. Full studies presenting results on the PaSC may include supplemental results where automated detection is side-stepped by using the provided eye coordinates when this use of the provided coordinates is clearly indicated.
To calibrate the difficulty of face detection and localization on the PaSC data, we have compared the face detector supplied as part of the PittPatt algorithm with the standard OpenCV face detector based upon the work of Viola and Jones [18] . The PittPatt detector failed to locate faces in 7.0% of the PaSC images. In comparison, the OpenCV detector failed to detect the face on 27.6% of the images. We extended the OpenCV algorithm to include information about shoulders as well as faces. The resulting algorithm reduced the error rate to 9.0%, which is not as good as the commercial algorithm but much closer. The code for the extended face detection algorithm is included with software distributed as part of the PaSC. Figure 6 shows ROC curves for the PaSC. The Cohort LDA [9] and LRPCA [15] algorithms are baselines distributed as part of the PaSC.
Verification Performance
The baseline algorithms are trained using designated training images adhering to the protocol above: both images and people are disjoint relative to the target and query sets. The training image set is provided as part of the PaSC. The PittPatt algorithm came to us pre-trained.
We've tried to avoid subdividing the PaSC into subproblems; doing so weakens the value of a clear singular point of reference. That said, frontal face recognition is a very mature specialization of the problem and we felt it valuable to show in Figure 6b results for the frontal images only. Also note in Figure 6 that verification rates are noted An early discovery in performing this many-to-many frame comparison followed by a rank based selection of a score is that the maximum score is not always the best. In particular, we examined ROC curves for different choices, including the maximum score, the score 10% into the list of sorted scores, the median score, etc. In the case of LRPCA choosing the max score yielded the best ROC: that is what is shown in Figure 7 . For the PittPatt algorithm used in this fashion, the max score yielded a worse ROC than choosing the 90th percentile: that ROC is shown.
One reason CohortLDA results are omitted from Figure 7 is that the ROCs associated with different rank choices in similarity scores was unpredictable and we felt more work is needed to better understand why? In general, what this dependence upon similarity score rank tells us is that more work remains to be done in characterizing how to make such selections and how those selection's consequences propagate into the match and equally importantly the non-match distributions. Figure 8 presents results where the query set consists of handheld videos and the target set is from the frontal still image to frontal still image test described above. In a fashion similar to the video baseline algorithm, the single still target image is compared to all video frames where a face was detected. The resulting scores are sorted and different algorithm variants arise based upon taking the 'max' score, the '10%' ranked score, etc. It is interesting to note that the verification rate for this experiment is somewhat higher than for the video-to-video experiment. 
Still Target Versus Video Query Results

