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OPTIMIZATION OF RELATIVE ARBITRAGE
TING-KAM LEONARD WONG
Abstract. In stochastic portfolio theory, a relative arbitrage is an equity
portfolio which is guaranteed to outperform a benchmark portfolio over a fi-
nite horizon. When the market is diverse and sufficiently volatile, and the
benchmark is the market or a buy-and-hold portfolio, functionally generated
portfolios introduced by Fernholz provide a systematic way of constructing rel-
ative arbitrages. In this paper we show that if the market portfolio is replaced
by the equal or entropy weighted portfolio among many others, no relative
arbitrages can be constructed under the same conditions using functionally
generated portfolios. We also introduce and study a shaped-constrained op-
timization problem for functionally generated portfolios in the spirit of maxi-
mum likelihood estimation of a log-concave density.
1. Introduction
A major aim of stochastic portfolio theory (see [Fer02] and [FK09] for an intro-
duction) is to uncover relative arbitrage opportunities under minimal and realistic
assumptions on the behavior of equity markets. Consider an equity market with
n stocks. The market weight µi(t) of stock i at time t is the market capital-
ization of stock i divided by the total capitalization of the market. The vector
µ(t) = (µ1(t), ..., µn(t)) of market weights takes value in the open unit simplex
∆(n) in Rn defined by
∆(n) =
{
p = (p1, ..., pn) : pi > 0,
n∑
i=1
pi = 1
}
.
For each t, the portfolio manager chooses a portfolio vector in ∆(n), where ∆(n) is
the closure of ∆(n). Its components represent the proportions of the current capital
invested in each of the stocks. We assume that the portfolio is self-financing and
all-long, so short selling is prohibited. The market portfolio is the portfolio whose
portfolio weight at time t is µ(t). It is a buy-and-hold portfolio since no trading is
required after its installment. In general trading is required to maintain the target
portfolio weights. A relative arbitrage with respect to the market portfolio over the
horizon [0, t0] is a portfolio which is guaranteed to outperform the market portfolio
at time t0.
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We say that the market is diverse if max1≤i≤n µi(t) ≤ 1− δ for some δ > 0 and
for all t, or more generally if µ(t) ∈ K for all t where K is an appropriate subset of
∆(n). The market is sufficiently volatile if the cumulated volatility of the market
weight grows to infinity in a suitable sense. Assuming the market is diverse and
sufficiently volatile, it is possible to construct relative arbitrages with respect to the
market portfolio over a finite (but possibly long) horizon; see for example [FK09],
[PW13] and the references therein. In fact, it is possible to construct relative ar-
bitrages whose portfolio weights are deterministic functions of the current market
weights. In particular, forecasts of expected returns and the covariance matrix are
not required. These portfolios, first introduced in [Fer99], are said to be function-
ally generated. This is in accordance with the observation by many academics and
practitioners (see for example [FGH98], [DGU09] and [BNPS12]) that simple port-
folio rules such as the equal and diversity weighted portfolios often beat the market
over long periods. Intuitively, these portfolios work by capturing market volatil-
ity while controlling the maximum drawdown relative to the market portfolio (the
main ideas will be reviewed in Section 3.1). In [PW14] we proved the converse: a
relative arbitrage portfolio (more precisely a pseudo-arbitrage, see below) depend-
ing deterministically on the current market weights must be functionally generated.
We emphasize that a relative arbitrage portfolio is supposed to perform well for all
possible realizations of the market weight process satisfying diversity and sufficient
volatility. This observation is utilized in [PW14] to allow a geometric, pathwise
approach without assuming any stochastic model for the market weight process.
There are two important questions that are not fully addressed by the existing
theory. First, what happens if the market portfolio is replaced by another bench-
mark? In [Str12] the concept of functionally generated portfolio and the key ‘master
equation’ (see Lemma 3.1 below) are extended to arbitrary benchmark portfolios.
However, little is known about the existence of relative arbitrage under general
conditions such as diversity and sufficient volatiltiy. For example, can we beat the
equal-weighted portfolio by a functionally generated portfolio in a diverse and suffi-
ciently volatile market, in the same way a functionally generated portfolio beats the
market portfolio? More generally, does there exist an infinite hierarchy of relative
arbitrages? Is there a ‘maximal portfolio’ which cannot be beaten if only diversity
and sufficient volatility are assumed?
Second, is there a sound and applicable optimization theory for relative arbi-
trages and functionally generated portfolios? Such a theory is clearly of great inter-
est and this problem was raised already in Fernholz’s monograph [Fer02, Problems
3.1.7-8]. To the best of our knowledge limited progress has been made to optimiza-
tion of functionally generated portfolios. See [PW13] for an attempt in the two
asset case and [PW14] for an approach using optimal transport. On the theoretical
side, if the market model is given it is sometimes possible to characterize the highest
return relative to the market or a given trading strategy that can be achieved using
nonanticipative investment rules over a given time horizon. See [FK10] for the case
of Markovian markets, [FK11] for a more general setting which allows uncertainty
regarding the drift and diffusion coefficients, and [Ruf11] which expresses optimal
relative arbitrages with respect to Markovian trading strategies as delta hedges.
For optimization of functionally generated portfolios, a major difficulty is that the
class of functionally generated portfolios is a function space and the optimization
has to be nonparametric. Ideally, given historical data or a stochastic model of the
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market weight process, we want to pick an optimal functionally generated portfolio
subject to appropriate constraints.
The present paper attempts to give answers to both questions. In this paper
we interpret relative arbitrage by what we call pseudo-arbitrage in [PW13]. This
is a model-free concept and the precise definition will be stated in Section 2. We
only consider portfolios which are deterministic functions of the current market
weight, so a portfolio is represented by a map pi : ∆(n) → ∆(n). This means
that the portfolio manager always chooses pi(p) when the current market weight is
µ(t) = p ∈ ∆(n), regardless of previous price movements. Following [PW14], in this
paper time is discrete and the market is represented by a deterministic sequence
{µ(t)}∞t=0 with state space ∆(n). No underlying probability space is required.
Regarding the hierarchy of relative arbitrages, we first define a partial order
among portfolios. If pi is a portfolio, we let Vpi(t) be the ratio of the growth of
$1 invested in the portfolio to that of $1 invested in the market portfolio, and call
it the relative value process. Let pi, τ : ∆(n) → ∆(n) be portfolios. We say that
τ dominates pi on compacts (written τ  pi) if for any compact set K ⊂ ∆(n),
there exists a constant ε = ε(pi, τ,K) > 0 such that Vτ (t)/Vpi(t) ≥ ε for all t
and for all sequences of market weight {µ(t)}∞t=0 taking values in K. That is,
the maximum drawdown of τ relative to pi is uniformly bounded regardless of the
market movement in that region. Since the compact set K is arbitrary, this is a
global property and defines a partial order among portfolios. If S is a family of
portfolios, we say that a portfolio pi ∈ S is maximal in S if there is no portfolio,
other than pi itself, which dominates pi on compacts, i.e., τ ∈ S and τ  pi implies
τ = pi. In Section 2.1 we will relate this partial order with pseudo-arbitrage. Here
we note that if τ is a relative or pseudo-arbitrage with respect to pi in all diverse
and sufficiently volatile markets, it is necessarily the case that τ dominates pi on
compacts.
Let pi : ∆(n) → ∆(n) be a portfolio and Φ be a positive concave function on
∆(n). We say that pi is functionally generated with generating function Φ if for all
p ∈ ∆(n), the vector of coordinatewise ratios pi(p)/p defines a supergradient of the
concave function log Φ at p (see Definition 2.7 below for the rigorous definition). If
Φ is C2 (twice continuously differentiable), then pi is necessarily given by
(1.1) pii(p) = pi
(
1 +De(i)−p log Φ(p)
)
, i = 1, ..., n, p ∈ ∆(n).
Here De(i)−p is the directional derivative in the direction e(i)− p, where e(i) is the
vertex of ∆(n) in the i-th direction. For example, the market portfolio is generated
by the constant function Φ(p) ≡ 1. We say that Φ is a measure of diversity if
it is C2 and symmetric (invariant under permutations of the coordinates). Let
e =
(
1
n , ...,
1
n
)
be the barycenter of ∆(n). For portfolios that are continuously
differentiable, the following theorem gives a sufficient condition for a portfolio to
be maximal.
Theorem 1.1. Let pi be a portfolio generated by a measure of diversity Φ. If
(1.2)
∫ 1
0
1
Φ(te(1) + (1− t)e)2 dt =∞,
then pi is maximal in the class of portfolios τ : ∆(n) → ∆(n) that are continuously
differentiable.
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This sufficient condition is satisfied by the equal and entropy weighted portfolios
(see Table 1 in Section 3 for the definitions) among many others. For the market
portfolio the generating function is constant and so the integral in (1.2) converges.
In Section 3 we will show if pi is functionally generated and τ dominates pi on
compacts, then τ must be functionally generated. Thus we may rephrase Theorem
1.1 by saying that if (1.2) holds then pi is maximal in the family of functionally
generated portfolios with C2 generating functions. A consequence of Theorem 1.1
is the following.
Corollary 1.2. Under the setting of Theorem 1.1, suppose τ is a C1 portfolio not
equal to pi. Then there is a compact set K ⊂ ∆(n) and a market weight sequence
{µ(t)}t≥0 taking values in K, such that the portfolio value of τ relative to pi tends
to zero as t tends to infinity.
One can interpret Corollary 1.2 by saying that if pi is maximal and τ 6= pi, it
is possible to find a diverse and sufficiently volatile market in which pi beats τ in
the long run. In this sense, for a portfolio pi satisfying (1.2), it is impossible to
find a (deterministic) portfolio which is a relative arbitrage with respect to pi in all
diverse and sufficiently volatile markets. Theorem 1.1 will be proved by comparing
the relative concavities of portfolio generating functions.
Regarding optimization of functionally generated portfolios, we formulate a shape-
constrained optimization problem in the spirit of maximum likelihood estimation of
a log-concave density. For the statistical theory we refer the reader to [DR09],
[CSS10], [CS10], [KM10] and [SW10]. Following [PW14], we associate to each func-
tionally generated portfolio an L-divergence functional T (· | ·) defined on ∆(n) ×
∆(n) (see Definition 2.9). Intuitively, T (q | p) measures the potential profit from
volatility captured when the market weight jumps from p to q in ∆(n). Let P be an
intensity measure over the jumps (p, q) which can be defined in terms of data or a
given model (examples will be given in Section 5). We maximize∫
T (q | p) dP
over all functionally generated portfolios with or without constraints. This opti-
mization problem is shape-constrained because the generating function of a func-
tionally generated portfolio is concave. We prove that the optimization problem
is well-posed and is in a suitable sense consistent when interpreted as a statistical
estimation problem. In this paper we implement this optimization for the case of
two assets (analogous to univariate density estimation) and a general algorithm
will be the topic of future research. We illustrate a typical application in portfolio
management with a case study.
The paper is organized as follows. In Section 2 we set up the notations and
recall the definitions of pseudo-arbitrage and functionally generated portfolio. In
Section 3 we extend the framework of [PW14] to benchmark portfolios that are
functionally generated. Using a relative concavity lemma given in [CDO07], we
prove Theorem 1.1 and Corollary 1.2 in Section 4. Optimization of functionally
generated portfolios is studied in Section 5 and an empirical case study is presented
in Section 6. Several proofs of a more technical nature are gathered in Appendex
A.
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2. Pseudo-arbitrage and functionally generated portfolio
2.1. Portfolio and pseudo-arbitrage. We work under the discrete time, deter-
ministic set-up of [PW14] which we briefly recall here. Let n ≥ 2 be the number
of stocks or assets in the market. We endow the open unit simplex ∆(n) with the
Euclidean metric. The open ball in ∆(n) centered at p with radius δ is denoted
by B(p, δ). A tangent vector of ∆(n) is a vector v = (v1, ..., vn) ∈ Rn satisfying∑n
i=1 vi = 0. We denote the vector space of tangent vectors of ∆
(n) by T∆(n).
For i = 1, ..., n, we let e(i) = (0, ..., 0, 1, 0, ..., 0) be the vertex of ∆(n) in the i-th
direction. If a and b are vectors in Rn, we let 〈a, b〉 be the Euclidean inner product.
The Euclidean norm is denoted by ‖ · ‖. If b has nonzero entries, a/b is the vector
of the componentwise ratios ai/bi.
Throughout this paper time is discrete (t = 0, 1, 2, ...). Extensions to contin-
uous time will be discussed briefly in Section 4.3. Let Xi(t) > 0 be the market
capitalization of stock i at time t. The total capitalization of the market is then
X1(t) + · · ·+Xn(t). The market weight of stock i is defined by
µi(t) =
Xi(t)
X1(t) + · · ·+Xn(t) , i = 1, ..., n.
The vector µ(t) = (µ1(t), ..., µn(t)) takes values in ∆
(n) and represents the relative
sizes of the firms. As the stock prices move the market weights fluctuate accordingly.
As in [PW14], the stock market is modeled as a deterministic sequence {µ(t)}t≥0
taking values in ∆(n), so an underlying probability space is not required. Our
approach is analogous to that of universal prediction (see for example [CBL06])
where it is not assumed that the data is generated by a stochastic model. Only
structural properties such as diversity and sufficient volatility will be imposed on
the sequences.
We consider a small investor in this market who cares about the value of his or
her portfolio relative to that of the entire market. We restrict ourselves to portfolios
which are deterministic functions of the current market weights. Short sales are
not allowed and we assume there is no transaction cost.
Definition 2.1 (Portfolio and relative value process). A portfolio is a Borel mea-
surable map pi : ∆(n) → ∆(n). The market portfolio µ is the identity map p 7→ p and
we do not distinguish it from the market weight process {µ(t)}. Given a portfolio
pi, its relative value process {Vpi(t)}t≥0 is defined by Vpi(0) = 1 and
(2.1)
Vpi(t+ 1)
Vpi(t)
= 1 +
〈
pi(µ(t))
µ(t)
, µ(t+ 1)− µ(t)
〉
, t ≥ 0.
The weight ratio of the portfolio at p ∈ ∆(n) is the vector pi(p)p =
(
pi1(p)
p1
, ..., pin(p)pn
)
.
The relative value Vpi(t) can be interpreted as the ratio of the growth of $1 in-
vested in the portfolio to that of $1 invested in the market portfolio. If Vpi(t1) >
Vpi(t0), the portfolio outperforms the market portfolio over the (discrete) time in-
terval [t0, t1]. As mentioned in [PW14], it is helpful to think of the weight ratio
p 7→ pi(p)p as a vector field on ∆(n). From (2.1), the portfolio outperforms the mar-
ket over [t, t + 1] if the inner product between the displacement µ(t + 1) − µ(t)
of the market weight and the weight ratio is positive. This means on average the
portfolio puts more weight on the assets which perform well relative to the rest of
the market.
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In the first part of the paper we will study the hierarchy of portfolios defined by
the relation ‘domination on compacts’.
Definition 2.2 (Domination on compacts). Let pi and τ be portfolios. We say that
τ dominates pi on compacts (written τ  pi) if for any compact subset K of ∆(n),
there exists a constant C = C(pi, τ,K) ≥ 0 such that for any path {µ(t)}t≥0 ⊂ K,
we have
(2.2) log
Vτ (t)
Vpi(t)
≥ −C, t ≥ 0.
Thus, if τ  pi, the value of pi cannot grow at a rate faster than that of τ under the
diversity condition µ(t) ∈ K, for any compact subset K. The relation τ  pi defines
a partial order among the class of portfolio maps. We include the logarithm in
(2.2) as this formulation is more convenient when we discuss functionally generated
portfolios. This definition is closely related to that of pseudo-arbitrage introduced
in [PW14]. The definition given below is extended slightly to allow for an arbitrary
benchmark portfolio.
Definition 2.3 (Pseudo-arbitrage). Let pi and τ be portfolios, and K be a subset
of ∆(n), not necessarily compact. We say that τ is a pseudo-arbitrage with respect
to pi on K if the following properties hold:
(i) There exists a constant C = C(pi, τ,K) ≥ 0 such that (2.2) holds for any
sequence {µ(t)}t≥0 ⊂ K.
(ii) There exists a sequence {µ(t)}t≥0 ⊂ K along which limt→∞ log V (t) =∞.
We refer the reader to [PW14] for more discussion of the definition. Here we
note that the requirement {µ(t)}t≥0 ⊂ K in (i) is a diversity condition which is
portfolio-specific, and (ii) refers to the presence of sufficient volatility. The following
is an easy consequence of the definitions.
Lemma 2.4. Let pi and τ be portfolios. Suppose τ is a pseudo-arbitrage relative to
pi on Kj for all j, where {Kj} is a compact exhaustion of ∆(n). Then τ dominates
pi on compacts.
Definition 2.5 (Maximal portfolio). Let S be a family of portfolios and pi ∈ S.
We say that pi is maximal in S if there is no portfolio in S, other than pi itself,
which dominates pi on compacts.
Note that a maximal portfolio may not exist and may not be unique in the given
class. In Section 4 we will study the maximal portfolios where S is the class of
portfolios with C2 generating functions. By Lemma 2.4, if pi is maximal there is
no portfolio which is a pseudo-arbitrage with respect to pi on all sufficiently large
compact subsets of ∆(n). In this sense a maximal portfolio is one which is impossible
to beat assuming only diversity and sufficient volatility.
Remark 2.6. The relation ‘domination on compacts’ refers to global properties of
portfolios. Even if pi is maximal, for a fixed subset K ⊂ ∆(n) it may be possible
to find a portfolio τ (depending on K) which beats pi in the long run whenever
{µ(t)} ⊂ K. For example, when n = 2, it can be shown that the entropy-weighted
portfolio beats the equal-weighted portfolio in the long run if {µ(t)} is sufficiently
volatile and stays in a certain neighborhood of
(
1
2 ,
1
2
)
. This, however, requires that
K is known in advance. Maximality of pi requires that there is no single τ which
beats pi on all compact sets K ⊂ ∆(n).
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2.2. Functionally generated portfolio. Functionally generated portfolio was
first introduced in a general form in [Fer99]. We will follow the intrinsic treat-
ment in [PW14, Section 2] which emphasizes the relationship with convex analysis.
Throughout the paper we will rely heavily on results from convex analysis and a
standard reference is [Roc97].
Definition 2.7 (Functionally generated portfolios). Let pi be a portfolio and
Φ : ∆(n) → (0,∞) be a concave function. We say that pi is generated by Φ if the
inequality
(2.3) 1 +
〈
pi(p)
p
, q − p
〉
≥ Φ(q)
Φ(p)
holds for all p, q ∈ ∆(n). We call Φ the generating function of pi. We denote by FG
the collection of all functionally generated portfolios (pi,Φ) where pi is generated by
the concave function Φ.
It is known (see [PW14, Proposition 5]) that the generating function is unique
up to a positive multiplicative constant, so the use of ‘the’ in the above definition is
justified (up to the constant). On the other hand, by Lemma 2.8(ii) below a non-
smooth concave function Φ generates multiple portfolios but they differ only on the
set where Φ is not differentiable (i.e., the superdifferential ∂ log Φ(p) has more than
one element), and this set has Lebesgue measure zero (relative to ∆(n)) by [Roc97,
Theorem 25.5]. Note that here the generating function is concave by definition,
while in [Fer02] non-concave generating functions are allowed. See Theorem 2.10
and Proposition 3.3 below for a justification of our definition.
Let Φ be a concave function on ∆(n) and p ∈ ∆(n). The superdifferential of Φ at
p is the set ∂Φ(p) defined by
(2.4) ∂Φ(p) = {ξ ∈ T∆(n) : Φ(p) + 〈ξ, q − p〉 ≥ Φ(q) ∀q ∈ ∆(n)}.
If Φ is concave and positive, it can be shown that log Φ is also a concave function,
and
(2.5) ∂ log Φ(p) =
1
Φ(p)
∂Φ(p) =
{
1
Φ(p)
ξ : ξ ∈ ∂Φ(p)
}
.
Lemma 2.8. [PW14, Proposition 6] Let Φ be a positive concave function on ∆(n).
(i) Let pi be a portfolio generated by Φ. Then for p ∈ ∆(n), the tangent vector
v = (v1, ..., vn) defined by
(2.6) vi =
pii(p)
pi
− 1
n
n∑
j=1
pij(p)
pj
, i = 1, ..., n,
belongs to ∂ log Φ(p).
(ii) Conversely, if v ∈ ∂ log Φ(p), then the vector pi = (pi1, ..., pin) defined by
(2.7)
pii
pi
= vi + 1−
n∑
j=1
pjvj , i = 1, ..., n,
is an element of ∆(n). In particular, any measurable selection of ∂ log Φ
(a Borel measurable map ξ : ∆(n) → T∆(n) such that ξ(p) ∈ ∂ log Φ(p)
for all p ∈ ∆(n)) defines via (2.7) a portfolio generated by Φ. (By [RW98,
Theorem 14.56], there is always a measurable selection of ∂ log Φ.)
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Moreover, the operations pi 7→ v and v 7→ pi defined by (2.6) and (2.7) are inverses
of each other.
From (2.7), it can be seen that Fernholz’s definition (see [Fer02, Theorem 3.1.5])
is consistent with ours. If pi is generated by Φ, the weight ratio vector field pip is
conservative on ∆(n) and its potential function is given by the logarithm of the
generating function Φ. Here is a precise statement and the details can be found
in the proof of [PW14, Theorem 8]. Let pi be a portfolio. If γ : [0, 1] → ∆(n) is a
piecewise linear path in ∆(n), we let
(2.8) Ipi(γ) :=
∫
γ
pi
p
dp ≡
∫ 1
0
n∑
i=1
pii(γ(t))
pi(γ(t))
γ′i(t)dt
be the line integral of the weight ratio along γ. If pi is functionally generated, the
weight ratio pip is conservative in the sense that this line integral is zero whenever
γ is closed, i.e., γ(0) = γ(1). Moreover, for any p, q ∈ ∆(n) we have
(2.9) log Φ(q)− log Φ(p) = Ipi(γ),
where γ is any piecewise linear path from p to q. In classical terminology, log Φ is
then the potential function of the weight ratio vector field. Fernholz’s decomposition
(see Lemma 3.1 below) shows that the log relative value log Vpi(t) can be decomposed
as the sum of the increment of log Φ(µ(t)) and a non-decreasing process related to
market volatility.
The concavity of the generating function will be measured in terms of the L-
divergence introduced in [PW14].
Definition 2.9 (L-divergence). Let pi be a portfolio generated by a concave func-
tion Φ : ∆(n) → (0,∞). The L-divergence functional of the pair (pi,Φ) is the
function T : ∆(n) ×∆(n) → [0,∞) defined by
(2.10) T (q | p) = log
(
1 +
〈
pi(p)
p
, q − p
〉)
− log Φ(q)
Φ(p)
, p, q ∈ ∆(n).
Using (2.3), it can be shown that T (q | p) ≥ 0 and T (q | p) = 0 only if Φ is affine
on the line segment containing p and q. T (· | ·) is a logarithmic version (hence the
‘L’) of Bergman divergence used in information geometry (see [AC10]) and should
be thought of as a measure of the concavity of Φ.
With these definitions, the main results of [PW14] can be summarized as follow.
Theorem 2.10 (Pseudo-arbitrages relative to the market portfolio). [PW14, Theo-
rem 1, Theorem 2] A portfolio pi is a pseudo-arbitrage relative to the market portfolio
µ on a convex subset K ⊂ ∆(n) if and only if pi is generated by a concave function
Φ : ∆(n) → (0,∞) which is bounded below on K and T (· | ·) is not identically
zero on K × K. Moreover, these portfolios correspond to solutions of an optimal
transport problem.
In Section 4 we will focus on functionally generated portfolios with C2 generating
functions.
Definition 2.11.
(i) We denote by FG2 the collection of functionally generated portfolios whose
generating functions are C2 and concave. An element of FG2 is denoted by
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Table 1. Examples of functionally generated portfolios
Name Portfolio weights Generating function
Market pii(p) = pi Φ(p) = 1
Diversity-weighted (0 < r < 1) pii(p) =
pri∑n
j=1 p
r
j
Φ(p) =
(∑n
j=1 p
r
j
) 1
r
Equal-weighted pii(p) =
1
n Φ(p) = (p1p2 · · · pn)
1
n
Entropy-weighted pii(p) =
−pi log pi∑n
j=1−pj log pj Φ(p) =
∑n
j=1−pj log pj
either pi, Φ or (pi,Φ) where pi is generated by Φ. In this case pi is necessarily
given by (1.1).
(ii) A positive C2 concave function Φ on ∆(n) is called a measure of diversity
if it is symmetric, i.e.,
Φ(p1, ..., pn) = Φ(pσ(1), ..., pσ(n))
for all p ∈ ∆(n) and any permutation σ of {1, ..., n}.
Measure of diversity was introduced by Fernholz in [Fer99, Section 4]. Some
examples are given in Table 1 and more can be found in [Fer02, Section 3.4]. A
measure of diversity gives a numerical measure of the concentration of the capital
distribution µ(t) = (µ1(t), ..., µn(t)) and also generates a portfolio.
3. Benchmarking a functionally generated portfolio
Fix a portfolio pi generated by a concave function Φ : ∆(n) → (0,∞) and call it
the benchmark portfolio. Some examples we have in mind are given in Table 1. All
of these portfolios are generated by measures of diversity.
As mentioned in the introduction, it can be proved that many functionally gen-
erated portfolios (including the three nontrivial examples above) outperform the
market over sufficiently long periods under the assumptions of diversity and suffi-
cient volatility. As these hypotheses appear to hold empirically, many functionally
generated portfolios outperform the market over long periods. See [Fer02, Chapter
6] for several case studies using data of the US stock market. Since these portfolios
contain no proprietary modeling, behave reasonably well and are easily replicable,
they also serve as alternative benchmarks as discussed in practitioner papers such
as [FGH98] and [HCKL11]. It is natural to ask whether we can construct relative
or pseudo-arbitrages with respect to these portfolios.
3.1. Fernholz’s decomposition. The relative value process of a functionally gen-
erated portfolio satisfies an elegant decomposition formula. It is a direct conse-
quence of (2.10) and (2.1) and can be motivated by the vector field interpretation
discussed in Section 2.2.
Lemma 3.1 (Fernholz’s decomposition). [Fer99, Theorem 3.1] [PW14, Lemma 7]
If pi is generated by a concave function Φ, the relative value process Vpi has the
decomposition
(3.1) log Vpi(t) = log
Φ(µ(t))
Φ(µ(0))
+A(t),
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t
log Vpi(t)
A(t)
oscK(log Φ)
Figure 1. Hypothetical performance of a functionally generated
portfolio. If the market weight µ(t) stays within a subset K ⊂
∆(n), the relative value process will stay within the dashed curves
which are vertical translations of the drift process A(t). The width
of the ‘sausage’ is given by the oscillation of log Φ on K defined by
oscK(log Φ) = supp,q∈K | log Φ(q)− log Φ(p)|.
where A(t) =
∑t−1
k=0 T (µ(k + 1) | µ(k)) is non-decreasing. We call A(t) the drift
process of the portfolio.
The key idea of the decomposition is that over any period [t0, t1] where log Φ(µ(t1))
and log Φ(µ(t0)) are approximately equal, the portfolio will outperform the mar-
ket by an amount equal to A(t1) − A(t0), see Figure 1 for an illustration. For
this reason, the drift process A(t) can be thought of as the cumulative amount of
market volatility captured by the portfolio. The condition of sufficient volatility
requires that A(t) grows unbounded as t→∞. Empirical studies (see for example
[FK09, Figure 11.2]) show that A increases at a roughly linear rate depending on
the portfolio and market volatility. Thus, as long as the fluctuation of log Φ(µ(t))
remains bounded, the drift process will dominate in the long run and the portfo-
lio will outperform the market. The assumption on diversity is imposed to bound
log Φ(µ(t)). For (say) the entropy-weighted portfolio, log Φ(µ(t)) is bounded as
long as max1≤i≤n µi(t) ≤ 1 − δ for some δ > 0, so we can take K in Definition
2.3 and Theorem 2.10 to be the set {p ∈ ∆(n) : max1≤i≤n pi ≤ 1 − δ} (this is the
definition of diversity stated in [Fer99] and [FK09]). For other portfolios such as
the equal-weighted portfolio, this condition is not enough and we require that µ(t)
stays within a compact subset of ∆(n). Thus the set K is portfolio-specific. Fern-
holz’s decomposition is implemented in the R package RelValAnalysis (available
on CRAN) written by the author.
3.2. Domination on compacts. In [PW14] pseudo-arbitrages with respect to
the market portfolio are characterized in terms of a property called multiplicative
cyclical monotonicity (MCM). It is a variant of cyclical monotonicity in convex
analysis (see [Roc97, Section 24]) and is equivalent to c-cyclical monotonicity in
optimal transport for a special cost function. Intuitively, this property requires
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that the portfolio outperforms the market portfolio whenever the market weight
goes through a cycle. It is natural to extend the definition as follow.
Definition 3.2 (Relative multiplicative cyclical monotonicity - RMCM). Let pi
and τ be portfolios. We say that τ satisfies multiplicative cyclical monotonicity
relative to pi if over any discrete cycle
µ(0), µ(1), ..., µ(m), µ(m+ 1) = µ(0)
in ∆(n), we have
(3.2) Vτ (m+ 1) ≥ Vpi(m+ 1).
In [PW14] we proved that functionally generated portfolios are characterized by
the MCM property relative to the market portfolio.
Proposition 3.3. [PW14, Proposition 4] A portfolio satisfies MCM relative to the
market portfolio if and only if it is generated by a positive concave function.
For an arbitrary functionally generated benchmark portfolio, we can generalize
Proposition 3.3 as follow. This result provides equivalent formulations of the partial
order  that are easier to work with. The proof is analogous to those of Proposition
4 and Theorem 1 of [PW14].
Theorem 3.4. Let pi be a portfolio generated by a concave function Φ : ∆(n) →
(0,∞), and let τ be a portfolio. The following statements are equivalent.
(i) τ dominates pi on compacts, i.e., τ  pi.
(ii) τ satisfies MCM relative to pi.
(iii) τ is generated by a concave function Ψ, and the L-divergence Tτ (· | ·) of
(τ,Ψ) dominates Tpi (· | ·) of (pi,Φ) in the sense that
(3.3) Tτ (q | p) ≥ Tpi (q | p)
for all p, q ∈ ∆(n).
Proof. (i) ⇒ (ii): Suppose τ dominates pi on compacts. If τ does not satisfy
MCM relative to pi, we can find a discrete cycle {µ(t)}m+1t=0 such that η := Vτ (m+
1)/Vpi(m+ 1) < 1. Consider the market weight sequence which goes over this cycle
again and again, i.e., µ(t) = µ(t+ (m+ 1)) for all t. Then
Vτ (k(m+ 1))
Vpi(k(m+ 1))
= ηk
for all k ≥ 0 and the ratio tends to 0 as k → ∞. This contradicts the hypothesis
τ  pi. Thus if τ dominates pi on compacts then τ satisfies MCM relative to pi.
(ii)⇒ (iii): Suppose τ satisfies MCM relative to pi. Since Vµ(·) ≡ 1 and pi satisfies
MCM relative to the market portfolio (by Proposition 3.3), τ satisfies MCM relative
to the market portfolio as well. By Proposition 3.3 again τ has a generating function
Ψ. To prove (3.3), let p, q ∈ ∆(n) with p 6= q. Let {q = µ(1), ..., µ(m), µ(m+1) = p}
be a partition of the line segment [q, p]. Then if µ(0) = p, {µ(k)}m+1k=0 is a cycle
which starts at p, jumps to q and then returns to p along the partition. Then the
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RMCM inequality (3.2) implies(
1 +
〈
τ(p)
p
, q − p
〉) m∏
k=1
(
1 +
〈
τ(µ(k))
µ(k)
, µ(k + 1)− µ(k)
〉)
≥
(
1 +
〈
pi(p)
p
, q − p
〉) m∏
k=1
(
1 +
〈
pi(µ(k))
µ(k)
, µ(k + 1)− µ(k)
〉)
.
(3.4)
Taking log on both sides, we have
log
(
1 +
〈
τ(p)
p
, q − p
〉)
+
m∑
k=1
log
(
1 +
〈
τ(µ(k))
µ(k)
, µ(k + 1)− µ(k)
〉)
≥ log
(
1 +
〈
pi(p)
p
, q − p
〉)
+
m∑
k=1
log
(
1 +
〈
pi(µ(k))
µ(k)
, µ(k + 1)− µ(k)
〉)
.
By the fundamental theorem of calculus for concave function and Taylor approxi-
mation, we can choose a sequence of partitions with mesh size going to zero, along
which
m∑
k=1
log
(
1 +
〈
pi(µ(k))
µ(k)
, µ(k + 1)− µ(k)
〉)
→
∫
γ
pi
µ
dµ = log
Φ(p)
Φ(q)
,
m∑
k=1
log
(
1 +
〈
τ(µ(k))
µ(k)
, µ(k + 1)− µ(k)
〉)
→
∫
γ
τ
µ
dµ = log
Ψ(p)
Ψ(q)
,
where γ is the line segment from q to p. Taking the corresponding limit in (3.4),
we obtain the desired inequality (3.3).
(iii)⇒ (i): Let {µ(t)}t≥0 be any market weight sequence. By Lemma 3.1 we can
write
log
Vτ (t)
Vpi(t)
= log
Ψ(µ(t))/Ψ(µ(0))
Φ(µ(t))/Φ(µ(0))
+ (Aτ (t)−Api(t)) ,
where Aτ and Api are the drift processes of τ and pi respectively. By (iii), Aτ (t)−
Api(t) is non-decreasing in t. Since log
Ψ(µ(t))/Ψ(µ(0))
Φ(µ(t))/Φ(µ(0)) is bounded as long as µ(t)
stays within a compact subset of ∆(n), τ dominates pi on compacts.  
Theorem 3.4 reduces the study of the partial order τ  pi to comparing the
relative concavities of generating functions, where concavity is measured by the
L-divergence. In this paper we focus on generating functions that are twice contin-
uously differentiable. Then the infinitesimal version of (3.3) leads to second order
differential inequalities.
Definition 3.5 (Drift quadratic form). Let (pi,Φ) ∈ FG2. Its drift quadratic form,
denoted by both Hpi and HΦ, is defined by
Hpi(p)(v, v) :=
−1
2Φ(p)
Hess Φ(p)(v, v), p ∈ ∆(n), v ∈ T∆(n).
Here Hess Φ is the Hessian of Φ regarded as a quadratic form. By definition, it is
given by
(3.5) Hess Φ(p)(v, v) =
d2
dt2
Φ(p+ tv)
∣∣∣∣
t=0
.
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Lemma 3.6. Let (pi,Φ), (τ,Ψ) ∈ FG2, and let Tpi and Tτ be their corresponding
L-divergences. If τ  pi and therefore Tτ (q | p) ≥ Tpi (q | p) for all p, q ∈ ∆(n), then
Hτ ≥ Hpi in the sense that
(3.6) Hτ (p)(v, v) ≥ Hpi(p)(v, v)
for all p ∈ ∆(n) and v ∈ T∆(n).
Proof. The lemma follows immediately from the Taylor approximation
(3.7) Tpi (p+ tv | p) = −1
2Φ(p)
Hess Φ(p)(tv, tv) + o
(
t2
)
.
where p ∈ ∆(n), v is a tangent vector, and t ∈ R is small.  
As a consequence of Lemma 3.6, in order to show that a portfolio pi ∈ FG2
is maximal in FG2, it is enough to show that its drift quadratic form Hpi is not
dominated (in the sense of (3.6)) by that of some other portfolio. This is the
approach we use in Section 4 to prove Theorem 1.1. Simple examples show, however,
that Hτ ≥ Hpi does not imply Tτ ≥ Tpi.
Example 3.7 (Diversity-weighted portfolio). For 0 < r < 1, the diversity-weighted
portfolio pi introduced at the beginning of this section is generated by the function
Φ(p) =
 n∑
j=1
prj
 1r .
It is easy to show that Φ is bounded below by 1. Let τ be the portfolio generated by
Ψ := Φ− 1. Then it can be shown that τ  pi. To see this, write the L-divergence
(2.10) in the form
(3.8) Tpi (q | p) = log Φ(p) +Dq−pΦ(p)
Φ(q)
, p, q ∈ ∆(n).
Then
Tτ (q | p) = log (Φ(p)− 1) +Dq−pΦ(p)
Φ(q)− 1 ≥ Tpi (q | p) .
From (3.8), we can show that for a portfolio (pi,Φ) to be maximal in FG2, it is
necessary that the continuous extension of Φ to the closure ∆(n) (which exists by
[Roc97, Theorem 10.3]) vanishes at all the vertices e(1), ..., e(n) (because otherwise
we can subtract an affine function from Φ and make T larger). However this
condition is not sufficient for pi to be maximal in FG2.
4. Relative concavity and maximal portfolios
4.1. Two asset case. In this section we study the maximal portfolios in FG2 and
prove Theorem 1.1. To illustrate the ideas involved we first give a proof of the
maximality of the equal-weighted portfolio for n = 2. This result is the starting
point of this paper.
Proposition 4.1. For n = 2, the equal-weighted portfolio pi ≡ ( 12 , 12) generated by
the geometric mean Φ(p) =
√
p1p2 is maximal in FG2.
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Proof. Let (τ,Ψ) ∈ FG2 be a portfolio which dominates (pi,Φ) on compacts. Define
u(x) = Φ(x, 1− x) = √x(1− x) and let v(x) = Ψ(x, 1− x), x ∈ (0, 1). Then u and
v are positive C2 concave functions on (0, 1). By Theorem 3.4 and Lemma 3.6, the
drift quadratic form of τ dominates that of pi. Using (3.5), we have the differential
inequality
(4.1)
−v′′(x)
v(x)
≥ −u
′′(x)
u(x)
=
1
4 (x(1− x))2 , x ∈ (0, 1).
We claim that v also generates the equal-weighted portfolio, and so τ = pi.
We will use a transformation which amounts to a change of nume´raire using
y = log x1−x . See the binary tree model in [PW13, Section 4] for the motivation of
this transformation and related results. Define a function τ1 : (0, 1)→ [0, 1] by
(4.2) τ1(x) = x+ x(1− x)v
′(x)
v(x)
= x [1 + (1− x)(log v)′(x)] .
By (1.1), this is the portfolio weight of stock 1 generated by v and τ1 takes value
in [0, 1]. Let y = log x1−x , so x =
ey
1+ey . Define q : R→ [0, 1] by
q(y) = τ1(x) =
ey
1 + ey
+
ey
(1 + ey)2
v′(x)
v(x)
, x =
ey
1 + ey
, y ∈ R.
For the equal-weighted portfolio the corresponding portfolio weight function is iden-
tically 12 . It follows from a straightforward computation that
q(y)(1− q(y))− q′(y) = −e
2y
(1 + ey)4
v′′(x)
v(x)
.
Now (4.1) can be rewritten in the form
(4.3) q(y)(1− q(y))− q′(y) ≥ 1
4
, y ∈ R.
The proof is then completed by the following elementary result.  
Lemma 4.2. Suppose q : R→ [0, 1] is differentiable and q(1− q)− q′ ≥ 1/4 on R.
Then q ≡ 1/2.
Proof. Since 0 ≤ q(y) ≤ 1, we have
q′ ≤ q(1− q)− 1
4
≤ 1
4
− 1
4
= 0,
so q is non-increasing. If q(y0) = q0 <
1
2 for some y0, then on y ∈ [y0,∞], q must
satisfy the differential inequality
q′(y) ≤ q0(1− q0)− 1
4
< 0,
which contradicts the fact that q(y) ≥ 0. Similarly, if q(y0) = q0 > 12 for some y0,
the same inequality is satisfied on (−∞, y0], again a contradiction. Thus we get
q(y) ≡ 12 for all y ∈ R.  
The main idea of the proof of Proposition 4.1 is that for a portfolio to dominate
the equal-weighted portfolio pi on compacts, it must be more aggressive than pi
everywhere on the simplex. This means buying more and more the underperforming
stock at a sufficiently fast rate satisfying (4.3), but this is impossible to continue
up to the boundary of the simplex. While there is a multi-dimensional analogue of
the differential inequality (4.3) (see [PW14, Theorem 9]), we are unable to extend
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this proof to the multi-asset case since the market and portfolio weights can move
in many directions. Instead, we will work with portfolio generating functions and
use the simple but powerful tools of convex analysis.
4.2. Main result. Before we give the proof of Theorem 1.1 we note that the inte-
gral condition (1.2) is sufficient to capture many important examples. The proof is
an exercise in elementary calculus and is left to the reader.
Lemma 4.3. The following portfolios satisfy (1.2).
(i) The equal-weighted portfolio pi ≡ ( 1n , ..., 1n) generated by the geometric mean
Φ(p) = (p1 · · · pn)
1
n .
(ii) The entropy-weighted portfolio pii = −(pi log pi)/Φ(p) generated by the Shan-
non entropy Φ(p) = −∑nj=1 pj log pj.
The main ingredient of the proof of Theorem 1.1 is the following ingenious ob-
servation taken from [CDO07] and [CDOS09, Lemma 2] (it is called the relative
convexity lemma in these references). It can be proved by direct differentiation.
Lemma 4.4 (Relative concavity lemma). [CDO07] Let −∞ < a < b ≤ ∞ and
c, C : [a, b) → R be continuous. Suppose u, v : [a, b) → (0,∞) are C2 and satisfy
the differential equations
u′′(x) + c(x)u(x) = 0, x ∈ [a, b),
v′′(x) + C(x)v(x) = 0, x ∈ [a, b).
Define F : [a, b)→ [0,∞) by
F (x) =
∫ x
a
1
u(t)2
dt, x ∈ [a, b).
Let G be the inverse of F defined on [0, `), where ` = limx↑b F (x). Then the function
w(y) :=
v(G(y))
u(G(y))
defined on [0, `) satisfies the differential equation
w′′(y) = −(C(x)− c(x))u(x)4w(y), 0 ≤ y < `, x = G(y).
In particular, if C(x) ≥ c(x) on [a, b), then w is concave on [0, `).
We also need some convex analytic properties of functionally generated portfo-
lios.
Lemma 4.5. Let pi(1), pi(2) ∈ FG be generated by Φ(1) and Φ(2) respectively, and
λ ∈ [0, 1]. Then the portfolio given by the weighted average
pi := λpi(1) + (1− λ)pi(2)
belongs to FG. Indeed, pi is generated by the geometric mean
Φ :=
(
Φ(1)
)λ (
Φ(2)
)1−λ
of the two generating functions.
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Proof. For C2 generating functions this result is stated in [Fer02, Page 50]. The
same is true in the general case where the generating functions are not necessarily
smooth. To prove this, we need to check that pi = λpi(1) + (1− λ)pi(2) satisfies the
defining inequality (2.3). This is an easy consequence of the AM-GM inequality
and the proof is omitted.  
Lemma 4.6. The L-divergence and the drift quadratic form are concave in the
portfolio weights in the following sense. Let (pi(1),Φ(1)), (pi(2),Φ(2)) ∈ FG. For
λ ∈ [0, 1], let pi = λpi(1)+(1−λ)pi(2) and let Φ = (Φ(1))λ (Φ(2))1−λ be the generating
function of pi. Let T , T (1) and T (2) be the L-divergences of (pi,Φ), (pi(1),Φ(1)) and
(pi(2),Φ(2)) respectively. Then
(4.4) T (q | p) ≥ λT (1) (q | p) + (1− λ)T (2) (q | p) , p, q ∈ ∆(n).
If Φ(1) and Φ(2) are C2, then Hpi ≥ λHpi(1) + (1− λ)Hpi(2) in the sense that
(4.5) Hpi(p)(v, v) ≥ λHpi(1)(p)(v, v) + (1− λ)Hpi(2)(p)(v, v)
for all p ∈ ∆(n) and v ∈ T∆(n).
Proof. To prove (4.4) we write the L-divergence T (q | p) of a functionally generated
portfolio (pi,Φ) in the form
T (q | p) = log
(
1 +
〈
pi(p)
p
, q − p
〉)
− Ipi(γ),
where Ipi(γ) =
∫
γ
pi
p dp is the line integral of the weight ratio along the line segment
from p to q (see (2.8)). Since the line integral is linear in pi and the logarithm is
concave, we see that T (q | p) is concave in pi. The statement for the drift quadratic
form follows from the Taylor approximation (3.7).  
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let τ : ∆(n) → ∆(n) be a C1 portfolio which dominates pi
on compacts. We want to prove that τ = pi. By Theorem 3.4, τ is generated by a
concave function Ψ : ∆(n) → (0,∞). Since τ is C1, by [PW14, Proposition 5(iii)] Ψ
is C2, so τ ∈ FG2. Thus we may rephrase Theorem 1.1 by saying that pi is maximal
in FG2.
Let Ψ be a generating function of τ . By scaling, we may assume that Ψ(e) =
Φ(e). We will prove that Ψ equals Φ identically, so Ψ generates pi and τ = pi. We
divide the proof into the following steps.
Step 1 (Symmetrization). Let Sn be the set of permutations of {1, ..., n}. For
σ ∈ Sn, define Ψσ by relabelling the coordinates, i.e.,
Ψσ(p) = Ψ(pσ(1), ..., pσ(n)).
Since τ  pi, by Lemma 3.6 (and relabeling the coordinates) we have HΨσ ≥ HΦσ
for all σ ∈ Sn. But Φ is a measure of diversity, so Φσ = Φ by symmetry and we
have HΨσ ≥ HΦ for all σ ∈ Sn. Let
Ψ˜ =
∏
σ∈Sn
(Ψσ)
1
n!
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be the symmetrization of Ψ. By Lemma 4.5, Ψ˜ generates the symmetrized portfolio
τ˜(p) =
1
n!
∑
σ∈Sn
τ(pσ(1), ..., pσ(n)), p ∈ ∆(n).
By Lemma 4.6, we have
(4.6) HΨ˜ ≥
1
n!
∑
σ∈Sn
HΨσ ≥ HΦ.
Thus HΨ˜  HΦ. Clearly Ψ˜ is a measure of diversity and by symmetry it achieves
its maximum at e.
Step 2 (Ψ˜ ≤ Φ). We claim that Ψ˜ ≤ Φ on ∆(n). Let p ∈ ∆(n) and consider the
one-dimensional concave functions
u(t) = Φ((1− t)e+ tp)
v(t) = Ψ˜((1− t)e+ tp)(4.7)
defined on [0, 1]. We have u(0) = v(0) and u′(0) = v′(0) = 0 since both Φ and Ψ˜
achieve their maximums at e. Since HΨ˜ ≥ HΦ, we have
−v′′(t)
v(t)
≥ −u
′′(t)
u(t)
, t ∈ [0, 1].
By the relative concavity lemma (Lemma 4.4),
(4.8) w(y) =
v(G(y))
u(G(y))
is a positive concave function on [0, `], where ` =
∫ 1
0
1
u(t)2 dt, with w(0) = 1 and
w′(0) = 0 (by the quotient rule). Note that ` <∞ as Φ is continuous and positive
on the line segment [e, p] ⊂ ∆(n). Also, it is straightforward to see that in this case
the relative concavity lemma can be applied to [0, `] instead of [0, `). This implies
that w is non-increasing and so w(`) = Ψ˜(p)/Φ(p) ≤ 1.
Step 3 (Ψ˜ ≡ Φ). Let Z = {p ∈ ∆(n) : Ψ˜(p) = Φ(p)} and we claim that Z = ∆(n).
Here we follow an idea in the proof of [CDOS09, Theorem 3]. Define u and v
on [0, 1) by (4.7) with p replaced by e(1). Then the function w defined as in
(4.8) is positive and concave on [0,∞) since the integral in (1.2) (which defines
` =
∫ 1
0
1
u(t)2 dt) diverges. Again w satisfies w(0) = 1 and w
′(0) = 0. But since w
is defined on an infinite interval, if w′(y) < 0 for some y, then w must hit zero as
w′ is non-increasing by concavity. This contradicts the positivity of w, and so w is
identically one on [0,∞). It follows that Ψ˜ = Φ on the line segment [e, e(1)). By
symmetry, Z contains the segments [e, e(i)) for all i.
Next we show that the set Z is convex. Let p, q ∈ Z. Again we consider the pair
of functions
u(t) = Φ((1− t)p+ tq)
v(t) = Ψ˜((1− t)p+ tq)(4.9)
on [0, 1]. Let w˜(t) = v(t)u(t) , t ∈ [0, 1]. By the relative concavity lemma again, we
know that w˜ is concave after a reparameterization. But w˜(t) ≤ 1 by Step 2 and w˜
equals one at the endpoints 0 and 1. By concavity, w˜ is identically one on [0, 1].
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Hence if Z contains p and q, it also contains the line segment [p, q]. Now Z is a
convex set containing [e, e(i)) for all i. It is easy to see that Z is then the simplex
∆(n). Hence Ψ˜ equals Φ identically.
Step 4 (Desymmetrization). We have shown that Ψ˜ ≡ Φ, and so HΨ˜ = HΦ. By
(4.6), we have
HΦ = HΨ˜ ≥
1
n!
∑
σ∈Sn
HΨσ ≥ HΦ.
Since HΨσ ≥ HΦ for each σ ∈ Sn, we have HΨσ = HΦ for all σ. In particular,
taking σ to be the identity, we have HΨ = HΦ. It remains to show that Ψ equals
Φ identically (recall that we assume Ψ(e) = Φ(e)).
Fix i ∈ {1, ..., n} and consider
u(t) = Φ((1− t)e+ te(i))
v(t) = Ψ((1− t)e+ te(i))
for t ∈ [0, 1). By the argument in Step 3, if ( vu)′ (0) ≤ 0, the integral condition
(1.2) implies that v/u is identically one. So
(
v
u
)′
(0) ≤ 0 implies ( vu)′ (0) = 0. For
σ ∈ Sn let
vσ(t) = Ψ((1− t)e+ te(σ(i))).
Since Ψ˜ = Φ, we have ∏
σ∈Sn
(
vσ(t)
u(t)
) 1
n!
= 1.
Taking logarithm on both sides and differentiating, we see that the average of the
derivatives
(
v
u
)′
(0) over i is 0 (recall that Φ is symmetric). Since all derivatives
are non-negative by the above argument, in fact they are all 0, and so Ψ = Φ on
[e, e(i)) for all i.
Since the vectors e(i)− e span the plane parallel to ∆(n), the graphs of Ψ and Φ
have the same tangent plane at e. Since Φ achieves its maximum at e, we see that
Ψ achieves its maximum at e as well. Now we may apply the argument in Steps 2
and 3 to conclude that Ψ equals Φ identically on ∆(n). Thus τ = pi and we have
proved that pi is maximal in FG2.  
Proof of Corollary 1.2. Let τ be a C1 portfolio not equal to pi. By the maximality
of pi, it is not the case that τ  pi. By Theorem 3.4, τ does not satisfy MCM
relative to pi. Thus, there is a cycle {µ(t)}m+1t=0 (with µ(0) = µ(m+ 1)) over which
(4.10)
Vτ (m+ 1)
Vpi(m+ 1)
< 1.
Consider, as in the proof of Theorem 3.4, the market weight sequence which goes
through this cycle again and again. Clearly {µ(t)}t≥0 takes values in a finite set K
which is compact. From (4.10), it is clear that Vτ (t)/Vpi(t)→ 0 as t→∞.  
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4.3. Extension to continuous time. We discuss briefly how Theorem 1.1 can be
generalized to continuous time. In continuous time, we let the market weight process
{µ(t)}t≥0 be a continuous semimartingale with state space ∆(n). The market weight
process of a portfolio pi satisfies the stochastic differential equation
dVpi(t)
Vpi(t)
=
n∑
i=1
pii(µ(t))
dµi(t)
µi(t)
.
Let (pi,Φ), (τ,Ψ) ∈ FG2. Then we have the decomposition
log
Vτ (t)
Vpi(t)
= log
Ψ(µ(t))/Ψ(µ(0))
Φ(µ(t))/Φ(µ(0))
+A(t),
where the drift process takes the form A(t) = Aτ (t)−Api(t),
(4.11) Aτ (t) =
∫ t
0
Hτ (µ(s))(dµ(s),dµ(s)),
and the analogous definition holds for Api. See [Fer02, Theorem 3.1.5]. In (4.11)
we use the intrinsic notation of [EM89] for the quadratic variation of {µ(t)} with
respect to the non-negative definite form Hτ . It can be shown that A(t) is non-
decreasing almost surely for all continuous semimartingales {µ(t)} if and only if
Aτ ≥ Api. We may define the relation τ  pi (domination on compacts) in the same
way as in Definition 2.2, except that we require for any continuous semimartingale
{µ(t)} with values in K, (2.2) holds for all t ≥ 0 almost surely. Using the results
established, one can show in continuous time that pi is maximal in FG2 if it is
generated by a measure of diversity satisfying (1.2).
Moreover, in continuous time, [CDOS09, Theorem 3] shows that the integral
condition (1.2) is also necessary for (pi,Φ) to be maximal in FG2 when n = 2. Let
u(x) = Φ(x, 1 − x). The idea is that if the integral converges, we can solve the
initial value problem
v′′(x) +
(−u′′(x)
u(x)
+ s(x)
)
v(x) = 0, x ∈ (0, 1),
v
(
1
2
)
= u
(
1
2
)
, v′
(
1
2
)
= u′
(
1
2
)
= 0,
for some appropriately chosen function s(x) such that s(x) ≥ 0, s(x) 6≡ 0 and
s is symmetric about 12 . Sturm’s comparison theorem implies that the solution
v(x) is positive (and concave) on (0, 1). Let Ψ(p) = v(p1) and let τ be the portfolio
generated by Ψ. Then the corresponding portfolio τ is not equal to pi and dominates
pi on compacts, so pi is not maximal in FG2.
Problem 4.7. Characterize the maximal portfolios of FG.
5. Optimization of functionally generated portfolios
5.1. A shape-constrained optimization problem. Consider the relative value
process of a functionally generated portfolio. If we have a model for the market
weight process {µ(t)}t≥0, a natural optimization problem is to maximize the ex-
pected growth rate of the drift process over some horizon. To this end, suppose
we are given an intensity measure P of the increments (µ(t), µ(t + 1)) modeled as
a Borel probability measure on ∆(n) × ∆(n). We assume that P is either discrete
(with countably many masses) or absolutely continuous with respect to the measure
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ν := m⊗m on ∆(n) ×∆(n), where m is the surface measure of ∆(n) in Rn (which
should be thought of as the Lebesgue measure on ∆(n)). We will abbreviate this
by simply saying P is absolutely continuous. For technical reasons, we assume that
P is supported on K ×K for some compact subset K of ∆(n) ×∆(n).
Given the intensity measure P, we consider the optimization problem
(5.1) max
(pi,Φ)∈FG
∫
T (q | p) dP.
First we give some examples of the intensity measure.
Example 5.1. Suppose {(µ(t− 1), µ(t))} is an ergodic Markov chain on K×K. We
can take P to be the stationary distribution of (µ(t−1), µ(t)). It is easy to see that an
optimal portfolio in (5.1) maximizes the asymptotic growth rate limt→∞ 1t log Vpi(t)
of the relative value (the term 1t log
Φ(µ(t))
Φ(µ(0)) vanishes as t→∞). This portfolio can
be regarded as a growth optimal portfolio (relative to the market portfolio) among
the functionally generated portfolios.
Example 5.2. We model {µ(t)}t≥0 as a stochastic process. Let K be a compact
subset of ∆(n) containing µ(0). Let τ be the first exit time of K, i.e.,
τ = inf{t ≥ 0 : µ(t) /∈ K}.
Consider the measure G on K ×K defined by
G(A) := E
[
τ−1∑
t=1
1{(µ(t−1),µ(t))∈A}
]
, A ⊂ K ×K measurable.
If the process {(µ(t− 1), µ(t))} is Markovian, G is the Green kernel of the process
killed at time τ . Suppose G(K ×K) = E(τ − 1) <∞, i.e., the exit time has finite
expectation. Then
P(·) := 1
G(K ×K)G(·)
is a probability measure on K × K. This intensity measure will be used in the
empirical example in Section 6.
Note that Example 5.1 deals with infinite horizon while Example 5.2 is con-
cerned with a finite (but random) horizon. The optimization problem (5.1) is
shape-constrained because the generating function is concave by definition. We will
first study some theoretical properties of this abstract (unconstrained) optimiza-
tion problem, and then focus on a discrete special case where numerical solutions
are possible and further constraints are imposed. In contrast to classical portfolio
selection theory where the portfolio weights are optimized period by period, in (5.1)
we optimize the portfolio weights over a region simultaneously.
Throughout the development it is helpful to keep in mind the analogy between
(5.1) and the maximum likelihood estimation of a log-concave density. In that
context, we are given a random sample X1, ..., XN from a log-concave density f0 on
Rd (i.e., log f0 is concave). The log-concave maximum likelihood estimate (MLE)
f̂ is the solution to
(5.2) max
f
N∑
j=1
log f(Xj),
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where f ranges over all log-concave densities on Rd. It can be shown that the MLE
exists almost surely (when N ≥ d + 1 and the support of f0 has full dimension)
and is unique; see [CSS10] for precise statements of these results. We remark that
(5.1) is more complicated than (5.2) because the portfolio weights correspond to
selections of the superdifferential ∂ log Φ, wheras (5.2) involves only the values of
the density.
5.2. Theoretical properties. It is easy to check that (5.1) is a convex optimiza-
tion problem since the L-divergence is concave in the portfolio weights (Lemma
4.6). First we show that (5.1) has an optimal solution and study in what sense the
solution is unique.
Given an intensity measure P, it can be decomposed in the form
(5.3) P(dpdq) = P1(dp)P2(dq|p),
where P1 is the first marginal of P and P2 is the conditional distribution of the
second variable given p. We will need a technical condition for P which allows
jumps in all directions.
Definition 5.3 (Support condition). Let P be an absolutely continuous probability
measure on ∆(n) ×∆(n) with the decomposition (5.3). Write
P1(dp) = f(p)m(dp),
where f(·) is the density of P1 with respect to m. We say that P satisfies the
support condition if for m-almost all p for which f(p) > 0, for all v ∈ T∆(n), there
exists λ > 0 such that p+ λv belongs to the support of P2(·|p).
We have the following result which is analogous to [CSS10, Theorem 1].
Theorem 5.4. Consider the optimization problem (5.1) where P is a discrete or
absolutely continuous Borel probability measure on ∆(n)×∆(n) supported on K×K
with K ⊂ ∆(n) compact.
(i) The problem has an optimal solution.
(ii) If pi(1) and pi(2) are optimal solutions, then
(5.4)
〈
pi(1)(p)
p
, q − p
〉
=
〈
pi(2)(p)
p
, q − p
〉
for P-almost all (p, q). In particular, if P(dpdq) = P1(dp)P2(dq|p) is abso-
lutely continuous with P1(dp) = f(p)m(dp) and satisfies the support condi-
tion, then pi(1) = pi(2) m-almost everywhere on {p : f(p) > 0}.
The proofs of Theorem 5.4 and Theorem 5.5 below are given in Appendix A.
Let P an intensity measure. Suppose {PN}N≥1 is a sequence of probability
measures converging weakly to P. By definition, this means that
lim
N→∞
∫
fdPN =
∫
fdP
for all bounded continuous functions on ∆(n)×∆(n). For example, one may sample
i.i.d. observations {(p(j), q(j))}Nj=1 from P and take PN to be the empirical mea-
sure 1N
∑N
j=1 δ(p(j),q(j)), where δ(p(j),q(j)) is the point mass at (p(j), q(j)). From
the perspective of statistical inference, the optimal portfolio (pi(N), Φ̂(N)) for PN
can be regarded as a point estimate of the optimal portfolio (pi,Φ) for P. The
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Table 2. Examples of additional constraints imposed for p ∈
{p(1), ..., p(N)}. The parameters may be given functions of p.
Constraint Interpretation
ai ≤ pii(p) ≤ bi Box constraints on portfolio weights
mi ≤ pii(p)pi ≤Mi Box constraints on weight ratios
(pi(p)− p)′Σ(pi(p)− p) < ε Constraint on tracking error given a covariance matrix
following result states that the estimator is consistent. See [CS10, Theorem 4] for
an analogous statement in the context of log-concave density estimation.
Theorem 5.5. Let (pi,Φ) be the optimal portfolio in problem (5.1) for P, where
P(dpdq) = P1(dp)P2(dq|p) is absolutely continuous with P1(dp) = f(p)m(dp), sup-
ported on K × K with K ⊂ ∆(n) compact, and satisfies the support condition.
Let {PN} be a sequence of discrete or absolutely continuous probability measures
on K ×K such that PN → P weakly, and suppose (pi(N), Φ̂(N)) is optimal for the
measure PN , N ≥ 1. Then pi(N) → pi m-almost everywhere on {p : f(p) > 0}.
5.3. Finite dimensional reduction. Without further constraints, the optimal
portfolio weights of (5.1) may be highly irregular. Now we restrict to the special
case where
(5.5) P =
1
N
N∑
j=1
δ(p(j),q(j))
is a discrete measure and (p(j), q(j)) ∈ ∆(n)×∆(n) for j = 1, ..., N . This presents no
great loss of generality because in practice the market weights have finite precision
and we can choose the pairs (p(j), q(j)) to take values in a grid approximating
∆(n) × ∆(n). Moreover, from Theorem 5.5 we expect that when N is large the
optimal solution approximates that of the continuous counterpart. Consider the
modified optimization problem
(5.6)
maximize
(pi,Φ)∈FG
∫
T (q | p) dP
subject to (pi(p(1)), ..., pi(p(N))) ∈ C,
where C is a given closed convex subset of ∆(n)
N
. Some examples of C are given
in Table 2, where each constraint is a cylinder set of the form {pi(p(j)) ∈ Cj} with
Cj a closed convex set of ∆(n). ‘Global’ constraints on the weights can be imposed,
see Section 6 for an example. It can be verified easily that the proof of Theorem
5.4 goes through without changes with these constraints, so (5.6) has an optimal
solution. Moreover, if pi(1) and pi(2) are optimal solutions, then〈
pi(1)(p(j))
p(j)
, q(j)− p(j)
〉
=
〈
pi(2)(p(j))
p(j)
, q(j)− p(j)
〉
, j = 1, ..., N.
For maximum likehood estimation of log-concave density, it is shown in [CSS10]
that the logarithm of the MLE f̂ is polyhedral, i.e., log f̂ is the pointwise minimum
of several affine functions (see [Roc97, Section 19]). In particular, there exists a
triangulation of the data points over which log f̂ is piecewise affine. We show that
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Figure 2. The figure on the left shows the growth of $1 for each
asset, and the one on the right shows the time series of the market
weight µ1(t) of US. The vertical dotted line divides the data set
into the training and testing periods respectively.
an analogous statement holds for (5.6). Let D = {p(j), q(j) : j = 1, ..., N} be the
set of data points.
Theorem 5.6. Let (pi,Φ) be an optimal portfolio for the problem (5.6) where
P = 1N
∑N
j=1 δ(p(j),q(j)). Let Φ : ∆
(n) → (0,∞) be the smallest positive concave
function on ∆(n) such that Φ(p) ≥ Φ(p) for all x ∈ D. Then Φ is a polyhedral
positive concave function on ∆(n) satisfying Φ ≤ Φ and Φ(p) = Φ(p) for all p ∈ D.
Moreover, Φ generates a portfolio pi such that pi(p(j)) = pi(p(j)) for all j. In par-
ticular, (pi,Φ) is also optimal for the problem (5.6).
Proof. It is a standard result in convex analysis that Φ such defined is finitely
generated (see [Roc97, Section 19]). By [Roc97, Corollary 19.1.2], Φ is a polyhedral
concave function. By definition of Φ and concavity of Φ, we have Φ(p) = Φ(p)
for all x ∈ D for all j and Φ ≤ Φ. This implies that ∂ log Φ(p(j)) ⊂ ∂ log Φ(p(j))
for all j. By Lemma 2.8(ii), Φ generates a portfolio pi which agrees with pi on
{p(1), ..., p(N)}. It follows that (using obvious notations)
T (q(j) | p(j)) = T (q(j) | p(j))
for all j, and hence (pi,Φ) is optimal for (5.6).  
Theorem 5.6 reduces (5.6) to a finite-dimensional problem. In the next section we
present an elementary implementation for the case n = 2 (analogous to univariate
density estimation) and illustrate its application in portfolio management with a
case study.
6. Empirical examples
6.1. A case study. In global portfolio management, an important topic is the
determination of the aggregate portfolio weights for countries. In this example
we consider two countries: US and China. We represent them by the S&P US
BMI index (asset 1) and the S&P China BMI index (asset 2) respectively. The
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Figure 3. Density estimate of PN onK×K in terms of the market
weight of US.
‘market’ consists of these two assets. We collect monthly data from January 2001
to June 2014 using Bloomberg. The benchmark portfolio is taken to be the buy-
and-hold portfolio starting with weights (0.5, 0.5) at January 2001. Here the initial
market weights (0.5, 0.5) are chosen arbitrarily. The data from January 2001 to
December 2010 will be used as the training data to optimize the portfolio which
will be backtested in the subsequent period. The market weights at January 2011
are (0.1819, 0.8191). The data is plotted in Figure 2.
Let K ⊂ ∆(2) be the compact set defined by
(6.1) K = {p = (p1, p2) ∈ ∆(2) : 0.1 ≤ p1 ≤ 0.3}.
Our objective here is to optimize a functionally generated portfolio to be held as
long as the market weights stay within K. If the market weight of US approach
these boundary points (regarded as a regime change), a new portfolio will be chosen,
so 0.1 and 0.3 can be thought of as the trigger points.
6.2. The intensity measure and constraints. Suppose t = 0 corresponds to
January 2011. We model {µ(t)}t≥0 as a discrete-time stochastic process (time is
monthly) where µ(0) is constant. Let P be the measure in Example 5.2 where τ is
the first exit time of K given in (6.1).
If a stochastic model is given, we may approximate P by simulating paths of
{µ(t)} killed upon exiting K. The resulting empirical measure
PN =
1
N
N∑
j=1
δ(p(j),q(j))
is then taken as the intensity measure of the optimization problem (5.6).
Since our main concern is the implementation of the optimization problem (5.6),
sophisticated modeling of {µ(t)} will not be attempted and we will use a simple
method to simulate paths of {µ(t)}. Namely, starting at µ(0) = (0.1819, 0.8191),
we simulate paths of {µ(t)}τ−1t=0 by bootstrapping the past returns of the two assets
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Figure 4. The portfolio weight and the generating function of the
optimized portfolio.
and computing the corresponding market weight series. In view of the possible
recovery of US, before the simulation we recentered the past returns so that they
both have mean zero over the training period. (Essentially, only the difference in
returns matter for the evolution of the market weights.) We simulated 50 such
paths and obtained N = 3115 pairs (p(j), q(j)) in K ×K. A density estimate of
PN (in terms of the market weight of US) is plotted in Figure 3. To reduce the
number of variables, the market weights are rounded to 3 decimal places, so the
market weights of US take values in the set D = {0.100, 0.101, ..., 0.299, 0.300}.
Next we specify the constraints for {pi(p1) := pi(p1, 1 − p1) : p1 ∈ D}. (This
notation should cause no confusion since the market weight of China is determined
by that of US.) First, we require that pi1(p1) is non-decreasing in p1, i.e.,
pi1(0.100) ≤ pi1(0.101) ≤ · · · ≤ pi1(0.300).
This imposes a shape constraint on the portfolio weights which guarantees that the
portfolio weights always move in the direction of market movement. To control
the concentration of the portfolio we require also that the weight ratio of US sat-
isfies 0.5 ≤ pi1(p1)p1 ≤ 2 for p1 ∈ D (since there are only two assets, this implies a
weight ratio bound for China). These constraints determine the convex set C in
the optimization problem (5.6) we are about to solve.
6.3. Optimization procedure. By Theorem 5.6, it suffices to optimize over gen-
erating functions that are piecewise linear over the data points. First we introduce
some simplifying notations. Write the set of grid points as D = {x1 < x2 < · · · <
xm} and let x0 = 0, xm+1 = 1 be the endpoints of the interval. Let the decision
variables be
zj := pi(xj , 1− xj), j = 1, ...,m,
ϕj := Φ(xj , 1− xj), j = 0, ...,m+ 1.
By scaling, we may assume ϕ1 = 1. The constraints on {ϕj} are
(6.2) ϕj ≥ 0, j = 0, ...,m+ 1, ϕ1 = 1, (non-negativity)
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Figure 5. Fernholz’s decomposition of the optimized portfolio
over the testing period. The log relative value is log Vpi(t). The
generating function term is log Φ(µ(t))− log Φ(µ(0)), and the drift
process is A(t).
(6.3) s0 ≥ s1 ≥ · · · ≥ sm, sj := ϕj+1 − ϕj
xj+1 − xj . (concavity)
We require that pi is generated by Φ. By (4.2) and Lemma 2.8, it can be seen that
zj satisfies the inequality
(6.4) xj+xj(1−xj) sj
ϕj
≤ zj ≤ xj+xj(1−xj)sj−1
ϕj
, j = 1, ...,m. ((pi,Φ) ∈ FG)
We require that zj is non-decreasing in j:
(6.5) z1 ≤ z2 ≤ · · · ≤ zm. (monotonicity)
Finally, we require that the weight ratios are bounded between 0.5 and 2:
(6.6) 0.5 ≤ zj
xj
≤ 2, j = 1, ...,m. (weight ratios)
With the constraints (6.2)-(6.6) we maximize∫
T (q | p) dPN = 1
N
N∑
j=1
T (q(j) | p(j))
over {zj} and {ϕj}. This is a standard non-linear, but smooth, constrained opti-
mization problem (convexity is lost because Φ is now piecewise linear). We imple-
ment this optimization problem using the fmincon function in MATLAB. The optimal
portfolio weights together with the generating function are plotted in Figure 4. It
turns out that the optimal portfolio is close to constant-weighted (with weights
(0.2331, 0.7669)). Note that the constraint on the weight ratio limits the deviation
of pi1(p1) from the market weight p1. If the weight ratio constraint was not imposed
(while the monotonicity constraint was kept), the optimal portfolio would be the
equal-weighted portfolio pi ≡ (0.5, 0.5), and the reason can be seen from the proof
of Lemma 4.2.
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6.4. Backtesting the portfolio. Finally, we compute the performance of the op-
timized portfolio over the testing period January 2011 to June 2014. The result
(plotted using the function FernholzDecomp of the RelValAnalysis package) is
shown in Figure 5. Over the testing period, the portfolio beats the market by
nearly 2% in log scale and its performance has been steady. From the decomposi-
tion, about half of the outperformance is attributed to the increase of the generating
function (note that the market weight of US becomes closer to 0.2331 where the
generating function attains its maximum), and the rest comes from the drift pro-
cess. That the optimal portfolio is close to constant-weighted may not be very
interesting, but this is a consequence of the data and our choice of constraints and
is by no means obvious. Our optimization framework allows many other possibili-
ties especially when there are multiple assets. Other useful constraints and efficient
algorithms are natural subjects of further research.
Appendix A. Proofs of Theorem 5.4 and Theorem 5.5
First we will state and prove some lemmas from convex analysis.
Lemma A.1. Let p0 ∈ ∆(n) be fixed and let C0 be the collection of positive con-
cave functions Φ on ∆(n) satisfying Φ(p0) = 1. Then any sequence in C0 has a
subsequence which converges locally uniformly on ∆(n) to a function in C0.
Proof. By [Roc97, Theorem 10.9], it suffices to prove that C0 has a uniform upper
bound (the lower bound is immediate since functions in C0 are non-negative). We
first derive an upper bound in the one-dimensional case. Let f be a non-negative
concave function on the real interval [a, b]. Let x0 ∈ (a, b) and suppose f(x0) = 1.
Let x ∈ [a, x0] and write x0 = λx+ (1− λ)b for some λ ∈ [0, 1]. By concavity,
1 = f(x0) ≥ λf(x) + (1− λ)f(b) ≥ λf(x).
Thus
f(x) ≤ 1
λ
=
b− x
b− x0 ≤
b− a
b− x0 , x ∈ [a, x0].
The case x ∈ [x0, b] can be handled similarly, and we get
(A.1) f(x) ≤ b− a
min{|x0 − a|, |x0 − b|} , x ∈ [a, b].
Now let Φ ∈ C0. Applying (A.1) to the restrictions of Φ to line segments in ∆(n)
containing p0, we get
Φ(p) ≤ diam
(
∆(n)
)
dist
(
p0, ∂∆(n)
) , p ∈ ∆(n),
where diam(∆(n)) is the diameter of ∆(n) and dist(p0, ∂∆
(n)) is the distance from
p0 to the boundary of ∆
(n). This completes the proof of the lemma.  
Lemma A.2. Let (pi,Φ), (pi(k),Φ(k)) ∈ FG, k ≥ 1. Suppose Φ(k) converges locally
uniformly on ∆(n) to Φ. Let p ∈ ∆(n) be a point at which Φ is differentiable.
Then given ε > 0, there exists δ > 0 and a positive integer k0 such that ‖pi(k)(q)−
pi(p)‖ < ε whenever k ≥ k0 and q ∈ B(p, δ). In particular, pi(k) converges m-almost
everywhere to pi as k →∞.
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Proof. It is clear that log Φ(k) also converges locally uniformly to log Φ. We will
use a well-known convergence result for the superdifferentials of concave functions,
see [HUL96, Theorem 6.2.7]. Indeed, the proof of [HUL96, Theorem 6.2.7] implies
a slightly stronger statement than the theorem. Namely, for any p ∈ ∆(n) and any
ε > 0, there exists a positive integer k0 and δ > 0 such that
∂ log Φ(k)(q) ⊂ ∂ log Φ(p) +B(0, ε), k ≥ k0, q ∈ B(p, δ),
∂ log Φ(q) ⊂ ∂ log Φ(p) +B(0, ε), q ∈ B(p, δ).(A.2)
Suppose Φ is differentiable at p. Then ∂ log Φ(p) is a singleton. By Lemma 2.8,
there are measurable selections ξ(k) and ξ of ∂ log Φ(k) and ∂ log Φ respectively such
that
pi
(k)
i (q) = qi
ξ(k)i (q) + 1− n∑
j=1
qjξ
(k)
j (q)
 ,
pii(q) = qi
ξi(q) + 1− n∑
j=1
qjξj(q)
 ,
for all q ∈ ∆(n), i = 1, ..., n, and k ≥ 1.
For each i = 1, ..., n, consider the map Gi defined by
(q, ξ) ∈ ∆(n) × T∆(n) 7→ qi
ξi + 1− n∑
j=1
qjξj
 .
The map G = (G1, ..., Gn) is clearly jointly continuous. We have pi(q) = G(q, ξ(q))
and pi(k)(q) = G(q, ξ(k)(q)).
By (A.2), for any ε > 0, there exists k0 and δ > 0 such that
(A.3) ‖ξ(k)(q)− ξ(p)‖ < ε, ‖ξ(q)− ξ(p)‖ < ε
for all k ≥ k0 and q ∈ B(p, δ). The claim (A.2) follows from (A.3) and the joint
continuity ofG at (q, ξ(q)). The last statement follows since a finite concave function
on ∆(n) is differentiable m-almost everywhere [Roc97, Theorem 25.5].  
Proof of Theorem 5.4. (i) The existence of an optimal solution will be proved by
a compactness argument. Suppose (pi(k),Φ(k)) is a maximizing sequence for (5.1).
By scaling, we may assume Φ(k)(p0) = 1 where p0 ∈ ∆(n) is fixed. By Lemma A.1,
we may replace it by a subsequence such that Φ(k) converges locally uniformly on
∆(n) to a positive concave function Φ on ∆(n). By Lemma 2.8(ii), Φ generates a
portfolio pi.
Case 1. P is absolutely continuous. By Lemma A.2, pi(k) converges m-almost
everywhere to pi. Let T (k) and T be the L-divergences of (pi(k),Φ(k)) and (pi,Φ)
respectively. Recall that P is supported on K × K where K ⊂ ∆(n) is compact.
For x ∈ ∆(n) and p, q ∈ K, we have
(A.4) 1 +
〈
x
p
, q − p
〉
=
n∑
i=1
xi
qi
pi
≤
n∑
i=1
xi
pi
≤ 1
minp∈K,1≤i≤n pi
.
Also Φ(k) → Φ uniformly on K. Hence the family of L-divergences {T, T (1), T (2), ...}
is uniformly bounded on K ×K. By Lebesgue’s dominated convergence theorem,
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we have
lim
k→∞
∫
T (k) (q | p) dP =
∫
T (q | p) dP.
Thus (pi,Φ) is optimal.
Case 2. P is discrete and has masses at (p(j), q(j)). Since ∆(n) is compact,
by a diagonal argument we can extract a further subsequence (still denoted by
{(pi(k),Φ(k))}) such that limk→∞ pi(k)(p(j)) exists for each j. Now we can rede-
fine pi on {p(1), p(2), ...} such that pi(p(j)) = limk→∞ pi(k)(p(j)) for each j. Since
we only modify pi at countably many points, pi is still Borel measurable. Now we
may apply Lebesgue’s dominated convergence theorem and conclude that (pi,Φ) is
optimal.
(ii) Suppose (pi(1),Φ(1)) and (pi(2),Φ(2)) are optimal solutions. Define pi = 12pi
(1) +
1
2pi
(2) which is generated by the geometric mean Φ =
√
Φ(1)Φ(2) (Lemma 4.5) .
Also let T , T (1) and T (2) be the L-divergences of (pi,Φ), (pi(1),Φ(2)) and (pi(2),Φ(2))
respectively. By concavity of the L-divergence (Lemma 4.6), we have
(A.5)
∫
T (q | p) dP ≥ 1
2
(∫
T (1) (q | p) dP+
∫
T (2) (q | p) dP
)
.
Hence (pi,Φ) is also optimal. It follows from (A.5) and the strict concavity of the
logarithm that 〈
pi(1)(p)
p
, q − p
〉
=
〈
pi(2)(p)
p
, q − p
〉
for P-almost all (p, q).
If P is absolutely continuous and satisfies the support condition, then for m-
almost all p for which f(p) > 0, we have〈
pi(1)(p)
p
, v
〉
=
〈
pi(2)(p)
p
, v
〉
for all tangent vectors v. This and the fact that pi(1)(p), pi(2)(p) ∈ ∆(n) imply that
pi(1)(p) = pi(2)(p) m-almost everywhere on {p : f(p) > 0}.  
Proof of Theorem 5.5. By scaling, we may assume that Φ̂(N)(p0) = Φ(p0) = 1 for all
N ≥ 1. By Lemma A.1, any subsequence of {Φ̂(N)} has a further subsequence which
converges locally uniformly to a positive concave function Φ̂ on ∆(n). Replacing
{Φ̂(N)} by such a convergent subsequence, we may assume that Φ̂(N) → Φ̂ locally
uniformly on ∆(n). Let pi be any portfolio generated by Φ̂ (which exists by Lemma
2.8(ii)). We claim that (pi, Φ̂) is optimal and hence pi = pi m-almost everywhere on
{p : f(p) > 0}.
Let T̂ (N), T̂ and T be the L-divergences of (pi(N), Φ̂(N)), (pi, Φ̂) and (pi,Φ) re-
spectively. By the optimality of (pi(N),Φ(N)) for the measure PN , we have
(A.6)
∫
T̂ (N) (q | p) dPN ≥
∫
T (q | p) dPN , N ≥ 1.
We would like to let N →∞ in (A.6). The L-divergence T (q | p) is clearly con-
tinuous on K×K (note that K is compact). By the definition of weak convergence,
we have
lim
N→∞
∫
T (q | p) dPN =
∫
T (q | p) dP.
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Suppose we can prove that
(A.7) lim
N→∞
∫
T̂ (N) (q | p) dPN =
∫
T̂ (q | p) dP.
Then letting N →∞ in (A.6), we have∫
T̂ (q | p) dP ≥
∫
T (q | p) dP,
so (pi, Φ̂) is optimal for the measure P. Since P satisfies the support condition
by assumption, by Theorem 5.4(ii) pi and pi are equal m-almost everywhere on
{p : f(p) > 0}.
Thus we only need to prove (A.7). Here the technicality lies in the fact that both
the integrands and the measures change with N , so standard integral convergence
theorems do not apply.
The main idea is to use the local uniform convergence property in Lemma A.2
and approximate the integrals in (A.7) by Riemann sums. Let ε > 0 be given. We
will construct two partitions {Ak}k0k=0, {B`}`0`=1 of K, points pk ∈ Ak, q` ∈ B` and
a positive integer N0 with the following properties:
(i) Ak × B` is a P-continuity set, i.e., P(∂(Ak × B`)) = 0. Thus, by the
Portmanteau theorem (see [Bil09]), we have
lim
N→∞
PN (Ak ×B`) = P(Ak ×B`).
So for N ≥ N0 where N0 is sufficiently large, we have
|PN (Ak ×B`)− P(Ak ×B`)| < ε
k0`0
for all k, `.
(ii) P(A0 ×K) < ε and PN (A0 ×K) < ε for N ≥ N0.
(iii) For N ≥ N0, p ∈ Ak, q ∈ B`, 1 ≤ k ≤ k0 and 1 ≤ ` ≤ `0, we have∣∣∣T̂ (N) (q | p)− T̂ (q` | pk)∣∣∣ < ε, ∣∣∣T̂ (q | p)− T̂ (q` | pk)∣∣∣ < ε.
(iv)
∣∣∣log Φ̂(N)(p)− log Φ̂(p)∣∣∣ < ε for p ∈ K and N ≥ N0. (This is immediate
since Φ̂(N) converges uniformly to Φ̂ on K and Φ̂ is positive on K.)
Suppose these objects have been constructed. Then for N ≥ N0 we can approx-
imate the integrals as follows. By (ii) and (iii), we have∣∣∣∣∣
∫
T̂ (q | p) dP−
`0∑
`=1
k0∑
k=1
T̂ (q` | pk)P(Ak ×B`)
∣∣∣∣∣
≤
∣∣∣∣∫
A0×K
T̂ (q | p) dP
∣∣∣∣+ `0∑
`=1
k0∑
k=1
∫
Ak×B`
∣∣∣T̂ (q | p)− T̂ (q` | pk)∣∣∣dP
≤ ε max
p,q∈K
T̂ (q | p) + ε.
(A.8)
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Similarly, we have∣∣∣∣∣
∫
T̂ (N) (q | p) dPN −
`0∑
`=1
k0∑
k=1
T̂ (q` | pk)PN (Ak ×B`)
∣∣∣∣∣
≤ ε max
p,q∈K
T̂ (N) (q | p) + ε.
(A.9)
By (A.4) and uniform convergence of {Φ̂(N)} onK, we can bound maxp,q∈K T̂ (q | p)
and maxp,q∈K T̂ (N) (q | p) by a constant C. Using (i) and (iii), we get∣∣∣∣∣∣
∑
k,`
T̂ (q` | pk)PN (Ak ×B`)−
∑
k,`
T̂ (q` | pk)P(Ak ×B`)
∣∣∣∣∣∣
≤
∑
k,`
T̂ (q` | pk) |PN (Ak ×B`)− P(Ak ×B`)|
≤ k0`0C ε
k0`0
= Cε.
(A.10)
Combining (A.8), (A.9) and (A.10), we have the estimate∣∣∣∣∫ T̂ (N) (q | p) dPN − ∫ T̂ (q | p) dP∣∣∣∣ ≤ (3C + 2)ε, N ≥ N0,
and so (A.7) holds.
It remains to construct the sets {Ak}, {B`}, the points pk, q` and N0 satisfying
(i)-(iv). Before we begin, we note the fact that the boundary of any convex subset
of ∆(n) has m-measure zero [Lan86, Theorem 1]. Let ε > 0 be given. By [Roc97,
Theorem 10.6], the family {Φ̂, Φ̂(1), Φ̂(2), ...} is uniformly Lipschitz on K. Also, it
is not difficult to verify that there exists a constant L > 0 so that∣∣∣∣log(1 +〈xp , q − p
〉)
− log
(
1 +
〈
x
p′
, q′ − p′
〉)∣∣∣∣ ≤ L (‖p− p′‖+ ‖q − q′‖)
for all x ∈ ∆(n) and p, p′, q, q′ ∈ K. It follows that the family of L-divergences
{T̂ , T̂ (1), T̂ (2)...} is uniformly Lipschitz on K ×K. Thus there exists δ0 > 0 such
that if p, p′, q, q′ ∈ ∆(n), then
(A.11)
∣∣∣T̂ (N) (q′ | p′)− T̂ (N) (q | p)∣∣∣ < ε
2
and
∣∣∣T̂ (q′ | p′)− T̂ (q | p)∣∣∣ < ε
whenever ‖q − q′‖ < δ0, ‖p− p′‖ < δ0.
Let D be the set of points in K at which Φ̂ is differentiable. Then K \ D has
m-measure zero by [Roc97, Theorem 25.5]. Let ε′ > 0 be arbitrary. By Lemma
A.2, for each p ∈ D there exists 0 < δ(p) ≤ δ0 and a positive integer N0(p) such
that
∥∥piN (q)− pi(p)∥∥ < ε′ for all N ≥ N0(p) and q ∈ B(p, δ(p)).
Since K is compact, it is separable, and so is D as a subset of K. The collection
{B(p, δ(p))}p∈D forms an open cover of D and hence there exists a countable sub-
cover. By the continuity of measure, for any η > 0 there exists p1, ..., pj0 ∈ D such
that
m(A0) < η, A0 := K \
j0⋃
j=1
B(pj , δ(pj)),
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Since ∂A0 ⊂ ∂K ∪
⋃
j ∂B(pj , δ(pj)), ∂(A0 × K) has m-measure zero and hence
A0 × K is a P-continuity set. Since P is absolutely continuous, choosing η > 0
sufficiently small we have
P(A0 ×K) < ε,
and by weak convergence we have PN (A0 ×K) < ε for N sufficiently large, so (ii)
holds. Let A1 = B(p1, δ(p1))∩K and define Ak = {pk}∪ (B(pk, δ(pk))∩K)\ (A1∪
· · · ∪Ak−1), j = 2, ..., k0. If N ≥ max1≤k≤k0 N0(pk), we have
(A.12)
∥∥piN (p)− pi(pk)∥∥ < ε′, p ∈ Ak, k = 1, ..., k0.
Next choose q1, ..., q`0 ∈ K such that K ⊂
⋃`0
`=1B(q`, δ0). Define B1 = B(q1, δ0)∩K
and B` = {q`} ∪ (B(q`, δ0) ∩K) \ (B1 ∪ · · · ∪ B`−1), j = 2, ..., `0. Again it is clear
that ∂(Ak × B`) has m-measure zero and is a P-continuity set. So (i) holds for N
sufficiently large. Finally, if we choose ε′ > 0 small enough in (A.12), we have∣∣∣T̂ (N) (q | p)− T̂ (q | pk)∣∣∣ < ε
2
, p ∈ B(pk, δ0), q ∈ ∆(n)
for N sufficiently large. This and (A.11) imply (iii) and the proof of Theorem 5.5
is complete.  
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