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Affine Point Processes: Refinements to Large-Time Asymptotics
Xuefeng Gao 1, Lingjiong Zhu 2
Abstract
Affine point processes are a class of simple point processes with self- and mutually-exciting
properties, and they have found useful applications in several areas. In this paper, we obtain
large-time asymptotic expansions in large deviations and refined central limit theorem for affine
point processes, using the framework of mod-φ convergence. Our results extend the large-time
limit theorems in [Zhang et al. 2015. Math. Oper. Res. 40(4), 797-819]. The resulting
explicit approximations for large deviation probabilities and tail expectations can be used as an
alternative to importance sampling Monte Carlo simulations. Numerical experiments illustrate
our results.
1 Introduction
Affine point processes, as described in [14], are versatile Markovian models often used to capture
the “clustering” feature of event arrivals. A point process is affine if its intensity is an affine function
of an affine jump diffusion (see [13]) and its jump size are drawn from a fixed distribution. The
Poisson process and Markovian Hawkes processes (see [19]) are special cases of affine point processes.
The components of affine point processes are self– and mutually–exciting, i.e., the occurrence of
an earlier point affects the probability of occurrence of later points of all types. In addition,
this family of point processes is tractable as the Fourier transform of an affine point process is
an exponentially affine function of the driving jump-diffusion, and the coefficients of these affine
functions solve certain ordinary differential equations (ODEs); see, e.g., [14]. Hence, affine point
processes and the special case Markovian Hawkes processes have become popular models in several
applications. Examples include finance and economics ([1, 5, 14, 20]), social networks ([16, 28]),
queueing ([9, 17, 25]) and others.
In a recent work, Zhang et al. [30] analyzed the large–time asymptotics of affine point processes.
Specifically, they consider a multi-dimensional affine point process (L1, . . . , Ln), and they establish
a central limit theorem and a large deviation principle for V (t) :=
∑n
i=1 Li(t) as t→∞. The large
deviations result in [30] is of logarithmic asymptotics type, i.e., they obtained the limit I(R) :=
− limt→∞ 1t log P(V (t) ≥ Rt) for R being a suitably large number. Relying on the large deviations
result, they developed an asymptotically optimal importance sampling algorithm to estimate small
tail probabilities P(V (t) ≥ Rt).
In this paper, we derive explicit asymptotic expansions of large deviation probabilities P(V (t) ≥
Rt) and more generally, tail expectations E
[
g(V (t)−Rt) · 1V (t)≥Rt
]
for a wide class of real-valued
functions g as t→∞. See Theorem 4. In particular, our results improve the logarithmic-scale large
deviations asymptotics in [30]. By truncating the asymptotic expansions, we also obtain explicit
approximations for large deviation probabilities and tail expectations associated with affine point
processes. These approximations can be useful when exact computations or numerical inversion
methods have difficulties, e.g., when the ODEs governing the transform of an affine point process
do not have closed-form solutions, and the probability of the event {V (t) ≥ Rt} is very small. Our
numerical studies illustrate that these analytical approximations can be accurate in the large-time
1Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong, Shatin,
N.T. Hong Kong; xfgao@se.cuhk.edu.hk
2Department of Mathematics, Florida State University, 1017 Academic Way, Tallahassee, FL-32306, United States
of America; zhu@math.fsu.edu.
1
regime, and they are faster to evaluate than importance sampling simulations in [30]. So these
approximations can serve as alternatives or complementary tools to the Monte Carlo simulation
which can be computer resource extensive.
Deriving asymptotic expansions of large deviation probabilities and tail expectations for affine
point processes in the large–time regime is a difficult problem, because such point processes have
complex self– and mutually–exciting dependence structures, and also we aim to obtain asymptotic
expansions beyond the logarithmic asymptotics. In the literature, asymptotic expansions for large
deviation probabilities date back to [2, 8], where they derived expansions for tail probabilities of
sums of independent and identically distributed (i.i.d) random variables, which can be applied
to Poisson processes. See also [11, 27]. These asymptotic expansions go beyond the logarithmic
asymptotics known as the large deviation principle in [29], also known as the Donsker–Varadhan
type large deviations (see e.g. [12]). Beyond the i.i.d case, there are some very general and
relatively easy-to-check conditions to guarantee the large deviation principle, e.g., Ga¨rtner-Ellis
theorem, which is used in [30] to obtain the large deviation principle for affine point processes.
Nevertheless, there are not many general results for asymptotic expansions beyond the logarithmic
asymptotics. Chaganty and Sethuraman [6] extended the Ga¨rtner-Ellis theorem and obtained a
more refined large deviations result, the so-called strong large deviation, but their results do not
contain higher–order expansions. See also [23]. While some prior work (see e.g. [4, 21, 31] and the
references therein) have studied large deviations of certain point processes, they also do not obtain
asymptotic expansions. Higher-order large deviations expansions are only known for some special
models, see e.g. [3].
To overcome this difficulty, in this paper we develop a new approach that is based on the
mod-φ convergence theory studied recently in the probability literature, see e.g. [10, 22, 15].
In particular, the authors of [15] used the framework of mod-φ convergence to obtain precise
estimates of P(Xn ∈ tnB) for large tn where B is a Borel set, instead of the usual asymptotic
estimates for the rate of exponential decay limn→∞ 1n log P(Xn ∈ tnB), for quite general sequences
of random variables (Xn)n∈N. The main idea of this framework is to look for a renormalization of the
characteristic functions of (Xn)n∈N so that the sequence of renormalized characteristic functions
converges. See Section 4 for mathematical details. The mod-φ framework allows one to obtain
precise large deviations and refined central limit theorems for (Xn)n∈N simultaneously, if one can
verify that (Xn)n∈N converges in the mod-φ sense where φ is a (non-constant) infinitely divisible
distribution. The convergence speed determines the order of asymptotic expansions of the deviation
probabilities P(Xn ∈ tnB).
Specifically, our approach to derive asymptotic expansions of large deviation probabilities and
tail expectations for affine point processes is as follows.
First, we extend and sharpen the results in [15] for quite general sequence of random variables.
See Propositions 8 and 11. The paper [15] focused on asymptotic expansions of deviation prob-
abilities, and we extend their results to obtain asymptotic expansions of tail expectations in the
context of mod-φ convergence. In addition, in the case when φ is non-lattice distributed, the paper
[15] obtained expansions of deviation probabilities of zero-th order. With additional assumptions,
we obtain higher order expansions of deviation probabilities and tail expectations, by some delicate
applications of Esseen’s smoothing inequality, Laplace’s method and Faa` di Bruno’s formula (see
Appendix C). These results hold for quite general sequence of random variables, so they are of
independent interest and can be useful in other applications, e.g. establish limit theorems for other
stochastic processes.
Second, we prove that for affine point processes, the sequence of random variables (V (t))t>0
converges mod-φ exponentially fast as t → ∞, see Theorem 13. This step is nontrivial as one
needs to identify the infinitely divisible distribution φ, establish the exponential convergence and
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characterize the limiting function from the sequence of renormalized characteristic functions of
V (t) as t is sent to infinity. Our proof relies on the measure-change technique in [30], and a careful
analysis of the affine structure of the point process as well as the ODEs governing the characteristic
function of an affine point process.
With these two steps, we can then apply the general extended results in the first step to
(V (t))t>0, and obtain explicit asymptotic expansions of large deviation probabilities and tail ex-
pectations for affine point processes. Moreover, from [15], the mod-φ convergence of (V (t))t>0 we
establish also implies a refined central limit theorem for affine point processes (see Theorem 5),
which extends the central limit theorem in [30]. While we have limited the discussions to affine
point processes in this paper due to their analytical tractability, we remark that the tools developed
in this paper can be potentially used in other settings as well.
Our asymptotic analysis via the mod-φ convergence theory sheds some new insight on the long
term behavior of affine point processes. Consider the fluctuation of V (t) around its mean when
time t is large. We find that for fluctuations of smaller scales (O(t1/2) to o(t2/3)), V (t) behaves
like a sum of t i.i.d. random variables with some infinitely divisible distribution φ that we identify.
On the other hand, for fluctuations of order O(t), this is not true any more and we identify the
correcting factor (the function ψ in Theorem 13).
The rest of the paper is organized as follows. Section 2 introduces affine point processes and
existing large-time asymptotics results in [30]. Section 3 presents our main results. In Section 4, we
review the mod-φ convergence framework in [15] and present related new results for quite general
sequence of random variables. In Section 5, we establish the mod-φ convergence of (V (t))t>0
and prove the main results in Section 3. Section 6 presents numerical studies. Finally, proofs of
other technical results and the computations of expansion coefficients for affine point processes are
collected in the Appendix.
2 Affine point processes and existing results
To make the paper self-contained, we follow [30] to introduce affine point processes in this section
and review their results on large-time asymptotics of such point processes.
We fix a complete probability space (Ω,P,F) and a filtration {Ft : t ≥ 0} satisfying the usual
conditions of right continuity and completeness (see, e.g. [24]). We write Rd+ = {y ∈ Rd : yi ≥
0, i = 1, . . . , d}. Let W = (W (t) : t ≥ 0) be a standard d-dimensional Brownian motion. Let
X = (X1, . . . ,Xd) be an affine jump diffusion satisfying the stochastic differential equation:
dX(t) = µ(X(t))dt + σ(X(t))dW (t) +
n∑
i=1
γi
∫
R+
zNi(dt, dz), (2.1)
with X(0) = x0, where the drift and volatility functions are given by
µ(x) = b− βx, b ∈ Rd, β ∈ Rd×d,
σ(x)σ(x)T = a+
d∑
j=1
αjxj , a ∈ Rd×d, αj ∈ Rd×d, j = 1, . . . , d.
Here γi ∈ Rd and Ni(dt, dz) is a random counting measure on [0,∞) × R+ with compensator
measure Λi(X(t))dtϕi(dz), where ϕi is a probability measure on R+ and
Λi(x) = λi +
d∑
j=1
κi,jxj, for i = 1, . . . , n.
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We use Zi to denote a random variable having distribution ϕi. An n−dimensional affine point
process L = (L1, . . . , Ln) is given by
Li(t) :=
∫ t
0
∫
R+
zNi(ds, dz).
We note that the term
∑n
i=1 γi
∫
R+
zNi(dt, dz) in (2.1) introduces self- and mutual-excitation into
L, i.e., the timing and marks of past events of type i will directly impact the intensity and hence the
future evolution of the point process. Without this term, such effects are absent. In addition, when
σ(x) = 0 in (2.1), the affine point process reduces to its special case Markovian Hawkes process in
[19]. Further examples of affine point processes will be illustrated in Section 6.
The study [30] obtained the large-time asymptotics (See Theorems 2 and 3 below) of
V (t) :=
n∑
i=1
Li(t). (2.2)
We aim to sharpen their results. To this end, we follow [30] to impose the following assumption
throughout the paper. We use the following notations: AI,J = (Aij : i ∈ I, j ∈ J) for a matrix A
and two index sets I and J , AT denotes the transpose, and Id(i) denotes a matrix with all entries
equal to 0 except the i-th diagonal entry, which is 1.
Assumption 1. (I) There exist index sets I = {1, . . . ,m} and J = {m+ 1, . . . , d} such that
(1) a is a symmetric positive semi-definite matrix with aI,I = 0.
(2) αi is symmetric positive semi-definite and αiI,I = α
i
i,iId(i) for each i ∈ I; αi = 0 for i ∈ J .
(3) b ∈ Rm+ × Rd−m.
(4) βI,J = 0 and βI,I has nonpositive off-diagonal elements.
(5) λ = (λi) ∈ Rn+, κ ∈ Rn×d with κi,J = 0 for i = 1, . . . , n.
(6) γi ∈ Rm+ × Rd−m, for i = 1, . . . , n.
(II) αii,i > 0 and bi > 0 for each i = 1, . . . ,m; λi +
∑m
j=1 κi,j > 0 for each i = 1, . . . , n.
(III) β −∑ni=1 E[Zi]γiκTi is positive stable, where κTi is the i-th row of κ = (κi,j), i = 1, . . . , n.
This assumption on the parameters (α, a, b, β, λ, κ, γ) of the SDE in (2.1) essentially ensures
that the affine point process is properly defined and X(·) in (2.1) is ergodic. We refer the readers
to [30] for further discussions on this assumption.
We next summarize two main mathematical results in [30]. The first result is a central limit
theorem for V (t) as t→∞.
Theorem 2 (Theorem 1 in [30]). Assume E[(Zi)
(2+ǫ)] < ∞ for some ǫ > 0 for all i = 1, . . . , n.
Under Assumption 1, we have as t→∞,
V (t)− rt√
t
→ N(0, σ2),
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in distribution, where
r = AT b+
n∑
i=1
λiE[Zi](1 +ATγi),
σ2 = ATaA+ CTλ+ (ATαA+ CTκ)B,
AT =
(
n∑
i=1
E[Zi]κ
T
i
)(
β −
n∑
i=1
E[Zi]γiκ
T
i
)−1
,
B =
(
β −
n∑
i=1
E[Zi]γiκ
T
i
)−1(
b+
n∑
i=1
λiE[Zi]γi
)
,
Ci = (1 +ATγi)2E(Zi)2, i = 1, 2, . . . , n.
The second result is a large deviation principle for V (t) as t→∞.
Theorem 3 (Theorem 2 in [30]). Assume R > r and sup{θ ∈ R : E[eθZi ] < ∞} > 0 for each
i = 1, . . . , n. Under Assumption 1, we have
lim
t→∞
1
t
logP(V (t) ≥ Rt) = −I(R),
where I(R) = supθ∈R{θR− η(θ)}, and
η(θ) = u∗(θ)T b+
d∑
i=1
λi
(
E
[
e(θ+u
∗(θ)T γi)Zi
]
− 1
)
, (2.3)
where u∗(θ) : R→ Rn is the implicit function defined as the unique solution branch with u∗(0) = 0
of the system of nonlinear equations:
d∑
i=1
uiβi,j − 1
2
uTαju−
n∑
i=1
(
E
[
e(θ+u
T γi)Zi
]
− 1
)
κi,j = 0, j = 1, 2, . . . , d. (2.4)
Note that there exists some θc > 0 so that u
∗(θ) and η(θ) in Theorem 3 above are well-defined
for any θ ≤ θc. For the definition of θc and related discussions, we refer to Section 4.3 in [30].
Before we present our results, we remark that [30] also considered the limit theorems for weighted
combinations of Li(t) and the left tail of V (t) as t→∞. For the simplicity of the presentation, in
this paper we restrict our discussions to the refinement of the above two results (Theorems 2 and
3) only, although similar refinements can also be obtained for weighted combinations of Li(t) and
the left tail of V (t).
3 Main results: refined large-time asymptotics
In this section, we present our main results on refinements of large–time asymptotics of affine point
processes. Recall that for two real-valued functions f1, f2, we write f1 = O(f2) as t → ∞ if there
are constants c1 and c2 > 0 such that |f1(t)| ≤ c1|f2(t)| whenever t > c2. We write f1 = o(f2) as
t→∞ if f1(t)/f2(t)→ 0 as t→∞.
Our first result is a precise large deviation result for V (t) when t goes to infinity, which extends
Theorem 3 (Theorem 2 in [30]). Recall the quantities r,I(R), η given in Theorem 3.
5
Theorem 4. Let R > r and h ∈ R defined by η′(h) = R. Under the same assumptions as in
Theorem 3, we have the following.
(1) If the random variables
∑n
i=1
∑ni
j=1 Zij, where ni ∈ N ∪ {0} and Zij are i.i.d. distributed as
Zi, are supported on bN ∪ {0} for some parameter b > 0, then there exist constants (ck)∞k=0
such that for Rt ∈ bN, as t→∞,
P(V (t) ≥ Rt) = e
−tI(R)√
2πtη′′(h)
·
(
c0 +
v∑
k=1
ck
tk
+O
(
1
tv
))
, (3.1)
where v is any positive integer. More generally, assume g : R+ → R satisfies |g(x)| ≤ a¯eh¯x
for some h¯ < h and a¯ > 0, then there exist constants (cˆk)
∞
k=0 such that for any Rt ∈ bN, as
t→∞, we have
E
[
g(V (t)−Rt) · 1V (t)≥Rt
]
=
e−tI(R)√
2πtη′′(h)
·
(
cˆ0 +
v∑
k=1
cˆk
tk
+O
(
1
tv+1
))
. (3.2)
(2) Otherwise, there exist constants (dk)
∞
k=0 such that as t→∞,
P(V (t) ≥ Rt) = e
−tI(R)√
2πtη′′(h)
·
(
d0 +
v∑
k=1
dk
tk
+ o
(
1
tv
))
, (3.3)
where v is any positive integer. More generally, assume that g : R+ → R admits the expansion
g(x) =
∑∞
k=0 gkx
k+∆, where ∆ ∈ [0, 1) and there exist some a¯ > 0 and 0 < h¯ < h, such that
gk ≤ a¯ h¯kk! for every k ∈ N, then there exist constants (dˆk)∞k=0 such that as t→∞,
E
[
g(V (t)−Rt) · 1V (t)≥Rt
]
=
e−tI(R)√
2πtη′′(h)
·
(
dˆ0 +
v∑
k=1
dˆk
tk
+ o
(
1
tv
))
. (3.4)
The coefficients (ck, cˆk, dk, dˆk)
∞
k=0 in the above result have explicit formulas (see Propositions 8
and 11, and Appendix B), and can be numerically computed. Hence, based on Theorem 4, we
can develop approximations for large deviation tail probabilities and tail expectations for V (t) by
truncations of the asymptotic expansions. Numerical results on the quality of approximations will
be illustrated in Section 6.
Our next result is a refined central limit theorem (CLT) for V (t), which improves Theorem 2
(i.e. Theorem 1 in [30]) under a stronger assumption.
Theorem 5 (Refined CLT). Let y = o(t1/6). Assume the random variable V (t) is either lattice
distributed or it has a non-lattice law that is absolutely continuous with respect to Lebesgue measure.
Under the same assumptions as in Theorem 3, we have as t→∞,
P
(
V (t) ≥ rt+ σy
√
t
)
=
∫ ∞
y
e−
u2
2√
2π
du · (1 + o(1)),
where r and σ are given in Theorem 2.
To prove Theorems 4 and 5, we use an approach that is based on the mod-φ convergence
framework which we discuss in the next section. The stronger assumption needed in Theorem 5
is required in using this approach. On the other hand, in [30], one needs extra effort to prove the
large deviation principle in addition to the central limit theorem, while the mod-φ convergence
framework leads to a unified approach to establish both precise large deviations and refined CLT.
We give the details of the proofs of Theorems 4 and 5 in Section 5.
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4 Mod-φ convergence framework and some new results
In this section, we briefly review the mod-φ convergence framework in [15], and present some
related new results (Propositions 8 and 11) for quite general sequence of random variables. These
new results extend the results on precise estimates of large deviations probabilities in [15], and they
are of independent interest.
We first recall the definition of mod-φ convergence, where one considers a renormalization of
the characteristic functions of random variables. Let (Xn)n∈N be a sequence of real-valued random
variables and E[ezXn ] exist in a strip S(c,d) := {z ∈ C : c < R(z) < d}, with c < d being extended
real numbers, (i.e. we allow c = −∞ and d = +∞) and R(z) denotes the real part of z ∈ C.
Definition 6 (Definition 1.1 in [15]). We say that (Xn)n∈N converges mod-φ on S(c,d) with pa-
rameters (tn)n∈N and the limiting function ψ, if there exists a non-constant infinitely divisible
distribution φ with
∫
R
ezxφ(dx) = eη(z), which is well defined on S(c,d), and an analytic function
ψ(z) that does not vanish on the real part of S(c,d) such that as n→∞, we have tn → +∞, and
e−tnη(z) · E [ezXn]→ ψ(z), locally uniformly in z ∈ S(c,d). (4.1)
In addition, we say that (Xn)n∈N converges mod-φ at speed O((tn)−v) (respectively, exponentially
fast) if the difference of the two sides of Equation (4.1) is uniformly bounded by CK(tn)
−v (re-
spectively, CKe
−tC¯K ) for z in a compact subset K of S(c,d), for some positive constants CK and
C¯K .
An informal interpretation of the convergence in (4.1) is that Xn can be represented as the sum
of tn independent copies of the (non-constant) infinitely divisible distribution φ plus a perturbation
encoded in the limiting function ψ. Note in the above definition, we have slightly abused the
notations for convenience and the meanings should be clear from context: we use the same notation
η in the general setting here and in Sections 2 and 3 for affine point processes; we use n to denote
the index of random variables Xn here and use n to denote the dimension of affine point processes
in Section 2.
The mod-φ convergence framework allows one to obtain precise estimates for tail probabilities
and one needs to consider two separate cases: lattice distributed φ, and non-lattice distributed φ.
We next review the results in [15] and present our new results for these two cases. To facilitate the
presentation, we write
Sn := {(m1, . . . ,mn) : 1 ·m1 + 2 ·m2 + · · · + n ·mn = n,with each mi ∈ N ∪ {0}} . (4.2)
This set Sn appears whenever we apply Faa` di Bruno’s formula (see Lemma 17 in Appendix C.2)
for derivatives of composite functions for n ≥ 1, and whenever S0 appears, we simply consider the
0-th order derivative.
4.1 Lattice case
We first discuss the case where φ is lattice distributed. For a given x, define h (with a slight abuse
of notations) and F (x) by
η′(h) = x, and F (x) = sup
θ∈R
{θx− η(θ)}. (4.3)
The following result from [15] yields an expansion for the tail probabilities when φ has a lattice
distribution, which generalizes the Buhadur–Rao theorem for sums of i.i.d random variables in
large deviations theory [2, 11]. Without loss of generality, as in [15], we assume that Xn’s and the
infinite divisible distribution φ both take values in Z and Z is the minimal lattice for φ.
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Theorem 7 (Theorem 3.4. [15]). Suppose φ is lattice distributed, and (Xn)n∈N converges mod-φ
at speed O((tn)
−v) on a band S(c,d) (c < 0 < d) with parameters (tn)n∈N and the limiting function
ψ. Then for x ∈ (η′(0), η′(d)) and tnx ∈ N, we have as n→∞,
P(Xn ≥ tnx) = e
−tnF (x)√
2πtnη′′(h)
(
c0 +
c1
tn
+ . . .+
cv−1
(tn)v−1
+O
(
1
(tn)v
))
,
where c0 =
ψ(h)
1−e−h and (ck)
v−1
k=1 can be computed as follows:
ck =
∑
m+ℓ+n=2k
∞∑
q=0
e−qh
(−q)m
m!
· ψ
(ℓ)(h)
ℓ!
·
∑
Sn
(−1)m1+···+mn
m1!1!m1m2!2!m2 · · ·mn!n!mn
·
n∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
(−1)k(2(k +m1 + · · ·+mn)− 1)!!
(η′′(h))k
,
where Sn is defined in (4.2).
We extend the above theorem to obtain precise estimates of tail expectations. The proof of the
following result is given in Appendix A.
Proposition 8. Suppose the assumptions in Theorem 7 hold. In addition, assume g : R+ → R
satisfies |g(x)| ≤ a¯eh¯x for some h¯ < h and a¯ > 0. Then as n→∞, we have
E[g(Xn − tnx)1Xn≥tnx] =
e−tnF (x)√
2πtnη′′(h)
(
cˆ0 +
cˆ1
tn
+ . . . +
cˆv−1
tv−1n
+O
(
1
tvn
))
,
where h and F are defined in (4.3). Here, cˆ0 =
∑∞
k=0 g(k)e
−kh ·ψ(h), and (cˆk)v−1k=1 can be computed
using g and the higher order derivatives of η and ψ at h:
cˆk =
∑
m+ℓ+n=2k
∞∑
q=0
g(q)e−qh
(−q)m
m!
· ψ
(ℓ)(h)
ℓ!
·
∑
Sn
(−1)m1+···+mn
m1!1!m1m2!2!m2 · · ·mn!n!mn
·
n∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
(−1)k(2(k +m1 + · · ·+mn)− 1)!!
(η′′(h))k
, (4.4)
where Sn is defined in (4.2).
Remark 9. From the above two results, one can readily find that
c1 = −1
2
ψ(h)
e−h + e−2h
(1 − e−h)3
1
η′′(h)
− 1
2
1
1− e−hψ
′′(h)
1
η′′(h)
+
1
1− e−hψ(h)
[
1
8
η(4)(h)
1
(η′′(h))2
− 5
24
(η(3)(h))2
1
(η′′(h))3
]
+
e−h
(1− e−h)2ψ
′(h)
1
η′′(h)
+
1
2
1
1− e−hψ
′(h)η(3)(h)
1
(η′′(h))2
− 1
2
e−hψ(h)
(1− e−h)2 η
(3)(h)
1
(η′′(h))2
,
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and
cˆ1 = −1
2
ψ(h)
∞∑
k=0
g(k)e−khk2
1
η′′(h)
− 1
2
∞∑
k=0
g(k)e−khψ′′(h)
1
η′′(h)
+
∞∑
k=0
g(k)e−khψ(h)
[
1
8
η(4)(h)
1
(η′′(h))2
− 5
24
(η(3)(h))2
1
(η′′(h))3
]
+
∞∑
k=0
g(k)e−khkψ′(h)
1
η′′(h)
+
1
2
∞∑
k=0
g(k)e−khψ′(h)η(3)(h)
1
(η′′(h))2
− 1
2
∞∑
k=0
g(k)e−khkψ(h)η(3)(h)
1
(η′′(h))2
.
We will use and compute these coefficients in numerical experiments in Section 6.
4.2 Non-lattice case
We next discuss the case where φ is non-lattice distributed. We first present the result from [15].
Theorem 10 (Theorem 4.3. [15]). Suppose φ is non-lattice, and (Xn)n∈N converges mod-φ with
parameters (tn)n∈N and the limiting function ψ on a band S(c,d) with c < 0 < d . If x ∈ (η′(0), η′(d)),
then
P(Xn ≥ tnx) = e
−tnF (x)√
2πtnη′′(h)
·
(
ψ(h)
h
+ o(1)
)
,
where h is defined via η′(h) = x and F (x) := supθ∈R{θx− η(θ)}.
In Proposition 11 below, we sharpen the above result and extend it to obtain precise estimates for
tail expectations under additional assumptions. The proof (see Appendix A) relies on some delicate
applications of Esseen’s smoothing inequality, Laplace’s method and Faa` di Bruno’s formula (see
Appendix C).
Proposition 11. Suppose φ is non-lattice distributed, and (Xn)n∈N converges mod-φ with param-
eters (tn)n∈N and the limiting function ψ at the speed O((tn)−v) on a band S(c,d) with c < 0 < d.
Assume that x ∈ (η′(0), η′(d)).
(i) We have as tn →∞,
P(Xn ≥ tnx) = e
−tnF (x)√
2πtnη′′(h)
[
d0 +
d1
tn
+
d2
t2n
+ · · ·+ dv−1
tv−1n
+ o
(
t−v+1n
)]
.
Here, (dk)
v−1
k=0 are given by
dk =
1
h
·
2k∑
p=0
p∑
ℓ=0
ψ(p−ℓ)(h)
(p − ℓ)!
·
∑
Sℓ
1
m1!1!m1m2!2!m2 · · ·mℓ!ℓ!mℓ ·
ℓ∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
1
(η′′(h))p/2
·
⌊ p
2
+m1+···+mℓ⌋∑
m=0
2m(−1)m(p + 2(m1 + · · ·+mℓ))!
m!(p+ 2(m1 + · · · +mℓ)− 2m)!
· Γ(k + (m1 + · · ·+mℓ)−m+ 1)ak+m−p−(m1+···+mℓ)
(h2η′′(h))−
p
2
+k
,
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where Sℓ is defined in (4.2) and (ak)∞k=0 is defined recursively as:
ak = (−1)k −
k−1∑
j=0
(j + s)k−j
(k − j)!2k−j aj ,
and (·)i is the Pochhammer symbol 3.
(ii) Furthermore, assume that g : R+ → R admits the expansion g(x) =
∑∞
k=0 gkx
k+∆ where
∆ ∈ [0, 1) and there exist some a¯ > 0 and 0 < h¯ < h so that gk ≤ a¯ h¯kk! for every k ∈ N. Then we
have
E [g(Xn − tnx)1Xn≥tnx] =
e−tnF (x)√
2π
√
tnη′′(h)
[
dˆ0 +
dˆ1
tn
+
dˆ2
t2n
+ · · ·+ dˆn−1
tv−1n
+ o
(
t−v+1n
)]
,
as tn →∞, where (dˆk)v−1k=0 are given by
dˆk =
∞∑
q=0
gq · 1
h∆+q+1
·
2k∑
p=0
p∑
ℓ=0
ψ(p−ℓ)(h)
(p− ℓ)!
·
∑
Sℓ
1
m1!1!m1m2!2!m2 · · ·mℓ!ℓ!mℓ ·
ℓ∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
1
(η′′(h))p/2
·
⌊ p
2
+m1+···+mℓ⌋∑
m=0
2m(−1)m(p + 2(m1 + · · ·+mℓ))!
m!(p+ 2(m1 + · · · +mℓ)− 2m)!
· Γ(k +∆+ q + (m1 + · · ·+mℓ)−m+ 1)ak+m−p−(m1+···+mℓ)
(h2η′′(h))−
p
2
+k
.
Remark 12. From Part (i) of the above result, one can find that d0 =
ψ(h)
h , and
d1 = − ψ(h)
h3η′′(h)
+ ψ(h)
(
ψ′(h)
ψ(h)
− η
′′′(h)
η′′(h)
)
1
h2η′′(h)
+
ψ(h)
h
[
1
8
η(4)(h)
(η′′(h))2
− 5
24
(η(3)(h))2
(η′′(h))3
− 1
2
ψ′′(h)
ψ(h)η′′(h)
+
1
2
η(3)(h)ψ′(h)
ψ(h)(η′′(h))2
]
.
Similarly, from Part (ii) of the above result, one can check that when g(x) = xγ for γ ≥ 0, we have
dˆ0 =
Γ(γ + 1)ψ(h)
hγ+1
,
and
dˆ1 = −ψ(h)
hγ+1
Γ(γ + 2)(1 + γ2 )
h2η′′(h)
+
ψ(h)
hγ+1
(
ψ′(h)
ψ(h)
− η
′′′(h)
η′′(h)
)
Γ(γ + 2)
hη′′(h)
+
ψ(h)
hγ+1
Γ(γ + 1)
[
1
8
η(4)(h)
(η′′(h))2
− 5
24
(η(3)(h))2
(η′′(h))3
− 1
2
ψ′′(h)
ψ(h)η′′(h)
+
1
2
η(3)(h)ψ′(h)
ψ(h)(η′′(h))2
]
.
We will use and compute these coefficients in numerical experiments in Section 6.
3Pochhammer symbol is defined as (x)n = Γ(x+ n)/Γ(x) where Γ(·) is the Gamma function.
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5 Mod-φ convergence for affine point processes and proofs of re-
sults in Section 3
In this section, we prove the main results in Section 3. The key step is to establish the mod-φ
convergence of the sequence of random variables (V (t))t>0 in (2.2). We summarize the result below
in Section 5.1 and present its proof in Section 5.3.
5.1 Mod-φ convergence of (V (t))t>0
Recall from Theorem 3 that η(θ) and u∗(θ) are well defined for a real number θ ≤ θc with θc > 0.
One can naturally extends their definitions to a complex number θ ∈ C with the real partR(θ) ≤ θc,
so that they fit in the mod-φ convergence framework (Definition 6) which deals with characteristic
functions. Also recall the parameters of an affine point process introduced in Section 2.
Theorem 13. The sequence of random variables (V (t))t>0 converges mod-φ exponentially fast as
t→∞ along any lattice with limiting function ψ, where eη(θ) = ∫
R
eθxφ(dx),
ψ(θ) = eu
∗(θ)T x0+B(∞;θ,u∗(θ)), (5.1)
and ψ is analytic for R(θ) < θc. Here,
B(t; θ, δ) =
∫ t
0
bTA(s; θ, δ)ds +
∫ t
0
1
2
ATaAds
+
n∑
i=1
λi
∫ t
0
∫
R+
(
eA
T γiz − 1
)
e(θ+δ
T γi)zϕi(dz)ds, (5.2)
is a scalar function, where A(t; θ, δ) = (A1(t; θ, δ), · · · , An(t; θ, δ)) is a matrix function, with
A(0; θ, δ) = −δ, B(0; θ, δ) = 0 and
d
dt
Aj(t; θ, δ) = −
n∑
i=1
Aiβ
∗
i,j +
1
2
ATαjA+
n∑
i=1
∫
R+
(
eA
T γiz − 1
)
e(θ+δ
T γi)zϕi(dz)κi,j , (5.3)
for j = 1, 2, . . . , n, where β∗ is defined in (5.8).
Several remarks are in order. First, the infinite divisible distribution φ will be identified and
given in Section 5.3.2. Second, note that (V (t))t>0 is a continuous-time process, so to be consistent
with Definition 6, we have stated the mod-φ convergence of V (t) along any lattice (i.e. t = b∗k for
any b∗ > 0 and k ∈ N with k →∞) in the above result. Finally, we use the notation B(∞; θ, u∗(θ))
in (5.1) to denote limt→∞B(t; θ, u∗(θ)) which will be shown to exist in the proof in Section 5.3.
Relying on Theorem 13, we are ready to prove the results in Section 3 in the next section.
5.2 Proofs of Theorems 4 and 5 in Section 3
Proof. We first prove Theorem 4. For Part (1), without loss of generality, assume that the random
variables in the set

n∑
i=1
ni∑
j=1
Zij ,where ni ∈ N ∪ {0} and Zij are i.i.d. distributed as Zi


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are supported on N∪{0}.4 Then one can readily see that V (t) takes values in N∪{0}. In addition,
it will be clear from Section 5.3.2 that the infinite divisible distribution φ in Theorem 13 also takes
values in N∪ {0}. Hence to expand P(V (t) ≥ Rt), we can assume Rt ∈ N, and define Xk = V ( 1Rk)
and tk =
1
Rk for k ∈ N to apply the mod-φ convergence theory. Then, Part (1) of Theorem 4
directly follows from Theorem 13, Theorem 7 and Proposition 8. Similarly, Part (2) of Theorem 4
follows from Theorem 13, Proposition 11 and Theorem A in [18] which allows one to extend the
convergence along any lattice (i.e. t = b∗k for any b∗ > 0 and k ∈ N with k → ∞ so that we can
define Xk = V (b
∗k) and tk = b∗k to apply the mod-φ convergence theory) to any t→∞.
We next prove Theorems 5. It follows from Theorems 3.9 and 4.8 in [15], and Theorem 13 that
for y = o(t1/6), as t→∞,
P
(
V (t) ≥ tη′(0) +
√
tη′′(0)y
)
=
∫ ∞
y
e−
u2
2√
2π
du · (1 + o(1)),
where η(·) is defined in (2.3). So it suffices to show η′(0) = r and η′′(0) = σ2. From (2.3), we have
η′(0) = (u∗)′(0)T b+
n∑
i=1
λiE
[
(1 + (u∗)′(0)T γi)Zi
]
,
η′′(0) = (u∗)′′(0)T b+
n∑
i=1
λiE
[
((1 + (u∗)′(0)T γi)Zi)2
]
+
n∑
i=1
λiE
[
(u∗)′′(0)T γiZi
]
.
To compute (u∗)′(0) and (u∗)′′(0), we can use (2.4) and find that
βT (u∗)
′
(0) − κTE[(1 + (u∗)′(0)T γ)Z] = 0,
and
βT ((u∗)′′(0) − ((u∗)′(0))Tα(u∗)′(0)
− κTE[((1 + (u∗)′(0)T γ)Z)2]− κTE[(u∗)′′(0)T γZ] = 0.
Then it is straightforward to verify that η′(0) = r and η′′(0) = σ2, where r, σ2 are given in
Theorem 2. Hence, the conclusion follows.
5.3 Proof of Theorem 13
We prove Theorem 13 in this section. By Definition 6, it suffices to show
(i)
sup
θ∈K
∣∣∣e−η(θ)t · E [eθV (t)]− ψ(θ)∣∣∣ ≤ CKe−C¯K t, (5.4)
where K is a compact subset of the strip S(0,θc) for some θc > 0,
5 and CK , C¯K > 0 are two
constants.
(ii) For η(·) given in (2.3) with θ ∈ C and R(θ) ≤ θc, we have eη(θ) = E[eθY ] for some (non-
constant) infinitely divisible random variable Y ;
4If these random variables are supported on bN ∪ {0} for some b > 0, then in P(V (t) ≥ Rt) etc., with Rt ∈ bN,
it is equivalent to P(V˜ (t) ≥ R˜t) with R˜t ∈ N and V˜ (t) = V (t)/b and R˜ = R/b.
5As we only study the right tail of V (t), we only need to consider θ ∈ S(0,θc). For the expression of θc and related
discussions, see Section 4 in [30].
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We present the proofs of (i) and (ii) in the next two sections. Before we proceed, we recall
from [30] that they introduced Q∗θ, the equivalent probability measure induced by the martingale
M∗θ (t) = exp[θV (t)− η(θ)t+ u∗(θ)T (X(t) −X(0))], such that for given X(0) = x0,
E
[
eθV (t)−η(θ)t
]
= eu
∗(θ)TX(0)
E
Q∗θ
[
e−u
∗(θ)TX(t)
]
. (5.5)
By Girsanov’s theorem, under the measure Q∗θ, the process X is still affine and satisfies the SDE
in (2.1) with parameters (α, a, b, β∗, λ∗, κ∗, γ), and measure ϕ∗i , where
λ∗i = λi
∫
R+
e(θ+u
∗(θ)T γi)zϕi(dz), (5.6)
κ∗i = κi
∫
R+
e(θ+u
∗(θ)γi)zϕi(dz), (5.7)
β∗ =
(
βI,I − diag(α111u∗1(θ), . . . , αmmmu∗m(θ)) 0
βJ,I βJ,J
)
, (5.8)
ϕ∗i (dz) =
e(θ+u
∗(θ)T γi)zϕi(dz)∫
R+
e(θ+u∗(θ)T γi)zϕi(dz)
, (5.9)
and R(θ) ≤ θc. See [30]. We will use these facts in the proofs of (i) and (ii).
5.3.1 Locally Uniform Convergence at Exponential Speed in (5.4)
In this section, we prove (5.4). First, we infer from (5.5) that with X(0) = x0,
lim
t→∞E
[
eθV (t)−η(θ)t
]
= eu
∗(θ)T x0 · lim
t→∞E
Q∗θ
[
e−u
∗(θ)TX(t)
∣∣∣X(0) = x0]
= eu
∗(θ)T x0 · EQ∗θ
[
e−u
∗(θ)TX(∞)
∣∣∣X(0) = x0] (5.10)
where the random vector X(∞) follows the stationary distribution of X(·) under the measure Q∗θ,
and the second equality follows from the ergodicity of X(·), see Proposition 11 in [30].
We next compute the right hand side of (5.10) and show it is exactly ψ given in (5.1). We
can compute that v(t, x) := EQ
∗
θ [e−δTX(t)|X(0) = x] satisfies the Kolmogorov equation, which is a
partial integro-differential equation in our context:
∂v
∂t
= (b− β∗x) · ∇v(t, x) + 1
2
d∑
i,j=1
(
aij +
m∑
k=1
αkijxk
)
∂2v
∂xi∂xj
(x)
+
n∑
i=1
(λ∗i + κ
∗
i · x)
∫
R+
[v(t, x+ γiz)− v(t, z)]ϕ∗i (dz),
with the initial condition v(0, x) = e−δT x. Since the process X is still affine under the measure Q∗θ,
one can readily obtain that
v(t, x) = eA(t;θ,δ)
T x+B(t;θ,δ), (5.11)
where A(t; θ, δ) and B(t; θ, δ) are given in (5.3) and (5.2) respectively. By ergodicity of X(·),
we know that EQ
∗
θ
[
e−u
∗(θ)TX(∞)
∣∣∣X(0) = x0] is independent of the initial position x0 and thus
A(∞; θ, u∗(θ)) = 0 and we conclude that
eu
∗(θ)T x0 · EQ∗θ
[
e−u
∗(θ)TX(∞)
∣∣∣X(0) = x0] = eu∗(θ)T x0+B(∞;θ,u∗(θ)) = ψ(θ).
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It remains to show the convergence in (5.10) is exponentially fast in t and locally uniformly
in θ. By (5.11), we need to show eA(t;θ,u
∗(θ))T x0+B(t;θ,u∗(θ))+u∗(θ)T x0 converges exponentially fast to
eB(∞;θ,u∗(θ))+u∗(θ)T x0 . So it suffices to show that
A(t; θ, u∗(θ))Tx0 +B(t; θ, u∗(θ))→ B(∞; θ, u∗(θ)),
exponentially fast in t→∞ locally uniformly in θ.
Since A(t; δ)→ 0 as t→∞, for sufficiently large t, we can infer from (5.3) that
d
dt
R(Aj)(t; θ, δ) ≤
n∑
i=1
R(Ai)(−β∗i,j + ǫi,j) +
n∑
i=1
∫
R+
R(AT )γize(θ+u∗(θ)T γi)zϕi(dz)κi,j ,
d
dt
Im(Aj)(t; θ, δ) ≤
n∑
i=1
I(Ai)(−β∗i,j + ǫi,j) +
n∑
i=1
∫
R+
Im(AT )γize
(θ+u∗(θ)T γi)zϕi(dz)κi,j ,
where ǫi,j > 0 is sufficiently small, R(Aj) and Im(Aj) take the real and imaginary parts of Aj .
Thus, for sufficiently large t, we have
dR(A)
dt
≤ (−(β∗)T + ǫT + (κ∗)TE[γZ∗]T )R(A),
dIm(A)
dt
≤ (−(β∗)T + ǫT + (κ∗)TE[γZ∗]T ) Im(A),
where Z∗ = (Z∗i ) with the random variable Z
∗
i following the distribution ϕ
∗
i (dz), and we have
used (5.7)and (5.9). Since the matrix (β∗)T − (κ∗)TE[γZ∗]T is positive stable (see the proof of
Proposition 11 in [30]), we deduce that A(t; θ, u∗(θ)) → 0 exponentially fast in t, which together
with (5.2) implies that B(t; θ, u∗(θ))→ B(∞; θ, u∗(θ)) also exponentially fast in t. The convergence
holds locally uniformly in θ, and thus we have proved the desired result.
5.3.2 Infinite divisibility
In this section, we prove that for η(·) given in (2.3), we have eη(θ) = E[eθY ] for some infinitely
divisible, non-constant random variable Y . Recall from (2.3) that
η(θ) = u∗(θ)T b+
n∑
i=1
λi
(
E
[
e(θ+u
∗(θ)T γi)Zi
]
− 1
)
. (5.12)
It suffices to show that we can find two independent random variables Y1 and Y2 such that Y =
Y1 + Y2 is (non-constant) infinitely divisible and
E
[
eθY1
]
= eu
∗(θ)T b, (5.13)
E
[
eθY2
]
= e
∑n
j=1 λj
(
E
[
e(θ+u
∗(θ)T γj )Zj
]
−1
)
. (5.14)
We first show (5.13). Let Li(X(0), λ, a, b; t) and V (X(0), λ, a, b; t) denote the process Li(t) and
V (t) respectively with emphasis on its dependence on X(0), λ, a and b. Note that by the definition
of u∗(θ) in Equation (2.4), u∗(θ) is independent of the parameters X(0), λ, a and b. Now if a, b = 0
and λ = 0 6, then it follows from Equation (5.12) that η(θ) = 0. In addition, when a = 0, b = 0
6In Part (II) of Assumption 1, we have followed [30] to assume bi > 0, 1 ≤ i ≤ m, so that the large deviations
and central limit theorems for V (t) are non-trivial. But we can indeed let a = 0, b = 0 and λ = 0 as in part (I) of
Assumption 1 so that the parameters are admissible, see [30] for details.
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and λ = 0, we get from the definition of B in Equation (5.2) and the initial condition B(0; θ, δ) = 0
that B(∞; θ, u∗(θ)) = 0. Then with θ in the strip S(0,θc), we obtain for given deterministic X(0),
lim
t→∞E
[
eθV (X(0),0,0,0;t)
]
= lim
t→∞E
[
eθV (X(0),0,0,0;t)
]
e−η(θ)t
= eu
∗(θ)TX(0)+B(∞;θ,u∗(θ)) = eu
∗(θ)TX(0) <∞, (5.15)
where the second equality follows from the results in Section 5.3.1. Moreover, since V (·, 0, 0, 0; t) is
monotone in t, we then infer from Fatou’s lemma that for real valued θ ∈ (0, θc),
E
[
lim
t→∞ e
θV (·,0,0,0;t)
]
≤ lim
t→∞E
[
eθV (·,0,0,0;t)
]
<∞.
Hence, the random variable V (·, 0, 0, 0;∞) := limt→∞ V (·, 0, 0, 0; t) <∞ with probability one, so is
Li(·, 0, 0, 0;∞) := limt→∞ Li(·, 0, 0, 0; t), 1 ≤ i ≤ n. In addition, we obtain that for θ in the strip
S(0,θc),
E
[
eθ
∑n
i=1 Li(X(0),0,0,0;∞)
]
= E
[
eθV (X(0),0,0,0;∞)
]
(5.16)
= lim
t→∞E
[
eθV (X(0),0,0,0;t)
]
= eu
∗(θ)TX(0),
where we have used (5.15) and the dominated convergence theorem. Now we define
Y1 =
n∑
i=1
Li(b, 0, 0, 0;∞), in distribution.
Then from Equation (5.16), we get Equation (5.13).
To establish (5.14), we define
Y2 =
n∑
j=1
Y j2 , in distribution,
where Y j2 are independent and
Y j2 =
Nλj∑
k=1
(Zj,k +Xj,k).
Here Zj,k has the same distribution as Zj and Zj,k are i.i.d., independent of Xj,k where Xj,k are
i.i.d. and distributed as
∑n
i=1 Li(γjZj , 0, 0, 0;∞) and finally Nλj is a Poisson random variable with
mean λj and independent of Zj,k and Xj,k. Then, from Equation (5.16), we get
E
[
eθY2
]
= exp


n∑
j=1
λj
(
E
[
eθ(Zj+
∑n
i=1 Li(γj Zˆj ,0,0,0;∞))
]
− 1
)

= exp


n∑
j=1
λj
(
E
[
e(θ+u
∗(θ)T γj)Zj
]
− 1
)
 ,
where Zˆj is an independent copy of Zj . This verifies Equation (5.14).
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Hence, we have defined a random variable Y = Y1+ Y2 so that E[e
θY ] = eη(θ). To see that Y is
infinitely divisible, we can write it as i.i.d. m copies of the same random variable with parameters
b replaced by b/m and λ replaced by λ/m. That is, we can define Y =
∑m
ℓ=1 Y
ℓ,(m), where Y ℓ,(m)
are i.i.d. with the same distribution as Y
(m)
1 + Y
(m)
2 , where Y
(m)
1 and Y
(m)
2 are independent and
Y
(m)
1 =
n∑
i=1
Li(b/m, 0, 0, 0;∞), in distribution,
and
Y
(m)
2 =
n∑
j=1
Nλj/m∑
k=1
(Zj,k +Xj,k), in distribution,
so that
E
[
eθ
∑m
ℓ=1 Y
(ℓ,m)
]
=
(
E
[
e
θ
(
Y
(m)
1 +Y
(m)
2
)])m
=
(
eu
∗(θ)T b
m e
∑n
j=1
λj
m
(
E
[
e(θ+u
∗(θ)T γj )Zj
]
−1
))m
= e
u∗(θ)T b+
∑n
j=1 λj
(
E
[
e(θ+u
∗(θ)T γj )Zj
]
−1
)
= E
[
eθY
]
.
This completes the proof of the infinite divisibility of Y .
Finally, let us show that Y is lattice distributed if and only if the random variables in the set
Z :=


n∑
i=1
ni∑
j=1
Zij,where ni ∈ N ∪ {0} and Zij are i.i.d. distributed as Zi

 ,
are supported on bN ∪ {0} for some b > 0. First, we prove the ‘if’ part. If the random variables
in Z are supported on bN ∪ {0} for some b > 0, then so is each Zij and by the definition of Y
above, Y is lattice distributed. Next, we prove the ‘only if’ part. If Y is lattice distributed, then Y
is supported on a+bZ for some a ∈ R and b > 0. By the definition of Y above, we infer that each
random variable in Z is also supported on a+ bZ. Therefore, Zij is also supported on a+ bZ. If
Zij = a+ bzij for some zij ∈ Z, then Zi1 + Zi2 = 2a + b(zi1 + zi2) also belongs to a+ bZ, which
implies that a ∈ bZ, and hence we can take a = 0. Finally, if each Zij is supported on bZ, then so
are the random variables in the set Z.
6 Numerical experiments
We can develop explicit approximations for large deviation probabilities and tail expectations as-
sociated with affine point processes, by truncating the asymptotic expansions in Theorem 4. In
this section, we illustrate numerically the performance of our approximations for two test cases
on three-dimensional affine point processes where the model and parameters are taken from [30].
Recall the definition of affine point processes in Section 2.
The model specification of the three-dimensional affine point process (L1, L2, L3) is as follows.
The components of X = (X1,X2,X3) satisfy
dXj(t) = (bj − βjXj(t))dt+ σj
√
Xj(t)dWj(t) +
3∑
i=1
γidLi(t), j = 1, 2, 3,
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where (b1, b2, b3) = (6, 6.1, 6.2), (β1 , β2, β3) = (2, 2.1, 2.2), (σ1 , σ2, σ3) = (0.5, 0.6, 0.7), and (γ1, γ2, γ3) =
(0.2, 0.3, 0.4). The jump intensity is Λj(X(t)) = κjXj(t) for each j with (κ1, κ2, κ3) = (1, 1.1, 1.2).
The two test cases we consider differ only in the distribution of marks Zi. In the first test case,
Zi is assumed to be constant one for each i. In the second test case, Zi is assumed to follow an
exponential distribution with mean one.
For illustrations, we focus on computing P(V (t) ≥ xt) and E[(V (t) − xt)+] for different values
of x and t for the two test cases, where V (t) =
∑3
i=1 Li(t) and the notation y
+ := y ·1y≥0 for a real
number y. The quantities we compute can be useful for applications where affine point processes are
relevant models to capture the clustering or self- and mutually-exciting effects of event arrivals, e.g.,
in portfolio credit risk where corporate defaults exhibit clustering. In this context, the components
of the three-dimensional affine point process (L1, L2, L3) model the portfolio losses triggered by
defaults of three firm types, and V (t) represents the cumulative portfolio loss up to time t, see,
e.g., [14]. Hence, P(V (t) ≥ xt) measures the probability of the cumulative portfolio loss exceeds
level xt and E[(V (t)− xt)+] quantifies the expected exceedance of the cumulative portfolio loss to
the level xt.
In Tables 1 and 2, we compare the results from first order approximations and those from
Monte Carlo simulations. The first order approximations refer to truncating the asymptotic series
in (3.1)–(3.4) to retain the first two terms. In particular, for the first test case with Zi = 1 for each
i, we use (3.1) and (3.2); For the second test case with Zi following exponential distributions, we
use (3.3) and (3.4). When computing the expansion coefficients (e.g. cˆk, dˆk), we need to compute
the derivatives of functions η and ψ in Theorem 13, see Appendix B for details. This requires us
to numerically solve ODEs and we use Runge-Kutta methods. We do not report numerical results
from zero-th order approximations as the errors are not small. For the simulations, as plain Monte
Carlo is very slow in computing small probabilities and tail expectations, we use the importance
sampling algorithm in [30] with sample size 100,000. The computations are performed using Python
on a Mac computer with Processor 1.4 GHz Intel Core i5.
We can observe from Tables 1 and 2 that the relative errors for the first order approximations
compared with Monte Carlo simulations (via importance sampling) become small when t becomes
large. We also experiment the second order approximation and find similar patterns, but adding
additional higher order terms does not necessarily improve the approximation as an asymptotic
series is usually a non-convergent series. Nevertheless, the analytical approximations we develop
are faster to evaluate than Monte Carlo simulation and they can yield accurate numerical results
in the large time regime. Hence, these approximations can be alternatives or complementary tools
to simulation which is computer resource extensive.
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t P (IS) [95% CI.] P (1-Order) [R.E.] E(IS) [95% CI.] E(1-Order) [R.E.]
x = 25
10 2.66E-03 [±1.53%] 1.47E-03 [−44.7%] 2.56E-02 [±1.31%] -3.50E-02 [−237.%]
20 2.64E-04 [±1.51%] 2.39E-04 [−9.47%] 3.11E-03 [±1.18%] 1.70E-03 [−45.3%]
30 2.37E-05 [±1.59%] 2.31E-05 [−2.53%] 3.03E-04 [±1.19%] 2.52E-04 [−16.8%]
50 2.03E-07 [±1.70%] 2.01E-07 [−0.99%] 2.81E-06 [±1.23%] 2.65E-06 [−5.69%]
100 1.52E-12 [±1.98%] 1.53E-12 [+0.66%] 2.22E-11 [±1.39%] 2.23E-11 [+0.45%]
200 1.11E-22 [±2.34%] 1.11E-22 [+0.00%] 1.68E-21 [±1.63%] 1.68E-21 [+0.00%]
300 9.04E-33 [±2.54%] 9.03E-33 [−0.11%] 1.39E-31 [±1.79%] 1.38E-33 [−0.72%]
x = 30
10 1.39E-05 [±2.13%] 1.23E-05 [−35.3%] 1.08E-04 [±1.71%] 2.48E-05 [−77.0%]
20 3.18E-08 [±2.12%] 3.29E-08 [+17.8%] 2.92E-07 [±1.59%] 2.70E-07 [−7.53%]
30 6.62E-11 [±2.24%] 6.84E-11 [+3.32%] 6.33E-10 [±1.62%] 6.36E-10 [+0.47%]
50 2.85E-16 [±2.43%] 2.92E-16 [+2.46%] 2.86E-15 [±1.75%] 2.92E-15 [+2.10%]
100 1.23E-29 [±2.82%] 1.25E-29 [+1.62%] 1.28E-28 [±1.99%] 1.31E-28 [+2.34%]
200 2.95E-56 [±3.31%] 2.95E-56 [+0.00%] 3.08E-55 [±2.33%] 3.14E-55 [+1.94%]
300 7.82E-83 [±3.67%] 7.88E-83 [+0.77%] 8.26E-82 [±2.57%] 8.32E-82 [+0.73%]
Table 1: First order approximations are compared with simulations using importance sampling (IS) when
Zi ≡ 1 for i = 1, 2, 3. P stands for P(V (t) ≥ xt) and E stands for E[(V (t) − xt)+] with V (t) =
∑3
i=1
Li(t).
CI stands for the confidence interval and R.E. stands for the relative errors of approximations compared
with simulation results.
t P (IS) [95% CI.] P (1-Order) [R.E.] E(IS) [95% CI.] E(1-Order) [R.E.]
x = 25
10 1.99E-02 [±1.24%] -9.04E-04 [−105.%] 3.51E-01 [±1.09%] -1.39E+00 [−496.%]
20 5.45E-03 [±1.26%] 3.75E-03 [−31.2%] 1.19E-01 [±1.00%] -2.63E-02 [−122.%]
30 1.47E-03 [±1.32%] 1.23E-03 [−16.3%] 3.50E-02 [±1.00%] 1.50E-02 [−57.1%]
50 1.11E-04 [±1.42%] 1.02E-04 [−8.11%] 2.87E-03 [±1.04%] 2.20E-03 [−23.3%]
100 1.96E-07 [±1.64%] 1.88E-07 [−4.08%] 5.48E-06 [±1.16%] 5.05E-06 [−7.85%]
200 7.61E-13 [±1.95%] 7.55E-13 [−0.79%] 2.24E-11 [±1.35%] 2.19E-11 [−2.23%]
300 3.39E-18 [±2.13%] 3.37E-18 [−0.59%] 1.02E-16 [±1.49%] 1.00E-16 [−1.96%]
x = 30
10 1.10E-03 [±1.61%] 6.60E-04 [−40.0%] 1.71E-02 [±1.29%] -8.75E-03 [−151.%]
20 4.29E-05 [±1.66%] 3.74E-05 [−12.8%] 7.67E-04 [±1.24%] 4.81E-04 [−37.3%]
30 1.57E-06 [±1.76%] 1.47E-06 [−6.37%] 3.01E-05 [±1.28%] 2.46E-05 [−18.3%]
50 2.23E-09 [±1.95%] 2.17E-09 [−2.69%] 4.46E-08 [±1.39%] 4.14E-08 [−7.17%]
100 2.03E-16 [±2.26%] 2.01E-16 [−0.99%] 4.24E-15 [±1.60%] 4.14E-15 [−2.36%]
200 2.14E-30 [±2.70%] 2.17E-30 [+1.40%] 4.57E-29 [±1.88%] 4.63E-29 [+1.31%]
300 2.64E-44 [±2.97%] 2.66E-44 [+0.76%] 5.70E-43 [±2.08%] 5.72E-43 [+0.35%]
Table 2: First order approximations are compared with simulations using importance sampling (IS) when
Zi is exponentially distributed with mean one for i = 1, 2, 3. P stands for P(V (t) ≥ xt) and E stands for
E[(V (t)−xt)+] with V (t) =∑3
i=1
Li(t). CI stands for the confidence interval and R.E. stands for the relative
errors of approximations compared with simulation results.
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A Proofs of Propositions 8 and 11
This Appendix collects the proofs of Propositions 8 and 11.
A.1 Proof of Proposition 8
Proof. We follow the proof of Theorem 3.4. (Theorem 7 in our paper) and Remark 3.7 in [15].
Before we proceed, since we assume that |g(x)| ≤ a¯eh¯x for some h¯ < h and a¯ > 0, we have
E [g(Xn − tnx)1Xn≥tnx] ≤ a¯E
[
eh¯Xn
]
<∞,
since h¯ < h ≤ d, where we recall that E[ezXn ] exists on S(c,d). Moreover, since we assume that
|g(x)| ≤ a¯eh¯x for some h¯ < h and a¯ > 0, we can check that cˆk whose definition involves the
summation of g(q)e−qh(−q)m over q from 0 to ∞ is well-defined.
Next, let us define:
Hn(w) :=
∞∑
k=0
g(k)e−khe
−k iw√
tnη′′(h) · ψ
(
h+
iw√
tnη′′(h)
)
· etn
(
η
(
h+ iw√
tnη′′(h)
)
−η(h)−η′(h) iw√
tnη′′(h)
+ w
2
2tn
)
=
∞∑
k=0
g(k)e−khe
−k iw√
tnη′′(h) · ψ
(
h+
iw√
tnη′′(h)
)
· e
−w2
η′′(h)
∑∞
ℓ=1
η(ℓ+2)(h)
(ℓ+2)!
(
iw√
tnη′′(h)
)ℓ
. (A.1)
Since we assume that |g(x)| ≤ a¯eh¯x for some h¯ < h and a¯ > 0, Hn(w) is well-defined. By Taylor
expansion, we define βj(w) via the expansion:
Hn(w) =
2v−1∑
k=0
βk(w)
(tn)k/2
+O(t−vn ).
Following the proof of Theorem 3.4. and Remark 3.7. in [15], we can readily obtain
E [g(Xn − tnx)1Xn≥tnx] =
e−tnF (x)√
2πtnη′′(h)
(
cˆ0 +
cˆ1
tn
+ . . .+
cˆv−1
tv−1n
+O
(
1
tvn
))
,
where
cˆk =
∫
R
β2k(w)
e−
w2
2√
2π
dw. (A.2)
We next compute the coefficients cˆk. As βj(w) is defined via the expansion of gn(w), we proceed
to expand the three terms in (A.1).
(1) First, we expand the term
∑∞
k=0 g(k)e
−khe
−k iw√
tnη′′(h) . We can compute that
∞∑
k=0
g(k)e−khe
−k iw√
tnη′′(h) =
∞∑
k=0
g(k)e−kh
∞∑
m=0
(−k)m
m!
(
iw√
tnη′′(h)
)m
=
∞∑
m=0

 ∞∑
q=0
g(q)e−qh
(−q)m
m!

( iw√
tnη′′(h)
)m
.
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(2) Next, as ψ is analytic, we expand the term ψ
(
h+ iw√
tnη′′(h)
)
as
ψ
(
h+
iw√
tnη′′(h)
)
=
∞∑
ℓ=0
ψ(ℓ)(h)
ℓ!
(
iw√
tnη′′(h)
)ℓ
.
(3) Finally, let us expand the term e
−w2
η′′(h)
∑∞
ℓ=1
η(ℓ+2)(h)
(ℓ+2)!
(
iw√
tnη′′(h)
)ℓ
. Let us define f(x) = e−x and
f˜(x) =
w2
η′′(h)
∞∑
k=1
η(k+2)(h)
(k + 2)!
xk.
Then
f
(
f˜(x)
)
=
∞∑
n=0
dn
dxn
f
(
f˜(0)
) xn
n!
,
where we can compute that f˜(0) = 0 and for every j ∈ N,
f˜ (j)(0) =
w2
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
,
which implies that by Faa` di Bruno’s formula (see Appendix C.2)
f
(
f˜(x)
)
=
∞∑
n=0
∑
Sn
n!(−1)m1+···+mn
m1!1!m1m2!2!m2 · · ·mn!n!mn ·
n∏
j=1
(
w2
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
xn
n!
. (A.3)
Hence,
e
−w2
η′′(h)
∑∞
ℓ=1
η(ℓ+2)(h)
(ℓ+2)!
(
iw√
tnη′′(h)
)ℓ
=
∞∑
n=0
∑
Sn
(−1)m1+···+mn
m1!1!m1m2!2!m2 · · ·mn!n!mn ·
n∏
j=1
(
w2
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj (
iw√
tnη′′(h)
)n
.
Hence, by (1), (2) and (3), we conclude that
βk(w) =
∑
m+ℓ+n=k
∞∑
q=0
g(q)e−qh
(−q)m
m!
· ψ
(ℓ)(h)
ℓ!
·
∑
Sn
(−1)m1+···+mn
m1!1!m1m2!2!m2 · · ·mn!n!mn
·
n∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
· (i)
kwk+2(m1+···+mn)
(η′′(h))k/2
.
By the property of standard normal random variable, we have
∫∞
−∞w
m · e−
w2
2√
2π
dw = (m− 1)!! if m
is even, and 0 if m is odd. Hence, we obtain from (A.2) the formula of cˆk given in (4.4). The proof
is therefore complete.
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A.2 Proof of Proposition 11
To prove Proposition 11, it suffices to prove Part (ii). Before we proceed to the proof, let us
first show that E[g(Xn − tnx)1Xn≥tnx] and dˆk are well-defined and finite. Since we assume that
g(x) =
∑∞
k=0 gkx
k+∆, where ∆ ∈ [0, 1) and gk ≤ a¯ h¯kk! for some a¯ > 0 and 0 < h¯ < h for every k ∈ N,
we infer that g(x) ≤ a¯eh¯xx∆ for any x ≥ 0, and hence there exist some a¯0 > 0 and h¯ < h¯0 < h such
that g(x) ≤ a¯0eh¯0x for any x ≥ 0. Therefore
E [g(Xn − tnx)1Xn≥tnx] ≤ a¯0E
[
eh¯0Xn
]
<∞,
since h¯0 < h ≤ d, where we recall that E[ezXn ] exists on S(c,d). Moreover, we assume that g(x) =∑∞
k=0 gkx
k+∆, where ∆ ∈ [0, 1) and gk ≤ a¯ h¯kk! for some a¯ > 0 and 0 < h¯ < h for every k ∈ N, we
can check that dˆk whose definition involves the summation of gq
Γ(k+∆+q+(m1+···+mℓ)−m+1)
h∆+q+1
over q
from 0 to ∞ is well-defined.
We next introduce a lemma. It calculates asymptotic expansions for certain Gaussian integrals
which will be used in our computations in proving Proposition 11. The proof of this lemma will be
deferred to the end of this section.
Lemma 14. Fix any s ≥ 0. We have as tn →∞,∫ ∞
y=0
yse−
(y+h
√
tnη′′(h))
2
2 dy ∼ e−h2tnη′′(h) 12
∞∑
k=0
Γ(k + s+ 1)ak
(h2tnη′′(h))
s
2
+ 1
2
+k
,
where (ak)
∞
k=0 are determined recursively as:
ak = (−1)k −
k−1∑
j=0
(j + s)k−j
(k − j)!2k−j aj ,
where (·)i is the Pochhammer symbol.
We are now ready to prove Proposition 11 below.
By the expansion g(z) =
∑∞
k=0 gkz
∆+k, it suffices to show our results for g(z) = zγ for every
γ ≥ 0. Fix h where η′(h) = x. As in Lemma 4.7 of [15], we denote X˜n as the random variable which
follows the law Q(dy) = e
hy
φXn(h)
P(Xn ∈ dy). Denote Fn(·) the cumulative distribution function of
the random variable
X˜n − tnη′(h)√
tnη′′(h)
.
Then as in the proof of Theorem 4.3 in [15], one can readily compute that
E [(Xn − tnx)γ1Xn≥tnx]
= ϕXn(h)
∫ ∞
y=tnx
(y − tnx)γe−hyQ(dy)
= ϕXn(h)
∫ ∞
u=0
(√
tnη′′(h)u
)γ
e−h(tnη
′(h)+
√
tnη′′(h)u)dFn(u)
= ψn(h)e
−tnF (x)
(√
tnη′′(h)
)γ ∫ ∞
u=0
uγe−h
√
tnη′′(h)udFn(u)
= ψn(h)e
−tnF (x)
(√
tnη′′(h)
)γ
·
∫ ∞
u=0
[
h
√
tnη′′(h)uγ − γuγ−1
]
e−h
√
tnη′′(h)u(Fn(u)− Fn(0))du, (A.4)
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where we used integration by parts in the last equality.
Suppose we can find Gn(x) =
∫ x
−∞ gn(y)dy, such that
sup
x∈R
|Fn(x)−Gn(x)| = o(t−vn ), (A.5)
where
gn(y) =
1√
2π
e−y
2/2

1 + 2v∑
j=1
Qj(y)
t
j/2
n

 , (A.6)
with Qj(y) being polynomials of order j in y. Then we obtain from (A.4) that
E [(Xn − tnx)γ1Xn≥tnx]
= ψn(h)e
−tnF (x)
(√
tnη′′(h)
)γ
·
∫ ∞
u=0
[
h
√
tnη′′(h)uγ − γuγ−1
]
e−h
√
tnη′′(h)u(Gn(u)−Gn(0) + o(t−vn ))du
= ψn(h)e
−tnF (x)
(√
tnη′′(h)
)γ
·
∫ ∞
u=0
[ ∫ u
y=0
[
h
√
tnη′′(h)uγ − γuγ−1
]
e−h
√
tnη′′(h)u · gn(y)dy
]
du
+ ψn(h)e
−tnF (x)
(√
tnη′′(h)
)γ ∫ ∞
u=0
[
h
√
tnη′′(h)uγ − γuγ−1
]
e−h
√
tnη′′(h)udu · o (t−vn )
= ψn(h)e
−tnF (x)
(√
tnη′′(h)
)γ
·
(∫ ∞
y=0
yγe−h
√
tnη′′(h)ygn(y)dy + 1γ=0 · o(t−vn )
)
, (A.7)
where we used∫ ∞
u=0
[
h
√
tnη′′(h)uγ − γuγ−1
]
e−h
√
tnη′′(h)udu = yγe−h
√
tnη′′(h)y
∣∣∣∣
0
y=∞
= 1γ=0.
To calculate and approximate the integral in (A.7), in view of the expression of gn(·) in (A.6), it
suffices to note that∫ ∞
y=0
yγe−h
√
tnη′′(h)y 1√
2π
e−
y2
2 yjdy = eh
2tnη′′(h)
1
2
1√
2π
∫ ∞
y=0
yγ+je−
(y+h
√
tnη′′(h))
2
2 dy,
and by Lemma 14, for any s ≥ 0,∫ ∞
y=0
yse−
(y+h
√
tnη′′(h))
2
2 dy ∼ e−h2tnη′′(h) 12
∞∑
k=0
Γ(k + s+ 1)ak
(h2tnη′′(h))
s
2
+ 1
2
+k
= e−h
2tnη′′(h)
1
2O
(
t
− s
2
− 1
2
n
)
,
as this implies that∫ ∞
0
yγe−h
√
tnη′′(h)y 1√
2π
e−y
2/2Qj(y)
t
j/2
n
dy = O
(
t
− γ+j
2
− 1
2
− j
2
n
)
= O
(
t
− γ
2
− 1
2
−j
n
)
. (A.8)
It then follows from (A.7) and the fact that ψn(h) converges to ψ(h) with speed O(t
−v
n ) locally
uniformly that for g(x) = xγ , we have the expansion of the form
E [g(Xn − tnx)1Xn≥tnx] =
e−tnF (x)√
2π
√
tnη′′(h)
[
dˆ0 +
dˆ1
tn
+
dˆ2
t2n
+ · · ·+ dˆn−1
tv−1n
+ o
(
t−v+1n
)]
.
To complete the proof, it remains to find the function Gn(·) so that (A.5) holds and identify the
coefficients dˆk in the above expansion. This will be done in the next section.
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A.2.1 Finding Gn(·) and computing dˆk
In this section we show how to find the function Gn(·) (or equivalently gn(·)) so that (A.5) holds,
and we also compute the expansion coefficients dˆk.
To find Gn(·) which approximates the distribution function Fn(·), we approximate the Fourier
transform of the distribution Fn(·), and then take the inverse Fourier transform to obtain gn(·). To
this end, we write the Fourier transform f∗n(ζ) =
∫
R
eiζxdFn(x), and
ψ˜(z) =
ψ(z + h)
ψ(h)
, and η˜(z) = η(z + h)− η(h).
Then for every k ∈ N,
ψ˜(k)(0) =
ψ(k)(h)
ψ(h)
, and η˜(k)(0) = η(k)(h).
We can compute that for z = iζ,
f∗n(ζ) := E
[
e
z X˜n−tnη
′(h)√
tnη′′(h)
]
= e
tn
(
η˜
(
z√
tnη′′(h)
)
−η′(h) z√
tnη′′(h)
)
· ψ˜n
(
z√
tnη′′(h)
)
, (A.9)
where
ψ˜n(z) := e
−tnη˜(z) · E
[
ezX˜n
]
.
By Lemma 4.7 in [15], ψ˜n converges to ψ˜ locally uniformly with speed O(t
−v
n ), and together with
Taylor expansion, one obtains
ψ˜n
(
z√
tnη′′(h)
)
=
2v∑
i=0
ψ˜(i)(0)
i!
(
z√
tnη′′(h)
)i
+ o
(
(z/
√
tn)
2v
)
.
In addition, as in (A.3), one can expand the following term in (A.9)
e
tn
(
η˜
(
z√
tnη′′(h)
)
−η′(h) z√
tnη′′(h)
)
= e
z2
η′′(h)
∑∞
k=1
η(k+2)(h)
(k+2)!
(
z√
tnη′′(h)
)k
by applying the Faa` di Bruno’s formula (see Section C.2). This leads to the following:
f∗n(ζ) = g
∗
n(ζ) + e
z2
2 P2v+1(|z|)
( |z|√
tn
)2v
ε
(
z√
tn
)
, (A.10)
where limt→0 ε(t) = 0, and Pi(|z|) is some polynomial of |z| of order i, and for z = iζ,
g∗n(ζ) =
2v∑
k=0
e
z2
2
k∑
ℓ=0
ψ(k−ℓ)(h)
ψ(h)(k − ℓ)!
∑
Sℓ
1
m1!1!m1m2!2!m2 · · ·mℓ!ℓ!mℓ
·
ℓ∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
zk+2(m1+···+mℓ)
(η′′(h))k/2
1
t
k/2
n
. (A.11)
It is known that
1
2π
∫ ∞
−∞
e−itye−t
2/2(it)kdt = Hk(y)
1√
2π
e−
y2
2 , (A.12)
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where Hk(y) are Hermite polynomials given by
Hk(y) = k!
⌊k/2⌋∑
m=0
(−1)m
m!(k − 2m)!
yk−2m
2m
. (A.13)
Therefore, by (A.11), (A.12) and z = iζ, the inverse Fourier transform of g∗n(·) is given by
gn(y) :=
1
2π
∫ ∞
−∞
g∗n(ζ)e
−iyζdζ
=
1√
2π
e−
y2
2
2v∑
k=0
k∑
ℓ=0
ψ(k−ℓ)(h)
ψ(h)(k − ℓ)!
∑
Sℓ
1
m1!1!m1m2!2!m2 · · ·mℓ!ℓ!mℓ
·
ℓ∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
Hk+2(m1+···+mℓ)(y)
(η′′(h))k/2
1
t
k/2
n
. (A.14)
We will show later that for Gn(x) =
∫ x
−∞ gn(y)dy with gn(·) given in (A.14), we have
sup
x∈R
|Fn(x)−Gn(x)| = o(t−vn ).
By using the expansion for Hermite polynomials in (A.13), one can readily express gn(·) in the form
of (A.6). Then similar arguments in (A.7)-(A.8) yield that
E [(Xn − tnx)γ1Xn≥tnx]
= e−tnF (x)
1√
2πtnη′′(h)
1
hγ+1
·
2v∑
k=0
k∑
ℓ=0
ψ(k−ℓ)(h)
(k − ℓ)!
∑
Sℓ
1
m1!1!m1m2!2!m2 · · ·mℓ!ℓ!mℓ
·
ℓ∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
1
(η′′(h))k/2
·
⌊k
2
+m1+···+mℓ⌋∑
m=0
2m(−1)m(k + 2(m1 + · · · +mℓ))!
m!(k + 2(m1 + · · ·+mℓ)− 2m)!
·
∑
k+(m1+···+mℓ)−m+q≤v
Γ(q + γ + k + 2(m1 + · · ·+mℓ)− 2m+ 1)aq
(h2η′′(h))
k
2
+(m1+···+mℓ)−m+q · tk+(m1+···+mℓ)−m+qn
+ o(t−v+1n ).
By comparing the above equation with the expansion
E [(Xn − tnx)γ1Xn≥tnx] =
e−tnF (x)√
2πtnη′′(h)
(
dˆ0 +
dˆ1
tn
+
dˆ2
t2n
+ · · · + dˆv−1
tv−1n
+O
(
1
tvn
))
,
26
we conclude that for every k ≤ v − 1,
dˆk =
1
hγ+1
·
2k∑
p=0
p∑
ℓ=0
ψ(p−ℓ)(h)
(p− ℓ)!
·
∑
Sℓ
1
m1!1!m1m2!2!m2 · · ·mℓ!ℓ!mℓ
·
ℓ∏
j=1
(
1
η′′(h)
η(j+2)(h)
(j + 2)(j + 1)
)mj
1
(η′′(h))p/2
·
⌊ p
2
+m1+···+mℓ⌋∑
m=0
2m(−1)m(p + 2(m1 + · · ·+mℓ))!
m!(p+ 2(m1 + · · · +mℓ)− 2m)!
· Γ(k + γ + (m1 + · · ·+mℓ)−m+ 1)ak+m−p−(m1+···+mℓ)
(h2η′′(h))−
p
2
+k
.
So we have obtained the formula of dˆk when g(z) = z
γ . Finally, assume g(z) has the expansion
g(z) =
∑∞
q=0 gqz
q+∆, then the formula of dˆk in Part (ii) of Proposition 11 readily follows.
To complete the proof, it only remains to show that
sup
x∈R
|Fn(x)−Gn(x)| = o(t−vn ).
where Gn(x) =
∫ x
−∞ gn(y)dy with gn(·) given in (A.14). We apply the Esseen’s smoothing inequality
in Appendix C.1 and use a similar argument as the proof of Proposition 4.1 in [15].
Recall from (A.10) that
f∗n(ζ) = g
∗
n(ζ) + e
z2
2 P2v+1(|z|)
( |z|√
tn
)2v
ε
(
z√
tn
)
,
where f∗n and g∗n are the corresponding Fourier transforms of Fn and Gn, limt→0 ε(t) = 0, and
Pi(|z|) is a polynomial of |z| of order i. Write k = 2v. We can check that Fn − Gn vanish at
±∞, since Fn and Gn both vanish at −∞ and limx→+∞ Fn(x) = limx→+∞Gn(x) = 1 as Fn is a
cumulative distribution function and g∗n(0) = 1 from (A.11). In addition, we have
sup
n∈N
sup
x∈R
|G′n(x)| = sup
n∈N
sup
x∈R
gn(x) =: m <∞,
from the definition of gn in (A.14) and the fact that e
− y2
2 Hk+2(m1+···+mℓ)(y)
1
t
k/2
n
is uniformly
bounded in n ∈ N, y ∈ R and m1 · 1 + · · · + mℓℓ = ℓ, where ℓ ≤ k ≤ 2v, where v ∈ N is
fixed. By taking T = Mt
k/2
n and fixing δ ∈ (0,M), we deduce from Esseen’s smoothing inequality
that
|Fn(x)−Gn(x)| ≤ 1
π
∫ Mtk/2n
−Mtk/2n
∣∣∣∣f∗n(ζ)− g∗n(ζ)ζ
∣∣∣∣ dζ + r(π) m
Mt
k/2
n
≤ 1
π
∫ δt1/2n
−δt1/2n
∣∣∣∣f∗n(ζ)− g∗n(ζ)ζ
∣∣∣∣ dζ + r(π) m
Mt
k/2
n
+
1
π
∫
[
−Mtk/2n ,Mtk/2n
]∖[
−δt1/2n ,δt1/2n
]
∣∣∣∣f∗n(ζ)− g∗n(ζ)ζ
∣∣∣∣ dζ. (A.15)
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We next estimate each of the three terms in the right hand side of the above inequality. We can
estimate that
1
π
∫ δt1/2n
−δt1/2n
∣∣∣∣f∗n(ζ)− g∗n(ζ)ζ
∣∣∣∣ dζ = 1
t
k/2
n
1
π
∫ δt1/2n
−δt1/2n
e−ζ
2/2Pk+1(|ζ|)|ζ|k−1ε
(
ζ√
tn
)
dζ
≤ C0
t
k/2
n
max
−δ≤t≤δ
ε(t),
for some constant C0 (that depends on k). For fixed small ǫ > 0, one can choose δ so that
max−δ≤t≤δ ε(t) < ǫ and mδ < ǫ, and hence we have for large tn
1
π
∫ δt1/2n
−δt1/2n
∣∣∣∣f∗n(ζ)− g∗n(ζ)ζ
∣∣∣∣ dζ = o
(
1
t
k/2
n
)
,
uniformly in x. In addition, by taking M = 1/δ we get
r(π)
m
Mt
k/2
n
= o
(
1
t
k/2
n
)
.
We can also estimate that
1
π
∫
[−Mtk/2n ,Mtk/2n ]\[−δt1/2n ,δt1/2n ]
∣∣∣∣f∗n(ζ)− g∗n(ζ)ζ
∣∣∣∣ dζ
≤ 1
πδt
1/2
n
[∫
δt
1/2
n ≤|ζ|≤Mtk/2n
|f∗n(ζ)|dζ +
∫
δt
1/2
n ≤|ζ|≤Mtk/2n
|g∗n(ζ)|dζ
]
, (A.16)
and we can compute that∫
δt
1/2
n ≤|ζ|≤Mtk/2n
|f∗n(ζ)|dζ
≤
∫
δt
1/2
n ≤|ζ|≤Mtk/2n
∣∣∣∣∣ψn
(
iζ√
tnη′′(0)
)∣∣∣∣∣
∣∣∣∣etnη( iζ√tnη′′(0) )
∣∣∣∣ dζ
≤ √tn
∫
δ≤|ζ|≤Mt(k−1)/2n
∣∣∣∣∣ψn
(
iζ√
η′′(0)
)∣∣∣∣∣ dζ ·
(
max
|ζ|≥δ
∣∣∣∣∣exp
{
η
(
iζ√
η′′(0)
)}∣∣∣∣∣
)tn
.
Since φ is non-lattice with
∫
R
ezxφ(dx) = eη(z), by Lemma 4.9. in [15], we obtain
max
|ζ|≥δ
∣∣∣∣∣exp
{
η
(
iζ√
η′′(0)
)}∣∣∣∣∣ < 1.
Then it follows that∫
δt
1/2
n ≤|ζ|≤Mtk/2n
|f∗n(ζ)|dζ
≤ lim sup
n→∞
sup
x∈R
|ψn (ix)| · 2Mtk/2n ·
(
max
|ζ|≥δ
∣∣∣∣∣exp
{
η
(
iζ√
η′′(0)
)}∣∣∣∣∣
)tn
,
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which goes to zero faster than any power of tn. Finally, the term
∫
δt
1/2
n ≤|ζ|≤Mtk/2n |g
∗
n(ζ)|dζ in (A.16)
can be estimated similarly. Therefore, we deduce from (A.15) that for large tn,
sup
x∈R
|Fn(x)−Gn(x)| = o
(
1
t
k/2
n
)
= o
(
1
tvn
)
.
The proof is hence complete.
A.2.2 Proof of Lemma 14
Proof of Lemma 14. For any s ≥ 0, it is readily seen that∫ ∞
y=0
yse−
(y+h
√
tnη′′(h))
2
2 dy =
(
h
√
tnη′′(h)
)s+1 ∫ ∞
y=0
yse−h
2tnη′′(h)
(y+1)2
2 dy.
For large tn, we can apply the Laplace’s method (see Lemma 18 in Appendix C.3) to estimate the
above integral. To this end, we use the notation in Lemma 18, and we set
p(y) =
1
2
(y + 1)2, q(y) = ys,
and a = 0, b =∞ and λ = h2tnη′′(h). We can compute that
p(y) =
1
2
+ y +
1
2
y2,
which implies that µ = 1. Since q(y) = ys, we have σ = s+ 1. Moreover,
v = p(y)− p(0) = y + 1
2
y2,
and (ak)
∞
k=0 are determined from:
q(y)
p′(y)
=
ys
1 + y
∼
∞∑
k=0
ak
(
y +
1
2
y2
)k+s
, y → 0+.
Hence, as tn →∞,∫ ∞
y=0
yse−h
2tnη′′(h)
(y+1)2
2 dy ∼ e−h2tnη′′(h) 12
∞∑
k=0
Γ(k + s+ 1)ak
(h2tnη′′(h))s+1+k
.
Finally, we can compute that
ys
1 + y
∼
∞∑
k=0
ak
(
y +
1
2
y2
)k+s
=
∞∑
k=0
aky
s+k
(
1 +
1
2
y
)k+s
,
which implies that for y → 0+,
1
1 + y
=
∞∑
k=0
(−1)kyk ∼
∞∑
j=0
ajy
j
(
1 +
1
2
y
)j+s
=
∞∑
j=0
ajy
j
∞∑
i=0
1
2i
yi
(j + s)i
i!
,
where (·)i is the Pochhammer symbol. This implies that
(−1)k =
k∑
j=0
(j + s)k−j
(k − j)!2k−j aj = ak +
k−1∑
j=0
(j + s)k−j
(k − j)!2k−j aj .
Hence, the conclusion follows.
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B Computations of expansion coefficients for affine point pro-
cesses
In this section, we compute cˆk and dˆk for affine point processes. Their general formulas are given in
Propositions 8 and 11. It is clear that these coefficients depend on the derivatives of η and ψ at h.
Recall that for affine point processes, the function ψ(·) is given in (5.1), η(·) is given in (2.3), and
the real number h is defined by η′(h) = R. We next discuss how to compute high order derivatives
for functions ψ and η that are associated with affine point processes.
B.1 Computations of ψ(k)(θ)
From (5.1), we have ψ(θ) = eu
∗(θ)T x0+B(∞;θ,u∗(θ)). By applying Faa` di Bruno’s formula (see Section
C.2), we get the k−th derivative of ψ is given by
ψ(k)(θ) =
∑
Sk
k!ψ(θ)
m1!1!m1m2!2!m2 · · ·mk!k!mk
·
k∏
j=1
((
(u∗)(j)(θ)
)T
x0 +
dj
dθj
B(∞; θ, u∗(θ))
)mj
.
Hence, it suffices for us to compute the derivatives d
j
dθj
B(∞; θ, u∗(θ)) which will be presented in
Section B.3, and the derivatives of u∗(θ) with respect to θ (up to order k), which will be presented
in Section B.4.
B.2 Computations of η(k)(θ)
We recall from (2.3) that
η(θ) = u∗(θ)T b+
n∑
i=1
λi
(
E
[
e(θ+u
∗(θ)T γi)Zi
]
− 1
)
.
For any k ≥ 1, by Leibnitz formula, we can compute the k−th derivative of η:
η(k)(θ) = (u∗)(k)(θ)T b+
n∑
i=1
λiE
[
dk
dθk
eθZieu
∗(θ)T γiZi
]
= (u∗)(k)(θ)T b+
n∑
i=1
λiE

 k∑
j=0
(
k
j
)
Zk−ji e
θZi
dj
dθj
eu
∗(θ)T γiZi

 ,
and by Faa` di Bruno’s formula,
dj
dθj
eu
∗(θ)T γiZi =
∑
Sj
j!eu
∗(θ)T γiZi
m1!1!m1m2!2!m2 · · ·mj!j!mj ·
n∏
ℓ=1
(
(u∗)(ℓ)(θ)TγiZi
)mℓ
,
which yields that
η(k)(θ) = (u∗)(k)(θ)T b+
n∑
i=1
λiE
[
dk
dθk
eθZieu
∗(θ)T γiZi
]
= (u∗)(k)(θ)T b
+
n∑
i=1
λi
k∑
j=0
(
k
j
)∑
Sj
j!E[Zk−ji e
θZieu
∗(θ)T γiZi
∏n
ℓ=1((u
∗)(ℓ)(θ)TγiZi)mℓ ]
m1!1!m1m2!2!m2 · · ·mj !j!mj .
Hence, to find the k−th derivative of η, we need to compute the derivatives of u∗(θ) with respect
to θ (up to order k), which we present in Section B.4.
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B.3 Computations of d
j
dθj
B(∞; θ, u∗(θ))
By applying multivariate Faa` di Bruno’s formula and using the notations in Appendix C.2, we have
dj
dθj
B(∞; θ, u∗(θ)) =
∑
1≤|λ|≤j
Dλ
δˆ
B(∞; δˆ)
∑
p(j,λ)
j!
j∏
m=1
[(uˆ∗)(ℓm)(θ)]km
(km!)[ℓm!]|km|
, (B.1)
where δˆ = uˆ∗(θ) := (u∗0(θ), u
∗
1(θ), u
∗
2(θ), ..., u
∗
d(θ))
T , u∗(θ) = (u∗1(θ), u
∗
2(θ), ..., u
∗
d(θ))
T and u∗0(θ) := θ.
We next compute Dν
δˆ
B(∞; δˆ) for a multi-index ν 6= 0. Recall from Theorem 13 that,
B(∞; δˆ) =
∫ ∞
0
bTAdt+
∫ ∞
0
1
2
ATaAdt
+
n∑
i=1
λi
∫ ∞
0
∫
R+
(
eA
T γiz − 1
)
e(δˆ0+δ
T γi)zϕi(dz)dt,
where for notational simplicity, we write A := A(t; δˆ) = A(t; θ, δ) = (A1(t; θ, δ), · · · , An(t; θ, δ)),
with δˆ = (δˆ0, δ) so that δˆ0 = θ, δ = u
∗(θ), A(0; δˆ) = A(0; θ, δ) = −δ and
d
dt
Aj(t; δˆ) = −
n∑
i=1
Aiβ
∗
i,j +
1
2
ATαjA+
n∑
i=1
∫
R+
(
eA
T γiz − 1
)
e(δˆ0+δ
T γi)zϕi(dz)κi,j , (B.2)
for j = 1, 2, . . . , n, where
β∗ =
(
βI,I − diag(α111u∗1(θ), . . . , αmmmu∗m(θ)) 0
βJ,I βJ,J
)
.
By Applying Leibnitz formula and multivariate Faa` di Bruno’s formula (see Appendix C.2), we get
Dν
δˆ
B(∞; δˆ)
=
∫ ∞
0
bTDν
δˆ
Adt+
∫ ∞
0
1
2
∑
λ≤ν
(
ν
λ
)
(Dλ
δˆ
A)T a(Dν−λ
δˆ
A)dt
+
n∑
i=1
λi
∫ ∞
0
∫
R+
[ ∑
0<ν˜≤ν
(
ν
ν˜
) ∑
1≤λ≤|ν˜|
eA
T γiz
∑
p(ν˜,λ)
ν˜!
|ν˜|∏
j=1
[D
ℓj
δˆ
ATγiz]
kj
(kj !)[ℓj !]kj
Dν−ν˜
δˆ
e(δˆ0+δ
T γi)z
+
(
eA
T γiz − 1
)
Dν
δˆ
e(δˆ0+δ
T γi)z
]
ϕi(dz)dt, (B.3)
where for two multi-indices λ, ν, we write λ ≤ ν if λi ≤ νi for all i.
So to compute Dν
δˆ
B(∞; δˆ), it remains to compute Dν
δˆ
Aj(t; δˆ) for each j for a multi-index ν.
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From the ODE for Aj(t; δˆ) in (B.2), one can readily obtain the following ODE for D
ν
δˆ
Aj(t; δˆ):
d
dt
Dν
δˆ
Aj(t; δˆ)
= −
n∑
i=1
Dν
δˆ
Aiβ
∗
i,j +
∫ ∞
0
1
2
∑
λ≤ν
(
ν
λ
)
(Dλ
δˆ
A)Tαj(Dν−λ
δˆ
A)
+
n∑
i=1
∫
R+
∑
1≤λ≤|ν|
eA
T γiz
[ ∑
0<ν˜≤ν
(
ν
ν˜
) ∑
p(ν˜,λ)
ν˜!
|ν˜|∏
j=1
[D
ℓj
δˆ
ATγiz]
kj
(kj !)[ℓj !]kj
Dν−ν˜
δˆ
e(δˆ0+δ
T γi)z
+
(
eA
T γiz − 1
)
Dν
δˆ
e(δˆ0+δ
T γi)z
]
ϕi(dz)κi,j , (B.4)
for j = 1, 2, . . . , n, with the initial condition Dν
δˆ
A(0; δˆ) = −Dν
δˆ
δ as A(0; δˆ) = −δ.
In summary, one can numerically solve the ODEs in (B.4) to obtain Dν
δˆ
Aj(t; δˆ) for each j, next
numerically compute Dν
δˆ
B(∞; δˆ) using (B.3), and finally obtain dj
dθj
B(∞; θ, u∗(θ)) using (B.1).
B.4 Computations of (u∗)(k)(θ)
We recall from Theorem 3 that u∗(·) : R→ Rn is the implicit function defined as the unique solution
branch with u∗(0) = 0 of the system of nonlinear equations:
βTu∗(θ)− 1
2
u∗(θ)Tαu∗(θ)− κT
(
E
[
e(θ+(u
∗(θ))T γ)Z
]
− 1
)
= 0. (B.5)
To obtain the k−th derivative of u∗(θ) with respect to θ, that is, (u∗)(k)(θ), we can apply Leibnitz
formula and Faa` di Bruno’s formula (see Appendix C.2) to the above equation and get
βT (u∗)(k)(θ)− 1
2
k∑
j=0
(
k
j
)
((u∗)(k−j)(θ))Tα(u∗)(j)(θ)
= κT
k∑
j=0
(
k
j
)∑
Sj
j!E[Zk−jeθZeu∗(θ)T γZ
∏j
ℓ=1((u
∗)(ℓ)(θ)TγZ)mℓ ]
m1!1!m1m2!2!m2 · · ·mj !j!mj . (B.6)
Therefore, given the parameters, one can solve the nonlinear equation in (B.5) to obtain u∗(θ), and
then successively solve the nonlinear equations in (B.6) to obtain the derivatives (u∗)(k)(θ) for any
k ≥ 1.
C Smoothing inequality, Faa` di Bruno’s formula and Laplace’s
Method
For completeness, this section collects three known results that are used in our proofs.
C.1 Esseen’s smoothing inequality
Lemma 15 (Esseen’s smoothing inequality, cf. Theorem 2 in Chapter V of [27]). Let F be a non-
decreasing function and G be a differentiable function of bounded variation on the real line with
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respective Fourier-Stieltjes transforms f∗ and g∗. Suppose that F −G vanishes at ±∞ and that G
is m-Lipschitz with supx |G′(x)| ≤ m. Then for every T > 0,
sup
x∈R
|F (x)−G(x)| ≤ 1
π
∫ T
−T
∣∣∣∣f∗(ζ)− g∗(ζ)ζ
∣∣∣∣ dζ + r(π)mT ,
where r(π) is a positive constant depending only on π.
C.2 Faa` di Bruno’s formula
(Multivariate) Fa di Bruno’s formula gives an explicit equation for the higher order (partial) deriva-
tives of the composition h(x1, . . . , xd) = f(g1(x1, . . . , xd), . . . , gm(x1, . . . , xd)), where gi : R
d → R
and f : Rm → R are differentiable a sufficient number of times.
To introduce the formula, we recall some multivariate notations. For ν ∈ (N∪{0})d and x ∈ Rd,
we define |ν| =∑di=1 νi, ν! =∏di=1 νi!, Dνx = ∂|ν|∂xν11 ···∂xνdd for |ν| > 0, and xν =∏di=1 xνii . In addition,
if µ = (µ1, . . . , µd) and ν = (ν1, . . . , νd) are both in (N ∪ {0})d, we write µ ≺ ν provided one of the
following holds: (i) |µ| < ν|; (ii) |µ| = |ν| and µ1 < ν1 or (iii) |µ| = |ν|, µ1 = ν1, . . . , µk = νk and
µk+1 < νk+1 for some 1 ≤ k < d.
Let ν = (ν1, . . . , νd) 6= (0, . . . , 0), Setting hν = Dνxh(x), fλ = Dλyf(y), where y = (g1(x), . . . , gm(x))
and ν, λ ∈ (N ∪ {0})d, and gµ = (Dµxg1(x), . . . ,Dµxgm(x)). Then, the multivariate Faa` di Bruno’s
formula is given as follows.
Lemma 16 (Multivariate Faa` di Bruno’s formula, cf. (2.4) in [7]).
hν =
∑
1≤|λ|≤|ν|
fλ
∑
p(ν,λ)
ν!
|ν|∏
j=1
[gℓj ]
kj
(kj !)[ℓj!]|kj |
,
where
p(ν, λ) =
{(
k1, . . . ,k|ν|; ℓ1, . . . , ℓ|ν|
)
: for some 1 ≤ s ≤ |ν|,
ki = 0 and ℓi = 0 for 1 ≤ i ≤ |ν| − s; |ki| > 0 for |ν| − s+ 1 ≤ i ≤ |ν|;
and 0 ≺ ℓ|ν|−s+1 ≺ · · · ≺ ℓ|ν| are such that
|ν|∑
i=1
ki = λ,
|ν|∑
i=1
|ki|ℓi = ν
}
.
In the above formula, the vectors k are m−dimensional, the vectors ℓ are d−dimensional, and
we always set 00 = 1.
For the special case d = m = 1, we have the one-dimensional Faa` di Bruno’s formula, which
has a more explicit expression:
Lemma 17 (Univariate Faa` di Bruno’s formula).
dn
dxn
f(g(x)) =
∑
Sn
n!
m1!1!m1m2!2!m2 · · ·mn!n!mn · f
(m1+···+mn)(g(x)) ·
n∏
j=1
(
g(j)(x)
)mj
,
where the sum is over the set Sn consisting of all the n-tuples of non-negative integers (m1, . . . ,mn)
satisfying the following constraint:
1 ·m1 + 2 ·m2 + 3 ·m3 + · · ·+ n ·mn = n.
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C.3 Laplace’s Method
Laplace’s Method is useful in estimating integrals of the form I(λ) =
∫ b
a e
−λp(t)q(t)dt as λ → ∞.
For two functions f1, f2, we write f1(λ) ∼ f2(λ) if f1(λ)/f2(λ) tends to unity as λ → ∞. The
following result can be found in e.g. [26, Section 3.7].
Lemma 18 (Laplace’s Method). Suppose that
(1) p(t) > p(a) for t ∈ (a, b) and the minimum of p(t) is only approached at t = a.
(2) p′(t), q′(t) are continuous in a neighborhood of t = a except possibly at t = a.
(3) As t→ a+,
p(t) ∼ p(a) +
∞∑
k=0
pk(t− a)k+µ, q(t) ∼
∞∑
k=0
qk(t− a)k+σ−1,
where µ, σ > 0, p0 6= 0 and q 6= 0. Also assume that we can differentiate p(t) and
p′(t) ∼
∞∑
k=0
(k + µ)pk(t− a)k+µ−1.
(4)
∫ b
a e
−λp(t)q(t)dt converges absolutely for all sufficiently large λ.
Then, we have
I(λ) =
∫ b
a
e−λp(t)q(t)dt ∼ e−λp(a)
∞∑
k=0
Γ
(
k + σ
µ
)
ak
λ
k+σ
µ
, as λ→∞.
where v = p(t)− p(a) and
f(v) =
q(t)
p′(t)
∼
∞∑
k=0
akv
k+σ−µ
µ , as v → 0+.
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