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Controlling spontaneous emission in nematic liquid crystals: the role of critical
phenomena
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Instituto de F´ısica, Universidade Federal do Rio de Janeiro,
Caixa Postal 68528, Rio de Janeiro - RJ, Brazil
We develop a rigorous, field-theoretical approach to the study of spontaneous emission in nematic
liquid crystals disclosing an alternative application of the massive Stueckelberg gauge theory to
describe critical phenomena in liquid crystals. This approach allows one not only to unveil the role
of phase transitions in the spontaneous emission in these systems but also to make quantitative
predictions for quantum emission in realistic nematics of current scientific and technological interest
in the field of metamaterials. Specifically we predict a reentrant behaviour for the spontaneous emis-
sion as a function of temperature near the critical point of structural phase transitions in nematics,
and show that the spontaneous emission rate can be used to determine the critical exponents that
characterize these transitions. We determine the orientation of the dipole moment of the emitter
relative to the nematic director that inhibits spontaneous emission, paving the way to achieve direc-
tionality of the emitted radiation, a result that could be applied in tuneable photonic devices such
as metasurfaces and tuneable light sources.
I. INTRODUCTION
Phase-change materials play a pivotal, increasingly im-
portant role in current photonics research. Indeed, they
exhibit drastic transitions of their physical and optical
properties, sometimes accompanied by internal struc-
tural changes, that allow for the development of reconfig-
urable, tuneable optical devices [1]. A typical approach
to achieve tuneable optical functionalities consists of in-
corporating phase-change materials into photonic meta-
surfaces, planar plasmonic or dielectric nanoresonators
that interact with incident light to control the ampli-
tude, phase, wavelength, and polarization of the scat-
tered radiation [1]. For instance this approach harnesses
metamaterials for practical applications that require a
fast dynamic and programmable optical response, such
as active metasurfaces based on phase-changing germa-
nium antimony telluride (GST) [2–7] and vanadium diox-
ide VO2 [8–18]. However, most metasurfaces are passive
and hence depend on external light sources to produce
the desired optical properties.
To circumvent this limitation, quantum emitters have
been integrated into photonic structures in such a way
that the emitted radiation can be tailored by the meta-
surface design. One of the crucial elements to tailor
quantum emission is to engineer Mie-type resonances
supported by metasurfaces to enhance light-matter in-
teractions and achieve desired properties such as di-
vergence and directionality [19–23], sought-after proper-
ties in the emerging field of “smartlifghting” and single-
photon sources.
When metasurfaces incorporate both quantum emit-
ters and critical materials, an unprecedented level of con-
trol of the emitted radiation can be reached. Indeed,
the high sensitivity of the spontaneous emission to the
local electromagnetic environment makes the Purcell ef-
fect especially prone to be influenced by phase transi-
tions in matter. There exist many examples of drastic
modifications of the spontaneous emission rate in critical
media, such as a topological phase transition in hyper-
bolic metamaterials [24], percolation transitions in metal-
lic films [25] and composite media [26], structural phase
transitions in disordered photonic media [27, 28], and
structural phase transitions in VO2 [29]. All these ex-
amples motivated a demonstration that a deeper connec-
tion between spontaneous emission and critical phenom-
ena does exist, allowing for probing critical exponents via
the Purcell effect [30].
A very recent and promising approach that integrates
quantum emitters and critical media into metamaterials
to tailor optical functionalities involves the use of Liquid
Crystals (LC) [31, 32]. Nematic LC in particular are in-
teresting for tunable metasurfaces due to their large bire-
fringence and to the fact they undergo structural phase
transitions by varying external parameters, such as tem-
perature and applied bias voltage [31, 33]. Exploring
these properties of LC, temperature-controlled dynamic
beam deflectors [34], tunable silicon metasurfaces [35],
and controlled light emission using Mie-resonant dielec-
tric metasurfaces [36] have been realized. In these ap-
plications understanding the underlying physics of spon-
taneous emission of emitters embedded in LC is crucial,
notably at criticality. Some numerical [37] and theoreti-
cal [38] studies on spontaneous emission in LC do exist,
but to the best of our knowledge none of them investigate
the role of LC phase transitions on quantum emission,
which is precisely the crucial element for recent applica-
tions, as discussed above.
To fill this gap in the present paper we unveil the
role of phase transitions in nematic LCs in the presence
of an embedded quantum emitter (atoms, molecules, or
quantum dots). To achieve this goal we develop a rig-
orous, field-theoretical approach to describe spontaneous
emission in nematic liquid crystals. This approach dis-
closes a novel application of the massive Stueckelberg the-
2ory, originally developed in the context of a massive but
gauge invariant sector of the standard model and with
applications to the compactification of high-dimensional
string theories [39], to describe critical phenomena in liq-
uid crystals. In addition to this formal, methodological
progress, our theory allows for quantitative predictions
for spontaneous emission in nematic liquid crystals used
in experiments of current interest in the field of metasur-
faces [36]. Specifically we predict a reentrant behaviour of
spontaneous emission as a function of temperature near
the critical point of structural phase transitions in nemat-
ics. We also show that the spontaneous emission rate can
be used to determine the critical exponents that charac-
terize these transitions in nematics of both scentific and
technological interest. We demonstrate how the relative
position between the nematic director and the dipole
moment of the emitter may inhibit spontaneous emis-
sion in a controlled way, setting the theoretical grounds
to achieve directionality of the emitted radiation, which
could be incorporated in novel photonic structures.
This paper is organized as follows: in section II we de-
scribe the methodology. We start by recalling the defini-
tion of the spontaneous emission rate in free space, given
in terms of the spectral function of the electromagnetic
gauge field modes. Next we write down the Hamiltonian
for a single orientational molecule in the presence of an
external electromagnetic field. The collective behaviour
of orientational molecules in a LC in the presence of a
gauge field is then described in terms of a Frank-Oseen
free energy density minimally coupled to the vector gauge
potential. The analogy to Stueckelberg’s gauge theory is
established and we conclude by writting down a full quan-
tum action for a LC minimally coupled to the emitter’s
gauge field. In section III we study the critical properties
of the problem formulated and solve the quantum action
in the saddle-point. In section IV we apply the developed
theory to make predictions related to quantum emission
in realistic liquid crystals of current interest in the field
of metamaterials. Finally, section V is devoted to the
concluding remarks.
II. METHODOLOGY
A. Spontaneous emission rate
Let us begin by considering a quantum emitter whose
transition frequency between its ground and excited
states is ω0. The spontaneous emission rate of this two-
level system in free space is given by [40]
Γ0 =
ω30 |d|2
3πε0~c3
=
πω0
3~ε0
|d|2ρ0(ω0), (1)
where ρ0(ω) = ω
2/π2c3 is the electromagnetic density of
states in vacuum, given in terms of the speed of light, c,
ε0 is the dielectric constant in vacuum, and d is the elec-
tric dipole moment. We will now introduce a generalized
density of states g2ρ(ω) defined as
g2ρ(ω) =
1
~ε0
∑
λ=±
∫
d3k
(2π)3
|εˆk,λ · d|2ω2kA(0)(ωk, ω), (2)
where εˆk,λ is the electromagnetic polarization versor,
ωk = c|k| is the photon’s dispersion relation, and
A(0)(ωk, ω) is the diagonal part of the free-photon spec-
tral function A(0)µν (ωk, ω) = ηµνA(0)(ωk, ω), with
A(0)µν (ωk, ω) =
ηµν
2ωk
[δ(ω − ωk)− δ(ω + ωk)]. (3)
The above spectral function can be readly obtained from
the free-photon propagator in the Feynman gauge
G(0)µν =
iηµν
k2
(4)
with k = (ω/c,k) and ηµν = diag(+1,−1,−1,−1). The
generalized density of states g2ρ(ω), as defined in Eq.
(2), enables us to accurately include any changes in the
environment and/or boundary conditions. As a result, it
allows us to rewrite the spontaneous emission rate as
Γ =
(
2π
~
)
g2ρ(ω), (5)
which is then to be regarded as a generalization to
Fermi’s golden rule for interacting, bound systems. In
fact, equation (5) is a more general expression and
holds also in the case of interacting fields, or nontrivial
boundary conditions, after the suitable replacement
of the free-photon spectral function A(0)(ωk, ω) by
the interacting one A(ωk, ω) in the definition of the
generalized g2ρ(ω) in Eq. (2).
B. Coupling the director to the field of the emitter
Liquid crystals may constist of either polar or non-
polar molecules. For the case of polar molecules,
the permanent electric-dipole moment of the molecules
stems from the separation between negative and positive
charges within each molecule. We shall denote by ℘ such
permanent, molecular electric-dipole moment, not to be
mistaken with d, the emitter’s electric-dipole moment.
The immediate effect of placing an emitter embedded in
a liquid crystal is therefore a dipole-dipole interaction
described by a Hamiltonian [41]
Hint ∼ ℘ · d
R3
− 3(℘ ·R)(d ·R)
R5
, (6)
which describes the direct coupling between the emitter,
d, and the LC molecules, ℘, separated by a distance R.
Such coupling is naturally expected to enhance sponta-
neous emission simply by breaking the rotational symme-
try of the environment surrounding the emitter, acting
effectively as an antenna.
3In this work, however, we shall be interested on the
effects of the critical fluctuations of the order parame-
ter in the LC to the allowed electromagnetic modes for
the emitted radiation. In other words, we shall be in-
terested to investigate how an nematic-isotropic phase
transition in a LC can affect the spontaneous emission
through changes in the generalized electromagnetic den-
sity of states, g2ρ(ω), defined in Eq. (2). For that pur-
pose, we need to describe first how the electromagnetic
field couples to the molecular electric-dipole moment of
a single molecule in the LC.
To this end, let us consider a molecular electric-dipole
composed by two particles of mass m, one with electric
charge −q and located at r1 and the other with electric
charge +q and located at r2, as a model to the charge
separation that occurs inside the molecules of a polar LC.
It can be shown that the Hamiltonian for this dipole ℘
is given by
H =
1
8M
(p− iq∗A)2 + iq∗φ +
+
1
2Mℓ2
[
L− ℘ cos
(
ℓ
2
k · n
)
(n×A)
]2
, (7)
where M is the reduced mass, and ℓ is the length of the
dipole with dipole moment, ℘ = qℓ, oriented along n,
which points from the negative to the positive charges.
Here we have defined
q∗ = 2q sin
(
ℓ
2
k · n
)
, (8)
which is of pivotal importance to the remaining of this
work. At a first glance, Hermiticity of Eq. (7) requires
that k ⊥ n in such a way that q∗ = 0. In this case no
minimal coupling exists for the linear momentum p nor
is the dipole coupled to the scalar potential, φ. Remark-
ably, however, a reminiscent “minimal coupling” does ex-
ist for the angular momentum, L, in terms of the vector
product between the director, n, and the vector poten-
tial, A, and this is going to be explored below. Despite
such constraint we shall nevertheless allow for small de-
viations from the condition k ⊥ n. The reason is that,
due to the isotropy of the wave-vector of the emitted ra-
diation, one needs to perform an average over k which
ensures Hermiticity even for cos θk,n ≈ 1.
C. Frank-Oseen continuum theory for nematic
liquid crystals coupled to an electromagnetic field
As stated earlier, our aim is to describe how the spon-
taneous emission rate of a quantum emitter embedded
in a nematic LC is affected by the fluctuations of the
molecules. For that purpose, we shall consider a weakly
distorted uniaxial nematic LC whose distortion free en-
ergy (per unit of volume) Fd is given by [33]
Fd =
1
2
K1(∇·n)2+ 1
2
K2(n ·∇×n)2+ 1
2
K3(n×∇×n)2.
(9)
For the sake of simplicity, but without loss of general-
ity, we shall further consider only bend distortions in the
nematic system so that K1 = K2 = 0 and
Fbend =
1
2
K3(n×∇× n)2 = 1
2
K3 [(n · ∇)n]2 . (10)
This approximation is reasonable since there exist ne-
matic LQ’s with only one kind of distortion shown in (9),
as remarked in [33]. Now, let us take a look at the second
term in Eq. (7). Considering only the bend distortion
leads to minimal coupling prescription between the ne-
matic and the photon emitted, because in this case we
have an effective charge e∗ given by
e∗ =
℘
2mℓ2
cos
(
ℓ
2
k · n
)
(11)
and also ∇ → ∇− e∗A in Eq. (10), which gives
FEMbend =
1
2
K3 {(n · ∇)n+ e∗ [A− (n ·A)n]}2 . (12)
From Eq. (11) we conclude that with respect to the ne-
matic order, described by n, the preferential direction of
propagation is perpendicular to it, so we have k ⊥ n and
e∗ is maximal. In addition, the Hermiticity of the Hamil-
tonian (7) is guaranteed because sin
(
ℓ
2k · n
)
= 0 when
k ⊥ n and the non-hermitian terms in (7) vanish, leav-
ing us with the Hermitian one associated the rotational
degree of freedom.
From now on, we will adopt a more suitable notation
where we decompose the director, n, of the LC according
to n = σ+π, with σ and π describing its equilibrium and
transverse fluctuations, respectively, σ ⊥ π. In this nota-
tion we can write each component of n as ni = σi+πi. In
the absence of the electromagnetic field, the Lagrangian
describing the fluctuations, π, of the otherwise homo-
geneous, σ0, nematic order is the distortion free energy
itself given in (10), yielding
Lbend = 1
2
Kii′(∂iπj)(∂i′πj) (13)
with Kii′ = K3σiσi′ and a summation notation is im-
plied. From (13), the corresponding classical action can
be cast in the form
Sbend = −1
2
∫
d3xπj(Kii′∂i∂i′)πj (14)
from which the propagator of the fluctuations reads
Gii′ (p) =
1
Kii′pipi′
. (15)
Moving on to the case where we have the coupling to the
electromagnetic field, the Lagrangian is now
LEMbend =
1
2
K(∂iπj)
2 +
1
2
JAj(∂iπj) +
1
2
M2A2k, (16)
4where we have made the consideration σiσj = Λδij , for
all i, j and we have also defined
K = K3Λ (17)
M2 = K3e
∗2(1− Λ) (18)
J = 2K2e
∗
√
Λ(1− Λ). (19)
D. Gauge theory for a quantum nematic LC
Having obtained a classical action for the order param-
eter fluctuations in a nematic LC, let us now extend our
treatment to the case of a fully quantum nematic LC in-
teracting with the electromagnetic modes of an emitter.
The free energy in the absence of an electromagnetic in-
teraction suggests that we write down the following quan-
tum action for the bend type deformations in nematic LC
Sbend(n) =
K3
2~
∫ β
0
dτ
∫
d3r
{
1
c2s
(∂τn)
2 + [(n · ∇)n]2
}
,
(20)
where K3 is the bend stiffness, β = 1/kBT is the in-
verse temperature in tems of Boltzmann’s constant, kB,
cs is the sound velocity for the propagation of the ne-
matic order parameter fluctuation waves inside the LC,
and the N−component director n is subject to the con-
straint n2 = 1. We can simplify our analysis by rescaling
the action and defining a dimensionless coupling
g =
N~cs
K3
. (21)
Using natural units ~ = cs = kB = 1 and introducing a
Lagrange multiplier λ to enforce the n2 = σ2 + π2 = 1
constraint we end up with the following imaginary time
quantum action for the nematic order parameter fluctu-
ations
Sbend(σ,π, λ) = − 1
2g
∫ β
0
dτ
∫
d3r
{
(∂τπ)
2+
+ [(σ · ∇)π ]2 + iλ(σ2 + π2 − 1)} (22)
We are now ready to include the coupling to an elec-
tromagnetic field as shown in (12). Furthermore, since
we are considering quantum/thermal fluctuations, π, on
top of a homogeneous, equilibrium configuration, σ , the
quantum action in this case simplifies to
Sbend(π,A, λ) =
1
2g
∫ β
0
dτ
∫
d3r
{
(∂τπ)
2+
+ [(π · ∇)π + e∗A⊥]2 + iλπ2
}
, (23)
where A⊥ = A − (σ · A)σ are the components of the
vector potential transverse to the order parameter, σ.
Recalling the definition of the effective charge e∗ given in
(11), we see that the preferred direction of propagation
is the one perpendicular to the nematic order parameter
n ‖ σ, since cos ( ℓ2k · n) = 1 and e∗ is maximum, while
the photon remains massless when transverse to σ, since
in this case σ ·A⊥ = σ · (A − (σ ·A)σ) = 0. The three
vectors, k, σ, and A define completely the possibilities
of electromagnetic wave propagation and polarizability
inside the LC, which are encoded in e∗, Eq. (11).
In order to show that our theory is gauge invariant,
despite being massive in the gauge sector, we begin by
considering the following gauge transformations
A⊥ → A′⊥ = A⊥ − (σ · ∇)Ψ (24)
and
π → π ′ = π + e∗Ψ, (25)
where Ψ is a gauge function valid for a real and neu-
tral field such as π field. The gauge invariance is shown
explicitly as follows:
(i) covariant derivative term
(σ · ∇)π ′ + e∗A′⊥ = (σ · ∇)(π + e∗Ψ) +
+ e∗(A⊥ − (σ · ∇)Ψ)
= (σ · ∇)π + e∗A⊥, (26)
(ii) gauge field kinetic term
(∇×A′⊥)2 = {∇ × [A⊥ − (σ · ∇)Ψ]}2
= (∇×A⊥)2 + (∇× (σ · ∇)Ψ)2 +
− 2(∇×A⊥) · (∇× (σ · ∇)Ψ)
= (∇×A⊥)2, (27)
as long as the gauge function Ψ satisfies the condition
∇× (σ · ∇)Ψ = 0. (28)
E. Analogy with the massive Stueckelberg theory
From (16) it is clear that our problem possesses some
similarities with the massive Stueckelberg gauge theory
[42], due to a mass term M2A2k and gauge invariance.
In fact, by considering a gauge fixing term and keeping
the terms up to second order in the gauge field, the full
Lagrangian of our problem can be written as
L = −1
4
FµνF
µν +
1
2
M2AµA
µ − 1
2ξ
(∂µA
µ)2. (29)
It is important to keep in mind that although we use
a relativistic notation in (29), our problem lies in the
Euclidian space and, hence, we are actually working with
three-vectors. In passing from one notation to the other,
we have used the gauge choice A0 = A0 = 0. Working in
the Feynman gauge, the propagator associated with (29)
is given by
GMij (k, ω) =
δij
ω2 − (k2 +M2) , (30)
5where we came back to the Latin indices associated with
the Euclidian space.
The comparison between our model to the original
Stueckelberg theory becomes evident by noting that (i)
the original neutral and scalar Stueckelberg field B de-
fined in [42] is replaced, in our theory, by a neutral and
vector field π, (ii) the gauge function Ψ in the Stueckel-
berg theory satisfies (∇2 +m2)Ψ = 0 while in our model
it satisfies ∇ × (σ · ∇)Ψ = 0, and (iii) the Stueckelberg
field B is massive while our π is massless, as it should be
in accordance with Goldstones theorem [43]. We hence
disclose for the first time another application for the mas-
sive Stueckelberg theory to describe quantum emission in
LC’s.
III. THE SADDLE-POINT EQUATION
Before determining to calculate the spontaneous emis-
sion rate, let us recall that the gauge mass of our
Stu¨ckelberg model for quantum emitters embedded in a
nematic LC depends on the nematic order parameter via
Eq. (17). In order to calculate such mass dependence
self-consistently, we must first and foremost obtain the
evolution of the order parameter including quantum and
thermal fluctuations.
Because the action is quadratic, we can integrate over
the fluctuations, π = π (r, τ), of the order parameter, n,
in the generating functional (partition function) in order
to calculate the free energy. We now assume that σ is
constant and uniform and the action reduces to
S
(
σ,π,m2
)
=
= − 1
2g
∫ β
0
dτ
∫
ddr
{
π
[
∂2τ + (σ · ∇)2 −m2
]
π−
−m2(σ2 − 1)} (31)
where we defined a mass term m2 = iλ. From (31), it is
clear that the propagator reads
χ(k, ωn) =
1
N
g
(σ · k)2 + ω2n +m2
, (32)
where the bosonic Matsubara frequencies ωn = 2πn/β.
At large N the finite temperature free energy is
F = N − 1
2β
∑
ωn
∫
d3k
(2π)
3 ln
[
(σ · k)2 + ω2n +m2
]
−
− Nm
2
(
σ2 − 1)
2g
, (33)
and the saddle-point equation in the ordered phase,
δF
δm2
∣∣∣∣
m2=0
= 0, (34)
gives us
σ2 = 1− 〈π · π〉
= 1− N − 1
N
1
β
∑
ωn
∫
d3k
(2π)
3
g
(σ · k)2 + ω2n
. (35)
This is simply the equation for the constraint imposed
on average at large N , where we shall approximate
N − 1
N
≈ 1. (36)
By performing the Matsubara sum over the frequencies
ωn, we obtain
1
β
∑
ωn
g
(σ · k)2 + ω2n
=
g√
(σ · k)2
coth

β
√
(σ · k)2
2

 ,
(37)
and we can now introduce the averages
(σ · k)2 → σ2k2. (38)
The momentum integration is divergent in the ultraviolet
as k→∞. In order to remedy this problem, we introduce
the critical temperature TC at which the order parameter
vanishes. In terms of the saddle-point equation we have
1 =
∫
d3k
(2π)
3
g
σ |k| coth
(
βCσ |k|
2
)
, (39)
and the saddle-point equation for the order parameter
reduces to
σ3 =
g
2π2
∫ ∞
0
dk k
[
coth
(
σk
2TC
)
− coth
(
σk
2T
)]
, (40)
which is finite in the ultraviolet and clearly vanishes as
T → TC . We can rescale momenta, k = 2qTC/σ, such
that (40) becomes
σ5 =
2gT 2C
π2
∫ ∞
0
dq q
[
coth (q)− coth
( q
x
)]
, (41)
where we have defined
x =
T
TC
≤ 1. (42)
If we would like now to calculate the critical exponent of
the order parameter close to criticality, we must expand
the expression for σ close to x→ 1
σ5 ≈ 2gT
2
C
π2
(1− x)
∫ ∞
0
dq q2
[
1− coth2 (q)]
≈ gT
2
C
3
(1− x) , (43)
or, explicitly for
σ ≈ σC (1− x)1/5 , (44)
6which provides an exponent
β = 1/5. (45)
Remarkably, this value for the critical exponent predicted
by our model is in good agreement with experimentally
determined values in nematic LQ’s, such as β = 0.241
[44] and β = 0.28 [45].
IV. SPONTANEOUS EMISSION RATE IN
NEMATIC LIQUID CRYSTALS
We are finally ready to calculate the spontaneous emis-
sion rate for a quantum emitter embedded in a nematic
quantum LC. For that, let us observe that the pole
of the propagator (30) lies within the frequency range
ωk,M = ±
√
k2 +M2 and it follows that the correspond-
ing spectral function is given by
AMij (ωk,M , ω) =
δij
2ωk,M
[δ(ω−ωk,M)−δ(ω+ωk,M)]. (46)
By substituting the diagonal part of Eq. (46) into Eq.
(5), the spontaneous emission rate reads
Γ
Γ0
=
√
1−
(
Mc2
~ω0
)2
, (47)
where M2 = K3e∗2(1−Λ) is the mass of the gauge field.
Here we have considered a spatial average e∗2 over the
effective charge (11) since the emission of the photon is
isotropic inside the nematic. The elastic constant K3
and Λ are functions of the temperature. For the latter
we assume for simplicity, but without loss of generality,
the power law Λ(x) = Λ0|1− x|β , where x = T/TNI with
TNI being the nematic-isotropic transition temperature
(which is equal to the critical temperature TC defined
in section III), whereas for the former we refer to the
experimental data [46, 47] in order to obtain a functional
form for K3(x) given by
K3(x) =
{
A+B(1− x)− C(1 − x)2 +D(1 − x)3 for nCB
A−Bx+ Cx2 −Dx3 for E7
(48)
where the values of the constants A,B,C,D characterize
different classes of nematic LQ’s. Thus, by substituting
the functional forms of K3(x) and Λ(x) into (47), we
obtain
Γ(x)
Γ0
=


√
1−M0[A+B(1 − x)− C(1 − x)2 +D(1− x)3] (1− Λ0|1− x|β) for nCB√
1−M0[A−Bx+ Cx2 −Dx3] (1− Λ0|1− x|β) for E7
(49)
where
M0 =
1
2
(
℘c2
2mℓ2~ω0
)2
. (50)
Equation (49) gives, to the best of our knowledge, the
first analytical expression for spontaneous emission rate
Γ of a quantum emitter embedded in nematic liquid
crystals, valid near the critical point. For concrete-
ness, we consider a class of nematic liquid crystals of
scientific and technological importance, namely the ne-
matic family nCB, with n = 5, 6, 7, and the mixture E7,
which exhibit nematic to isotropic phase transition at
TNI = 35.6
◦C, 29.6 ◦C, 43.0 ◦C, 62.5 ◦C, respectively
[46, 47]. In particular, the former has been recently em-
ployed in applications to tuneable, LC integrated with
metasurfaces [36]. Using the material parameters cor-
responding to these liquid crystals, in Fig. 1 we calcu-
late Γ as a function of the reduced temperature T/TNI
(normalized by the critical temperature) for all five ne-
matics mentioned earlier and for four different values of
the critical exponent β: β = 0.5 corresponding to mean-
field result, β = 0.2 predicted by our model [Eq. (45)],
β = 0.241 (based on the experimental work given in [44]),
and β = 0.28 (based on the experimental work given in
[45]).
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FIG. 1: Spontaneous emission rate for (a)-(d) 5CB, (b)-(e) 6CB, (c)-(f) 7CB, and (g)-(i) E7. The upper and middle panels
correspond to Λ0 = 1.0 and Λ0 = 0.5, respectively, while the lower ones correspond to (g) Λ0 = 1.0, (h) Λ0 = 0.75, and (i)
Λ0 = 0.5. In all panels we have set M0 = 0.5.
The top row of Fig. 1 (corresponding to Λ0 = 1.0) re-
veals a reentrant behavior of the spontaneous emission
rate Γ as a function of temperature for all types of liquid
crystal considered. Indeed, whereas for the types 5CB
and 7CB Γ exhibits a minimum at a given temperature,
for 6CB Γ can vanish at a given temperature and even-
tually achieve again its vacuum value Γ0 by increasing
the temperature. This result shows that quantum emis-
sion can be switched-on/off, allowing for tuning quantum
emission in an unprecedented way by varying tempera-
ture in the presence of liquid crystals. The lower panels
corresponding to E7 LQ show a similiar behavior to the
previous ones regarding the existence of a minimum in
the spontaneous emission rate (panel (g)) as well as the
possibility of a region of vanishing spontaneous emission
rate for a give temperature range, that is, a reentrant be-
havior. In all cases considered Γ strongly deviates from
its vacuum value.
In addition to potential applications in the dynamical
control of spontaneous emission with an external param-
eter, from a more fundamental point of view our findings
reveal that the decay rate can probe and characterize
phase transitions that occur in liquid crystals. Indeed,
the middle row and pannel (i) of Fig. 1 show that one can
determine critical exponents at a given temperature, and
hence to characterize the nature of the phase transition
under consideration. Again we note the good agreement
between the value of the critical exponent β analytically
calculated in Eq. (45), and the experimental one given
in [44, 45] for all temperatures investigated. Besides,
for all classes of liquid crystals considered, there exists
a given temperature below which spontaneous emission
vanishes. This occurs because nonzero photon mass re-
duces the value of the spontaneous emission rate in the
Higgs phase and eventually suppresses it for ~ω0 < Mc
2
in which case the energy ~ω0 is smaller than the rest
energy Mc2 [see Eq. (47)].
V. CONCLUSIONS
In conclusion, we investigate spontaneous emission in
nematic liquid crystals in the presence of an embedded
quantum emitter. We develop a field theory to describe
quantum emission in nematics and their critical phenom-
ena. We discover that there exists a close analogy be-
tween this theory and the massive Stueckelberg theory,
originally developed in the context of string theory. Our
theory not only allows one to determine critical expo-
nents that characterize phase transitions in liquid crys-
tals but also to make quantitative predictions for nemat-
ics of current scientific and technological interest. Specif-
ically we show that the spontaneous emission rate for
liquid crystals used in [36], where they are integrated to
metasurfaces, exhibits a reentrant behaviour as a func-
tion of temperature, in which it goes from its value in
vacuum to zero, and eventually again to the value in
vacuum by increasing the temperature near the critical
point of structural phase transitions in nematics. This
finding demonstrates that one could turn on/off quan-
8tum emission in nematics as a function of temperature,
allowing for unprecedented tunability and external con-
trol of quantum emission. By setting the theoretical
grounds of quantum emission in liquid crystals and un-
veiling the role of their critical phenomena in the emission
rate, we demonstrate that liquid crystals represent an ef-
ficient material platform to control and tune spontaneous
emission. We hope that our findings may guide further
studies on the dynamic shaping of emission spectra with
liquid crystals, specially the ones where they are inte-
grated with metasurfaces (e.g. [36]), in order to achieve
dynamic, active control of quantum emission.
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