Motion planning is a fundamental problem in robotics that has motivated research since more than three decades ago. A large variety of algorithms have been proposed to compute feasible motions of multi-body systems in constrained workspaces. In recent years, some of these algorithms have surpassed the frontiers of robotics, finding applications in other domains such as industrial manufacturing, computer animation and computational structural biology. This paper concerns the latter domain, providing a survey on motion planning algorithms applied to molecular modeling and simulation. Both the algorithmic and application sides are discussed, as well as the different issues to be taken into consideration when extending robot motion planning algorithms to deal with molecules. From an algorithmic perspective, the paper gives a general overview of the different extensions to sampling-based motion planners. From the point of view of applications, the survey deals with problems involving protein folding and conformational transitions, as well as protein-ligand interactions.
Introduction
Computer simulations are widely used nowadays to model biomolecules, mimic their behavior and gain insights about their physicochemical properties and biological functions. Indeed, a whole field exists dedicated to such simulations currently exists under the name of computational structural biology.
Computational methods have been mostly developed to complement experimental methods. For instance, molecular dynamics (MD) [1] and Monte Carlo (MC) methods [2] are largely used to study thermodynamic properties and the activity of proteins from an initial structure determined by X-ray crystallography [3] or nuclear magnetic resonance (NMR) [4] . The complementarity between experimental and computational methods can also be exploited in the other direction, since simulations can be enhanced using experimental data. An interesting illustration is the use of NMR chemical shifts to restrain MD simulations [5] .
Some computational methods go further, aiming to replace experimental methods. For instance, computational methods can be used to determine the structure of proteins without prior experimental information [6] . Methods are also available for predicting molecular interactions (molecular docking) [7] , and for understanding how proteins move from random coils to their native structure (protein folding) [8] . Nevertheless, the current status of these computational methods is still far from providing completely accurate and reliable results in all cases, and many problems remain out of reach for stateof-the-art methods. For example, current computational power permits MD simulations of up to some microseconds. This is of course insufficient since some processes involving protein motions can occur over the range of seconds. This is the case for protein folding [9] , for instance. MC methods also suffer from shortcomings in their search and sampling of the conformational space of proteins, which is a rugged landscape with many local minima. MC methods tend to get trapped in local minima that are separated by high energy barriers.
For these reasons, active research is currently focused on enhancing simulation techniques (see [10, 11, 12, 13] for examples) and producing alternatives for them. This paper surveys a particular family of such alternative methods that are inspired from the field of robot motion planning. Roboticsinspired methods have been introduced recently for simulating motions of proteins and for studying problems like protein folding and protein-ligand interactions. They borrow ideas from sampling-based motion planning algorithms [14, 15, 16] , which have been proven to be powerful tools for tackling high-dimensional robot motion planning problems.
Although the two fields of robotics and molecular simulations seem very distant at first glance, a closer look reveals many similarities regarding the formulation of the tackled problems. In an early survey [17] , Parsons and Canny have shown that several of the problems studied in the field of compu-tational structural biology are actually geometric problems that have counterparts in the field of robotics. This is mainly due to the fact that motion plays a central role for both robots and proteins. Indeed, molecular motions are an integral part of the biological processes proteins are involved in, such as catalysis and signal transmission. Understanding how proteins move is directly linked to understanding such processes, as well as to understanding dysfunctions and their contribution to disease, such as mad cow disease and Alzheimer's disease [18] .
Since motion planning inspired algorithms for molecular simulations are relatively new, up to our knowledge, no dedicated reviews have been written on this subject. Nevertheless, there are three works that are noteworthy in this regard. The first is a survey by Moll et al. [19] that is dedicated to applications of motion planning roadmap methods to protein folding. The second is an online course prepared by Kavraki entitled "Geometric Methods in Structural Computational Biology" [20] . This course is a good and comprehensive reference on the broad subject of using geometric methods in computational biology. It is oriented towards explaining in detail the background, algorithms and the implementation details rather than surveying the current literature; which is the aim of this paper. The third one is a very recent survey on computational models of protein kinematics and dynamics [21] . Although there are some overlaps between the referred survey and this paper that concern geometric/kinematic modeling of proteins and motion-planning-based approaches to explore the protein conformational space, the scope of both papers is rather different. The referred paper is focused on the application of robotics-inspired methods together with Markov models to obtain a compact representation of the protein conformational space, while the present work gives an overview of motion planning algorithms applied to different classes of problems in structural biology.
Our goal with this survey is twofold: (1) For readers in the structural biology community, we expect this paper to serve as an introduction to roboticsinspired methods with applications in their domain, and that our work will contribute to spreading this new family of methods in this community; (2) For readers in the robotics community, our aim is to incite them to look at problems in structural biology, which represent a challenging application domain that motivates the development of improved algorithms for accurate computations in very-high-dimensional spaces.
The paper is structured as follows: Section 2 begins by introducing the general problem of motion planning and by presenting basic algorithms, espe-cially sampling-based algorithms. The discussion then proceeds by explaining the different issues to be taken into account when moving from motion planning in robotics to performing molecular simulations. Main molecular simulation methods that are inspired by robot motion planning are then surveyed and explained in Section 3. Next, Section 4 discusses the three main application domains in computational structural biology where these algorithms have been applied. These application domains are: the analysis of conformational transitions, protein folding and unfolding, and protein-ligand interactions. For each of these domains, the general problem is presented and then results achieved using motion planning inspired techniques are surveyed and discussed. Finally, Section 5 summarizes and concludes the survey.
From Robot Motion Planning to Molecular Simulations
This section introduces the motion planning problem and briefly presents some of the algorithms that have been proposed during the last three decades. More attention is given to the two classes of planning algorithms called Probabilistic Roadmap (PRM) [22] and Rapidly-Exploring Random Trees (RRT) [23] , as robotics-inspired algorithms for molecular simulations mainly follow these approaches. The discussion will then proceed to how these algorithms can be extended for computing molecular motions.
Motion Planning in Robotics
The goal of robot motion planning is to decide automatically what motions a robot should execute in order to achieve a task specified by initial and goal spatial arrangements of physical objects [24] . A frequently used example is: Given a piano in a certain room, what motions should be applied to the piano in order to transfer it from position A to position B without colliding with any of the room's furniture. The formalized version of this problem is known as the Piano Mover's Problem [25] .
Motion planning is generally formulated using the notion of Configuration Space [26] . A configuration q describes the pose of the robot (e.g. the x and y coordinates of a rigid robot translating in a 2D workspace). The configuration space C is the set of all possible configurations the robot can take, and the number of dimensions of this space equals the number of degrees of freedom of the robot (i.e. the number of parameters needed to describe the pose of the robot). Some regions in the configuration space may be considered forbidden due to the presence of obstacles or due to other constraints. These regions are usually denoted C obs and the rest of the space is denoted C f ree . The motion planning problem becomes a search problem in C f ree for paths that connect the initial and goal configurations.
Early work focused on complete motion planning algorithms, i.e. algorithms that always report a solution if one exists and report failure otherwise [27, 24, 14 ]. An excellent overview of different classes of complete motion planning algorithms can be found in [24] (Chapters 4 to 6). The problem with these methods is that they are inapplicable to problems with high dimensions or complex constraints. Finding complete solutions to such problems is known to be intractable [28, 29] . For this reason, attention has shifted towards practical motion planning algorithms rather than complete ones. Sampling-based motion planners [30, 16, 14] are such type of algorithms that have gained a lot of momentum lately. These algorithms trade off completeness for the sake of generality, efficiency and simplicity of implementation. They guarantee a weaker notion of completeness called probabilistic completeness, which means that with enough samples, the probability to find an existing solution converges to one [14] .
Sampling-based planners sample the configuration space to build a representative set of configurations instead of an explicit representation of the configuration space. Sampling-based planners are often classified into two categories: Roadmap-based planners and Tree-based Planners. Roadmap methods work in two phases: a construction phase, where a graph that covers the configuration space is built, and a query phase, where the constructed graph is used to plan the motion between a start and goal configuration. These methods are also called multiple-query methods since the built roadmap can be used multiple times. Tree-based planners, on the other hand, are usually single-shot methods. A tree is grown from the start configuration by sampling the space until a path to the goal configuration is found. Thus, the construction of the tree and the search for the path are done at the same time. The two algorithms described next, PRM [22, 31] and RRT [32, 23] , are the most representative methods of each of these main classes. For more information about motion planning methods see [29, 24, 15, 14] .
Probabilistic Roadmap
The Probabilistic Roadmap (PRM) algorithm was introduced in the nineties [22] and was able then to successfully solve motion planning problems with higher dimensions than what was achieved before. The basic version of PRM works by performing the following steps iteratively: 1. A random sample is drawn from the configuration space and is checked for collision. If the sample is a valid configuration, it is added to the roadmap as a node. 2. A search is performed to find the nearest neighbors in the roadmap to the new node. 3. An attempt is made to connect the new node to its neighbors using a local planner whose definition depends on the constraints imposed by the problem. If a connection can be established without collision, a new edge is added to the roadmap.
The roadmap is built by repeating the previous steps until a stopping criterion is met. Another version of the algorithm that performs sampling and connections in separate loops is also widely used. The produced graph can then be searched for paths using any of the conventional graph search algorithms such as Dijkstra's shortest path [33] or the A* [34] algorithms. These basic steps of the PRM have been improved over the years and several variants have appeared (e.g. [35, 36, 37, 38, 31] ). However, the general structure of the algorithm remains the same. Figure 1 shows an illustrative example of the basic PRM.
Rapidly Exploring Random Tree
The most popular tree-based motion planner is the Rapidly-exploring Random Tree (RRT) [32, 23] . Rooted at the start configuration, a tree is iteratively constructed in the configuration space until the goal configuration can be connected to one of its nodes. An interesting feature of the algorithm is that nodes with larger Voronoi regions (i.e. the portion of the space that is closer to the node than to other nodes of the tree) are more likely to be chosen for expansion, and therefore the tree is pulled towards unexplored areas, spreading rapidly in the configuration space.
The basic version of the RRT works by performing the following steps iteratively:
1. A random configuration q rand is sampled in the configuration space. 2. The tree is searched for a configuration q near , which is the nearest node in the tree to q rand . 3. A new configuration q new is created by moving a predefined distance d from q near in the direction of q rand using a local planner or an interpolation method that depends on the mobile system. 4. If q new is a valid configuration that falls in C f ree , and if the local path between it and q near is collision-free, then q new is added to the tree as a new node and an edge is created between q new and q near .
This process is repeated until the goal configuration can be connected to the tree or a maximum number of iterations is reached. Figure 2 shows an illustrative example of the basic RRT algorithm. Variants of this basic algorithm appeared later on (e.g. [39, 40, 41, 42] ). Moreover, other tree-based planners that are not directly based on RRT have also been proposed. Some examples of such planners are: Expansive Spaces Trees [43] , Path-Directed Subdivision Trees [44] and KPIECE [45] .
Needed Extensions For Molecular Simulations
Since the algorithms discussed above have been developed with robotic applications in mind, they need to be extended or adapted in order to suit the requirements for simulating molecular motion. Generally speaking, there are several issues that need to be taken into account before applying such algorithms. First, a molecular representation that is suitable for applying motion planning algorithms needs to be adopted. Next, appropriate similarity measures (i.e. distance metrics) and collision detection methods for proteins need to be used. In addition, specific sampling methods can be required to satisfy structural constraints. Energies of molecular conformations also need to be taken into consideration since they determine the probability of their existence in reality. Furthermore, the very high dimensionality of problems involving biological macromolecules needs to be faced. These issues are discussed in the following along with a quick survey of the relevant literature.
Molecular Representation
The most straightforward way for representing molecules geometrically is to list the Cartesian coordinates of all the atoms [46, 47] . Bonds can then be constructed automatically using the distances between atoms and the knowledge about their types. This is called the Cartesian representation and it is used by the Protein Data Bank [48] to describe proteins. This representation is also frequent among conventional modeling tools based on Molecular Dynamics or Monte Carlo methods. The problem with such a representation is that it does not directly describe the internal degrees of freedom of the molecule.
There are three types of variables that can be considered as internal degrees of freedom in molecules: bond lengths, bond angles and dihedral angles. A bond length is the distance between two bonded atoms and a bond angle is the angle between two consecutive bonds. The dihedral angle around the bond between atoms A i−1 and A i is the angle formed by planes Figure 3 for an illustration. Although bond lengths and bond angles vary, their variation is known to be very small at room temperature [49] . On the other hand, major conformational changes in the molecule occur due to variations in dihedral angles. For this reason, a widely adopted assumption is made, called the rigid geometry assumption [50] , that considers dihedral angles to be the only degrees of freedom of the molecule. Hence, the conformation of the molecule can be represented as a vector of only the dihedral angles [46] . This representation is called the internal coordinates representation. Figure 4 shows a protein model together with a representation of the dihedral angles corresponding to one of its amino acid residues.
Modeling a protein in internal coordinates is very similar to modeling an articulated robot. Indeed, modeling conventions applied in robotics can also be applied to molecules [51, 52, 53, 54] . Based on the internal coordinates representation and the rigid geometry assumption, the protein can be looked at as an articulated mechanism, where bonds correspond to axes of revolute joints and atom-groups correspond to rigid links in a kinematic chain (for more about kinematic chains see: [55, 56, 57] ). Finally it should be noted that the atom coordinates, which are required for some operations like energy computation and collision detection, can be computed from the internal coordinates using forward kinematics [58] .
Dimensionality Reduction
Although using internal coordinates with the rigid geometry assumption reduces the number of variables, the number of degrees of freedom required to model biological macromolecules such as proteins remains very large. For example in molecular docking problems (see Section 4.3), ligands typically have 3-15 dihedral angles and receptors have in general more than 1000 dihedral angles, which makes the dimension of the combined search space prohibitively large [59] . This problem of high dimensionality is actually one of the major difficulties to be faced by computational methods in structural biology.
Several strategies have been used to reduce the dimensionality of the studied problems. For example, molecular docking problems have been tackled for a long time with the assumption that only the ligand is flexible and that the receptor protein is rigid [46] . However, since receptors may go through important conformational changes, it has been shown that this assumption leads to unrealistic solutions [60] . Other works (for e.g. [61, 62, 63] ) have made more realistic assumptions based on prior chemical knowledge of the receptor protein. Using this knowledge, dihedral angles that contribute most to the motions of the receptor are identified. These dihedral angles are then assumed to be flexible and the rest of the receptor to be rigid. The drawback of such methods is that they are problem-dependent and hard to automate [59] . A more general approach proposed in [64] identifies automatically which parts of the protein can be considered rigid using methods that are based on rigidity theory [65, 66] . Another strategy to reduce the dimensionality of the problem is to assume that secondary structure elements are rigid, and that loops, linkers and side-chains are flexible. This approach, as in [67] , reduces the number of variable parameters significantly and allows concentrating on important motions of the protein.
A different approach for addressing the problem is to use statistical dimensionality reduction methods [68, 69] to map the current degrees of freedom into a lower-dimensional space. These methods usually begin with a previously-available ensemble of structures for the protein under study, which are analyzed in order to create a reduced set of degrees of freedom. An ex-ample of such methods is Principal Component Analysis (PCA) [70] , which is commonly used in the analysis of near-equilibrium fluctuations sampled by molecular dynamics simulations [71, 72, 73] . In spite of the ability of PCA to capture important collective features, it may not be suitable for accurately representing large-amplitude molecular motions given that it provides a linear approximation and that molecular motions are generally non-linear. An example of methods that can capture non-linear features is the Isometric Feature Mapping (IsoMap) method [74] . This method produces a low dimensional space that preserves as much as possible the geodesic distances between the conformations in the original high-dimensional space. This requires the construction of a nearest neighbor graph using a big number of distance computations, which makes the algorithm suffer when dealing with large datasets. A scalable version of IsoMap called Scalable IsoMap (ScIMAP) was introduced and applied to protein modeling applications [71] . This method was further extended in [75] to be even more efficient by performing distance measures in yet another projection on a lower dimensional Euclidean space.
Normal Mode Analysis [76] has also been used in this regard. It has been shown that large-amplitude motions in proteins are related to low-frequency normal modes [77, 78] . Consequently, low-frequency normal modes can be used to predict the direction of large-amplitude motions. In [79] , transition pathways between conformations are computed using an RRT-like algorithm that explores linear combinations of low-frequency normal modes. An advantage of NMA over methods like PCA and IsoMap is that normal modes are computed from a single conformation, so that no dataset of conformations is required to be available a priori.
Distance Metrics
In molecular simulations, one often needs to measure how much a molecular conformation is different from or similar to another conformation. This notion of similarity (or distance) is also essential for most motion planning inspired methods. As explained in Section 2.1, RRT-based methods rely on finding the most similar conformation to every new random sample. PRMs also search for local connections between neighbor nodes corresponding to similar conformations. This makes the choice of the distance measure critical for the performance of the whole algorithm.
A widely used and straightforward distance measure is the coordinate root mean squared deviation (cRMSD), which is measured as the square root of the average squared distances between corresponding atoms in two molecules. This distance measure requires the conformations of both molecules to be aligned (superimposed) in order to remove the effect of any translation or rotation of the whole molecule. Examples of distance measures based on this idea include [80, 81, 82] . Another widely used measure that eliminates the need to align the conformations is the distance root mean squared deviation (dRMSD). Here, distances are first computed between pairs of atoms of the same molecular conformation, then the root mean squared deviation is computed between these distances and the corresponding distances in the other molecular conformation. For an example of such a distance metric see [83] .
Measuring the root mean squared deviation can also be done using dihedral values instead of atom coordinates, which is how robot configurations are typically compared within motion planning algorithms. Yet, it is important to note that in molecular simulations we are more interested in distance measures that capture structural differences in proportion with their effect on the potential energy of the molecule. Fluctuations in the backbone have generally a stronger effect on the energy than fluctuations in side-chains, for example. This is not the case with RMSD metrics in general, since they give the same weight to all atom fluctuations regardless of how much these fluctuations affect the potential energy. For a comparison between different distance measures see [84] .
Computing distances can be a bottleneck for motion planning algorithms, especially if all-atom measures like dRMSD and cRMSD are used. Hence, several works have resorted to using approximate metrics instead of the exact ones. The rationale behind using such metrics is that an exact distance is not always required for the algorithm as a whole to function well, which justifies trading off exactness for the sake of performance gain. Several such methods can be found in the literature. One example is the work of Lotan and Schwarzer [85] , in which the protein is replaced by a lower dimensional averaged version that is used instead of the original one. This is done by subdividing the protein into n subsequences, each of which is replaced by its centroid. The authors used Haar Wavelet analysis to justify their metric and showed that it is highly correlated with the exact metric. Another example can be found in [86] . In this work, the conformation of the whole protein is represented by only three variables that capture the overall topological differences between conformations. These variables are: the mean atomic distance to the centroid (ctd), the mean atomic distance to the farthest atom from the centroid (f ct), and the mean atomic distance from the atom farthest from f ct (f tf ). An even more simplified metric is used in [87] for the problem of molecular disassembly (see section 4.3), where the degrees of freedom of the protein side-chains and the torsions of the ligand are both ignored and only the reference frame associated with the ligand's geometric center is used for computing the distance.
A general method to devise simplified distance metrics, which could be applied for molecular simulations, is proposed in [88] . This method projects the sampled conformations q to an m dimensional Euclidean space and performs the distance measures in that space. The projection is done by first selecting m pivots from q and then replacing each variable x i in q by a vector of the distances between x i and each of the pivots. Choosing pivots as far as possible from each other is believed to best preserve the distances as computed in the higher-dimensional space.
Collision Detection
Another important problem is the detection of collisions between parts of the same molecule and between different interacting molecules. As explained in Section 2.1, sampling-based algorithms need a collision checker to decide at every step if a new conformation is valid, and to check if two adjacent conformations can be connected by a collision-free path. Collision detection is indeed intensively performed inside these algorithms. Very efficient collision checkers tailored for molecular models are therefore necessary for the overall efficiency of the planning algorithms.
Collision detection has been widely studied in the fields of robotics and computer graphics [89, 90] and several general-purpose collision detection packages are available (e.g. [91, 92, 93] ). However, the problem with most of these methods is that they do not directly address the complex chainlike structure of large molecules such as proteins. This makes such methods less efficient than what can possibly be achieved, since the number of pairs considered for collision in the chain can be significantly reduced by exploiting the structural properties of the chain (see [94, 95] for some examples of works that address the specific problem of collision detection in kinematic chains).
Several algorithms dedicated to chain-like molecular models have been proposed. The technique described in [96] exploits the topology of the molecular (kinematic) chain to avoid testing for self-collision parts that are known to be rigid. It uses a hierarchical representation of the chain that allows for efficient updates and queries in O(logN ) time, and superimposes on top of this representation a hierarchy of bounding boxes, which allows for efficient collision detection and distance computation. The algorithm detects selfcollisions with a worst-case complexity of O(N 4/3 ). Another algorithm, called BioCD [97] , was specifically designed to be used within sampling-based motion planning algorithms applied to proteins described as kinematic chains. It assumes that only a pre-selected set of the degrees of freedom of the protein can change arbitrarily and the rest are blocked. The algorithm works by creating a two-level hierarchy that allows it to avoid detecting collisions between atom pairs whose distance does not change from one iteration to another.
Loop Closure
Loops are portions of proteins that are highly irregular and varied in terms of their sequence and structure. They can play important roles in controlling enzyme activity, and are often found at the interface in proteinprotein or protein-DNA/RNA complexes [98] . Sampling such portions of the protein poses a challenge that requires extra care. Conformations of loops must not only satisfy geometric constraints for collision avoidance, but must also satisfy what is known as the loop-closure constraint. The two ends of the loop must remain bonded to the rest of the molecule, which greatly restricts the space of admissible conformations of the molecular chain. Therefore, defining an appropriate sampling strategy is a prerequisite for any samplingbased exploration method that takes loop flexibility into consideration.
The protein loop closure problem has often been addressed using roboticsinspired methods (e.g. [99, 100] ). Note however that most such methods are limited to 6 degree of freedom, and therefore, extensions are necessary to deal with long loops. In [101] , an algorithm called RLG (short for Random Loop Generator) was proposed for sampling configurations of long loops. The main idea of RLG is to decompose the loop into several parts: a passive chain and one or two active chains. RLG progressively constructs a random configuration for the active chains by alternating sampling between them. This sampling is performed in a way that increases the probability of satisfying loop closure when finding a configuration for the passive chain, which is computed by solving inverse kinematics for 6 consecutive bond torsions. In [102] , a modification was introduced to RLG for enhancing its efficiency. The idea was to include steric-clash checks during the sampling of the active chains, rather than only after the complete conformation is generated. In [103] , another sampling strategy for protein loops is proposed that works in a similar manner to RLG. It decomposes the loop into three parts called: front-end F, mid-portion M and back-end B, samples F and B first, and then uses inverse kinematics to find a conformation for M.
An alternative to the methods above, which apply (semi-)analytical inverse kinematics, is to use optimization-based inverse kinematics. A notable example of such methods is the Cyclic Coordinate Descent (CCD) [104] .
Energy Computation
As mentioned in Section 2.2.1, there is a high similarity between the representation of robot configurations and molecular conformations. Yet, there is a fundamental difference that needs to be taken into account whenever dealing with molecules, which is the potential energy associated to conformations. Each molecular conformation has an energy level that depends on the interactions between its constituent atoms and with the surrounding molecules (e.g. the solvent). This energy is an indicator of how likely it is for the molecule to adopt this conformation (conformations with low energy are naturally preferred over conformations with high energy). Hence, the conformational space of the protein is not a binary space with only valid or invalid conformations, but a continuous space with conformations that are more or less likely to occur. For many applications, the algorithms must be able to find least energy paths rather than geometrically valid ones. Therefore, sampling-based algorithms need to be adjusted to cope with this by accepting or rejecting new conformations based on their energy level, and by associating transition probabilities between conformations based on the energy difference between them.
The energy of a conformation can be computed with high precision using quantum mechanics [105] ; however, it is highly time consuming and can be even intractable in large molecules, since it deals directly with the electronic structure of the molecule. Molecular mechanics [106] is usually used to provide approximate energy values of protein conformations. Functions that compute energy based on molecular mechanics are usually called molecular force fields. They take as input the atom positions and evaluate energy based on different terms that vary from one force field to another. Yet, these terms usually include: changes in bond lengths and bond angles, bond torsions, Van der Waals interactions and electrostatic interactions. The choice of the terms and the shape of the function affect the accuracy of the computation, its speed, and its suitability to some types of molecular systems or applications. See [107, 108] for reviews on force fields and software packages that are widely used in the study of proteins.
The drawback of using such all-atom force fields is that they are still computationally expensive, and thus, their usage can limit the size of the studied molecules and the time-scale of the performed simulations. This has motivated the introduction of coarse-grained force fields [109] . These force fields measure interactions between blocks of functional groups rather than between the individual atoms. This leads to a rough approximation of the actual force field, but also to a significant performance gain. Some examples of coarse-grained force fields are MARTINI [110] and OPEP [111] .
Motion Planning Inspired Methods for Molecular Simulations
A seminal work on the application of motion planning algorithms to the study of proteins was published in 1999 [112] . Since that time, many methods inspired by different motion planning algorithms have appeared and have been applied to a variety of molecular simulation problems. Most of these methods follow the lines of either PRM or RRT, with PRM-based methods being more oriented towards the computation of ensemble properties and RRT-based methods more towards the computation of feasible paths. In this section, we survey literature related to these methods and provide brief explanations of each of them.
PRM-Based Methods

Probabilistic Conformational Roadmaps
The method proposed by Singh et al. [112] builds a roadmap by randomly sampling the molecular conformation space. Samples are accepted or rejected using a probability function that favors low energy conformations. This feature makes the method different from the conventional PRM in robotics that uses collision detection for evaluating new samples. The used probability function is as follows:
where E q is the potential energy of conformation q, and E min and E max are threshold values that depend on the molecular system in hand. Neighboring nodes are then connected, and a weight is associated to each edge. These weights are probabilities that represent the likelihood of transitions between the connected conformations. For each edge e ij , the algorithm generates intermediate conformations {q i = c 0 , c 1 , c 2 , ..., c n = q j } along the path between the two connected conformations q i and q j . The number of these intermediate conformations is a user-defined parameter. The weight of the edge e ij is then computed by summing the negative logarithm of the transition probabilities between each of the consecutive intermediate conformations c i and c i+1 :
where E i is the energy of c i , T is the temperature and K is the Boltzmann constant. A connectivity-enhancement step is also added to this PRM variant, by sampling extra nodes around nodes that have very few edges. This method was first introduced for the study of protein-ligand interactions, more precisely, to identify potential active sites in the proteins. The weights of paths entering and leaving low energy nodes were also used to estimate energy barriers around active sites and to distinguish true binding sites from other low-energy active sites. Later, in [113] , this method was given the name of Probabilistic Conformational Roadmaps (PCR), and was applied to study protein folding.
Stochastic Roadmap Simulations
Stochastic Roadmap Simulations (SRS) [114, 115, 116, 117, 118] is an evolution of PCR. The main difference between the two methods is found in the transition probability assigned to edges in the roadmap. SRS uses a transition probability that is consistent with the Metropolis criterion [119, 120] , which allows to establish a connection between SRS and Monte Carlo methods. The transition probability used in SRS is as follows:
where E ij is the difference in potential energy between nodes q i and q j , and n i is the number of neighbors to q i . As in equation 2, T is the temperature and K is the Boltzmann constant. A self-transition edge is added to each node such that the sum of transition probabilities for every node is one.
Once the roadmap is constructed, tools from Markov Chain Theory (e.g. First
Step Analysis) can be applied to study ensemble properties like folding rates, phi-values and the Transition State Ensemble (see Section 4.2). Every path in the roadmap can be considered as a run of the Markov Chain Monte Carlo (MCMC) method. This allows to interpret the whole roadmap as the result of a set of MCMC explorations being run simultaneously. In fact in [115] , SRS is shown to converge at the limit to the same sampling distribution as that of MCMC. The difference between MCMC and SRS is that MCMC provides a single but fine-grained path, whereas SRS provides many coarse-grained paths covering a wider area of the conformational space. This is of course a tradeoff, since although SRS covers a wider area of the space in a relatively short time and overcomes the local minima problem inherent to MCMC, coarse granularity comes with the cost of possibly loosing important information along the paths between nodes.
PRMs for Folding Pathways
Another early research direction is the work led by Nancy Amato [121, 122, 123, 124, 125, 126, 64, 127, 128] . The PRM-based algorithms proposed by this group to study protein (un-)folding are largely inspired by the PCR method. The method builds a roadmap by sampling the conformational space of the protein with a probability function that is similar to that of PCR (see equation 1). New samples are first checked for collisions between atoms and then accepted or rejected based on the probability function. In this function, E min is suggested to be set to the potential energy of the extended chain and E max to be twice E min [128] . This method also assigns weights to edges in order to find the most likely paths. The equation to compute these weights is exactly the same than the one used to determine the move acceptance probability in Monte Carlo methods, usually called the Metropolis criterion [119, 120] :
where
, T is the temperature and K is the Boltzmann constant. This method has gone through several evolutions over time. Changes mainly concern the strategy used for sampling new nodes and the method used to analyze folding pathways. The three main sampling strategies are summarized in the following:
1. In [121, 122] , sampling was performed around the native fold (which is assumed to be known) using a set of normal distributions centered around this conformation with various standard deviations. This was done to ensure capturing important details close to the native fold using small standard deviations and to ensure adequate coverage of the conformational space using larger standard deviations. 2. In [123, 124] another strategy was proposed since the previous one worked well only for proteins containing up to 60 residues. The new strategy also starts from the native fold but generates new conformations by iteratively applying small perturbations. Conformations are partitioned into bins according to the number of native contacts present. A native contact is defined as a pair of C α atoms that are within 7Å of each other in the native state. At each round, bins with a small number of conformations are chosen and sampling is performed around them. Newly generated conformations are placed at the appropriate bins and the loop repeats. 3. The last method based on native contacts was also found to scale poorly beyond proteins with 100 residues. In [64] , another totally different method was proposed for sampling based on rigidity analysis. Here, the protein is analyzed to identify three types of bonds: rigid bonds, flexible bonds whose motion does not affect other bonds (called independently flexible) and flexible bonds that form a set such that the motion of any of them affects the rest of the set (called dependently flexible). The method perturbs rigid bonds with a low probability denoted P rigid and independently flexible bonds with a high probability denoted P f lex . For each set of dependently flexible bonds, a number of bonds are chosen randomly and are perturbed with probability P f lex , whereas the others are perturbed with probability P rigid . This method was able to characterize the energy landscape more efficiently, with fewer and more realistic conformations.
Works derived from this method have been proposed more recently by other researchers. An example is the MaxFlux-PRM [129, 130] , which uses a slightly different edge weight function in order to find temperature-dependent optimal reaction paths. In this algorithm, edge weights are computed as a function of the exponential variation of the energy and the distance between conformations.
RRT-Based Methods 3.2.1. Basic RRT variants for computing molecular motions
The first works on the application of RRT to molecular simulations [131, 102] were based on a basic variant of the algorithm. The referred papers present a two-stage approach. In the first stage, RRT is applied on a mechanistic representation of the molecular system, only considering geometric constraints. Paths resulting from the first stage are then analyzed and refined in a second stage using a more accurate energy model. The advantage of this two-stage approach is that large-amplitude motions can be computed with few computational resources. The performance of the method was investigated on several classes of problems involving protein loop motions and protein-ligand interactions.
A similar approach was proposed in [132] for the simulation of conformational transitions of proteins. The main difference with the aforementioned method concerns the validity test performed during the RRT construction, which includes an energy evaluation in addition to the geometric constraints. The authors also proposed a method to cluster paths computed from several runs of RRT in order to facilitate the analysis performed in a second stage. The technique, based on path alignment, was also used to compute the most energetically favorable path in the solution set by combining portions of different solutions.
An improvement of the aforementioned RRT-based method, called PathRover, was proposed in [133] . In this work, a branch-termination scheme is applied to limit the exploration to a subset of the conformational space that satisfies a set of constraints based on prior information. This scheme works by representing partial information from previous experiments and expert knowledge as predicates that are checked periodically as the RRT grows. Branches of the tree that do not improve a certain predicate after m consecutive iterations are terminated (not extended anymore).
Manhattan-Like RRT: Decoupling degrees of freedom
The Manhattan-Like RRT (ML-RRT) algorithm proposed in [134] was developed to circumvent the limitations of the basic RRT algorithm to deal with high-dimensional problems in the particular context of (dis)assembly path planning. This is a variant of the motion planning problem that consists of finding a path to (dis)assemble two objects, one of which is considered to be mobile, and the other one to be fixed. In the more general instance addressed here, both the mobile and the fixed object contain articulated parts. This problem resembles the problem of computing access/exit paths for a ligand (small molecule) to/from the active site of a protein (see Figure 5 for an illustration).
The main idea of ML-RRT is to divide configuration/conformation parameters into two groups, called active and passive, and to generate their motion in a decoupled manner. Active parameters correspond to parts whose motions are essential for the disassembly task, whereas passive parameters correspond to parts that need to move only if they hinder the motions of other mobile parts (active or passive). Roughly speaking, motions of active parts are planned exactly the same way they are planned using RRT, but when motion is hindered by a passive part, the conformation of this part is perturbed in order to allocate free space for the motion of active parts. The performed perturbation may also cause collisions with other passive parts, which are then perturbed producing a domino-like effect.
The ML-RRT algorithm presents two main advantages when compared to the basic RRT. First, it is considerably faster, and second, it allows identifying automatically (without user intervention or the need of prior knowledge) which parts of the protein need to move in order for the ligand to enter or exit from the active site.
The original ML-RRT algorithm is able to solve efficiently problems involving the flexibility of the ligand and the protein side chains. The extensions proposed in [67] enables the introduction of the protein backbone flexibility. In this extension, the protein is represented as groups of rigid bodies connected by flexible loops that are assigned based on structural knowledge. Additionally, a mobility coefficient is assigned to each passive parameter. This coefficient is used to differentiate passive parts that are allowed to move easily from those that should be moved only if the solution path cannot be found otherwise.
Transition-RRT: Exploring energy landscapes
Another RRT variant called Transition-RRT (T-RRT) was introduced in [135, 136] for exploring energy landscapes. The algorithm introduces a state transition test inspired from the Metropolis criterion in MC methods. The goal is to favor the exploration of low-energy regions. New nodes are accepted and added to the tree with a probability given by equation 5. In this equation, E i is the difference between the energy at the new candidate node (q new ) and its nearest neighbor in the tree (q near ). In contrast to MC methods, where the temperature T is usually a constant for the simulation, T-RRT incorporates a reactive scheme to dynamically adapt this parameter. To do so, the algorithm keeps track of the number of consecutive tree expansion rejections. When the T-RRT search reaches a maximum number of consecutive rejections, the value of T is increased, which increases the probability to accept subsequent transition tests. In contrast, each time an uphill transition test succeeds, the value of T decreases, therefore increasing the severity of the transition test. Thus, the temperature is automatically regulated during the exploration depending on the shape of the energy landscape. This temperature regulation strategy is a way to balance the search between unexplored regions and low energy regions. Note that T-RRT does not yield a Boltzmann-weighted set of conformations. However, it allows to find efficiently energy minima and saddle points in the energy landscape, as well as likely transition paths between stable conformations.
Recently, the underlying principles of ML-RRT and T-RRT have been combined within an algorithm called MLT-RRT [137] . The combined approach extends the practical applicability of T-RRT to higher-dimensional problems in which the energy (or cost) function can be decomposed as a sum of elementary terms associated with subsets of configuration/conformation parameters.
NMA-RRT: Exploring collective motions
The work by Kirillova et al. [79] proposes an RRT-based method that applies Normal Mode Analysis (NMA) [76] for computing global macromolecular motions. As mentioned in Section 2.2.2, low-frequency normal modes are associated with collective, large-amplitude molecular motions, and can be used as predictors for the direction of such motions. This property is exploited by the NMA-RRT method, which performs an RRT-like exploration in the coordinate space of the low-frequency normal modes. The goal is to cover the most important areas of the conformational space while exploring a low-dimensional search space. Although, NMA-RRT performs its search in a space that is defined in terms of the amplitudes of low-frequency normal modes and not in terms of the degrees of freedom of the molecular model, new conformations are accepted only if they satisfy the geometric constraints of the mechanistic model (i.e. correct bond geometry, collision avoidance). Normal mode calculations are iteratively updated during the conformational search. This is necessary because the information provided by NMA is only accurate in a relatively small region around the initial conformation, which causes the guidance of the RRT search to degrade when exploring larger regions.
Other Methods
In addition to the aforementioned methods, several methods for molecular modeling and simulation that apply ideas from motion planning algorithms other than PRM and RRT have been proposed in recent years.
In [86] , Shehu et al. proposed a tree-based method called Fragment Monte Carlo Tree Exploration (FeLTr ) for protein structure prediction (see Section 4.2). This method grows a tree in the conformational space that tries to guide the search toward low-energy regions while avoiding oversampling similar conformations. The tree is expanded with low-energy conformations through a fragment-based Monte Carlo sampling strategy. The goal of FeLTr is to locate low energy conformations that are potentially close to the protein's native conformation. These native-like conformations can then act as starting points for more refined search to obtain the folded conformation. FeLTr uses a coarse-grained representation of the protein and a two-layered search strategy that tries to sample low energy conformations without oversampling geometrically similar ones.
Another motion-planning-based method was introduced in [138] for computing large-amplitude motions between molecular conformations. The meth-od is based on the Path Directed Subdivision Tree (PDST) algorithm [44] , which is also a tree-based sampling-based planner, but which represents samples as path segments rather than individual states, and uses non-uniform subdivisions of the space to estimate coverage [44] . The space subdivision is based on a distance metric defined in terms of the relative positions between the secondary structure elements. In order to enhance the performance of the method, a coarse-grained protein model and a simplified energy function were considered.
Applications
The methods presented in the previous section have been mainly applied to three types of problems in computational structural biology: the simulation of conformational transitions of proteins, the study of the protein folding process, and the analysis of protein-ligand interactions. This section discusses briefly each of these problems and presents the main results achieved by motion planning inspired methods.
Conformational Transitions
The most direct application of robot motion planning methods in molecular simulations is the computation of transition pathways between two molecular conformations. This problem requires generating a sequence of feasible intermediate conformations for the molecule (usually a protein) to link two given states. The problem is analogous to the motion planning problem in robotics. This problem can be seen as a general instance of several more specific problems. In protein folding for example, the starting and end conformations are the unfolded and folded states of the protein, and in molecular docking, the starting and end conformations are the undocked and docked states of the molecular complex. These two particular problems are treated in the next subsections. This section concerns transitions between stable (folded) states of proteins.
The study of protein conformational transitions is important since they can play key roles in molecular recognition and may be essential for the protein activity. In spite of their importance, current experimental and computational methods are very limited for describing large-amplitude conformational changes in proteins at the atomic scale.
Finding transition pathways is usually tackled at different levels of granularity depending on the studied problem. Some studies are related to large- amplitude motions that occur over a relatively long period of time and that significantly affect the whole protein (such motions are often referred to as domain motions). In such cases, the problem can be tackled at a structural level, with lower resolution than the atom level. In other cases, interest may be focused on flexible segments of the protein. For example, irregular segments, called loops and linkers, are generally much more flexible than structured parts of the protein (i.e. alpha helices and beta sheets). This calls for exploration methods that are specifically tailored for these flexible regions. Figure 6 illustrates these two types of protein motions.
Loop Motions
The first application of an RRT-based algorithm extended to treat closed kinematic chains (RLG-RRT) [101] for computing protein loop motions was described in [131] . The algorithm was applied to study the mobility of loop 7 in amylosucrase (AS). This is a long loop involving 17 amino acid residues.
The articulated closed-chain model of the loop contains 51 degrees of freedom. Results showed a possible opening/closing motion of this loop (similar to that of other enzymes), and served to demonstrate the effectiveness of motion-planning-based methods for studying the mobility of protein loops. An improved version of the method, which integrates ideas of ML-RRT, was applied in [139] to investigate the large-scale open-to-closed movement of the lid that controls the access to the active site of Burkholderia cepacia lipase (BCL). Results showed that the lid conformational transition computed with this method is comparable to the one obtained with molecular dynamics simulations. Nevertheless, the computing time required by the RRT-based method is several orders of magnitude lower (few hours on a single processor compared to weeks on a medium-size cluster).
Several tests on the application of LoopTK to study motions for 20 different loops are presented in [103] . Results show that LoopTK can sample efficiently conformations of loops ranging from 5 to 25 residues in length. Although the combination of LoopTK with sampling-based path-planning algorithms such as PRM and RRT seems possible, results on the application of such a combined strategy to simulate protein loop motions have not been published yet, as far as we know.
Domain Motions
The results reported in [79] show the good performance of NMA-RRT for computing transition pathways involving domain motions. A set of five proteins for which structures corresponding to different conformations have been experimentally solved was used as a benchmark. The abbreviated names of these proteins are: ADK, ATP, DAP, EIA and LAO. Further tests on adenylate kinase (ADK) showed that NMA-RRT produces results that correlate well with previous studies [140] . Remarkably, NMA-RRT was able to achieve these results using a very low number of normal mode calculations.
Results obtained with PathRover for computing conformational transitions of the CesT and the Cyanovirin-N proteins are reported in [133] . The particular phenomenon studied in these tests is domain swapping, and the achieved results were consistent with experimental results. Moreover, in [132] , the RRT-based predecessor of PathRover was implemented within a larger framework of algorithms to generate pathways between a closed and an open conformation of the KcsA protein, providing interesting insights into this process.
Conformational transition simulations have also been performed using the PDST-based method presented in [138] (see Section 3.3). Results are reported for the ADK, RBP, GroEL and CVN proteins. These results show that the algorithm significantly outperforms a classically used method such as Simulated Annealing [141] . The paper also shows that results of the PDST-based method are consistent with experimental data.
Protein Folding
Protein folding is the process in which proteins move (fold) from random coils to their native three-dimensional shape. For an illustration, Figure 7 represents folded and unfolded conformations of a small protein. Being in the correct folded state is essential for proteins to function properly, and, usually, unfolded or incorrectly folded proteins are inactive or even toxic [142, 18] . For this reason, it is important to understand and to characterize protein folding and unfolding pathways. Note that the study of protein folding should be distinguished from the problem of protein structure prediction [143] , in which only the final three-dimensional structure of the protein is searched, regardless of how the protein actually reaches it. Nevertheless, both problems are important, and progress in any of them may yield advances in the other.
Several experimental methods have been used for studying protein folding, such as NMR Spectroscopy [144, 145] , Ultrarapid Mixing [146] and TimeResolved Absorption Spectroscopy [147] . However, these methods are currently limited in their ability to capture short-lived events and to characterize conformations with a high spatial resolution. Computational methods have been used side by side with these experimental methods, either augmenting them or even replacing them (for examples, see [148, 10, 149, 150] ). Important advances with these computational methods started with the advent of the energy landscape theory [151] , which hypothesizes that the energy landscape of a protein is funneled with many pathways all leading to the same final folded state. This suggests that a good understanding and characterization of the energy landscape of a protein will lead to a good understanding of how this protein folds. Hence, motion planning inspired methods for protein folding basically take this theory as a basis. The advantage of such methods over most conventional methods is their ability to rapidly explore the conformational space without getting trapped in local energy minima, and their capacity to find several pathways simultaneously.
Computation of Folding Quantifiers
There are several types of quantifiers that are used for studying and expressing properties of protein folding pathways. These quantifiers can be computed using experimental methods, which makes them useful also for evaluating the performance of computational methods. Examples of the most frequently used quantifiers are: -The probability of folding (P f old ), which is the probability that the structure at a certain conformation will become completely folded before it becomes completely unfolded.
-The Transition State Ensemble (TSE), which is the set of conformations with P f old = 0.5 (i.e. conformations which make up the energy barrier the protein must cross in order to fold).
-The folding rate, which corresponds to an experimentally measurable quantity that determines how fast a protein proceeds from the unfolded state to the native folded conformation.
-The Φ-value, which measures how close a certain residue is to its native folded state.
In [115, 116] , P f old values were computed and compared using SRS and Monte Carlo (MC) for two proteins with PDB IDs 1ROP and 1HDD. These proteins were modeled at the secondary structure level with 6 and 12 degrees of freedom respectively. Results showed that SRS computations improve rapidly as the roadmap size increases, and that the correlation between SRS and MC computations tends to increase as more MC runs are performed per node. Nevertheless, SRS produced results at least four times faster than MC. More extensive tests were presented in [117, 118] , where 16 proteins were analyzed using SRS to compute TSEs, folding rates and Φ-values. Results were then compared to those obtained with an existing dynamic programming method and were found to better estimate experimental data when computing TSEs and folding rates. However, both SRS and the dynamic programming method did not produce very good estimates for Φ-values.
PRM-based methods have also been applied to compute folding quantifiers together with two new analysis methods called Map-based Master Equation (MME) and Map-based Monte Carlo (MMC). These methods were introduced in [126] and used in combination with the conformational exploration method presented in Section 3.1.3 to compute relative folding rates for proteins G, NuG1 and NuG2. These analysis methods are extensions to the original Master Equation and Monte Carlo techniques, and they are applied on the constructed roadmap instead of the full conformational space as is conventionally done. The computed relative folding rates were found to match the corresponding experimental data.
Finally, the capacity of FeLTr to predict native-like conformations of small-to-medium size proteins has been shown in [86] . Results in this paper show a good performance of the method on eight proteins, modeled with 40 to 152 degrees of freedom. The conformations provided by FeLTr can be used as starting points for more detailed biophysical studies.
Protein (Un)folding Pathways
Results on the performance of PRM-based methods for studying unfolding of several proteins with up to 100 residues are reported in [121, 122, 123, 124] . The constructed roadmaps were used to extract unfolding pathways and to identify their secondary structure formation order. The results were found to be in good agreement with known experimental data. This method was tested on the proteins G and L, as well as on proteins NuG1 and NuG2, which are two mutants of protein G. Initial tests in [122] were able to capture the folding differences between proteins G and L, but not between G and NuG1 or NuG2. However, these differences were correctly captured after applying the rigidity-based sampling strategy in [64] .
RNA (Un)folding Pathways
The combination of the PRM-based exploration with MME and MMC discussed above has also been used in [125, 127] to study the problem of RNA (un)folding, which is a problem that is very similar to protein folding. Results show that the method scales well for RNA molecules with up to 200 nucleotides. This method was used to compute relative folding rates, and was found to agree with experimental results. It was also able to predict the same relative gene expression rate for wild-type MS2 phage RNA and three of its mutants.
Protein-Ligand Interactions
The study of protein-ligand interactions is essential for understanding many biological mechanisms. In terms of applications, understanding such molecular interactions is essential for drug design in pharmacology, or for protein engineering in biotechnology. Different questions to be studied are the way the protein recognizes a particular ligand, how the ligand binds with the protein active site, and what conformational changes both molecules undergo during the ligand's entrance and exit. Such information allows to predict the possibility of association between protein-ligand pairs, the strength of this association, or the protein activity level. Unfortunately, current experimental methods to obtain accurate (atomic-scale) information about protein-ligand interactions are extremely limited. Moreover, the large size of the search space to be explored and the long time-scales to be simulated are extremely challenging for the application of computational methods. This is especially true when full flexibility of the protein is taken into consideration.
Some software packages for predicting protein-ligand docking are available such as AutoDock [152] , DOCK [153] , FleX [154] , GOLD [155] and ICM [156] . These packages use algorithms such as Monte Carlo, Molecular Dynamics, Genetic Algorithms [157] , and fragment-based search [158] (for a survey of methods and software packages see [159] ). However, none of these software tools considers full flexibility of the protein. Moreover, these methods focus on finding the final binding conformation disregarding the ligand access/exit pathway, and without computing the conformational changes required for enabling such access/exit. An example of such protein-ligand accessibility problems is illustrated in Figure 8 . Next, we survey works that use motion planning inspired methods for predicting binding sites and for computing access/exit ligand pathways. 
Predicting Binding Sites
The algorithm introduced by Singh et. al. in [112] was tested on the following three protein-ligand complexes: Lactate Dehydrogenase with Oxamate, tyrosyl-transfer-RNA synthetase with L-leucyl-hydroxylamine and Streptavidin with Biotin. The algorithm was able to find the true binding site for the first two complexes successfully, but not for the third one. Such partial success corresponds to the overall performance of state-of-the-art methods.
More recently, Stochastic Roadmap Simulations have also been used in the study of protein-ligand interactions. In [114] , SRS was applied to estimate the escape time for a ligand from different putative binding sites in a protein.
Here, escape time is the expected amount of time for the ligand to escape from the "funnel of attraction" at the binding site [114] . Tests were performed on seven different protein-ligand complexes and results showed that, in five out of seven complexes, escape time proved to be a good metric for distinguishing the catalytic site from the other putative binding sites. It is noteworthy to say that in both this work and in [112] , only the ligand was assumed to be flexible and the protein was assumed to be rigid. This is possibly one of the reasons why these methods sometimes failed to predict correct binding sites.
Finding Access and Exit Pathways
The RRT-based method presented in [102] was applied to compute geometrically feasible paths of (R, S)-enantiomers to exit the active site of Burkholderia cepacia lipase (BCL). The flexibility of the ligand and of 17 side-chains in the catalytic pocket of BCL were considered. Energy profiles along the path were obtained by performing a rapid local minimization of intermediate conformations. Results showed a clear similarity between the computed paths and paths obtained using a pseudo-molecular dynamics approach. Remarkably, the combined RRT-minimization approach only required a few minutes to compute the paths, whereas pseudo-molecular dynamics took several days. Results also showed that the approach is suitable for pointing out protein residues that constrain the access of the ligand, which is a highly valuable information for site directed mutagenesis. Further investigations about the influence of ligand access/exit on Burkholderia cepacia lipase enantioselectivity are presented in [160, 161] . These works show the ability of RRT-based methods to rapidly produce results that present fair qualitative agreement with experimental studies.
The extended ML-RRT method described in [67] , able to deal with the protein backbone flexibility, was applied to compute the exit pathways of a bound substrate homologue (TDG) from Lactose permease (LacY) and of carazolol from the active site of the β 2 -adrenergic receptor. The considered molecular models involved several hundreds of degrees of freedom, and solution paths were obtained in several minutes. Results showed a remarkably good agreement with experimental data, as well as with results obtained with other, much more computationally expensive methods based on molecular dynamics.
Conclusion
We have surveyed the literature for methods based on robot motion planning algorithms to solve different problems in computational structural biology. The reviewed algorithms can be grouped based on the types of problems they have been applied to as shown in Table 1 . We have also pointed out the main challenges and issues that need to be taken into account when extending motion planning methods for molecular simulations. A suitable representation for the molecule needs to be adopted, and an appropriate distance metric needs to be used for comparing molecular conformations. An efficient method for computing distances between atom pairs and for collision checking also needs to be considered, as well as a method for sampling conformations that satisfy structural constraints. Moreover, the ever-lasting problem of high dimensionality has to be faced, and an appropriate compromise should be made between the number of considered degrees of freedom and the amount of accuracy sought. Last but not least, energy needs to be made into account, and a choice has to be taken for the type of force field to be used. Works reviewed in this paper show that algorithms originating from robotics are promising complementary methods to more conventional techniques in computational structural biology. Their strength lies mainly in their efficiency in exploring highly complex spaces. Compared to classical methods such as MC, sampling-based motion planning algorithms require fewer iterations to find conformational transition pathways or to obtain a representative ensemble of conformational states. An additional advantage of motion planning inspired methods is that they do not require a force-field to drive the exploration, unlike MD simulations. Therefore, different types of data, including simple geometric models, can be used to constrain or to bias the search. The use of simple models leads to general and fast computational methods able to explore large regions of the conformational space. Results of such exploration can be further refined and analyzed subsequently using more accurate energy models.
Motion planning inspired methods for molecular simulations are still in their early stage. They require more improvements and validation on larger classes of systems. Further tests on real application problems, in tandem with experimental methods, will provide important feedback to improve the computational methods. Further work is also needed on the characterization of the results provided by these algorithms, using concepts of statistical physics.
As we have shown in this survey, the classes of structural biology problems to which motion planning inspired methods have been applied are still limited, being mainly focused around protein/RNA flexibility and proteinligand interactions. Nevertheless, we believe that the potential of these methods is larger, and that other applications could be investigated in the future. Examples of other interesting problems in structural biology are the prediction of protein-protein interactions and the conformational analysis of large molecular assemblies.
