We present an elementary approach in characterizing Lie polynomials in the generators A, B of an algebra with a defining relation that is in the form of a deformed or twisted commutation relation AB = σ(BA) where the deformation or twisting map σ is a linear polynomial with a slope parameter that is not a root of unity. The class of algebras defined as such encompasses q-deformed Heisenberg algebras, rotation algebras, and some types of q-oscillator algebras whose deformation parameters are not roots of unity, and so we have a general solution for the Lie polynomial characterization problem for these algebras.
Introduction
This work is inspired by the classical commutation relations in quantum physics such as the canonical commutation relation for bosonic systems [GW54b] , the canonical anticommutation relation for fermionic systems [GW54a] , the deformed commutation relation for q-oscillators [B89, HS00, HS05, M89] , and also the related commutation relations for rotation algebras [EH67, R81, W13] . The study of these commutation relations has led to the development of elegant results under Algebra and Functional Analysis.
See for instance, [BR97, ]. An abstract setting for all commutation relations mentioned is to view them as specific manifestations of a defining relation of a unital associative algebra A generated by two elements A, B. We can express this defining relation for A in the form AB = σ(BA) for some function σ defined on the free unital associative algebra on A, B into itself, and this function σ, the deformation or twisting map, can be considered as "linear" in the sense of a polynomial of degree one. We call the relation AB = σ(BA) as a deformed or twisted commutation relation.
A natural Lie algebra structure is induced in A by the operation [P, Q] := P Q − QP defined for any P, Q ∈ A. We are interested in the Lie subalgebra of A generated by the same generators A, B, that is, the set of all Lie polynomials in A, B. Our goal is to obtain a characterization for any nonzero P ∈ A to be a Lie polynomial in A, B, or alternatively, to determine a linear complement of the Lie subalgebra of A generated by A, B. We shall call the problem of finding such a characterization (or the corresponding direct sum decomposition) as the Lie polynomial characterization problem for the algebra A (with respect to the presentation in which A, B are generators). As we shall see, nontrivial forms of AB = σ(BA) are inexpressible in terms of Lie algebra operations only, which means that the results from the theory of bases of finitely-generated and finitely-presented Lie algebras is not directly applicable, and so other methods have to be devised in order to solve the Lie polynomial characterization problem.
The solution to the Lie polynomial characterization problem for a free algebra has resulted into an elegant theory that involves Hopf algebras. See for instance [R93, Theorem 1.4] in which the maps used in the Lie polynomial characterizations are precursors to establishing a Hopf algebra structure in the same algebra [R93, Proposition 1.10] . For algebras that are not free, we are interested in algebras with defining relations that are not (all) Lie polynomials. The first appearance of such a Lie polynomial characterization problem is [T11, Problem 12.14] , which is about the universal Askey-Wilson algebra ∆. Initial progress was made in [C15] . However, the Lie polynomial characterization problem for ∆ remains open. For q-deformed Heisenberg algebras with q not a root of unity, the Lie polynomial characterization problem is solved [C17] , and this current paper serves as an initial step in generalizing [C17] . Another recent result is a solution to the Lie polynomial characterization problem for a toral algebra (an algebra related to a torus) in which the Fairlie-Odesskii algebra is embedded [C18] . The Lie polynomial characterization in the said toral algebra was used to prove that the Casimir element of the Fairlie-Odesskii algebra is not a Lie polynomial if the deformation parameter is not a root of unity [C18, Theorem 5.3] .
The basis theorem for the algebra in this paper, Lemma 3.3, is a generalization of [HS05, Corollary 4.5] , which is for the specific case of a qdeformed Heisenberg algebra. The proof of [HS05, Corollary 4 .5] makes use of gradations, degree functions, chain conditions on ideals, and explicit reordering formulae that involve q-special combinatorics [HS00, Appendix C]. Our proof for the generalization, Lemma 3.3, is elementary and makes use only of the Diamond Lemma for Ring Theory [B78, Theorem 1.2]. Our main result, Theorem 4.7, is a generalization of [C17, Theorem 5.8 ], but our proof of the former is also elementary compared to the proof of the latter from [C17] , which relies on the theory of the Lyndon-Shirshov basis of a free Lie algebra, which can be found in sources such as the seminal works [Sa, Sb] , and the excellent exposition [U95, Section 2.8].
Preliminaries
Let F denote a fixed but arbitrary field. Throughout, an algebra is assumed to be unital and associative. Given an algebra A over F with unity element I A , we use the convention that U 0 = I A for any U ∈ A, and we denote I A simply by I if no confusion shall arise. Any subalgebra is assumed to contain the unity element. Thus, if a subalgebra S of a nontrivial algebra A is generated by only one element X ∈ A\{0, I}, we simply write S as the polynomial algebra F[X] ⊆ A. We also note that every algebra A has a Lie algebra structure induced by [U, V ] := UV − V U for all U, V ∈ A. Throughout, whenever we refer to the Lie algebra structure on an algebra A, we shall always mean that which is induced by the Lie bracket operation [·, ·] just mentioned. Let X 1 , X 2 , . . . , X n ∈ A. If K is the Lie subalgebra of A generated by X 1 , X 2 , . . . , X n , then we call the elements of K the Lie polynomials in X 1 , X 2 , . . . , X n . Given U ∈ A, the linear map ad U : A → A is defined by the rule V → [U, V ]. Also, for any linear map ϕ whose domain and codomain are equal, and for any nonnegative integer n, by ϕ n we mean composition of ϕ with itself n times, where ϕ 0 is interpreted as the identity linear map id. We interpret the composition of an empty collection of linear maps also as id.
Given a nonempty finite set S, we denote by S the free monoid on S. We call the elements of S the words on S. The multiplicative operation on S is the concatenation product, and we call the multiplicative identity in S the empty word. By F S we mean the free algebra generated by S. The set S is a basis for the vector space F S , and the empty word in S is the unity element of the algebra F S .
Consider a two-element generating set X := {A, B}. Given a function σ : F X → F X , denote by I σ the (two-sided) ideal of F X generated by AB − σ(BA). We call the defining relation AB = σ(BA) of the quotient algebra F X /I σ as the σ-twisted commutation relation (satisfied by A, B). If there exist m, b ∈ F with m = 0 such that σ(X) = mX + bI, we say that the commutation relation AB = σ(BA) is linearly twisted (with parameters m, b). We may also refer to m as the slope parameter of the twisting map σ. We further exclude the case m = 1, where F X /I σ becomes the Heisenberg-Weyl algebra [GL15, Definition 2.1] over F. Algebraic aspects such as reordering and normal forms in the Heisenberg-Weyl algebra are excellently discussed in [H02, Section 1.2] and also in [BPS03] . However, the Lie polynomial characterization problem in the HeisenbergWeyl algebra has a trivial solution From this point onward, assume that AB = σ(BA) is linearly twisted with parameters m, b. By a simple result from the theory of free Lie algebras [R93, Lemma 1.7] , the generator AB − σ(BA) of I σ is not an element of the free Lie algebra on X . That is, the defining relation of F X /I σ cannot be expressed in terms of Lie algebra operations only. Thus, the existing elegant and powerful machinery for computing a basis for finitely-presented Lie algebras, such as those in [GK96, GK97a, GK97b] , are not directly applicable, but in this work we present an elementary approach to the Lie polynomial characterization problem in F X /I σ .
3 A reduction system for F X /I σ in three generators
As will become apparent in the succeeding parts of this section, we have good reason to consider properties of F X /I σ that are related to an algebra with three generators. Let Y = {A, B, C}, and denote by J σ the ideal of F Y generated by AB −mBA−bI and C −AB +BA. An immediate consequence is that there exists an algebra isomorphism
Our goal in this section is to determine a basis for F Y /J σ using the Diamond Lemma for Ring Theory [B78, Theorem 1.2]. We establish a sufficient condition for some elements of F Y /J σ to form a basis for F Y /J σ , by invoking the Diamond Lemma. To establish this sufficient condition, we recall terminology and notation from [B78, Section 1]. We introduce each of such notions as the need for it arises. As a first step, we give an alternative presentation of F Y /J σ that will turn out to be more suited to the Diamond Lemma.
Proposition 3.1. The algebra F Y /J σ has a presentation with generators A, B, C and relations
Proof. View the left-hand side AB and the right-hand side mC−bI m−1 of (3.1) as elements of the free algebra F Y , and define ξ 1 ∈ F Y as the difference
. In a similar manner, define ξ 2 , ξ 3 , ξ 4 ∈ F Y for the relations (3.2) to (3.4), respectively. As for the countably infinite relations (3.5), for each positive integer k, we define ξ 5 (k) ∈ F Y to be the left-hand side of (3.5) minus the right-hand side. Also, denote the generators of J σ by ζ 1 := AB − mBA − bI and ζ 2 := C − AB + BA. Let K be the ideal of F Y generated by
We claim that J σ = K. By routine computations, it can be shown that the relations
hold in F Y . We see from (3.7) and (3.8) that the generators ζ 1 , ζ 2 of J σ are elements of K, and so J σ ⊆ K. By (3.9) to (3.12), the generators ξ 1 , ξ 2 , ξ 3 , ξ 4 of K are in J σ . Then by (3.13), all the other generators ξ 5 (k) for all k are also elements of J σ . Then K is contained in J σ , and hence
We use the presentation of F Y /J σ given in Proposition 3.1 to construct a reduction system in F Y (i.e., a subset of Y × F Y ). Let
. .}} is a reduction system in F Y for the presentation of F Y /J σ given in Proposition 3.1. We use Bergman's notation for elements of a reduction system, which is as follows. Given an element µ of a reduction system, we denote the word that serves as the first coordinate of µ as W µ and the second coordinate, a linear combination of words, by f µ . In the reduction system Γ for example, we have W ε(k+1) = BC k+1 A and f β = mCA.
If S is a reduction system, a word W ∈ Y is said to be S-irreducible whenever W µ is not a subword of W for any µ ∈ S. It is routine to show that a word W ∈ Y is Γ-irreducible if and only if
for some nonnegative integers k, l.
We now recall the notion of ambiguities. Suppose S is a reduction system in F Y . An overlap ambiguity is a 5-tuple
If instead of (3.20), we have W µ = X and W ν = LXR, then Φ is called an inclusion ambiguity. The term ambiguity means either an overlap ambiguity or an inclusion ambiguity.
It is routine to show that the reduction system Γ has no inclusion ambiguities, and we describe the inclusion ambiguities in the following. All overlap ambiguities that do not involve an element of Γ of the form ε(k) are the following: while all the overlap ambiguities that depend on an integer parameter are:
If S is a reduction system on F Y , and if L, R ∈ Y and µ ∈ S, then by a reduction we mean a linear map r LµR : F X → F X that fixes every element of the basis Y of F Y except LW µ R, for which the rule LW µ R → Lf µ R applies. For simpler notation, we write r IµR , r LµI , r IµI as r µR , r Lµ , r µ , respectively. An overlap ambiguity Φ = (µ, ν, L, X, R) is resolvable if there exist compositions λ, ρ of reductions such that
We have an analogous definition for the resolvability of an inclusion ambiguity in which (3.21) is replaced by λ(Lf µ R) = ρ(f ν ).
For any positive integer k, the compositions
of reductions for the reduction system Γ shall be of importance in the succeeding lemmas in this section. We note that if k = 1, we retain the subscript in b k = b 1 so as not to cause confusion with the parameter b of the linearly twisted commutation relation AB = σ(BA). It is routine to show that for any positive integers h, k, l, the linear maps a k and b k satisfy the properties
Lemma 3.2. All ambiguities of Γ are resolvable.
Proof. Consider the overlap ambiguity Φ 1 . To show that Φ 1 is resolvable, we exhibit compositions λ 1 , ρ 1 such that
We claim that λ 1 is the empty composition id and that ρ 1 = r β . Since r β is a linear map,
The key step is to examine the words in the right-hand side of (3.27) and determine if one of them is related to the element of the reduction system Γ that appears in the subscript of the reduction involved. We see that AC = W β , and so the right-hand side of (3.27) is a linear combination of r β (W β ) and r β (A). But since AC and A are linearly independent in F Y , we have A = CA = W β , which means that r β fixes A, and by the definition of a reduction, we have r β (AC) = r β (W β ) = f β . By these observations, (3.27) becomes
which implies that we have determined the solution λ 1 = id, ρ 1 = r β to (3.26), as claimed. The ambiguities Φ 2 , . . . , Φ 5 , Φ 6 (k), . . . , Φ 9 (k) can be shown to be resolvable by similar routine computations and arguments.
We have an analogue of the equation (3.26) for each i ∈ {2, 3, . . . , 9}. We summarize the solutions in the following table.
More precisely, for each i ∈ {1, 2, 3, . . . , 9}, write the overlap ambiguity as either
in which case one of µ, ν depends on k. Then the above table shows the compositions λ i , ρ i of reductions such that λ i (f µ R) = ρ i (Lf ν ), and this can be verified to be true for each i ≥ 2 by routine computations. We only note here that in the computations for the case i ∈ {6, 7, 8, 9}, the relations (3.22) to (3.25) are of significance. By the routine computations just described, all overlap ambiguities of Γ are resolvable, and since there is no inclusion ambiguity, the proof is now complete.
Lemma 3.3. The vectors
form a basis for F Y /J σ .
Proof. Let Ψ : F Y → F Y /J σ be the canonical map. Observe that the images of all Γ-irreducible words under Ψ are precisely the vectors (3.28). The only difference between the conditions on the exponents k, l noticeable in comparing (3.19) and (3.28) is that we avoid the duplication 4 The Lie subalgebra of F X /I σ generated by A, B
All computations in this section are in the quotient algebra F X /I σ . We use the basis (3.28) of F Y /J σ = F X /I σ in order to distinguish which elements of F X /I σ are Lie polynomials in A, B, and which are not. First, we give generalized forms of the relations (3.2) and (3.4).
Proposition 4.1. For any positive integers k, l, the relations
Proof. Use induction on k, l.
Example 4.2. The relations (4.1) and (4.2) are reordering formulae for two types of products in F X /I σ . One is a product of a power of A and a power of C (with positive exponents), and the second type is a product of a power of C and a power of B (also with positive exponents). The importance of these reordering formulae is that given some important expressions like those shown in the left-hand sides of the equations below, we can rewrite such expressions in terms of the basis (3.28) of F X /I σ . That is, by using (4.1), (4.2), it is routine to show that the relations
hold in F X /I σ for any positive integers k, l, x, y. The relations (4.3) to (4.10) shall be important in the proof of our main result.
Example 4.3. Reordering in F X /I σ will turn out to be more complicated if all of A, B, C appear in an expression that is to be reordered. More of the relations in the presentation of F X /I σ in Proposition 3.1, will have to be involved, and not just (3.2) and (3.4) which have been generalized into (4.1) and (4.2). As an example, by routine computations involving (3.1), (3.3), (4.1), (4.2), it can be shown that the relations (4.12) hold in F X /I σ for any positive integers x, y. The relations (4.11) and (4.12) shall also be of significance in the proof of our main result.
The partial descriptions of reordering in F X /I σ described in Examples 4.2 and 4.3 are sufficient for our purpose of solving the Lie polynomial characterization problem for the algebra F X /I σ . We now proceed with some technical lemmas. 
Proof. We claim that
We use induction on n. If n = 1, then (4.15), (4.16) are immediate consequences of (3.1), (3.3), respectively. Suppose that (4.15), (4.16) hold for some positive integer n. Multiply both sides of (4.15) by A from the left and B from the right to obtain
Use (3.2) to replace AC in every occurence of ACB in the right-hand side of (4.17). The result is h · AB where h is a polynomial in C. We then use (3.1) to replace AB by a polynomial in C. After some adjustments in the scalar coefficients, we find that (4.15) holds for n + 1. By similar computations, (4.16) can also be shown to hold for n + 1, and this proves the claim. It is routine to show that the coefficient of I in the right-hand side of (4.15) is (−1) n b n . Thus, every other term in the right hand side of (4.15) is a scalar multiple of a power of C with exponent at least 1. By these observations, the right-hand side of (4.15) is equal to (−1) n b n I + Cf for some polynomial f in C. This proves (4.13). The relation (4.14) can be proven similarly.
is an element of the span of
Proof. We first consider the case v ≥ y. The trick is that
be written as (4.19) simply because v − y is a nonnegative integer. Reorder the expressions C u A v−y and B y C u+x that appear in the right-hand side of (4.19) using (4.1),(4.2). We obtain (4.20) where P = C u (A y B y )C x and Q = C u+x (B y A y ). By Lemma 4.4, P and Q are both polynomials in C. Also, the conditions u > 0 and x > 0 imply that the powers of C that appear in the linear combinations for P and Q as polynomials in C have exponents that are each at least 1. This further implies that the first term m u(y−v) A v−y P , in the right-hand side of (4.20), is a linear combination of products of powers of A and of C, which can be reordered using (4.1) such that m u(y−v) A v−y P can now be written as a linear combination of 
The vectors (4.21) are among (4.18), and this completes the proof for the case v ≥ y. By similar computations and arguments, it can be shown that for the case v < y, the expression [ (4.22) which are also among (4.18).
Lemma 4.6. For any positive integer k, the relation
Proof. Using the relation (3.2), it can be shown by induction that the relation
holds in F X /I σ for each positive integer k. Applying ad B on both sides of (4.24), we get
Using (4.2), the right-hand side of (4.25) becomes
in which BA and AB can be replaced by polynomials in C using (3.1), (3.3). In the resulting equation, we solve for (1 − m k+1 )C k+1 , and the result is (4.23).
Theorem 4.7. If m is not a root of unity, then the span of the basis vectors
of F X /I σ is a linear complement of the Lie subalgebra of F X /I σ generated by A, B.
Proof. Denote by L the Lie subalgebra of F X /I σ generated by A, B, and let K be the span of all vectors in the basis (3.28) of F X /I σ that are not in (4.26). That is, the vectors (4.27) form a basis for K. Then we are done if we are able to show K = L. By the minimality (with respect to set inclusion) of L among all Lie subalgebras of F X /I σ that contain A, B, a sufficient condition for K to be equal to L is:
(i) A, B ∈ K; and (ii) K is a Lie subalgebra of F X /I σ ; and (iii) K ⊆ L.
The condition (i) follows immediately from the definition of K. To prove (ii), we show that for any basis vectors L, R of K among (4.27), [L, R] is a linear combination of (4.27). We summarize all the cases in the following table.
A B C . By Lemma 4.6, it can be shown that C h ∈ L for any positive integer h using induction. We are left with the last two possible forms of U. By this we mean either U = C k A l or U = B l C k for some positive integers k, l. For these cases, observe that by (4.1), (4.2), it can be shown that the relations (4.29) hold in F X /I σ for any positive integers k, l, using induction. Since we have already established that C k ∈ L, the left-hand side of (4.28) is an element of L. Since m is not a root of unity, we can isolate C k A l in (4.28), and conclude that C k A l ∈ L. By similar arguments and computations, the condition B l C k ∈ L can be deduced from (4.29). This proves (iii). Therefore,
