A third possibility available with liquid helium is to operate in the superfluid regime. This results in a very high thermal conductivity in the liquid, but require* operation at reduced pressure, with its attendant complications in pressure and temperature control.
Initial Measurements
A dual concentric calorimeter was constructed, and numerous tests were carried out on it, using electrical heating, radioactive decay of 2.34 ttin 2d Al, and 23i U fission products.
The inner, "beta", calorimeter was filled with liquid nitrogen, and the absorptive material along a radius was ** 2 g/cm 2 . The outer, "gamma* calorimeter contained lead shot in liquid helium and had a material density along a radius of -47 g/cm 2 . The gamma section was tested using several sixes of lead shot, and with both normal and super-fluid helium.
The following conclusions were reached as a result of our studies on this first version of the calorimeter.
1. It would be preferable to make the "beta 11 measurements with liquid helium rather than liquid nitrogen, since under the experimental conditions, nitrogen has a tendency to super'heat, leading to erratic flow variations.
2. Operation in the super-fluid regime, while feasible, requires sufficiently complex control procedures and data analysis to take away the inherent simplicity and "cleanness* 1 of the experiment, We believe that these features are important in securing general acceptance of the experimental results, and therefore wish to retain them.
3. The thermal time constants (~ 20 sec) obtained with lead shot and normal liquid helium were longer than desired, even with optimum; size of lead shot. A shorter and less restricted convection path for the liquid appeared to be desirable. 4. The gamma escape correction was larger than desired, due to the low packing density af the lead shot (641 of theoretical density) uii the space occupied by the beta calorimeter. Me concluded that since the quantity of most interest was the total dicay heat, this quantity should be measured directly using a single calorimeter, and that the "beta" (or easily absolved) portion of the energy should be determined in an auxiliary measurement. The total decay heat measurement wilt be carried out first. The "beta" measurement can be carried out in the came apparatus if the absorber is replaced by a much thinner one. Uncertainty due to thermal conductivity, which is very sensitive to impurities. tUffusivitte* up to an order of magnitude higher may be obtained with some the diffusivity of lead was too low to pen*it the use of a solid lead absorber of the size required, so it was rejected. Tungsten appeared to be promising because of its high density and relatively high diffusivity. However,difficulties in fabrication of pure tungsten (md tow Uiffusivity of its more easily fabricated alloys) lead to its eventuidt rejection.
Modifications to the oriiinal desiw
Stiver would be acceptable, but was rejected because of cost.
Copper was finally selected on the basis of its high diffusivity, ease of fabrication, and cost. A copper absorber which will fit into the existing apparatus was designed. It provides ~ S0» more material density along a radius than the original design using Pb shot. Calculations (described later) indicate that with the copper absorber the gamma escape correction can be made with acceptable accuracy.
Current status
The remainder of this report provides a description of the experiment and its status as of December 15, 1975.
Samples
Samples consist of approximately 60 milligrams of uranium enriched to 93.08% 235 U. The fission rate for such a sample in the irradiation position is 2.3 x 10 12 fissions per second. The power generated in the sample during irradiation is approximately 75 watts. The standard irradiation time is 2 x 10" seconds, and the decay heat after 20 seconds cooling is calculated to be ~ 2.3 watts.
Assurance that no fission products are lost from the sample The samples are sealed in 0.13-mm (0.005-inch) thick aluminum foil by electron beam welding. After welding, the samples are alpha-counted to detect possible leaks and/or external contamination with 235 U. During irradiation, a stream of helium gas flows over the sample and then through a charcoal trap adjacent to a gamma counter. During the counting period, the sample is held at 4 K, at which temperature all fission products are solid and diffusion rates are exceedingly slow. Finally, the samples are checked for the presence of external fission products, before the radiochemical analysis, to determine the number of fissions, is started. So far, no evidence for the escape of fission products has been found. Any sample in which fission product leakage is detected will be rejected.
Assurance of constant neutron flux during sample irradiation
The sample irradiation facility contains a miniature fission chamber adjacent to the sample position. The signal from this chamber is used to control the reactor power during irradiations, fly this means, the neutron flux at the sample position may be held constant within ± 0.25* during an irradiation.
Determination of the number of fissions in the samples
After the calorimetric measurements have been completed, the sample is dissolved, and the activities due to specific fission products are separated, following standard radiochemical techniques. The separated activities, normally 99 Mo, l **°Ba, and lw7 Nd, are counted in a standard beta proportional counter. Repeated checks have shown the precision (reproducibility) of these determinations to be better than 2%.
The overall procedure is calibrated by fission counting, using a technique in which the mass of the standard comparison foil cancels out. These calibrations have been carried out yearly for the past twenty years; the maximum spread in this series of determinations was less than 2%. The maximum bias in the calibration is considered to be less than 1%. 
Temperature measurements in the calorimeter
In order to verify the behavior of the calorimeter and to provide data for any corrections required by small departures from true isothermal behavior, it is necessary to make very accurate temperature measurements in the neighborhood of 4 K. Calibrated germanium resistance thermometers are used for this purpose. These thermometers provide an absolute accuracy of 0.005 K, and can detect temperature changes as small as 0.001 K.
For measurements at higher temperatures, platinum resistance thermometers and thermocouples are used.
Design of the boiloff gas line and time constant of the system
The line which transports the vaporized helium from the region at 4 K to the flowmeter at room temperature poses several problems in the optimization of the system response. The volume of gas in the line should be as small as possible consistent with an acceptable pressure drop at maximum flow {<"• 1 torr). The heat necessary to raise the temperature of the gas from 4 K to room temperature should be supplied in a controlled manner,, and variations in the temperature gradient along the tube as a function of gas flow should be minimized.
Since both the density and viscosity of the helium gas vary strongly with temperature, which in turn depends on the manner in which the required heat is supplied, the calculations were by no means simple, and experimental verification of the design was considered desirable. Accordingly, a mockup of the system was constructed and is being used to study the system response as a function of various design parameters. Heat pulses are introduced electrically by means of a heating element immersed in a liquid helium bath, and the flowmeter response is recorded. While the tests are not yet complete, a response of 90% in 2 seconds and 100% in S seconds has been achieved. It is expected that similar or better response will be obtained in the final system.
Measurement of the boiloff gas flow rate
The mass flow of helium evolved from the calorimeter is measured by means of a quartz-coated thin-film platinum sensor on a quartz support, rigidly mounted in the throat of a venturi in the flow stream. There is a temperature compensating resistor on the downstream side of the venturi, and on the upstream side is a straight section of tubing with temperature-controlled walls,which serves to smooth the flow and to reduce temperature variations in the gas stream,.
The sensor temperature is maintained at a constant number of degrees above that of the gas stream by a feedback circuit which senses resistance changes in the sensor. Under these conditions, the mass flow is a known function of the power required to maintain the constant temperature difference.
The mass flowmeter has a time constant of less than 10" 3 seconds, and a dynamic range of 100-1 in mass flow. (For an irradiation of 2 x 10** seconds, the decay heat falls by a factor of ~ 7.1 between 10 and 4000 seconds.) At maximum flow, the pressure drop across the flowmeter assembly is ~ 1 torr, which corresponds to a temperature change of 0.002 K in the helium bath. The associated circuitry provides a linearized output voltage that is proportional to mass flow, as well as the voltage being supplied to the bridge containing the sensor and temperature compensating resistor. See Fig. 2. The flowmeter temperature compensation, calibration, and linearization were set up for measurements of dry helium at room temperature. In addition, the calibration is checked by means of standard dry-test integrating gas-flow meters. The overall calibration of the system is also checked by the introduction of a known amount of electrical heating directly into the calorimeter.
Factory specifications indicate a precision of 0.1% for repetitive measurements at constant temperature and pressure. The absolute accuracy is stated to be 1.5% of reading or 0.5% of full scale, whichever is less, if the inlet temperature is held constant to within ± 3 K. Tests using a mockup of the calorimeter indicate that the temperature of the effluent gas can be maintained constant to within ± 0.6 K.
Pre-test predictions
The decay heat expected for a 2 x 10"*-sec irradiation of 235 U in a thermal flux of 3 x 10 13 n/cm 2 -sec has been calculated at the Los Alamos Scientific Laboratory (LASL) using CINDER-10 with neutron capture in fission products, CINDER-10 without capture, and RIBD. Similar calculations were made at Oregon State University (OSU) using a modification of an earlier version of CINDER, without capture. The LASL calculations included all of the currently known corrections to ENDF/B-IV.
The LASL calculations agreed within ± 0.3% for cooling times through 10** seconds. The OSU calculations were higher than those of LASL by up to 8% for the same range of cooling times. The source of this discrepancy is under investigation. The CINDER-10 results are shown in Fig. 3 , and a comparison with RIBO and OSU is shown in Fig. 4 .
The calculations were also used to estimate the fraction of the total energy emitted in the form of gamma rays. This fraction is needed in the correction for gamma leakage from the calorimeter.
Gamma escape correction
A portion of the energy emitted by the sample in the form of gamma rays will escape from the finite absorber used in the calorimeter. Let VS be the fraction of the total energy that is in the form of gamma rays, and let G be the fraction of the emitted gamma energy which escapes from the absorber. Then p _ calorimeter total " 1-FG
The gamma fraction F was calculated, from ENDF/B-IV data and the codes described above. For a 2 x 10**_sec irradiation and cooling times between 10 and 4000 sec, the CINDER-10 results are shown in Fig. 5 . We note that under these conditions F varies between 0.50 and 0.60.
The gamna escape fraction G depends on the gamma energy spectrum. For our initial estimates of the spectrum we have assumed the Oak Ridge National Laboratory (ORNJ) preliminary data of Dickens et al. for Tirrad = 100 sec, T CO ol = 100 sec, T CO unt = 50 sec. (We have measurements of the spectra at various times following a 2 x 10**-sec irradiation in progress.)
The ORNL spectrum was used as input to a LASL Monte Carlo ga transport calculation for the gamma leakage from the copper absorber section. The resulting value of G was 0.0654 ± 0.0015. If F is given its average value of 0.55, the total correction for gamma escape amounts to 3.6%.
A sensitivity analysis was carried out to estimate the accuracy with which this correction is known.
Errors in G:
a. The statistics of the Monte Carlo calculation introduce a 2% error.
b. The effect of uncertainties or variations in the assumed gamma spectrum was estimated by repeating the calculation with all energies increased by 10%. The increase in leakage was 4%, which we take to be the uncertainty due to the spectrum. c. The effects of the albedo of the surroundings on the gamma escape was investigated by performing the Monte Carlo calculation with and without a thick copper cylinder surrounding the absorber. This variation caused a 3% change in G. The overall rms error in G from these sources is then /2* •» 4* + 3* a 5%.
2. Taking the average value of F leads to an ~ 10% uncertainty in Combining errors, we have a total uncertainty in the correction of ~-11%. Multiplying by the magnitude of the correction, 3.6%, gives an overall error in the decay heat of ~ 0.4% due to uncertainties in the gamma escape correction. This uncertainty can be further reduced by taking better estimates of F and of the gamma spectrum, and this will be done in the final analysis. However, the present analysis indicates that the errors in estimating the gamma escape fraction will not be an important contribution to the overall error in the measurement of decay heat. 
