Let U be a semiunitary space; i.e., a complex vector space with scalar product given by a positive semidefinite Hermitian form x¨,¨y. If a linear operator A : U Ñ U is bounded (i.e., }Au} ď c}u} for some c P R and all u P U), then the subspace U 0 :" tu P U | xu, uy " 0u is invariant, and so A defines the linear operators A 0 : U 0 Ñ U 0 and A 1 :
Selfadjoint and isometric operators; Belitskii's and Littlewood's algorithms

Introduction
We study linear operators on a complex vector space U with scalar product given by a positive semidefinite Hermitian form x¨,¨y : UˆU Ñ C. We suppose that x¨,¨y is semilinear in the first argument and linear in the second.
There exists a basis of U, in which the scalar product is given by the matrix
we call this basis m-orthonormal or semiorthonormal. If pα 1 , . . . , α n q and pβ 1 , . . . , β n q are the coordinates of u, v P U with respect to an m-orthonormal basis e 1 , . . . , e n , then xu, vy "ᾱ 1 β 1`¨¨¨`ᾱm β m .
Bognar [6, p. 14] calls U a positive semidefinite inner product space. We call U a semiunitary space for short and basing on the fact that U is a direct sum of a unitary space (i.e., a complex vector space with positive definite Hermitian form) and a complex vector space with zero scalar product.
In Section 2 we formulate the main theorems. In Section 3 we give some reduced form of a matrix of a bounded linear operator, which is used in the next sections. In Section 4 we prove Theorem 1 about eigenvalues of bounded linear operators on semiunitary spaces. In Section 5 we prove Theorem 2 about canonical matrices of seminormal operators (their special cases are selfadjoint operators and isometric operators) and Hermitian forms on semiunitary spaces. In Section 6 we construct an algorithm for reducing to canonical form of matrices of a system of linear mappings on semiunitary spaces; this section can be read independently of the other sections. Mehl and Rodman [17] study selfadjoint linear operators on a complex vector space with singular Hermitian form; they give a canonical form of selfadjoint operators on semiunitary spaces, which we also give in Theorem 2(a 1 ). Many researches study semidefinite subspaces that are invariant under a certain linear operator on an indefinite inner product space U. Their results and many applications are given in [12, 15] if U is nondegenerate, in [16] if U is possibly degenerate, and in [1, 6] if U is a Krein space.
All vector spaces that we consider are finite dimensional complex vector spaces and all matrices are complex matrices.
Main results
Eigenvalues of bounded operators
The isotropic part of a semiunitary space U is the subspace U 0 :" tu P U | xu, uy " 0u.
The orthogonal direct sum V k W of semiunitary spaces V and W is the semiunitary space V ' W with scalar product xv`w, v 1`w1 y :" xv, v 1 y`xw, w 1 y for v, v 1 P V and w, w 1 P W .
The direct sum of two linear operators B : V Ñ V and C : W Ñ W on semiunitary spaces is the linear operator
An operator A : U Ñ U is indecomposable if U cannot be decomposed into an orthogonal direct sum of two invariant subspaces of smaller dimensions. It follows from [19, Theorem 2] that each operator A : U Ñ U is decomposed into a direct sum of indecomposable operators
this sum is determined uniquely, up to permutation of summands and replacement of each summand A i : U i Ñ U i by B i : V i Ñ V i such that there is a linear bijection U i Ñ V i that preserves the scalar products and transforms A i to B i . The length of u P U is the number }u} :" a xu, uy. A linear operator A : U Ñ U is bounded if there exists a positive c P R such that }Au} ď c}u} for all u P U.
Lemma 1. The following statements are equivalent for every operator A on a semiunitary space U:
(a) The operator A is bounded.
(c) The matrix of A in each m-orthonormal basis has the lower block triangular form
A "
Proof. (a) ñ (b) Let the operator A be bounded, and let u P U 0 . By (5) , (6) be the matrix of A in an m-orthonormal basis, let rα 1 . . . α n s T be the coordinate vector of u P U, and let a :" rα 1 . . . α m s T . Then }u} " |a| :"
?ᾱ 1 α 1`¨¨¨`ᾱm α m and }Au} " |Ba|. By [13, Example 5.6.6], |Ba| ď c|a|, in which c P R is the spectral norm of B, and so }Au} ď c}u}.
If A : U Ñ U is a bounded linear operator, then U 0 is an invariant subspace, and so A defines the linear operators
where A 0 is the restriction of A on U 0 and A 1 pu`U 0 q :" A 1 u`U 0 . If (6) is the matrix of A in an m-orthonormal basis, then B and D are the matrices of A 1 and A 0 . Recall that the algebraic multiplicity of an eigenvalue λ of a linear operator A is the multiplicity of λ as a root of the characteristic polynomial of A. The geometric multiplicity of λ is the number of Jordan blocks with eigenvalue λ in the Jordan canonical form of A.
The following theorem is proved in Section 4.
Theorem 1. Let A be an indecomposable bounded operator on a semiunitary space U. Let A 0 and A 1 be the operators defined in (7) .
(b) the algebraic multiplicity of λ in A 1 is greater than or equal to the geometric multiplicity of λ in A 0 , and (c) the geometric multiplicity of λ in A 1 is greater than or equal to the number of Jordan blocks J k pλq of each fixed size kˆk in the Jordan canonical form of A 0 .
Canonical matrices of seminormal operators and Hermitian forms
A ' matrix A is a block matrix with two vertical strips and two horizontal strips, in which the diagonal blocks are square. We give its partition into blocks by writing rAs m , in which mˆm is the size of the first diagonal block.
We always consider the matrix of a linear operator A : U Ñ U in an m-orthonormal basis as a ' matrix A " rAs m "
Let B : V Ñ V and C : W Ñ W be linear operators on semiunitary spaces. Let
be their ' matrices in an m 1 -orthonormal basis f 1 , . . . , f n 1 of V and an m 2orthonormal basis g 1 , . . . , g n 2 of W . Then the ' matrix of B ' C (see (3)) in the pm 1`m2 q-orthonormal basis f 1 , . . . , f m 1 , g 1 . . . , g m 2 , f m 1`1, . . . , f n 1 , g m 2`1, . . . , g n 2 is the block-direct sum of B and C:
Let A be a linear operator on a semiunitary space U. A linear operator 
‰ are the ' matrices of A and B in a semiorthonormal basis, then the operator B is adjoint for A if and only if A 2 " B 2 " 0 and B 1 " A1.
Proof. Since (a) and (b) are equivalent, it suffices to prove (b). The equality (11) holds if and only if pI m ' 0qA " B˚pI m ' 0q, if and only if A 2 " B 2 " 0 and B 1 " A1.
Let A be a linear operator on a semiunitary space U. The operator A is selfadjoint if xAu, vy " xu, Avy, and A is metric if xAu, Avy " xu, vy for all u, v P U.
Lemma 3. A linear operator
A on a semiunitary space U is selfadjoint (respectively, metric) if and only if it is bounded and the operator A 1 on the unitary space U 1 defined in (7) is selfadjoint (respectively, metric).
Proof. Let U be a semiunitary space.
ùñ. Let A : U Ñ U be an unbounded operator, and let u P U 0 be such that Au R U 0 . Then A is not selfadjoint since xAu, Auy ‰ 0 and xu, A 2 uy " 0; A is not metric since xu, uy " 0 and xAu, Auy ‰ 0.
Hence, if A : U Ñ U is a selfadjoint or metric operator, then it is bounded and U 0 is its invariant subspace. If A is selfadjoint, then xApu`U 0 q, vÙ 0 y " xAu`AU 0 , v`U 0 y " xAu, vy " xu, Avy " xu`U 0 , Apv`U 0 qy for all u, v P U, and so A 1 : U 1 Ñ U 1 is selfadjoint. If A is metric, then xApu`U 0 q, Apv`U 0 qy " xu`U 0 , v`U 0 y for all u, v P U, and so A 1 :
ðù. Let A : U Ñ U be a bounded operator. If A 1 is selfadjoint, then xAu, vy " xApu`U 0 q, v`U 0 y " xu`U 0 , Apv`U 0 qy " xu, Avy, and so A is selfadjoint. If A 1 is metric, then xAu, Avy " xApu`U 0 q, Apv`U 0 qy " xu`U 0 , v`U 0 y " xu, vy, and so A is metric.
The following definition is natural in view of Lemma 3: an operator A on a semiunitary space U is seminormal if A is bounded and A 1 is a normal operator on the unitary space U 1 . Let A and B be linear operators on a semiunitary space U. If B is adjoint for A and AB " BA, then A is seminormal; the converse is not true. Write
The following theorem is proved in Section 5.
Theorem 2. (a) Let A be a seminormal operator on a semiunitary space. Then there exists a semiorthonormal basis, in which the ' matrix of A is a block-direct sum, uniquely determined up to permutation of summands, of ' matrices of the type rJ n pλqs l in which λ P C and l P t0, 1u
(see (8) ). In particular, (a 1 ) if A is a selfadjoint operator on a semiunitary space, then there exists a semiorthonormal basis, in which the ' matrix of A is a block-direct sum, uniquely determined up to permutation of summands, of ' matrices of the types rJ n pλqs 1 pλ P Rq, rJ n pµqs 0 pµ P Cq;
(a 2 ) if A is a metric operator on a semiunitary space, then there exists a semiorthonormal basis, in which the ' matrix of A is a block-direct sum, uniquely determined up to permutation of summands, of ' matrices of the types rJ n pλqs 1 pλ P C and |λ| " 1q, rJ n pµqs 0 pµ P Cq.
(b) Let F be a Hermitian form on a semiunitary space. Then there exists a semiorthonormal basis, in which the ' matrix of F is a block-direct sum, uniquely determined up to permutation of summands, of ' matrices of the types " 0 1 1 0
The statement (a 1 ) is [17, Theorem 13].
An algorithm for reducing to canonical form of matrices of systems of linear mappings on semiunitary spaces
Let A " rA ij s 2 i,j"1 and B " rB ij s 2 i,j"1 be ' matrices, in which A 11 and B 11 are mˆm. We say that A and B are semiunitarily similar if S´1AS " B for some nonsingular matrix of the form S "
, in which S 11 is an mˆm unitary matrix.
In Section 6, which can be read independently of Sections 3-5, we give an algorithm that reduces a matrix of a bounded operator on a semiunitary space to canonical form. This algorithm reduces each ' matrix A to some ' matrix A can by transformations of semiunitary similarity (see (16) ) such that two ' matrices A and B are semiunitarily similar if and only if A can " B can .
Moreover, this algorithm reduces to canonical form matrices of an arbitrary finite system of semiunitary spaces and linear mappings between them, which we consider as a semiunitary representation of a quiver (see Section 6.1). Thus, a ' matrix A is canonical if the algorithm acts identically on it. Unfortunately, it is impossible to describe explicitly the set of canonical forms since this description would contain, in particular, the canonical matrices of each system of linear mappings. Even the problem of classifying linear operators on a unitary space is considered as hopeless because it contains the problem of classifying an arbitrary system consisting of several unitary spaces and linear mappings between them; i.e., the problem of classifying unitary representations of an arbitrary quiver (see [18, 20] ). Special cases of this algorithm are Littlewood's and Belitskii's algorithms.
Littlewood's algorithm [14] reduces a square matrix to canonical form under unitary similarity. It was rediscovered in [5, 18] ; see the survey [23] . Unitary and Euclidean representations of quivers are studied in [18, 20] using Littlewood's algorithm.
Belitskii's algorithm [2, 3, 21] reduces to canonical form the matrices of an arbitrary system of linear mappings. The geometric form of Tame-Wild Theorem [10] was formulated and proved in [21] in terms of Belitskii's canonical matrices. Belitskii's algorithm is used in [7, 8, 9, 22] . Proof. ùñ. Let the basis f 1 , . . . , f n be m-orthonormal. Let the change of coordinates matrix be partitioned as follows: S " rS ij s 2 i,j"1 , in which S 11 is mˆm. Then the block S 12 is zero since both e m`1 , . . . , e n and f m`1 , . . . , f n are bases of U 0 . The block S 11 is unitary since I m ' 0 n´m is the matrix of the scalar product in both e 1 , . . . , e n and f 1 , . . . , f n , and hence S˚pI m '0 n´m qS " I m ' 0 n´m , which implies that S1 1 S 11 " I m .
Matrices of bounded linear operators
ðù. If the change of coordinates matrix has the form (15), then S˚pI m ' 0 n´m qS " I m ' 0 n´m , and so f 1 , . . . , f n is an m-orthonormal basis.
Let B and C be two ' matrices of the form (9) , in which the blocks B 11 and C 11 are mˆm. By Lemma 4, the problem of classifying linear operators on a semiunitary space is reduced to the problem of classifying ' matrices up to semiunitary similarity. (16) We say that a ' matrix is decomposable if it is semiunitarily similar to a block-direct sum (10) of ' matrices of smaller sizes. A linear operator is decomposable (see (3)) if and only if its matrix is decomposable.
The second problem in (16) is reduced to the problem of classifying indecomposable ' matrices up to semiunitary similarity since each ' matrix is semiunitarily similar to a block-direct sum of indecomposable ' matrices, and this sum is uniquely determined up to semiunitary similarity of summands (17) (compare with (4)). This statement is proved by applying [19, Theorem 2] to a pair consisting of the Hermitian form x¨,¨y and a linear operator because by [19, Theorem 2] each system of sesquilinear forms and linear operators on a complex vector space is decomposed into a direct sum of indecomposable systems, and this sum is uniquely determined up to isomorphisms of summands.
For each a " rα 1 . . . α k s T P C kˆ1 , we define |a| :"
Therefore, if pα 1 , . . . , α n q are the coordinates of a vector u of a semiunitary space in an m-orthonormal basis and a 1 :" rα 1 . . . α m s T , then 
in which each B ii is a lower triangular matrix with the single eigenvalue λ i , each J m j pµ j q is of the form (12), and
Proof. Let A " r B 0 C D s be a ' matrix of A in an m-orthonormal basis. Changing the basis, we can reduce it by transformations S´1AS, in which S is an arbitrary nonsingular matrix of the form (15) . By Schur's triangularization theorem [13, Theorem 2.3.1], there exists a unitary matrix P such that P´1BP is lower triangular with eigenvalues in any prescribed order; we take them in the order λ 1 , . . . , λ 1 , λ 2 , . . . , λ 2 , . . . , λ s , . . . , λ s .
There exists a nonsingular matrix Q such that Q´1DQ is a Jordan matrix. Replacing A by pP ' Qq´1ApP ' Qq, we reduce A to the form (19) , in which the blocks C ij may not satisfy (20) .
If (20) does not hold, then we take the first C pq ‰ 0 with λ p ‰ µ q in the sequence C 1s , C 1,s´1 , . . . , C 11 , C 2s , C 2,s´1 , . . . , C 21 , . . . .
Take S :" " Im 0 X I ‰ , in which X " rX ij s is a block matrix partitioned conformally with rC ij s, and X ij " 0 if pi, jq ‰ pp, qq. Then all blocks of A outside of rC ij s and all blocks C ij that precede C pq in (21) coincide with the corresponding blocks of A 1 " S´1AS. The block C pq becomes
In the same manner, we take the first nonzero block C 1
. . , C 1 21 , . . . , make it zero, and so on, until we obtain a matrix (19) satisfying (20) .
if and only if A is reduced to A 1 by a finite sequence of the following transformations:
(i) a unitary row-transformation in rB 0s, then the inverse unitary columntransformation in r B C s (thus, B is reduced by transformations of unitary similarity);
(ii) an elementary row-transformation in rC Ds, then the inverse columntransformation in r 0 D s (thus, D is reduced by transformations of similarity);
respectively, in which R 1 is a unitary matrix, R 2 is an elementary matrix, and R 3 is a matrix with only one nonzero entry. Each nonsingular matrix S of the form (15) is a product of matrices of the form (22) , and so the transformation A Þ Ñ S´1AS is a sequence of transformations of types (i)-(iii).
Proof of Theorem 1
Let A be an indecomposable bounded operator on a semiunitary space U and 0 ‰ U 0 ‰ U. Let λ be an eigenvalue of A 0 . There is a semiorthonormal basis, in which the ' matrix A of A has the form (19) with µ 1 " λ.
Proof of Theorem 1(a)
If λ is not an eigenvalue of A 1 , then C 11 , . . . , C 1s are zero by Lemma 5, in this case J m 1 pµ 1 q is a block-direct summand. Since A is indecomposable, A " J m 1 pµ 1 q, hence U " U 0 , which contradicts the condition 0 ‰ U 0 ‰ U. Therefore, λ is an eigenvalue of A 1 . By Lemma 5, we can take λ s " λ.
Proof of Theorem 1(b)
Replacing A by A´λ1, we make λ " 0. Then B 0 :" B ss has the eigenvalue 0 and the other B ii are nonsingular. Using transformation (ii) from Lemma 6, we reduce A to the form A "
in which B 2 and K are nonsingular, B 0 has only the eigenvalue 0, and n 1 , n 2 , . . . P t0, 1, 2, . . . u (if n i " 0, then J i p0 n i q is absent). If there exists F ij ‰ 0 with j ě 2, then let F pq be the first nonzero block in the sequence F 22 , F 33 , F 32 , F 44 , F 43 , F 42 , . . . .
We make F pq " 0 by adding linear combinations of columns of I np to columns of F pq (transformation (iii) from Lemma 6); these transformations and the inverse row-transformations do not change the blocks that precede F pq in (24). We repeat this reduction until we obtain F i2 " F i3 "¨¨¨" F ii " 0 for all i. If there exists E ij ‰ 0, then let E pq be the first nonzero block in the sequence
Adding linear combinations of rows of B 2 to rows of E pq , we make E pq " 0; these transformations and the inverse transformations of columns do not change the blocks that precede E pq in (25). We repeat this reduction until we make E ij " 0 for all i, j and obtain
A linear combination of rows of F i1 with i ą 1 can be added to any row of F 11 ; the inverse transformation of columns do not change A. A linear combination of rows of F 31 can be added to any row of F 21 ; the inverse transformation of columns spoils the second block to the right of I n 2 ; we restore it adding linear combinations of rows of I n 3 ; the inverse transformation of columns do not change A. In a similar way, a linear combination of rows of F i1 can be added to any row of F j1 with j ă i.
Let us consider the matrix
formed by all blocks F i1 . Let pˆq be the size of F . If its rows are linearly dependent, then we make a zero row by transformations (27), which is impossible since A is indecomposable and U 0 ‰ U. Hence, the rows of F are linearly independent, and so p ď q. However, p is the geometric multiplicity of the eigenvalue 0 in A 0 and q is the algebraic multiplicity of 0 in A 1 , which proves Theorem 1(b).
Proof of Theorem 1(c)
Let A be given by the matrix (23), in which B 2 and K are nonsingular and B 0 has only the eigenvalue zero. By transformations of unitary similarity, we reduce B 0 to the form rB 3 0s, in which the columns of B 3 are linearly independent. Then we join to K all blocks J i p0 n i q with the exception of one block J k p0 n k q with n k ‰ 0 and obtain A "
We make zero all blocks E i and G i by transformations (iii) from Lemma 6 as follows. If the first nonzero block in the sequence
is G i , then we make G i " 0 by adding linear combinations of rows that cross B 3 . If the first nonzero block in (29) is E i , then we made E i " 0 by adding linear combinations of rows that cross B 2 . All preceding blocks in (29) remain zero under these transformations and the inverse transformations. We reduce H 1 , H 2 , . . . , H k by transformations (ii) from Lemma 6 as follows. If
in which all blocks are n kˆnk and R 1 is nonsingular, then RJ k p0 n k qR´1 " J k p0 n k q, and so we can reduce (β) For any c P C, q ‰ 0, i, and j, adding row i of H p multiplied by c to row j of H p`q simultaneously for all p " 1, 2, . . . , k´q.
(γ) Elementary transformations of columns of H.
We make We repeat this reduction until we obtain
If the last row of H k is zero, then the last row is zero in all H i , which contradicts the indecomposability of A and U 0 ‰ U. Hence n k " r 1`¨¨¨`rk , which is the number of blocks J k p0q in the Jordan canonical form of A 0 . This proves Theorem 1(c) since n k ď h and h is the geometric multiplicity of 0 in A 1 .
Proof of Theorem 2
Proof of Theorem 2(a)
It suffices to show that for each indecomposable seminormal operator there exists an orthonormal basis in which its ' matrix has the form (13); the uniqueness of the block-direct sum follows from (17) .
Let A be an indecomposable seminormal operator on a semiunitary space U. There is a semiorthonormal basis, in which its ' matrix has the form (19) . Since A 1 is normal, we can take all B ii " λ i I and B ij " 0 if i ‰ j. Since A is indecomposable and (20) holds, A has a single eigenvalue λ.
If U 0 " 0, then A " rλs 1 . If U 0 " U, then A " rJ n pλqs 0 . Let 0 ‰ U 0 ‰ U. It is sufficient to consider the case λ " 0. There is a semiorthonormal basis, in which the ' matrix of A has the form (26) with B 0 " 0 and without B 2 and K. Its submatrix (28) has linearly independent rows; it is reduced by elementary column-transformations, elementary rowtransformations within each F i1 , and the transformations (27). Using these transformations, we reduce F t1 to the form rI 0 . . . , 0s, and then make zero all the entries of F over I. Since A is indecomposable, F " F t1 " r1s, and so A " rJ t p0qs 1 .
Proof of Theorem 2(b)
Let F : UˆU Ñ C be a sesquilinear form on a semiunitary space U. Let F " r A B C D s be its ' matrix in a semiorthonormal basis. Changing the basis, we can reduce F by transformations of semiunitary *congruence S˚F S, in which S is a nonsingular matrix of the form (15) .
C D s is semiunitarily *congruent to a ' matrix F 1 " "
if and only if F is reduced to F 1 by a sequence of the following transformations:
(i) a unitary row-transformation in rA Bs, then the *congruent columntransformation in r A C s (thus, A is reduced by transformations of unitary *congruence);
(ii) an elementary row-transformation in rC Ds, then the *congruent column-transformation in r B D s (thus, D is reduced by transformations of *congruence);
(iii) adding row i of rC Ds multiplied by c P C to row j of rA Bs, then adding column i of r B D s multiplied byc to column j of r A C s. Proof. This lemma follows from the fact that each nonsingular matrix S of the form (15) is a product of matrices of the form (22) .
A ' matrix is indecomposable for semiunitary *congruence if it is not semiunitarily *congruent to a block-direct sum of ' matrices of smaller sizes. By analogy with the proof of (17), we apply [19, Theorem 2] to a pair consisting of the Hermitian form x¨,¨y and a sesquilinear form and obtain that each ' matrix is semiunitarily *congruent to a block-direct sum of ' matrices that are indecomposable for semiunitary *congruence, and this sum is uniquely determined, up to semiunitary *congruence of summands.
, in which A˚" A and D˚" D, be a Hermitian ' matrix that is indecomposable with respect to semiunitary *congruence. Due to (30), it suffices to prove that F is semiunitarily *congruent to exactly one ' matrix of the form (14) .
We reduce D to the form I 'p´Iq'0 by transformations (ii) from Lemma 7. Make zero the entries of B over I and´I by transformations (iii).
If D ‰ 0, then F is r1s 0 or r´1s 0 since F is indecomposable for semiunitary *congruence.
Let D " 0. We reduce B to the form I ' 0 by transformations (i) and (ii), partition A, and obtain Make Y " 0 and X " 0 by additions of linear combinations of columns of r B 0 s (transformations (iii)). Then reduce Z to a real diagonal matrix by transformations (i). Since F is indecomposable for semiunitary *congruence, it is r 0 1 1 0 s 1 , rλs 1 pλ P Rq, or r0s 0 , which proves Theorem 2(d).
6. An algorithm for reducing to canonical form of matrices of systems of linear mappings on semiunitary spaces
Semiunitary representations of quivers
Let m " pm 1 , . . . , m l q and n " pn 1 , . . . , n r q be two sequences of nonnegative integers. An mˆn matrix is a block matrix M " rM ij s l i"1 r j"1 , in which every block M ij is m iˆnj (thus, some horizontal and vertical strips can be empty).
A quiver is a directed graph, in which loops and multiple edges are allowed. Its semiunitary representation is given by assigning a semiunitary space to each vertex and a linear mapping of the corresponding spaces to each arrow. Example 1. Let us consider the quiver Q and its semiunitary representation R:
in which U, V, W are semiunitary spaces and A, B, . . . , G are linear mappings. Choosing semiorthonormal bases in the spaces U, V, W , we give these mappings by their matrices A, B, . . . , G. Changing the bases, we can reduce them by transformations
where S u , S v , S w are the transition matrices of the form (15) . Therefore, the problem of classifying semiunitary representations of the quiver Q is the problem of classifying matrix tuples pA, B, . . . , Gq up to transformations (32) given by nonsingular matrices of the form (15).
Transformations of pΛ, Uq-similarity
Recall that a matrix algebra is a vector space of matrices of the same size that contains the identity matrix and is closed with respect to multiplication.
The following definition of a reduced algebra is given in [21, Definition 1.1] over an arbitrary field. The term "reduced" is used because for every algebra Ξ Ă C nˆn there exists a nonsingular matrix P P C nˆn such that P´1ΞP is a reduced matrix algebra (see [ (b) Let Γ be a basic reduced algebra over C, and let n " pn 1 , . . . , n t q be a sequence of nonnegative integers such that n i " n j if i « j. A reduced algebra Λ :" Γ nˆn is the algebra of nˆn matrices that consists of all upper block triangular nˆn matrices
in which all diagonal blocks satisfy the condition
and all blocks above the diagonal satisfy the system of equalities ÿ Thus, Λ as a complex vector space is a direct sum of vector spaces
in which ∆ consists of block diagonal martices S 11 ' S 22 '¨¨¨' S tt and Υ consists of block triangular matrices with zero block diagonal. Let Λ be a reduced algebra of nˆn matrices, and let U Ă T be closed under the relation « from (33); that is, i P U and i « j imply j P U. Denote by GpΛ, Uq the group of all nonsingular nˆn matrices S P Λ satisfying the following condition:
If all n i in n " pn 1 , . . . , n t q are nonzero, then the algebra Λ, its partition nˆn, the equivalence relation (33), and the set U are uniquely determined by the group GpΛ, Uq due to the structure of its matrices.
We say that two matrices M and N are pΛ, Uq-similar and write M " pΛ,U q N if there exists S P G pΛ, Uq such that S´1MS " N. Proof. For the sake of clarify, we prove the lemma for the quiver Q in (31). Let us choose semiorthonormal bases in the spaces U, V, W and interchange the basis vectors such that the matrices of scalar products are given by the matrices
Let A, B, . . . , G be the matrices of a semiunitary representation R from (31). The transition matrices that preserve (40) have the form
in which U 3 , V 3 , W 3 are unitary matrices. Let us construct by A, B, . . . , G the matrix
fi ffi ffi fl .
therefore, the blocks A, B, . . . , G are reduced as in (32).
The matrices of the form
compose the group G pΓ nˆn , Uq, and so
• T " t1, 2, . . . , 8u, in which 5 « 7 and 6 « 8;
• the system of equations (35) consists of the equations
and s 56 " s 78 ;
• U " t2, 4, 6, 8u;
• n :" pm 1 , m 2 , n 1 , n 2 , r 1 , r 2 , r 1 , r 2 q.
6.4. An algorithm for reducing matrices to canonical form under pΛ, Uqsimilarity In this section, we give an algorithm for reducing an nˆn matrix M to a canonical form M can under pΛ, Uq-similarity.
A brief sketch of the algorithm is as follows. We start from a triple pM, Λ, Uq that consists of an nˆn matrix M, a reduced algebra Λ of nˆn matrices, and a set U Ă T closed under «.
• First we order the blocks of M as follows:
• Take the first block M pq that is changed by admissible transformations and reduce it to its canonical form M 1 pq , which we describe below. • Restrict the set of admissible transformations to those that preserve M 1 pq and refine the partition in accordance with the partition of M 1 pq .
We obtain a new triple pM 1 , Λ 1 , U 1 q, in which M 1 is pΛ, Uq-similar to M and Λ 1 Š Λ. We repeat this construction until we obtain the sequence pM, Λ, Uq, pM 1 , Λ 1 , U 1 q, pM 2 , Λ 2 , U 2 q, . . . , pM pkq , Λ pkq , U pkq q,
in which k ě 0 and M pkq is pΛ pkq , U pkq q-similar only to itself. The obtaining matrix M can :" M pkq is the canonical form of M under pΛ, Uq-similarity since we prove in Theorem 3 that
Let us construct pM 1 , Λ 1 , U 1 q. We say that a block M ij of M is stable if it is not changed by pΛ, Uq-similarity transformations. Let M ij be stable.
• If i « j, then M ij " a ij I for some a ij P C since M ij is not changed by transformations S´1 ii M ij S jj , in which S ii " S jj is an arbitrary nonsingular or unitary matrix.
• If i ff j, then M ij " 0 (we put a ij " 0) since it is not changed by transformations S´1 ii M ij S jj , in which S ii and S jj are arbitrary nonsingular or unitary matrices.
If all blocks of M are stable, then M is invariant under pΛ, Uq-similarity; we put M can :" M. Suppose that not all blocks of M are stable.
Let M pq be the first nonstable block with respect to the ordering (41), and let p P P and q P Q, where P, Q P T { « are equivalence classes. If M 1 :" S´1MS, in which S P G pΛ, Uq has the form (36), then the pp,block of the matrix MS " SM 1 is
pq`S p,p`1 a p`1,q`¨¨¨`Spt a tq , (43) in which we remove all summands with a ij " 0; their sizes may differ from the size of M pq .
In the following cases, we reduce M pq to some simple form M 1 pq and restrict the set of pΛ, Uq-similarity transformations to those that preserve M 1 pq . Thus, we take
where pXq pq denotes the pp,block of X.
Case I: pMEq pq ‰ pEMq pq for some E P Υ (see (39)). This means that the r PQ equalities (38) with pI, J q " pP, Qq do not imply a p1 S 1q`ap2 S 2q`¨¨¨`ap,q´1 S q´1,q " S p,p`1 a p`1,q`¨¨¨`Spt a tq (45) (see (43)). Take S P G pΛ, Uq of the form (36) with pS 11 , S 22 , . . . , S tt q " pI, . . . , Iq that satisfies (43) with M 1 pq " 0. We obtain M 1 " S´1MS, in which M 1 pq " 0. The reduced algebra Λ 1 defined in (44) consists of all S P Λ satisfying (45) (we add it to the system (38)), its decomposition (39) has the form Λ 1 " ∆ ' Υ 1 with the same ∆. We have n 1 " n, and U 1 " U.
Case II: pMEq pq " pEMq pq for all E P Υ. This means that the r PQ equalities (38) with pI, J q " pP, Qq imply (45). Then (43) simplifies to M pq S" S pp M 1 pq ; that is,
In each of the following subcases, we reduce M pq to some simple form.
In the sequel, we use only those S pp and Sthat preserve this form. Thus,
in which Υ is the same as in (39).
Subcase II(a): p ff q and p, q R U. Then S pp and Sin (46) are arbitrary nonsingular matrices. We choose S P G pΛ, Uq such that
The algebra Λ 1 consists of all S P Λ for which
that is, for which S pp and Shave the form
We make the additional partition of the matrices of Λ extending the partitions of S pp and S, and rewrite the equalities (37) and (38) for smaller blocks.
Subcase II(b): p ff q, p P U, and q R U. Then S pp is unitary and Sis nonsingular. We reduce M pq to the form (47). The equality (48) with unitary S pp implies (49) with P 2 " 0 and unitary P 1 and P 3 . Hence, Λ 1 consists of all S P Λ, in which S pp and Sare of the form (49) with P 2 " 0; P 1 and P 3 are unitary in the matrices of G pΛ 1 , U 1 q.
Subcase II(c): p ff q, p R U, and q P U. Then S pp is nonsingular and Sis unitary. We reduce M pq to the form (47). The equality (48) with unitary Simplies (49) with Q 2 " 0 and unitary Q 1 and Q 3 .
Subcase II(d): p ff q and p, q P U. Then S pp and Sare unitary. We reduce M pq by transformations (46) to the form M 1 pq " a 1 I '¨¨¨' a k I ' 0 with real a 1 ą¨¨¨ą a k ą 0.
If S pp M 1 pq " M 1 pq Swith unitary S pp and S, then they have the form 
All commuting with M 1 pq matrices form a reduced algebra with equations (34) of the form x ij " x i 1 j 1 and x ij " 0 (see [21, Section 1.3] ).
Subcase II(f ): p « q and p, q P U. Then S pp " Sis a unitary matrix. We reduce M pq by transformations (46) to the form 
Let Ă M 1 pq be obtained from M 1 pq by replacing all F ij with r F ij of the same sizes such that the columns of r F i,i`1 are linearly independent if λ i " λ i`1 . The equality S pp M 1 pq " Ă M 1 pq S pp implies that S pp " S 1 '¨¨¨' S k , in which each S i has the same size as λ i I (see [20, Lemma 2.1(b)]). The algebra Λ 1 consists of those matrices S P Λ, in which S pp has the form S 1 '¨¨¨' S k . Note that in this subcase we have reduced only the diagonal blocks λ 1 I, . . . , λ k I and the zero blocks of M 1 pq under them; the blocks F ij are reduced in next steps of the algorithm. Theorem 3. Let Γ Ă C tˆt be a basic reduced algebra, and let U Ă t1, . . . , tu be closed under the equivalence « from (33). Let n " pn 1 , . . . , n t q be a sequence of nonnegative integers such that n i " n j if i « j. Then each nˆn complex matrix M is pΓ nˆn , Uq-equivalent to the matrix M can constructed by the algorithm. Two nˆn complex matrices M and N are pΓ nˆn , Uq-equivalent if and only if M can " N can .
