University of Wollongong

Research Online
University of Wollongong Thesis Collection

University of Wollongong Thesis Collections

2003

Scalable routing strategies for mobile ad hoc
networks
Mehran Abolhasan
University of Wollongong

Recommended Citation
Abolhasan, Mehran, Scalable routing strategies for mobile ad hoc networks, Doctor of Philosophy thesis, School of Electrical,
Computer and Telecommunications Engineering, University of Wollongong, 2003. http://ro.uow.edu.au/theses/1958

Research Online is the open access institutional repository for the
University of Wollongong. For further information contact the UOW
Library: research-pubs@uow.edu.au

Scalable Routing Strategies for Mobile A d Hoc
Networks

A thesis submitted in fulfilment of the
requirements for the award of the degree of
Doctor of Philosophy
from
THE UNIVERSITY OF WOLLONGONG
by
Mehran Abolhasan
Bachelor of Computer Engineering (Hons)

SCHOOL OF ELECTRICAL, COMPUTER
AND TELECOMMUNICATIONS ENGINEERING
2003

Abstract

The 1990s have seen a rapid growth in research interests in Mobile A d hoc Networking. The infrastructureless and the dynamic nature of these networks demand n e w set
of networking strategies to be implemented in order to provide efficient end-to-end
communication. This, along with the diverse application of these networks in m a n y
different scenarios such as battlefield and disaster recovery, have seen M A N E T s being researched by m a n y different organisations and institutes. M A N E T s employ the
traditional TCP/IP structure to provide end-to-end communication between nodes.
However, due to their mobility and the limited resource in wireless networks, each
layer in the TCP/IP model requires redefinition or modifications to function efficiently in a M A N E T . O n e interesting research area in M A N E T is routing. Routing in
the M A N E T s is a challenging task and has received a tremendous amount of attention from researches. This has led to development of m a n y different routing protocols
for M A N E T s , and each author for each protocol proposed argues that their strategy
provides an improvement over a number of different strategies in the literature for a
given network scenario. Therefore, it is quite difficult to determine which protocols
m a y perform best under a number of different network scenarios, such as large node
density and traffic.

In this thesis we investigate the scalability of the current routing protocols desig
for M A N E T s and propose a number of different routing strategies to provide higher
levels of scalability. The proposed strategies use the services provided by a Global
Positioning System (GPS) to achieve their objectives.
Our study begins by describing the research question for this thesis and provide a
theoretical performance comparison between a number of different types of solutions
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presented to solve this problem.
Next, we propose a proactive routing strategy called Minimum Displacement Update
Routing ( M D U R ) along with a number of different variations and improvements to
this strategy. M D U R , uses notion of m i n i m u m topology change to reduce the number
of routing overhead packets and hence provide higher scalability.
We then introduce three different routing strategies which are based on point-topoint on-demand routing, such as in A d hoc On-demand Distance Vector ( A O D V ) .
Location-based Point-to-point Adaptive Routing (LPAR), presents different location tracking strategies which reduce the number of re-broadcasting nodes during
the route discovery phase when the source node has location information or previous knowledge about the destination. It also presents a number of different strategies to reduce the effect of route failure during data transmission. L P A R - S , extends
L P A R by performing routing over stable links only. Position-based Selective Flooding (PSF), presents a new approach to discovering routes when the source node has
no previous knowledge about the destination. This strategy reduces the number of
retransmitions to a set of nodes which lie within the forwarding region of the previously retransmitting node. W e present a simulation study for each routing strategy
and propose a number of variations and improvements for them.
Finally, we propose a new hybrid routing protocols for MANETs. We refer to this
protocol as Dynamic Zone Topology Routing ( D Z T R ) . D Z T R uses a combination
of our dynamic zone creation algorithms and a number of different location tracking
strategies to provide high levels of scalability in large M A N E T s consisting of large
volumes of traffic. W e investigated the performance of D Z T R by theoretical analysis
and simulations. Our results indicate that D Z T R scales higher than a number of
different types of routing protocols proposed in the literature.
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Chapter 1
Introduction

1.1 Background
1.1.1 Mobile Ad Hoc Networks
Ever since the early 1990s the use and demand for mobile wireless networks and
devices has continued to grow. This is largely due to the ever growing popularity of mobile phones. The parallel growth in popularity of the Internet has sparked
n e w interests in providing Internet type applications over mobile wireless networks.
Traditionally, mobile wireless networks can be classified into two categories: infrastructured and infrastructureless. The infrastructured networks are coordinated by a
centralised controller (also k n o w n as a base station or an access point), which directs
the flow of traffic to and from each end-user node. The infrastructureless (also k n o w n
as ad hoc) networks are m a d e up of end-user nodes only. This means all nodes in the
networks are capable of transmitting, receiving and routing data to different nodes in
their network without using the services of a base station (used in cellular networks).
In ad hoc networks, nodes can be fixed (static) or mobile and a mixture of both. The
ad hoc networks which have mobile nodes are commonly referred to as Mobile A d
hoc Networks (or M A N E T s ) . In M A N E T s , each node is characterised by its transmission range, which is limited by the transmission power, attenuation, interference
and the terrain topology. Direct communication can occur between two intermediate
nodes if they are within each other's transmission range. In-direct communication
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Figure 1.1 A mobile A d hoc network made up of three mobile nodes.

can be established by determining a route through a number of intermediate nodes
between the source and the destination. For example, in Figure 1.1, node A and node
B can communicate directly, since they are both in each others transmission range,
whereas node C and node A must establish a route through node B to be able to
communicate.

1.1.2 Applications
MANETs are useful in dynamic networking environments where the topology of
the network changes continuously. They are also useful in areas where a networking infrastructure cannot be easily implemented. S o m e typical applications of these
networks include:

• Coordinating military operations in the battlefield
• Disaster Relief operations
• Conferencing
• Sensor networking
• Vehicular networking
• Personal Area Networks

In the highly dynamic battlefield environment (see figure 1.2), efficient communications between different types of forces m a y give a significant advantage to one side
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Side A

Side B

Figure 1.2 Military communication in a mobile ad hoc network.

over the other. In the disaster relief operations, the search and rescue teams can
dinate their effort using M A N E T s to save the victims of fire, hurricane, earth quakes
and other natural disasters. During conferences or exhibitions, where a temporary
networking infrastructure m a y be required, M A N E T s m a y provide a more cost effective and rapid implementation solution than wired networks. In sensor networking, M A N E T s can be used to control mobile devices to gather data in contaminated
areas instead of sending an emergency team. In vehicular networking, M A N E T s
can be used to control traffic in the city by providing drivers with up-to-date traffic
information from the surrounding streets and intersections. Another application for
M A N E T s is to provide communication between small devices in a Personal Area
Network (PAN) with a dynamic networking environment. For example, a number
of people in a shopping mall carrying small devices such as Personal Digital Assistants (PDAs) can interact with each other using M A N E T s . A M A N E T can be
formed among P D A s equipped with Bluetooth [8]. Bluetooth is a short range radio
device, which can provide communication links between mobile devices in a small
networking environment [71].

1.1.3 Challenges
The applicability of MANETs to a variety of different applications (mentioned earlier) have attracted interest from many different organisations such as large companies, governments and universities. This has m a d e M A N E T s one of the most
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highly researched areas in wireless local area networking. The current research in
M A N E T s ranges throughout all layers in the TCP/IP model, as the very nature of
these networks demand some redesign for each layer in order to provide efficient
end-to-end communication. Furthermore, before M A N E T s can be used successfully
in the scenarios described in the previous sections, a number of critical issues need
to be addressed:

• Bandwidth: The capacity of wireless networks is significantly lower than the
capacity of wired networks. Route discovery and updates m a y cause significant
bandwidth problems as the size or the density of the network grows.
• End-to-End Delay: Data packet travelling between two nodes m a y experience
long delays. This can be due to route re-calculation as a result of broken links,
queueing for gaining access to the transmission m e d i u m due to heavy channel
contention, processing delay at each node and traffic bottle necks (intermediate
nodes which receive packets from m a n y different locations).
• Energy (power): Each mobile node must carry a mobile power supply (such
as a battery). Periodic route updates, beaconing and data transmission can
consume significant amount of battery power, which m a y require each node
m a y need to frequently re-charge their power supply. This means that each
node has to minimise processing to preserve battery, thus lean (lightweight)
protocols are desriable.
• Security: Since each node in a M A N E T broadcasts via radio channel, there
is high security risk from eaves dropping, spoofing and denial-of-service and
other types of attacks from rogue users [63] [67].
• Quality of Service (QoS): Each node in the network m a y be transmitting different types of information with different levels of importance. Therefore, the
available resource in the network must be distributed in such a way that each
user gets different levels of access according to the level of service they require.
The dynamic nature of M A N E T s along with the limited resources which varies
with time, (such as bandwidth, battery power, storage space) makes providing
of Q o S a challenging problem.
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• Scalability: A s the size and the density of the network, in terms of the number
of nodes and amount of traffic, grows, the efficiency of routing and data transmission begins to suffers. This is because access to resources such as bandwidth and the wireless m e d i u m becomes more competitive. This m a y result in
packet loss, long delays and creation of traffic bottlenecks (one intermediate
node m a n y be in the path to m a y required destinations).

1.2 Thesis definition and objectives
This thesis investigates the scalability of mobile ad hoc network routing protocols,
which is defined here as:

• The ability to provide efficient end-to-end communication as traffic and the
number of nodes in the network increases.

The aim of this thesis is to show that it is possible to design a highly scalable mobi
ad hoc network. The specific objectives of this thesis are:

• Examine the scalability of different types of routing protocols (such as proactive, reactive and hybrid) under a number of different networking conditions.
• Determine which protocol characteristics have an impact on the level of scalability in the network.
• Propose strategies which can increase the scalability of different types of routing protocols.
• Design a highly scalable routing architecture for mobile ad hoc network.

1.3 Thesis Overview
The rest of this thesis is organised as follows. In Chapter 2 we describe a number
of different types of routing protocols proposed for M A N E T s . W e categorise each
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protocol into different groups and provide a performance comparison for each group.
This is then followed by a performance comparison between all the different groups.
In Chapter 3 we present a new route updating strategy, which aims to increase the
scalability of proactive routing protocols by using the notion of "minimum topology
change" updates. W e refer to this strategy as M i n i m u m Displacement Update Routing ( M D U R ) . W e implemented a Hierarchical version of M D U R ( H M D U R ) on the
top of Fisheye State Routing protocol (FSR) and compared its performance with F S R
using simulations. Furthermore, w e also present an alternative strategy to M D U R ,
which w e refer to as M i n i m u m Topology Change Update ( M T C U ) .
In Chapter 4 we propose a new on-demand routing discovery strategy. We refer to
this strategy as Location-based Point-to-point Adaptive Routing (LPAR). In L P A R , if
a node has a previous knowledge or location information about a required destination,
it then introduces a number of different strategies to reduce route discovery overheads
and to reduce the effects of link failure during data transmissions.

Chapter 5 presents a new route discovery strategy, which aims to reduce the number
of rebroadcasting nodes when the source node has no previous knowledge about the
destination. W e refer to this strategy as Position-based Selective Flooding (PSF). In
PSF, only a selected number of nodes which fall within a calculated region (which w e
refer to as the Forwarding Region (FR)) will rebroadcast the Route Request ( R R E Q )
packets. W e also present a number of different alternative strategies and variations
which can be used instead of/or to improve the performance of PSF.
In Chapter 6 we present a new hybrid routing strategy which builds on the top of
the ideas presented in the previous Chapters. W e refer to this strategy as Dynamic
Zone Topology Routing (DZTR). In D Z T R , the nodes in the network are grouped
into a number of dynamically created zones. The structure within each zone is maintained proactively and the routes to the nodes within different zones are determined
when they are required by using a number of different location tracking and updating
strategies.
In Chapter 7 we present our conclusions and recommendations based on the study
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w e carried out in this thesis and a discussion for possible future work for this area.

1.4 Accomplishments and contributions
The following is a summary of our accomplishments and contributions, which are
further elaborated throughout this thesis and in our publications:

• Investigation the performance of a wide range of routing protocols proposed for M A N E T s . Furthermore, w e organised each protocol into different
groups and provided a critical performance comparison between the protocols
within each group and between the different groups.
• Proposition of a n e w route update strategy ( M D U R ) which is designed to
improve the performance of proactive routing protocols. W e simulated a
variation of M U D R , which w e called H M D U R and found that this strategy
significantly reduces route updating overheads and scales better as the number
of nodes are increased in the network when compared to FSR. W e also proposed an alternate strategy to M D U R , which w e refer to as M i n i m u m Topology
Change Updates ( M T C U ) (Chapter3).
• Design of an on-demand routing strategy, which w e call Location-based
Point-to-point Adaptive Routing ( L P A R ) . This protocol utilises a 3-state
route discovery strategy to reduce the number of redundant retransmissions
during the route discovery phase. It also introduces an alternative route selection strategy, which reduces the number of route failures during data transmission. Furthermore, w e introduced a stable route selection strategy, which
can be used in conjunction with L P A R to increase the stability of the chosen
routes. W e also proposed a number of alternative strategies and improvements
for L P A R (Chapter 4).
• Introduction of a novel flooding strategy called Position-based Selective
Flooding (PSF). This flooding strategy reduces the number of route request
retransmissions when the source node has no prior knowledge about the destination. W e implemented P S F on the top of L P A R and found that it signif-
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icantly increases scalability as the number of nodes and the volume of traffic
is increased. Furthermore, w e proposed a number of variation for PSF, which
can further improve its performance in M A N E T s (Chapter 5).
• Introduced a hybrid routing strategy called Dynamic Zone Topology Routing ( D Z T R ) , which proposes a number of different novel ideas. D Z T R
groups the nodes in close proximity of each other into zones, by using a dynamic zone creation strategy. This strategy does not rely on a cluster-head, root
node or a static grid to function. Each nodes location is determined by using a
combination of different location tracking strategies, which produce the least
amount of overheads. Our simulation results show that D Z T R can scale well
in large networks which have high levels of traffic (Chapter 6).
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2. M.Abolhasan, T.A.Wysocki, and E.Dutkiewicz: "A scalability study of mobile ad
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6. M.Abolhasan, T.A.Wysocki, and E.Dutkiewicz: "Location-Based Point-to-point
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Chapter 2
Review of Current Routing Protocols
for Mobile A d Hoc Networks
2.1 Classification of Current Routing Protocols
The limited resources in MANETs have made designing of an efficient and reliable
routing strategy a very challenging problem. A n intelligent routing strategy is required to efficiently use the limited resources while at the same time being adaptable
to the changing network conditions such as: network size, traffic density and network
partitioning. In parallel with this, the routing protocol m a y need to provide different
levels of Q o S to different types of applications and users.
Prior to the increased interests in wireless networking, in wired networks two main
algorithms were used. These algorithms are c o m m o n l y referred to as the link-state
and distance vector algorithms. In link-state routing, each node maintains an up-todate view of the network by periodically broadcasting link-state information about
links to its neighbouring nodes to all other nodes using a flooding strategy. W h e n
each node receive an update packet, they update their view of the network and their
link-state information by applying a shortest-path algorithm to choose the next hop
node for each destination. In distance-vector routing, for every destination x, each
node i maintains a set of distances D^ where j ranges over the neighbours of node
i. N o d e i selects a neighbour, k, to be the next hop for x if Dfk = m m , {7} •*,•}. This
allows each node to select the shortest path to each destination. T h e distance-vector
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Flat / Hierarchical

Figure 2.1 Catergorization of M A N E T routing protocols.

information is updated at each node by a periodical dissemination of the current
estimate of the shortest distance to every node [80]. The traditional link-state and
distance-vector algorithm are not highly scalable in large M A N E T s . This is because
periodic or frequent route updates in large networks m a y consume significant part of
the available bandwidth, increase channel contention and m a y require each node to
frequently recharge their power supply.
To overcome the problems associated with the link-state and distance-vector algorithms a number of routing protocols have been proposed for M A N E T s . These protocols can be classified into three different groups (as illustrated in Figure 2.1) :
Global/Proactive, On-demand/Reactive and Hybrid. In proactive routing protocols,
the routes to all the destination (or parts of the network) are determined from the start
up, and maintained by using a periodic route update process. In reactive protocols,
routes are determined w h e n they are required by the source using a route discovery process. Hybrid routing protocols combine the basic properties of the first two
classes of protocols into one. That is, they are both reactive and proactive in nature. Each group has a number of different routing strategies, which employ a Flat
or a Hierarchical routing structure (Routing structures are described in the following
section).
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The rest of this chapter is organised as follows. Section 2.2 presents a discussion
on a number of different routing strategies proposed for M A N E T s . Sections 2.3, 2.4
and 2.5 provide descriptions and theoretical performance comparison for proactive,
reactive and hybrid routing protocols respectively. Sections 2.6 compares all three
different categories together and Section 2.7 presents the conclusions.

2.2 Routing Structures
Current MANET routing protocols employ two different routing structures, these are
flat and hierarchical. In routing protocols which employ a flat routing structure all
nodes in the network are treated equally, which means that they are all capable of
routing, receiving and transmitting data. This makes implementation of these protocols simpler than hierarchical routing protocols as there is no need to implement
strategies to maintain the network structure or assign different nodes to perform different tasks, such as routing or forwarding data. However, withflatrouting strategies
(e.g. D S R [ 4 4 ] and DSDV[70]), route discovery (in on-demand routing) or route updates (in proactive routing) will generate globally propagating control packets. This
means that as the size of the network grows and traffic grows the scalability will
suffer.
Hierarchical routing protocols attempt to reduce (or eliminate) globally propagating
overhead by limiting the propagation scope or by assigning only certain nodes to
perform routing. Hierarchical routing strategies can be classified into three groups,
these are: Cluster-based, Tree-based and Zone-based routing (as shown in Figure
2.2).
In cluster-based routing strategies, nodes are grouped into a number of clusters.
Therefore, the network can be seen as a number of clusters (or a hierarchy of clusters). Each cluster has a node, which is usually referred to as the cluster-head
(as shown in Figure 2.3), which coordinates the transfer of data between different
clusters. Cluster-heads are chosen using a cluster-head selection algorithm in each
cluster. Cluster-based routing protocols (such as H S R [ 6 9 ] and CBRP[42]), use the
cluster-head to reduce the effects offlooding.However, they introduce a performance
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Figure 2.3 Illustration of a typical cluster-based network

bottle-neck to the system, by restricting data transmission to occur only through
cluster-heads. This means that the node which is selected as the cluster-head will
be subject to constant flooding of data from the nodes which reside within its cluster.
Another problem is that as the number of nodes in each cluster grows, longer delays
m a y be experienced before a node can get access to the cluster-head.

In tree-based routing strategies, the entire network is seen as a forest, which contai
a number of trees. Each tree is m a d e up of a number of nodes which are connected
to a root node (see Figure 2.4). T h e root node determines the structure of the tree by
stating the size of each branch, whether and h o w a tree can join with another tree.

03300610 2
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Figure 2.4 Illustration of a tree-based network

The nodes in different trees can communicate with each other through contact nodes.
Contact nodes are nodes which are in a transmission range of one or more nodes
in different trees. For example, two trees Ta and T& are in contact if there exists a
node x e Ta and y e Tb such that x and y form a bi-directional link. These nodes
are referred to as contact nodes or nodes which form a bridge. Tree-based routing
structures can be used to reduce flooding by sending routing packets through certain
areas of the tree which are aware of their surrounding neighbours. For example, in
D S T [73], routing packets travel through the edges of a tree using a mechanism called
shuttling, until the destination is reached otherwise the routing packet is sent to the
neighbouring trees via bridging nodes. The neighbouring trees will then query their
nodes using the shuttling until the destination is reached. However, these protocols
still suffer from single point of failure problem (root node), as do the cluster-based
protocols with the cluster-head.

Zone-based routing strategies eliminate the single point of failure problem described
earlier by defining a hierarchical routing structure, which do not rely on a single node
(such as a cluster-head) to coordinate data transfer or maintain a routing structure for
a small area. Instead, a number of nodes work together in a defined area called a
zone to perform routing. In zone-based routing protocols the network is divided
(or organised) into a number of zones. The nodes in each zone proactively maintain routes to every other node in their zone and determine routes for nodes outside
their zone reactively (on-demand). Zone-based networks can be classified into two
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Note: The dotted circles represent the routing zone for node A
and the dashed circle represents the routing zone for node S

Figure 2.5 Overlapping routing zones

categories: Overlapping zones (such as ZRP [32]) and non-overlapping zones (such
as Z H L S [43] and S L U R P [90]). In overlapping zone-based routing protocols (as
shown in Figure 2.5), each node determines its zone separately and maintains upto-date routes to all nodes within its zone. In non-overlapping zone-based protocols
(such as Z H L S ) , the network is divided into a number of zones, which form a grid
(as shown in Figure 2.6). This is usually done at the design stage for protocols which
use a static m a p (i.e. if the zone topology stays the same for the chosen region). Each
zone has a unique zone id, which is used by each node to associate itself with a zone.
It is also used to simplify the route discovery procedure and data transmission. For
example, in Z H L S , zone id and node id is used to send data from a source to a destination rather than using the complete source to destination address. The advantage
of this is that no one dedicated path is necessarily used to send data. This means
that link failure will not require another route to be discovered as long as data can be
forwarded towards the destination's current zone.
The disadvantage of a non-overlapping zone-based protocols such as ZHLS is that
the zone partitioning is done at the design stage. This means that all nodes must
have preprogrammed zone maps, which are identical for all nodes in the network,
or they must obtain a copy of the zone m a p before routing can occur. Static zone
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maps can be used in environments where the geographical boundaries of the network
are k n o w n (or can be approximated). Such environments include: shopping malls,
universities or large office buildings, where physical boundaries can be determined
(or approximated) and partitioned into a number of zones. However, in environments
where the geographical boundaries of the network are dynamic (i.e. can change from
time to time as nodes m a y travel to different regions), a static zone m a p cannot be
implemented. Examples of such networks include: the battlefield where the battle
scene m a y constantly m o v e from one region to another or in search-and-rescue operations in remote areas. In those environments, a dynamic zone topology is required.
In Chapter 6, w e propose two different dynamic zone creation algorithms. W e also
propose different information dissemination strategies to reduce routing overhead in
those networks.

2.3 Proactive Routing Protocols
In proactive routing protocols, each node maintains routing information to every
other node (or nodes located in a specific part) in the network. The routing information is usually kept in a number of different tables. These tables are periodically
updated and/or if the network topology changes. The difference between these protocols exist in the w a y the routing information is updated1, detected and the type
'Route update strategies are discussed further in Chapter 3
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of information kept at each routing table. Furthermore, each routing protocol m a y
maintain different number of tables. This section describes a number of different
proactive protocols and makes a performance comparison between them. That is
illustrated in Table 2.1 and Table 2.2. Note that the performance metrics in Table
2.2 represent the worst case (where each update packet travels globally through the
network) scenario for each routing protocol.

2.3.1 Destination-Sequenced Distance Vector (DSDV)
The DSDV algorithm [70] is a modification of DBF [6][26], which guarantees loop
free routes. It provides a single path to a destination, which is selected using the
distance vector shortest path routing algorithm. In order to reduce the amount of
control packets transmitted through the network, two types of update packets are
used. These are referred to as a "full d u m p " and "incremental" packets. The full
d u m p packet carries all the available routing information and the incremental packet
carries only the information changed since the last full dump. The incremental update
messages are sent more frequently than the full d u m p packets. However, D S D V still
introduces large amounts of overhead to the network due to the requirement of the
periodic update messages, and the overhead grows according to 0(N2).

Therefore

the protocol will not scale in large network since a large portion of the network
bandwidth is used in the updating procedures.

2.3.2 Wireless Routing Protocol (WRP)
The WRP protocol [60] also guarantees loops freedom and it avoids temporary routing loops by using the predecessor information. However, W R P requires each node
to maintain four routing tables. This introduces a significant amount of m e m o r y
overhead at each node as the size of the network increases. Another disadvantage of
W R P is that it ensures connectivity through the use of hello messages. These hello
messages are exchanged between neighbouring nodes whenever there is no recent
packet transmission. This will also consume a significant amount of bandwidth and
power as each node is required to stay active at all times (i.e. they cannot enter sleep
m o d e to conserve their power).
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Global State Routing (GSR)

The GSR protocol [14] is based on the traditional Link State algorithm. However,
G S R has improved the way information is disseminated in Link State algorithm by
restricting the update messages between intermediate nodes only. In G S R , each node
maintains a link state table based on the up-to-date information received from neighbouring nodes, and periodically exchanges its link state information with neighbouring nodes only. This has significantly reduced the number of control message transmitted through the network. However, the size of update messages is relatively large,
and as the size of the network grows they will get even larger. Therefore, a considerable amount of bandwidth is consumed by these update messages.

2.3.4 Fisheye State Routing (FSR)
The FSR protocol [29] is the descendent of GSR. FSR reduces the size of the update messages in G S R by updating the network information for nearby nodes at a
higher frequency than for the remote nodes, which lie outside thefisheyescope. This
makes F S R more scalable to large networks than the protocols described so far in this
section. However, better scalability comes at the price of reduced accuracy. This is
because as mobility increases the routes to remote destination m a y become less accurate (or missleading) if the destination has experienced significant migration from
one location to another. This can be overcome by making the frequency at which
updates are sent to remote destinations proportional to the level of mobility. This is
discussed in more detail in chapter 3.

2.3.5 Source-Tree Adaptive Routing (STAR)

The STAR protocol [28] is also based on the link state algorithm. Each router maintains a source tree, which is a set of links containing the preferred paths to destinations. This protocol has significantly reduced the amount of control packets disseminated into the network by using a Least Overhead Routing Approach ( L O R A ) , to
exchange routing information. It also support O p t i m u m Routing Approach ( O R A )
if required. This approach eliminated the periodic updating procedure present in the
Link State algorithm by making update dissemination conditional. A s a result the
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Link State updates are exchanged only when certain event occurs. Therefore S T A R
will scale well in large network since it has significantly reduced the bandwidth consumption for the routing updates while at the same time reducing latency by using
predetermined routes. However, this protocol m a y have significant m e m o r y and processing overheads in large and highly mobile networks, because each node is required
to maintain a partial topology graph of the network (it is determined from the source
tree reported by its neighbours), which m a y change frequently as the neighbours keep
reporting different source trees.

2.3.6 Distance Routing Effect Algorithm for Mobility (DREAM)
The DREAM routing protocol [5] employs a different approach to routing when
compared to the routing protocols described so far. In D R E A M , each node knows
its geographical coordinates through a G P S . These coordinates are periodically exchanged between each node and stored in a routing table (called a location table). The
advantage of exchanging location information is that it consumes significantly less
bandwidth than exchanging complete link state or distance vector information, which
means that its is more scalable. In D R E A M , routing overhead is further reduced, by
making the frequency at which update messages are disseminated proportional to
mobility and the distance effect. This means that stationary nodes do not need to
send any update messages.

2.3.7 Multimedia support in Mobile Wireless Networks (MMWN)
In MMWN routing protocol [46] the network is maintained using a clustering hierarchy. Each cluster has two types of mobile nodes: switches and endpoints. Each
cluster also has Location Manager ( L M ) , which performs the location management
for each cluster (see Figure 2.7). All information in M M W N is stored in a dynamically distributed database. T h e advantage of M M W N is that only L M s perform
location updating and location finding, which means that routing overhead is significantly reduced when compared to the traditional table driven algorithms (such as
D S D V and W R P ) . However, location management is closely related to the hierarchical structure of the network, making the location finding and updating very complex.
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Figure 2.7 A n example of clustering hierarchy in M M W N .

This is because in the location finding and updating process, messages have to trav
through the hierarchical tree of the L M s . Also the changes in the hierarchical cluster
membership of L M s will also affect the hierarchical management tree and introduce
a complex consistency management. This feature introduces implementation problems, which are difficult to overcome [69].

2.3.8 Cluster-head Gateway Switch Routing (CGSR)
CGSR [16] is another hierarchical routing protocol where the nodes are grouped
into cluster. However the addressing scheme used here is simpler than M M W N .
In C G S R , there is no need to maintain a cluster hierarchy (which is required in
M M W N ) . Instead, each cluster is maintained with a cluster-head, which is a mobile
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node elected to manage all the other nodes within the cluster (see Figure 2.3). This
node controls the transmission medium and all inter-cluster communications occur
through this node. The advantage of this protocol is that each node only maintains
routes to its cluster-head, which means that routing overheads are lower compared to
flooding routing information through all the network. However, there are significant
overheads associated with maintaining clusters. This is because each node needs
to periodically broadcast its cluster m e m b e r table and update its table based on the
received updates.

2.3.9 Hierarchical State Routing (HSR)
HSR [69] is also based on the traditional Link State algorithm. However, unlike
the other link state based algorithm described so far, H S R maintains a hierarchical
addressing and topology map. Clustering algorithm such as that of C G S R can be
used to organise the nodes with close proximity into clusters. Each cluster has three
types of nodes: a cluster-head node which acts as a local coordinator for each node,
Gateway nodes which are nodes that lie in two different clusters, and internal nodes
that are all the other nodes in each cluster. All nodes have a unique ID, which is
typically the M A C address for each node. The nodes within each cluster broadcast
their link information to each other. In H S R , each node also has a Hierarchical ID
(HID), which is a sequence of the M A C addresses from the top hierarchy to the
source node. For example (see Figure 2.8) the H T D of node 8 is < 2,2,8 >. The
H I D can be used to send a packet from any source to any destination in the network.
For example, consider sending a packet from node 8 to node 3. N o d e 8 had a H I D of
< 2,2,8 > and node 3 has a H I D of < 4,4,3 >. The packet isfirstsent to node 2
(top of hierarchy). N o d e 2 then sends the packet to node 4, which is the top hierarchy
of node 3. N o d e 2 and 4 form a "virtual link", which is the path < 2,9,5,6,4 >.
N o d e 4 will then send the packet to node 3. Logical clustering provides a logical
relationship between the cluster-head at a higher level. Here, the nodes are assigned
logical address of the form < subnet, host >. For example the logical node 2 in the
level 2 of Figure2.8 has a logical address < 2,2 >. The logical nodes are connected
via logical links, which form a "tunnel" between lower level clusters. Logical nodes
exchange logical link information as well as a summary information of the lower
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Figure 2.8 A n example of H S R topology.

level clusters. The logical link state information is then flooded down to the lower
levels. The physical nodes at the lowest level will then have a "hierarchical" topology
of the network. The advantage of H S R over other hierarchical routing protocols (such
as M M W N ) is the separation of mobility management from the physical hierarchy.
This is done via H o m e Agents. This protocol also has far less control overhead
when compared to G S R and FSR. However, this protocol (similar to any other cluster
based protocol) introduces extra overheads to the network from cluster formation and
maintenance.

2.3.10 Optimised Link State Routing (OLSR)
OLSR [37] is a point-to-point routing protocol based on the traditional link-state
algorithm. In this strategy, each node maintains topology information about the network by periodically exchanging link-state messages. The novelty of O L S R is that it
minimises the size of each control message and the number of rebroadcasting nodes
during each route update by employing Multipoint Replaying ( M P R ) strategy. To do
this, during each topology update, each node in the network selects a set of neigh-
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# MPR node
Figure 2.9 Multipoint relays

bouring nodes to retransmit its packets. This set of nodes is called the multipoint
relays of that node. A n y node which is not in the set can read and process each
packet but do not retransmit. To select the M P R s , each node periodically broadcasts
a list of its one hop neighbours using hello messages. F r o m the list of nodes in the
hello messages, each node selects a subset of one hop neighbours, which covers all
of its two hop neighbours. For example, in Figure 2.9, node A can select nodes B, C,
K and N to be the M P R nodes. Since these nodes cover all the nodes, which are two
hops away. Each node determines an optimal route (in terms of hops) to every known
destination using its topology information (from the topology table and neighbouring table), and stores this information in a routing table. Therefore, routes to every
destination are immediately available when data transmission begins.

2.3.11 Topology Broadcast Reverse Path Forwarding (TBRP
TBRPF [7] is another link-state based routing protocol, which performs hop-by-hop
routing. The protocol uses the concept of Reverse-Path Forwarding (RPF) to disseminate its update packets in the reverse direction along the spanning tree, which
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is m a d e up of the minimum-hop path from the nodes leading to the source of the
update message. In this routing strategy, each node calculates a source tree, which
provides a path to all reachable destinations. This is done by applying a modified
version of Dijkstra's algorithm on the partial topology information stored in their
topology table. In T B R P F , each node minimises overhead by reporting only part of
their source tree to their neighbours. The reportable part of each source tree is exchanged with neighbouring nodes by periodic and differential hello messages. The
differential hello messages only report the changes of the status of the neighbouring
nodes. A s a result, the hello messages in T B R P F are smaller than in protocols which
report the complete link-state information.

2.3.12 S u m m a r y of Proactive Routing

In summary, global routing protocols, which employ a flat routing structure (i.e. fla
routed) do not scale very well. This is because their updating procedure consumes a
significant amount of network bandwidth. F r o m theflatrouted protocols discussed in
this section, O L S R m a y scale the best. This improvement in scalability is achieved by
reducing the number of rebroadcasting nodes through the use of multipoint relaying,
which selects only a number of neighbouring nodes to rebroadcast the message. This
clearly has the advantage of reducing channel contention and the number of control
packet travelling through the network w h e n compared to strategies which use blind
or pure flooding where all nodes rebroadcast the messages. T h e D R E A M routing
protocol also has scalability potential since it has significantly reduced the amount of
overhead transmitted through the network, by exchanging location information rather
than complete (or partial) link state information. The global routing protocols, which
employ a hierarchical routing structure (i.e. Hierarchically routed) will scale better
than most of theflatrouted protocols, since they have introduced a structure to the
network, which controls the amount of overhead transmitted through the network.
This is done by allowing only selected nodes such as cluster-heads to rebroadcast
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Table 2.1 Basic characteristics of proactive routing protocols.
Protocol

RS

Number
tables

of Frequency
of updates
Periodic and
as required

DSDV

F

2

WRP

F

4

GSR

F

3 and a list *

FSR

F

STAR

H

Conditional
1 and a 5 lists ***

DREAM

F

1

MMWN

H

Maintains
Database

CGSR

H

2

Periodic

Periodic and
local **
Periodic and
same as G S R
local **

a

HM

Critical
Characteristic feature
Nodes

Yes No

Loop free

Yes No

Loop freedom using predecessor info.

No No

Localised updates

No No
No No

Mobility
based

No No

Conditional

No

Periodic

No Clus-

Yes,
LM
Yes,
terhead

HSR

OLSR

TBRPF

H

2 (link-state
and Periodic,
table
within each
location
management) subnet

F

3 (Routing,
neighbour
Periodic
and topology
table)

F

1 Table,
lists

4 Periodic and
differential

No

Yes,
Clusterhead

Controlled frequency of
updates
Employes L O R A and/or
O R A . Minimize C O
Controlled rate of updates by mobility and
distance
LORA
CO

and minimized

Clusterheads exchange
routing information

L o w C O and Hierarchical Structure

Yes No

Reduces C O using M P R

Yes,
Yes Parent
node

Broadcasting topology
updates over a spanning
tree

R S = Routing Structure H M = Hello Message H = Hierarc hical F = Flat C O
= Control Overhead L O R A = Least Overhead Routing /Approach O R A =
O p t i m u m Routing Approach L M = Location Manager * G<SR also has a list
of all available neighbours. ** In G S R and F S R link-state is periodically
exchanged with neighbouring nodes. *** In conditional update methods,
the updates occur if a particular event occurs. **** N u ruber of link-state
tables m a y vary accoring to the n u m b e r of logical levels.
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Table 2.2 Complexity comparison of proactive routing protocols

Protocol

CT

MO

CO

DSDV

0(D.I)

O(N)

0(N)

WRP

O(h)

0(N2)

0(N)

GSR

O(D.I)

0(N2)

O(N)

FSR

0(D.I)

0(N2)

0(N)

STAR

O(D)

0(N2)

0(N)

DREAM O(N.I)

0(N)

0(N)

MMWN

0(2D)

0(N)

0(X+E)

CGSR

O(D)

0(2N)

0(N)

O(D)

0(iV2.L)+0(S)
0(n.L)/I
+ 0(N/S) +
+ 0(1)/J
0(N/n)

HSR

OLSR

O(D.I)

2

0(N )

2

0(N )

Advantages/Disadvantages
Loop free/ High overhead
Loop free/ Memory overhead
Localized
updates/High
Memory overhead
Reduces CO/High Memory overhead, reduced accuracy
Low CO/High M O and processing overhead
Low C O and M O / Requires
a GPS
Low CO/Mobility management and cluster maintenance
Reduced CO/Cluster Formation and maintenance
Low CO/Location Management
Reduced
CO
and
Contention/2-hop neighbour knowledge required

0(D)
or D + 2 0(N2)+ 0(N)
0(N2)
Low CO/High M O
TBRPF for link + 0(N+V)
failure
C T = Convergence Time. M O = M e m o r y Overhead. C O = Control Overhead. (1) = Indicates that afixednumber of update tables is transmitted. V
= Number of neighbouring nodes. N = Number of nodes in the network, n =
Average number of logical nodes in the cluster. I = Average update interval.
D = Diameter of the network. S = Number of virtual IP subnets, h = Height
of the routing tree. X = Total number of L M s (each cluster has an L M ) . J
= nodes to home agent registeration interval. L = Number of Hierarchical
level.
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control information. The common disadvantage associated with all the hierarchical
protocols is mobility management. Mobility management introduces unnecessary
overhead to the network (such as extra processing of overheads for cluster formation
and maintenance).

2.4 Reactive Routing Protocols
On-demand routing protocols were designed to reduce the overheads in proactive
protocols by maintaining information for active routes only. This means that routes
are determined and maintained for nodes that require to send data to a particular destination. Route discovery usually occurs by flooding a route request packets through
the network. W h e n a node with a route to the destination (or the destination itself)
is reached a route reply is sent back to the source node using link reversal if the
route request has travelled through bi-directional links or by piggy-backing the route
in a route reply packet viaflooding.Therefore, the route discovery overhead (in the
worst case scenario) will grow by 2 0 ( N + M ) when link reversal is possible and 0 ( 2 N )
for uni-directional links. Furthermore, as the number of source/destination pairs increase then the overhead will increase according to 0 ( T ( N + M ) ) and 0 ( 2 T N ) for bidirectional and uni-directional routes, respectively. Figure 2.10 illustrates the amount
of overhead introduced as the number of traffic pairs increase, w h e n the chosen route
is m a d e up of bi-directional links.3 Here it can be seen that in large networks flooding will create significantly more routing overhead than in the smaller networks as
the number of flows increase. Furthermore, Figure 2.10 assumes that the network is
static and only one route discovery is needed to establish a route, which will last for
the entire session of data transfer. However, in mobile networks routes m a y become
invalid from time to time due to factors such as partitioning and intermediate nodes
going off line. This means that route maintenance strategies will have to be employed
to repair or determine another route, which will introduce further overheads in the
network. Reactive protocols can be classified into two categories: source routing
2

N = number of nodes in the network, M = number of nodes in the reply path, T = number of
source/destination pairs
3
Note: since in large networks N is much greater than M , w e let the overhead cost here to be
O ( T N ) in Figure 2.10.
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Figure 2.10 Routing overhead introduced using pure flooding during route discovery.

and hop-by-hop routing. In source routed on-demand protocols [44][87], each data
packets carry the complete source to destination address. Therefore, each intermediate node forwards these packets according to the information kept in the header of
each packet. This means that the intermediate nodes do not need to maintain up-todate routing information for each active route in order to forward the packet towards
the destination. Furthermore, nodes do not need to maintain neighbour connectivity
through periodic beaconing messages. The major drawback with source routing protocols is that in large networks they do not perform well. This is due to two main
reasons;firstlyas the number of intermediate nodes in each route grows, then so
does the probability of route failure. T o show this let P(f)aY%=i

a>i> where P(f)

is the probability of route failure, a is the probability of a link failure and n is the
number of intermediate nodes in a route. From this4, it can be seen that as n —> co,
then P(f) —> 1 (or approaching 100%). Secondly, as the number of intermediate
nodes in each route grows, then the amount of overhead carried in each header of
each data packet will grow as well. Therefore, in large networks with significant
levels of multihopping and high levels of mobility, these protocols m a y not scale
well. In hop-by-hop routing (also known as point-to-point routing) [21], each data
^Assuming that the intermediate nodes all have probability of a link failure of a > 0 and they are
all of equal value
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packet only carries the destination address and the next hop address. Therefore, each
intermediate node in the path to the destination uses its routing table to forward each
data packet towards the destination. The advantage of this strategy is that routes are
adaptable to the dynamically changing environment of M A N E T s , since each node
can update its routing table when it receives fresher topology information and hence
forwards the data packets over fresher and better routes. Using fresher routes also
means that fewer route recalculations are required during data transmission. The disadvantage of this strategy is that each intermediate node must must store and maintain
routing information for each active route and each node m a y require to be aware of
their surrounding neighbours through the use of beaconing messages.

A number of different reactive routing protocols have been proposed to increase the
performance of reactive routing. This section describes a number of these strategies
and makes a performance comparison between them. Table 2.3 provide the summary
of the characteristic feature of each strategy and Table 2.4 provides a theoretical
routing complexity, which is used to demonstrate the worst-case scenario behaviour
(in terms of number of control packets introduced in the network) for each routing
protocol.

2.4.1 Ad-hoc On-demand Distance Vector (AODV)
The AODV [21] routing protocol employes some concepts similar to those introduced in D S D V and D S R [44] algorithm to presents a n e w routing strategy, which is
highly adaptable to the dynamic nature of M A N E T s . It uses the periodic beaconing
and sequence numbering procedure of D S D V and a similar route discovery procedure
as in D S R . However, there are two major differences between D S R and A O D V . The
most distinguishing difference is that in D S R each packet carries full routing information, whereas in A O D V the packets carry the destination address. This means that
A O D V has potentially less routing overheads than D S R . The other difference is that
the route replies in D S R carry the address of every node along the route, whereas
in A O D V the route replies only carry the destination IP address and the sequence
number. The advantage of A O D V is that it is adaptable to highly dynamic networks.
However, node m a y experience large delays during route construction, and link fail-
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ure m a y initiate another route discovery, which introduces extra delays and consumes
more bandwidth as the size of the network increases.

2.4.2 Dynamic Source Routing (DSR)

As stated earlier, the DSR protocol requires each packet to carry the full address (
ery hop in the route), from source to the destination. This means that the protocol
will not be very effective in large networks, as the amount of overhead carried in
the packet will continue to increase as the network diameter increases. Therefore in
highly dynamic and large networks the overhead m a y consume most of the bandwidth. However, this protocol has a number of advantages over routing protocols
such as A O D V , L M R [19] and T O R A [68], and in small to moderately size networks
(perhaps up to a few hundred nodes), this protocol m a y perform better. A n advantage
of D S R is that nodes can store multiple routes in their route cache, which means that
the source node can check its route cache for a valid route before initiating a route
discovery, and if a valid route is found, then there is no need for a route discovery.
This is very beneficial in network with low mobility. Since the routes stored in the
route cache will be valid longer. Another advantage of D S R is that it does not require
any periodic beaconing (or hello message exchanges) to maintain local connectivity,
which means there is less channel contension between nodes and fewer packet collisions. This also saves a considerable amount of bandwidth in the network.

2.4.3 Routing On-demand Acyclic Multi-path (ROAM)
The ROAM [74] routing protocol uses inter-nodal coordination along directed acyclic
subgraphs, which is derived from the routers' distance to destination. This operation
is referred to as a "diffusing computation". The advantage of this protocol is that
it eliminates the search-to-infinity problem present in some of the on-demand routing protocols by stopping multiple flood searches when the required destination is
no longer reachable. Another advantage is that each router maintains entries (in a
route table) for destinations, which flow data packets through them (i.e. the router
is a node which completes/or connects a route to the destination). This reduces significant amount of storage space and bandwidth needed to maintain an up-to-date
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routing table. Another novelty of R O A M is that each time the distance of a router
to a destination changes by more than a defined threshold, it broadcasts update messages to its neighbouring nodes, as described earlier. Although this has the benefit
of increasing the network connectivity, in highly dynamic networks it m a y prevent
nodes entering sleep m o d e to conserve power.

2.4.4 Light-weight Mobile Routing (LMR)
The LMR protocol is another on-demand routing protocol, which uses a flooding
technique to determine its routes. The nodes in L M R maintain multiple routes to
each required destination. To establish a route to a destination, a source node floods
a query packet through its outgoing links (i.e. downstream links). The query packet
travels from neighbour to neighbour through their outgoing links until the destination
is reached. W h e n the destination is reached a reply packet is generated and flooded
back towards the source through the undirected links of each node. Each node participating in the route reply maintains multiple routes to the destination. This increases
the reliability of the protocol by allowing nodes to select the next available route to
a particular destination without initiating a route discovery procedure. Another advantage of this protocol is that each node only maintains routing information to their
neighbours. This means avoiding extra delays and storage overheads associated with
maintaining complete routes. However, L M R m a y produce temporary invalid routes,
which introduces extra delays in determining a correct loop.

2.4.5 Temporally Ordered Routing Algorithm (TORA)
The TORA routing protocol is based on the LMR protocol. It uses similar link reversal and route repair procedure as in L M R , and also the creation of a Directed Acyclic
Graphs (DAGs), which is similar to the query/reply process used in L M R [78]. T h e
T O R A algorithm is m a d e up of three phases: Route Creation, Route Maintenance
and Route Erasure. During the route creation and maintenance phases, each node
uses a "height" metric to construct a D A G to a particular destination [68]. This is
achieved by running a separate copy of T O R A at each node. The algorithm starts by
setting the height of the destination to zero and all other node heights to null. T h e

Review of Current Routing Protocols for Mobile Ad Hoc Networks

32

source then sends a query packet through its downstream links to its neighbours. The
neighbours with k n o w n height respond with an update packet (including the height).
Note that the height is incremented at each node based on h o w m a n y hops they are
away from the destination. Thus a D A G is created from the source to the destination.
The advantage of T O R A is that it has reduced the far-reaching control messages to a
set of neighbouring nodes, where the topology change has occurred. Another advantage of T O R A is that it also supports multicasting, however this is not incorporated
into its basic operation. T O R A can be used in conjunction with Lightweight Adaptive Multicast algorithm ( L A M ) to provide multicasting. The disadvantage of T O R A
is that the algorithm m a y also produce temporary invalid routes as in L M R .

2.4.6 Associativity-Based Routing (ABR)

ABR [87] is another source initiated routing protocol, which also uses a query-reply
technique to determine routes to the required destinations. However, in A B R route
selection is primarily based on stability. T o select stable route each node maintains
an associativity tick (i.e. a stability metric with respect to a neighbouring node,
which is calculated by using beaconing messages) with their neighbours, and the
links with higher associativity tick are selected in preference to the once with lower
associativity tick. Although this m a y not lead to the shortest path to the destination,
the routes tend to last longer. Therefore, fewer route reconstructions are needed, and
more bandwidth will be available for data transmission. The disadvantage of A B R
is that it requires periodic beaconing to determine the degree of associativity of the
links. This beaconing requirement requires all nodes to stay active at all time, which
m a y result in additional power consumption. Another disadvantage is that it does
not maintain multiple routes or a route cache, which means that alternate routes will
not be immediately available, and a route discovery will be required as a result of a
link failure. However, A B R has to some degree compensated for not having multiple
routes by initiating a localised route discovery procedure (i.e. L B Q ) .
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2.4.7 Signal Stability Adaptive (SSA)
SSA [25] is a descendent of ABR, in which routes are selected based on signal
strength and location stability rather than using an associativity tick. A s in A B R , the
routes selected in S S A m a y not result in the shortest path to the destination. However,
they tend to live longer, which means fewer route reconstructions are needed. O n e
disadvantage of S S A when compared to D S R and A O D V is that intermediate nodes
cannot reply to route requests sent towards a destination, which m a y potentially create long delays before a route can be discovered. This is because the destination is
responsible for selecting the route for data transfer. Another disadvantage of S S A is
that no attempt is m a d e to repair routes at the point were the link failure occurs (i.e.
such as an L B Q in A B R ) . In S S A the reconstruction occurs at the source. This m a y
introduce extra delays, since the source must be notified of the broken like before
another one can be found.

2.4.8 Relative Distance Micro-discovery Ad-hoc Routing (RDMAR)
RDMR [4] attempts to minimise the routing overheads by calculating the distance between the source and the destination and therefore limiting each route request packet
to certain number of hops (as described earlier). This means that the route discovery
procedure can be confined to localised region (i.e. in will not have a global affect).
R D M R also uses the same technique when link failures occurs (i.e. route maintenance), conserving a significant amount of bandwidth and battery power. Another
advantage of R D M R is that it does not require a location aided technology (such
as a G P S ) to determine routing patterns. However, the "relative-distance microdiscovery" procedure can only be applied if the source and the destinations have
communicated previously. If no previous communication record is available for a
particular source and destination, then the protocol will behave in the same manner
as the flooding algorithm (i.e. route discovery will have a global effect).

2.4.9 Location-Aided Routing (LAR)
LAR [47] is a source routing protocol similar to DSR, where each packet carrys the
full source to destination address in its header. However, L A R attempts to reduce
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the routing overheads present in the traditionalfloodingalgorithm by using location
information. This protocol assumes that each node knows its location through a
G P S . T w o different L A R scheme were proposed in [47], the first scheme calculates
a request zone which defines a boundary where the route request packets can travel
to reach the required destination. The second method stores the coordinates of the
destination in the route request packets. These packets can only travel in the direction
were the relative distance to the destination becomes smaller as they travel from one
hop to another. Both methods limit the control overhead transmitted through the
network and hence conserve bandwidth. They will also determine the shortest path
(in most cases) to the destination, since the route request packets travel away from
the source and towards the destination. The disadvantage of this protocol is that
each node is required to carry a G P S . Another disadvantage is (especially for the
first method), that protocols m a y behave similar tofloodingprotocols (e.g. D S R and
A O D V ) in highly mobile networks.

2.4.10 Ant-colony-based Routing Algorithm (ARA)
ARA [30] attempt to reduce routing overheads by adopting the food searching behaviour of ants. W h e n ants search for food they start from their nest and walk towards the food, while leaving behind a transient trail called pheromone. This indicated the path that has been taken by the ant and allows others to follow, until the
pheromone disappears. Similar to A O D V and D S R , A R A is also made up of two
phases (route discovery and route maintenance). During route discovery a Forwarding A N T ( F A N T ) is propagated through the network (similar to a R R E Q ) . At each
hop, each node calculate a pheromone value depending on h o w m a n y number of
hops the F A N T has taken to reach them. The nodes then forward the F A N T to their
neighbours. Once the destination is reached, it creates a Backward A N T ( B A N T ) ,
and returns it to the source. W h e n the source receives the B A N T from the destination
node, a path is determined and data packet dissemination begins. To maintain each
route, each time a data packet travels between intermediate nodes the pheromone
value is increased. Otherwise the pheromone value is decreased overtime until it
expires. To repair a broken link, the nodes firstly check their routing table, if no
route is found they ask their neighbours for an alternate route. If the neighbours do
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have have a route they inform their neighbours by backtracking. If the source node
is reached and no route is found, a n e w route discovery process is initiated. The
advantage of this strategy is that the size of each F A N T and B A N T is small, which
means the amount of overhead per control packet introduced in the network is minimised. However, the route discovery process it based on flooding, which means that
the protocol m a y have scalability problems as the number of nodes and flows in the
network grows.

2.4.11 Flow Oriented Routing Protocol (FORP)

FORP [83] attempts to reduce the effect of link failure due to mobility during data
transmission by predicting when a route is going to be broken and therefore using an
alternate link before route failure is experienced. To do this, when a node requires
a route to a particular destination and a route is not already available, a Flow_REQ
message is broadcasted through the network in a similar manner to a Route Request
in D S R . However, in F O R P , each node that receives a Flow_REQ calculates a Link
Expiration Time (LET) with the previous hop (using a G P S ) and appends this value
to the F l o w - R E Q packet, which is then rebroadcasted. W h e n a F l o w J R E Q packet
reaches the destination, a Route Expiration Time (RET) is calculated using the mini m u m of all the L E T s for each node in the route and a Flow_SETUP packet is sent
back towards the source. During data transmission, each intermediate node appends
its L E T to the data packet. This allows the destination to predict when a link failure could occur. W h e n the destination determines that a route is about to expire,
a F l o w _ H A N D O F F message is generated and propagated viaflooding(similar to a
Flow_REQ). Therefore, when the source receives a F l o w J L A N D O F F message, it can
determine the best route to handoff the flow based on the given information (such as
R E T and hop count, etc) in the F l o w _ H A N D O F F packet. The source then sends a
Flow_SETUp message along the newly chosen route. The advantage of this strategy
compared to other on-demand routing protocols described so far is that it minimises
the disruptions of real time sessions due to mobility by attempting to maintain constant flow of data. However, since it is based on pureflooding,the protocol m a y
experience scalability problems in large networks.
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2.4.12 Cluster-Based Routing Protocol ( C B R P )
Unlike the on-demand routing protocols described so far. In CBRP [42] the nodes
are organised in a hierarchy. A s most hierarchical protocols described in the previous
section, the nodes in C B R P are grouped into clusters. Each cluster has a cluster-head,
which coordinates the data transmission within the cluster and to other clusters. The
advantage of C B R P is that only cluster-heads exchange routing information, therefore the number of control overhead transmitted through the network is m u c h lower
than in the traditionalfloodingmethods. However, as in any other hierarchical routing protocol, there are overheads associated with cluster formation and maintenance.
The protocol also suffers from temporary routing loops. This is because some nodes
m a y carry inconsistent topology information due to long propagation delay.

2.4.13 S u m m a r y of reactive routing
Generally, most on-demand routing protocols have the same routing cost when considering the worst-case scenario (refer to Table 2.3 and Table 2.4). This is due to
their fundamental routing nature, as they all follow similar route discovery and maintenance procedure. For example, protocols such as R D M R and L A R have the same
cost as the traditionalfloodingalgorithm in the worst-case scenario. The worst-case
scenario applies to most routing protocols when there is no previous communication
between the source and the destination. This is usually the case during the initial
stages (i.e. w h e n a node comes on-line). A s the nodes stay longer on, they are able
to update their routing tables/caches and become more aware of their surroundings.
S o m e protocols take advantage of this more than the others. For example, in D S R
when a route to a destination has expired in the route cache, the protocol initiates a
network wide flooding search to find an alternate route. This is not the case for L A R
or R D M R where the route history is used to control the route discovery procedure by
localising the route requests to a calculated region. Clearly, this is more advantageous
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Table 2.3 Basic characteristics of reactive routing protocols.

Protocol
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Multiple
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SP
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Erase route the S N

RT
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RT
available
SP, or next
RT
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Erase route & **
Link reversal
&
Route repair
&
Link reversal
Route repair

Strongest Associativity & RT

LBQ

&

DSR

F

Yes

No
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available in
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ROAM

F

Yes

No

SP

LMR

F

Yes

No

TORA

F

Yes

No

ABR

F

No
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No
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RDMAR F

No

No

Yes

No

SSA

LAR
ARA

FORP

F
F

F

Yes

No

Strongest signal strength RT
& stability
Shortest relative distance RT
orSP

SP

No

SP

No

R E T & stability

Erase route then S N

Erase route then S N

RC

Erase route then S N

RT

Use alternate route
or back track until a
route is found

RT

A Flow_HANDOFF
used to use alternate
route

First avail- R T at
Erase route then S N
able
route cluster
No
H No
CBRP
& local route repair
(first fit)
head
R S = Routing Structure JH = Hierarchical F = Flat R ]r = Route Table R C = Route
Cache R E T = Route Exp)iration T i m e S P = Shortest Path S N = Source Notification L B Q = Localised E•roadcast Query * Route re laying load and cumulative
forwarding delay ** Stairt a diffusing search if a sue;essor is available, else send
a query with infinite metric
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Table 2.4 Complexity comparison of reactive routing protocols
Protocol

TC[RD] TC[RM] CC[RD] CC[RM] Advantage

AODV

0(2D)

DSR

0(2D)

0(2D)

0(2D)

0(2N)

0(2N)

0(2N)

0(2N)

Scalability problems
Multiple routes,
due to source routPromiscuous
ing and flooding,
overhearing
large delays

ROAM

0(D)

0(A)

0(|£|)

0(6GA)

LMR

0(2D)

0(2D)

0(2N)

0(2A)

Multiple routes

TORA

0(2D)

0(2D)

0(2N)

0(2A)

Multiple routes

ABR

0(D+P) 0(B+P) 0(N+R) 0 ( A + R )

RDMAR

0(D+P) 0(B+P) 0(N+R) 0 ( A + R )

0(2S)

0(2S)

0(2M)

0(2M)

LAR

0(2S)

ARA

0(D+P) 0(D+P) 0(N+R) 0 ( A + R )

FORP

0(D+P) 0(D+P) 0(N+R) 0 ( N + R )

CBRP

0(2D)

0(2S)

0(2B)

0(2M)

0(2X)

Scalability
problems, large delays,
hello messages

Adaptable to
highly dynamic
topologies

Elimination
of
seachto-infinity
problem.

SSA

Disadvantage

0(2M)

0(2A)

Route stability

Route stability

Large C O in highly
mobile
environments.
Temporary routing
loops
Temporary routing
loops
Scalability problems
Scalability
problems, large delays
during route failure
and reconstruction

Flooding used if
Localised route there is no prior
communication
discovery
between nodes
Based on source
routing,floodingis
Localised route
used if no location
discovery
is
information
available
based
L o w overhead, Flooding
small control route
discovery
process
packet size
a
Employes
Flooding
based
route
failure
route
disovery
minimisation
process
technique
Only
clusterheads exchange
routing information

Cluster
nance,
loops.

maintetemporary

TC = Time Complexity CC = Communication Complexity R D = Route Discovery R M = Route Maintenance C O = ControlOverhead D = Diameter of the
network. N = Number of nodes in the network, Vi= N u m b e r of affected nodes.
B = Diameter of the affected area. G = Maximium degree of the router. S =
Diameter of the nodes in the localised region. M = N u m b e r of nodes in the localised region. X = number of clusters (each cliter
us has one cluster-head). R =
Number of nodes forming the route reply path, RRE P , B A N T or F L o w _ S E T U P .
P = Diameter of the directed path of the RREP, JIA N T or F L o w _ S E T U P . \E\ =
Number of edges in the network.
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in large networks, since more bandwidth is available there for data transmission. Another method used to minimise the number of control packets is to select routes based
on their stability. In A B R and SSR, the destination nodes select routes based on their
stability. A B R also allows shortest path route selection to be used during the route selection at the destination (but only secondary to stability), which means that shorter
delays m a y be experienced in A B R during data transmission than in SSR. These
protocols m a y perform better than the purely shortest path selection based routing
protocols such as D S R . However, they m a y experience scalability problem in large
network since each packet is required to carry the full destination address. This is
because the probability of a node in a selected route becoming invalid will increase
as the number of nodes in an acitve route increase (i.e. P(f)a YA=\ a>u where a is the
probability of the route failing at a node and n is the number of nodes in the route).
Therefore, these protocols are only suitable for small to m e d i u m size networks. Reduction in control overhead can be obtained by introducing a hierarchical structure to
the network. C B R P is a hierarchical on-demand routing protocol, which attempts to
minimise control overheads disseminated into the network by breaking the network
into clusters. During the route discovery phase, cluster-heads (rather than each intermediate node) exchange routing information. This significantly reduces the control
overhead disseminated into the network w h e n compared to the flooding algorithms.
In highly mobile networks, C B R P m a y incur significant amount of processing overheads during cluster formation/maintenance. This protocol suffers from temporary
invalid routes as the destination nodes travel from one cluster to another. Therefore,
this protocol is suitable for m e d i u m size networks with slow to moderate mobility.
This protocol m a y also perform best in scenarios with group mobility where the
nodes within a cluster are more likely to stay together.

2.5 Hybrid Routing Protocols
Hybrid routing protocols are a new generation of protocols, which are both proactive
and reactive in nature. These protocols are designed to increase scalability by allowing nodes with close proximity to work together to form some sort of a backbone
and to reduce the route discovery overheads. This is mostly achieved by proactively
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maintaining routes to nearby nodes and determining routes to far away nodes using
a route discovery strategy. Most hybrid protocols proposed to date are zone-based,
which means that the network is partitioned or seen as a number of zones by each
node. Others group nodes into trees or clusters. This section describes a number of
different hybrid routing protocols proposed for M A N E T s . Furthermore, it provides
a performance comparison between the described strategies. The discussion on the
performance comparison is based on Table 2.5 and Table 2.6. Note that, Table 2.5
provide the summary of the characteristic feature of each strategy and Table 2.6 provides a performance evaluation. The presented performance metrics illustrate the
worst case scenario for each routing protocol.

2.5.1 Zone Routing Protocol (ZRP)
In ZRP [32], the nodes have a routing zone, which defines a range (in hops) that
each node uses to maintain proactive network connectivity . Therefore, for nodes
within the routing zone, routes are immediately available. For nodes that lie outside
the routing zone, routes are determined on-demand (i.e. reactively), and it can use
any on-demand routing protocol to determine a route to the required destination. The
advantage of this protocol is that it has significantly reduced the amount of communication overhead w h e n compared to pure proactive protocols. It also has reduced the
delays associated with pure reactive protocols such as D S R , by allowing routes to be
discovered faster. This is because, to determine a route to a node outside the routing
zone, the routing only has to travel to a node which lies on the boundaries (edge of
the routing zone) of the required destination. Since the boundary node would proactively maintain routes to the destination (i.e. the boundary nodes can complete the
route from the source to the destination by sending a reply back to the source with the
required routing address). The disadvantage of Z R P is that if the zone radius of each
routing zone is too large, then the protocol can behave like a pure proactive protocol,
while if the value of the zone radius is set to be to small, then Z R P can behaves like
a reactive protocol. It m a y be improtant to optimize the value of the zone radius in
Z R P in each specific network to best suit its characteristics (such as node density).
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2.5.2 Zone-based Hierarchical Link State (ZHLS)
Unlike ZRP, ZHLS [43] routing protocol employs hierarchical structure. In ZHLS,
the network is divided into non-overlapping zones, and each node has a node ID and
a zone ID, which is calculated using a G P S . The hierarchical topology is made up of
two levels: node level topology and zone level topology, as described previously. In
Z H L S location management has been simplified. This is because no cluster-head or
location manager is used to coordinate the data transmission. This means that there
is no processing overhead associated with cluster-head or Location Manager selection when compared to H S R , M M W N and C G S R protocols. This also means that a
single point of failure and traffic bottlenecks can be avoided. Another advantage of
Z H L S is that it has reduced the communication overheads when compared to pure
reactive protocols such as D S R and A O D V . In Z H L S , when a route to a remote destination is required (i.e. the destination is in another zone), the source node broadcasts
a zone-level location request to all other zones. That way, it generates significantly
lower overhead when compared to thefloodingapproach in reactive protocols. Moreover, in Z H L S , is that the routing path is adaptable to the changing topology since
only the node ID and the zone ID of the destination is required for routing. This
means that no further location search is required as long as the destination does not
migrate to another zone. However, in reactive protocols any intermediate link breakage would invalidate the route and m a y initiate another route discovery procedure.
The Disadvantage of Z H L S is that all nodes must have a preprogrammed static zone
m a p in order to function. This m a y not be feasible in applications where the geographical boundary of the network is dynamic. Nevertheless, it is highly adaptable
to dynamic topologies and it generates far less overhead than pure reactive protocols,
which means that it m a y scale well to large networks.

2.5.3 Scalable Location Update Routing Protocol (SLURP)
Similar to ZHLS, in SLURP [90] the nodes are organised into a number of nonoverlapping zones. However S L U R P further reduces the cost of maintaining routing
information by eliminating a global route discovery. This is achieved by assigning a h o m e region for each node in the network. The h o m e region for each node

42

Review of Current Routing Protocols for Mobile A d H o c Networks

is one specific zone (or region), which is determined using a static mapping function, f(NodelD)

—> regionID, where / is a many-to-one function that is static

and known to all nodes. A n example of a function that can perform the static zone
mapping is f(NodelD)

= g(NodeID)modK

[90], where g(NodelD)

is a random

number generating function that uses the node ID as the seed and output a large number, and k is the total number of h o m e regions in the network. N o w , since the node ID
of each node is constant (i.e. a M A C address), the mapping function always calculates the same h o m e region. Therefore, all nodes can determine the h o m e region for
each node using this function provided they have their node IDs. Each node maintains it current location (current zone) with the h o m e region by unicasting a location
update message towards its h o m e region. Once the location update packet reaches
the h o m e region, it is broadcasted to all the nodes in the h o m e region. Hence, to determine the current location of any node, each node can unicast a location_discovery
packet to the h o m e region of the nodes (or the area surrounding the h o m e region),
in order tofindits current location. Once the location is found, the source can start
sending data towards the destination using the M F R (Most Forward with fixed Radius) geographical forwarding algorithm.When a data packet reaches the region in
which the destination lies, then source routing5 is used to get the data packet to the
destination. The disadvantage of S L U R P is that it also relies on a preprogrammed
static zone m a p (as does Z H L S ) .

2.5.4 Distributed Spanning Trees based Routing Protocol (DST)
In DST [73] the nodes in the network are grouped into a number of trees. Each tree
has two types of nodes; route node, and internal node. The root controls the structure
of the tree and whether the tree can merge with another tree, and the rest of the nodes
within each tree are the regular nodes. Each node can be in one three different states;
router, merge, and configure, depending on the type of task that it tries to perform.
To determine a route, D S T proposes two different routing strategies; Hybrid TreeFlooding (HTF) and Distributed Spanning Tree Shuttling (DST). In H T F , control
packets are sent to all the neighbours and adjoining bridges6 in the spanning tree,
5

In this protocol D S R is used as a source routing protocol
a bridge is formed when two node from different spanning trees are in radio range.

6
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where each packet is held for a period of time called holding time. T h e idea behind
the holding time is that as connectivity increases, and the network becomes more
stable, it might be useful to buffer and route packets w h e n the network connectivity
is increased over time. In D S T , the control packets are disseminated from the source
are rebroadcasted along the tree edges. W h e n a control reaches d o w n to a leaf node,
it is sent up the tree until it reaches a certain hight referred to as the shuttling level.
W h e n the shuttling level is reached, the control packet can be sent d o w n the tree
or to the adjoining bridges. The main disadvantage of the D S T algorithm is that it
relies on a root node to configure the tree, which creates a single point of failure.
Furthermore, the holding time used to buffer the packets m a y introduce extra delays
into the network.

2.5.5 Distributed Dynamic Routing (DDR)
DDR [65] is also a tree-based routing protocol. However, unlike in DST, in DDR the
trees do not require a root node. In this strategy trees are constructed using periodic
beaconing messages which are exchanged by neighbouring nodes only. The trees in
the network form a forest, which is connected together via gateway nodes (i.e. nodes
which are in transmission range but belong to different trees). Each tree in the forest forms a zone which is assigned a zone ID by running a zone naming algorithm.
Furthermore, since each node can only belong to a single zone (or tree), the network
can be also seen as a number of non-overlapping zones. The D D R algorithm consists
of six phases: preferred neighbour selection, forest construction, intra-tree clustering, inter-tree clustering, zone naming and zone partitioning. Each of these phases
is executed based on information received in the beacon messages. During the initialisation phase, each node starts in the preferred neighbour selection phase. The
preferred neighbour of a node is a node that has the most number of neighbours. After this, a forest is constructed by connecting each node to their preferred neighbour.
Next, the intra-tree clustering algorithm is initiated to determine the structure of the
of the zone 7 (or the tree) and to build up the intra-zone routing table. This is then
followed by the execution of the inter-tree algorithm to determine the connectivity
with the neighbouring zones. Each zone is then assigned a n a m e by running the zone
7

The terms tree and zone are used interchangeably.
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naming algorithm and the network is partitioned into a number of non-overlapping
zones. Once the zones are created, a hybrid routing strategy called, Hybrid A d hoc
Routing Protocol ( H A R P ) [64] is used (which is build on top of D D R ) , to determine
routes. H A R P uses the intra-zone and inter-zone routing tables created by D D R to
determine a stable path between the source and the destination. The advantage of
D D R is that unlike Z H L S , it does not relies on a static zone m a p to perform routing
and it does not require a root node or a cluster-head to coordinate data and control
packet transmission between different nodes and zones. However, the nodes that
have been selected as preferred neighbours m a y become performance bottlenecks.
This is because, they would transmit more routing and data packets than any other
node. This means that these nodes would require more recharging as they will have
less sleep time than other nodes. Furthermore, if a node is a preferred neighbour for
many of its neighbours, many nodes m a y want to communicate with it. This means
that channel contention would increase around the preferred neighbour, which would
result in larger delays experienced by all neighbouring nodes before they can reserve
the medium. In networks with high traffic, this m a y also result in significant reduction in throughput, due to packets being dropped when buffers become full.

2.5.6 S u m m a r y of hybrid routing
Hybrid routing protocols have the potential to provide higher scalability than pure
reactive or proactive protocols. This is because they attempt to minimise the number
of rebroadcasting nodes by defining a structure (or some sort of a backbone), which
allows the nodes to work together in order to organise h o w to perform routing. B y
working together, the best or the most suitable nodes can be used to perform route
discovery. For example, in Z H L S only the nodes which lead to the gateway nodes
will forward the interzone route discovery packets. Collaboration between nodes can
also help in maintaining routing information m u c h longer. For example, in S L U R P ,
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Table 2.5 Basic characteristics of hybrid routing protocols.

Protocol

ZRP

ZHLS

SLURP

RS

Multiple
routes

Be

F

No

H

Yes, if more
than one virNo
tual link exists.

H

Yes, depending on if a
leading node
is found by

Yes

No

MFR

DST

DDR

H

Yes, if available

H

Yes,
it
alternate
Yes
gatewaye
are
nodes
available

No

Route metric method

Route reconRoute mainfiguration
tained in
startegy

SP

Intrazone and
Interzone tables

Route repair
at point of
failure and
SN*

S P or next Intrazone and
Location reavailable
Interzone taquest**
virtual link
bles
MFR
for
interzone
forwarding.
for
DSR
intrazone
routing
Forwarding
using the tree
neighbours
the
and
bridges using
shuttling

Stable Routing

location
SN,
then
cache and a location
node_list
discovery

Route Tables

Holding time
*** or shuttling

Intrazone and
interzone table

SN,
then
source initiates
a
new
path
discovery.

RS = Routing Structure H = Hierarchical F = Flat SP = Shortest Path SN =
Source Notification B e = Beacons. * T h e source m a y or m a y not be notified. **
A location request will b e sent if the zone I D of a node changes. *** Packets
are held for a short period of time during which the nodes attempts to route the
packet directly to the destination.
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Table 2.6 Complexity comparison of hybrid routing protocols

Protocol TC[RD]
ZRP

TC[RM]

Intra: O(I)
0(1)
/
Inter:
0(2D)
0(2D)

CC[RD]
/

CC[RM]

Adv.
Reduce

0(ZN) 1 0(ZN) 1
retransmis0(N+V)
0(N+V)
sions

Reduction

DisAdv.
Overlapping
zones
Static

ZHLS

Intra: 0(1) /
0(1)/0(D)
Inter: 0 ( D )

0(N/M) / 0(N/M)* /
of SPF, low zone m a p
0(N+V)
0(N+V)
required
CO

SLURP

Intra:
0(2ZD)
0(2ZD)
1
Inter: 0(2D)
0(2D)**

0(2N/M) / 0(2N/M) / discovery
zone
using home
0(2Y)
0(2Y)

Intra:

DST

DDR

0(ZD)

Location
1

regions

Static

map
required

Reduce

0(ZD) 1 0(ZN) 1 0(ZN) 1
retransmis1 0(D)
O(N))
0(N)

Inter: 0(D)

sions

Intra: O(I)
/
Inter:
0(2D)

No
zone
m a p or zone
coordinator

0(1)
0(2D)

/ 0(ZN) 1 0(ZN) 1
0(N+V)
0(N+V)

Root node
Preferred
neighbours m a y
become
bottlenecks

T C = Time Complexity C C = Communication Complexity R D = Route Discovery R M = Route Maintenance I =Periodic update interval. N = Number of nodes
in the network. M = Number of zones or cluster in the network. ZN = number
of nodes in a zone, cluster or tree. Zp = Diameter of a zone, cluster or tree. Y
= number of nodes in the path to the home region. V = Number of nodes on
the route reply path. SPF = Single Point of Failure. C O = Control Overhead. *
In ZHLS, the intrazone is maintained proactively. Therefore, afixednumber of
updates are sent at afixedinterval. ** In SLURP, in the worst-case scenario, the
source node and the home region of the destination are on the opposite edges of
the network.
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the nodes within each region (or zone) work together to maintain location information about the nodes which are assigned to that region (i.e. their h o m e region). This
m a y potentially eliminate the need for flooding, since the nodes k n o w exactly where
to look for a destination every time. Another novelty of hybrid routing protocols is
that they attempt to eliminate single point of failures and creating bottleneck nodes
in the network. This is achieved by allowing any number of nodes to perform routing
or data forwarding if the preferred path becomes unavailable.

2.6 Overall Comparison

This section provides an overall comparison between the three classes of routing pro
tocols. The discussion here is based on Table 2.7. In this chapter, three categories
of unicast routing protocols (some have multicast capability) were introduced. T h e
global routing protocols, which are derived mainly from the traditional link state
or distance vector algorithm, maintain network connectivity proactively, and the ondemand routing protocols determine routes when they are needed. The hybrid routing
protocols employ both reactive and proactive properties by maintaining intra-zone
information proactively and inter-zone information reactively. B y looking at performance metrics and characteristics of all categories of routing protocols, a number of
conclusions can be m a d e for each category. In global routing,flataddressing can be
simple to implement, however it m a y not scale very well to large networks [36]. In
order to m a k e flat addressing more efficient, the number of routing overheads introduced in the networks must be reduced. O n e w a y to do this is to use a device such
the G P S . In D R E A M , for example, node only exchange location information (coordinates) rather than complete link state or distance vector information. Another w a y to
reduce routing overheads is by using conditional updates rather than periodic ones.
For example, in S T A R , updates occur based on three conditions (as described earlier). The global routing schemes, which use hierarchical addressing, have reduced
the routing overheads introduced to the networks by introducing a structure, which
localises the update message propagation. However, the current problem with these
schemes is location management that also introduces significant overheads to the network. In on-demand routing protocols, theflooding-basedrouting protocols such as
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D S R and A O D V have also scalability problems. In order to increase scalability, the
route discovery and route maintenance must be controlled. This can be achieved by
localising the control message propagation to a defined region where the destination
exists or where the link has been broken. For example, in L A R 1 , which also uses
the G P S , the route request packets propagate in the request zone only, and in A B R a
localised broadcast query ( L B Q ) is initiated when a link goes down. Hybrid routing
protocols such as Z H L S and S L U R P m a y also perform well in large networks. The
advantage of these protocol over other hierarchical routing protocols is that they have
simplified location management by using the G P S instead of using a cluster-head to
coordinate data transmission. A s a result, a single point of failure and performance
bottlenecks can be avoided. Another advantage of such protocols are that it is highly
adaptable to changing topology since only the node ID and zone I D of the destination is required for routing to occur. Z R P is another routing protocol described
in this section. The advantage of this protocol is that it maintains a strong network
connectivity (proactively) within the routing zones while determining remote route
(outside the routing zone) quicker thanflooding.Another advantage of Z R P is that it
can incorporate other protocols to improve its performance. For example, it can use
L A R 1 for inter-zone routing.
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Table 2.7 Overall Comparison of all routing categories
Routing Class
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ture
CBRP
are available
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is made.
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Not
required.
Yes,
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E.G: A B R
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AODV
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periodic updates.
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Delay level
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**

Depends on the
number of routes
kept or required.
Usually lower than
proactive protocols

High

Small. Routes are
predetermined

Usually
nodes.
TBRPF
higher

Higher than proactive

Mostly, lower than
proactive and reactive

Usually used inside
each zone, or between gateways
Usually more than
one path may be
available. Single
point of failures are
reduced by working as a group.
Usually
depends
on the size of each
cluster or zone.
may become as
large as proactive protocols if
clusters are big
for local*** destinations
small.
Interzone may be
as large as reactive
protocols

source
routing
protocols up to few
hundred
nodes.
up to 100
Point-to-point may Designed for up
O L S R and
scale higher. Also to 1000 or more
may scale
depends on the nodes.
level of traffic
and the levels of
multihopping

* If the nodes are reachable. ** The ability to perform efficient routing for
up to an approximate number of nodes. *** Local destinations represents the
nodes that are in the same zone or cluster as the source. For remote, they are in
different clusters.

Chapter 3
Position-based Route Update Strategy
3.1 Introduction

This chapter presents a new route update strategy for performing proactive route dis
covery in Mobile A d hoc Networks ( M A N E T s ) . In this strategy, the rate at which
route updates are sent into the network is controlled by h o w often a node changes
its location (or migrates from one point to another point) by a required distance. W e
refer to this updating strategy as M i n i m u m Displacement Update Routing ( M D U R ) .
The idea behind this strategy is that updates should only be sent if a node causes or
experiences a significant topological change. In this strategy, significant topological changed is assumed if a node migrates from one point to a significantly further
point by a required distance. W e implemented a hierarchical version of M D U R ,
called H M D U R on the top of the Fisheye State Routing (FSR) protocol and investigated its performance by simulation. The simulations where performed in a number
of different scenarios, with varied network mobility, density, traffic and boundary.
Our results indicate that M D U R has lower levels of control overhead than F S R and
achieves higher levels of throughput as the density and the level of traffic in the network is increased.

The rest of this chapter is organised as follows. In section 3.2, we describe a numb
of different route update strategies proposed in the literature. Section 3.3 describes
our route updating strategy. Section 3.4 describes the simulation environment, pa-
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rameters and performance metric used to investigate the performance of our route
update strategy. Section 3.5 presents the discussion of our simulation results and
section 3.6 presents the conclusions of the paper.

3.2 Related Work
Proactive route discovery provides pre-determined routes for every other node (or
a set of nodes) in the network at every node. The advantage of this is that end-toend delay is reduced during data transmission, when compared to determining routes
reactively. Simulation studies [10] [29] [5], which have been carried out for different
proactive protocols show high levels of data throughput and significantly less delays
than on-demand protocols (such as D S R ) for networks m a d e up of up to 50 nodes
with high levels of traffic. Therefore, in small networks using real-time applications
(e.g. video conferencing), where low end-to-end delay is highly desirable, proactive
routing protocols m a y be more beneficial. In this section, w e describe a number
of different route update strategies proposed in the literature to perform proactive
routing.

3.2.1 Global updates

Proactive routing protocols using global route updates are based on the link state a
distance vector algorithms, which were originally designed for wired networks. In
these protocols, each node periodically exchanges its routing table with every other
node in the network. T o do this, each node transmits an update message every T seconds. Using these update messages, each node then maintains its o w n routing table,
which stores the most recent or best route to every k n o w n destination. The disadvantage of global updates is that they use significant amount of bandwidth, because they
do not take any measures to reduce control overheads. A s a result, data throughput
m a y suffer suffer significantly, especially as the number of nodes in the network is
increased. T w o such protocol are D S D V [70] and W R P [60].
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Figure 3.1 Illustration of thefisheyescope in F S R

3.2.2

Localised updates

T o reduce the overheads in global updates, a n u m b e r localised updating strategies
where introduced in protocols such as G S R [ 1 4 ] and F S R [ 2 9 ] . In these strategies,
route update propagation is limited to a localised region. For example, in G S R each
node exchanges routing information with its neighbours only, thereby eliminating
packet flooding methods used in the global routing. F S R is a direct descendent
of G S R . This protocol attempts to increase the scalability of G S R b y updating the
nearby nodes at a higher frequency than the node which are located far away. T o
define the nearby region, F S R introduces the fisheye scope (as s h o w n in Figure 3.1).
T h e fisheye scope covers a set of nodes which can b e reached within a certain n u m ber of hops from the central node as s h o w n figure 3.1. T h e update messages with
greater h o p counts are sent at a lower frequency. This reduces the accuracy of the
routes in remote locations, however, it significantly reduces the a m o u n t of routing
overheads disseminated in the network. T h e idea behind this protocol is that as the
data packets get closer to the destination the accuracy of the routes increases. Therefore, if the packets k n o w s approximately what direction to travel, as they get close to
the destination, they will travel over a m o r e accurate route and have a high chance of
reaching the destination.
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Mobility based updates

Another strategy which can be used to reduce the number of update packets is introduced in D R E A M [5]. The authors propose that routing overhead can be reduced by
making the rate at which route updates are sent proportional to the speed at which
each node travels. Therefore, the nodes which travel at a higher speed disseminate
more update packets than the ones that are less mobile. The advantage of this strategy is that in networks with low mobility this updating strategy m a y produce fewer
update packets than using a static update interval approach such as D S D V . Similar to
F S R , in this protocol, updates are sent more frequently to nearby nodes than the ones
located far away.

3.2.4 Conditional or Event-driven updates
The number of redundant update packets can also be reduced by employing a conditional (also k n o w n as event-driven) update strategy [70] [28]. In this strategy, a node
sends an update if certain different events occur at any time. S o m e events which can
trigger an update are when a link becomes invalid or when a n e w node joins the network (or when a n e w neighbour is detected). The advantage of this strategy is that if
the network topology or conditions are not changed, then no update packets are sent.
Therefore, redundant periodic update dissemination into the network is eliminated.

3.3 Proposed Strategy
In this section, we propose Minimum Displacement Update Routing (MDUR). This
route update strategy attempts disseminate route update packet into the network when
they are required rather than using purely periodic updates. This is achieved by making the rate at which updates are sent proportional to the rate at which a node migrates from one location to a n e w location. That is, when a node changes location
by a threshold distance a route updates is transmitted into the network. The required
displacement can be measured using a Global Positioning System (GPS). The advantage of this strategy over purely mobility based updates used in [5] is that updates
are sent only w h e n there is a chance for a topological change, which m a y alter the
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connectivity of the network . This is discussed further in the following sections.

3.3.1 Overview and Definition
The idea behind this strategy is to reduce the amount of periodic route updates by
restricting the update transmission to nodes which satisfy the following conditions:

1. A node experiences or creates a significant topology change.
2. A node has not updated for a m i n i m u m threshold time.

In the first condition we assume that a node experiences a significant topology chan
if it has migrated by a m i n i m u m distance from one location to another location. B y
migrating from one location to another the routes connected to the migrating node
(and the route to the migrating node itself) m a y significantly change. Therefore, the
migrating node is required to transmit an update packet through the network (or parts
of the network) to allow for recalculation of more accurate routes. To illustrate h o w
M D U R works, suppose node S (seefigure3.2) migrates from one location to another
as shown (i.e. from initial location (Si) to thefinallocation (Sj). F r o m this migration
it can be seen that the neighbour topology of node S has changed, which has also
significantly changed the topology of the network. Therefore, the dissemination of
an update packet at this time will be beneficial as each node in the network can
rebuild its routing table and store more accurate routes.

3.3.2 Description of MDUR Algorithm

With MDUR, each node starts by recording its current location and sets it as its previous location. They will also record their current velocity and time. Using this
information each node determines when the next update should be sent. W h e n this
update time is elapsed the nodes check to see if their migration distance is greater
than the required threshold distance. If yes, an update is sent. Otherwise, no update
is sent and the next update time is estimated according to the current location and
velocity of the node. If the node is stationary, it can set a m i n i m u m wait time accord-
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B
(a) Illustrating Initial position for node S

B
(b) Illustrating final position for node S

Figure 3.2 Illustration of node migration in M D U R

ing to an update time constant, which has been used in the MDUR algorithm. The
MDUR

algorithm is outlined below.

Algorithm MDUR
(* The M D U R algorithm *)

1.

Lp <— Previous location

2.

Lc <— Current location

3.

Lp < L c

4.

DT <— The threshold distance

5.

Disseminate update packet

6.

V <— speed of node

7.

Tc <r- current time

8.

r^(^) + Tc

9.

while (node is online)

10.

wait until Tc = r

11.

Lc <— current location

Position-based Route Update Strategy

12.

if (dist(Lc, Lp) > DT

13.

Disseminate update packet

14.

Lp <- Lc

15.
16.
yi
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r^(^)+Tc
else
T i

/DT—dist(Lc,Lv)\ , up

Displacement updates are more beneficial than using updates based purely on mobility (i.e. speed [5]). This is because this strategy attempts to send an update when
a topology change occurs. T o show this, suppose node S (figure 3.2) moves rapidly
towards node A for a short time such that dist(Lc, Lp) < DT- Furthermore, it moves
in such a way that it maintains its links to nodes B and D. N o w , assuming that there
are no interference during this time and nodes A, B and D stay stationary, then the
topology of node S will not change. Therefore, an update is not required in this network. However, in this case a purely mobility based strategy such as in [5] an update
m a y be disseminated and it m a y continue to sent updates even if node S moves back
and forward between these two point. To contrary, in this scenario in M D U R no
updates will be sent.

3.3.3 Implementation Decision
To evaluate the performance of our route updating strategy, we implemented MDUR
on top of FSR, which w e refer to as Hierarchical M D U R ( H M D U R ) . Recall that F S R
disseminates two types of update packet; Intrascope update packets which propagate
within the fisheye scope and Interscope packets which propagate through the entire network. Therefore, w e introduced two types of displacement updates; one for
the intrascope and one for the interscope, and w e modified the M D U R algorithm to
disseminate these two updates. To initiate each of these updates w e also used two
different threshold distances; Dintra and Dinter for the intrascope and interscope updates respectively. To initiate the intrascope updates more frequently than interscope
updates, w e set Dintra to be significantly less than Dinter- Table 3.1 and 3.2 illustrate
the parameters used in F S R 1 and H M D U R .
J

The F S R parameters were set according to those specified in [29]
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The HMDUR

algorithm is outlined below.

Algorithm HMDUR
(* The H M D U R algorithm *)
L

Lintra <— Location at last inter-update

2.

Linter <— Location at last inter-update

3.

Lc <— Current location

*+•

^intra *

-^c

-*•

Winter *

-^c

6.

Dintra <— The intrascope threshold distance

7.

Dinter <— The interscope threshold distance

8.

Disseminate intrascope update packet

9.

Disseminate interscope update packet

10. V <— speed of node
11. Tc <— current time
t-^- ^intra

<

t-J> ^inter *

\

y

) ~~r~ J- c

^

y

) > -*- c

14. while (node is online)
15.

wait until a timer expires

16.

if (rintra = expired)

17.

if (dist(Lc, Lintra) >

Antra

18.

Disseminate intrascope update

19.

•'-'intra *

20.
21.

Tintra^(^)+Tc
else

r.r\

( Dintra—dist(Lc,Lintra)

ZZ.

23.
24.

-"c

lintra *

V

\

i rp

y

,/ T -I c

if (rinier = expired)
if (dist(Lc, Linter) > Dinter

25.

Disseminate interscope update

26.

-Winter *

27.

Tinier

28.

i

-^c
V

y

J + -^c

else

r«n

n-

Zy.

'inter ^~ \

i

{Pinter—dist(Lc,Linter)

y

\

i rp

) ' ±c
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Table 3.1 Fisheye State Routing Simulation Parameters

Number of scopes
2
Intrascope update interval 5S
Interscope update interval 15S
Neighbour timout interval 15S
Table 3.2 Hierarchical M D U R Simulation Parameters

2
Number of scopes
Intrascope m a x timeout interval 10S
Interscope m a x timeout interval 30S
M i n i m u m intrascope migration 3 0 M
M i n i m u m interscope migration 200M

3.4

Simulation Model

The aim of our simulation studies were to investigate the performance of our
update strategy under different levels of node density, traffic and mobility. W e simulated H M D U R and FSR for each scenario in order to differentiate their performance.
The simulation parameters and performance metrics are described in the following
sections.

3.4.1 Simulation Environment and Scenarios

The Glomosim simulation tool was used to perform our simulations [51]. GloMo
is an event driven simulation tool designed to carry out large simulations for mobile
ad hoc networks. Our simulations were carried out for 50 and 100 node networks2
, migrating in a 1000m x 1000m boundary. IEEE 802.11 D S S S (Direct Sequence
Spread Spectrum) was used with maximum transmission power of 15dbm at 2Mb/s
data rate. In the M A C layer IEEE 802.11 was used in D C F mode [18]. Theradiocapture effects were also taken into account. Two-ray path loss characteristic was used
2

These protocols were not simulated for more than 100 nodes due to a very large execuation time
required. The aim of this simulation study is to illustrate the performance gains that can be achieved
using H M D U R when compared to FSR.
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for the propagation model [75]. The antenna height is set to 1.5m, the radio receiver
threshold is set to -81 d b m and the receiver sensitivity was set to -91 d b m according
to the Lucent's wavelan card [58] specification. A random way-point mobility model
was used with the node mobility ranging from 0 to 20m/s and pause time varied from
0 to 900s. T h e simulation was run for 900s for 10 different values of pause time and
each simulation was averaged overfivedifferent simulation runs using different seed
values.
Constant Bit Rate ( C B R ) traffic was used to establish communication between nodes.
Each C B R packet was 512 Bytes, the simulation was run for 10 different client/server
pairs3 and each session was set to last for the duration of the simulation.

3.4.2 Performance Metrics
To investigate the performance of the routing protocols the following performance
metrics were used:

• Packet Delivery Ratio (PDR): Ratio of the number of packets received by the
destination node to the number of packets sent by the source node to the.
• Nomalized routing overhead (O/H): The amount of routing overhead transmitted through the network for each data packet successfully delivered to the
destionation.
• End-to-End Delay: The average end to end delay for transmitting data packets
from the source to the destination

The first metric is used to investigate levels of data delivery achievable by each p
tocol under different network scenarios. The second metric will illustrate the levels
of routing overhead introduced. The last metric compares the amount of delay experienced by each data packet to reach the destination.
3

Note that the terms Client/Server, src/dest and Flows are used interchangeably
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Simulation Results

This section presents our simulation results. The aim of this simulation analysis
compare the performance of H M D U R with F S R under different network scenarios.

3.5.1 Packet Delivery Ratio

The graphs in Figure 3.3 and 3.4 illustrate the PDR results obtained for the 1000m
x 1000m boundary. In the 50 node scenario, F S R and H M D U R show similar levels
of P D R However, in the 100 node network scenario, H M D U R starts to outperform
FSR. This is because H M D U R still maintains a similar level of P D R as in the 50 node
scenario, whereas F S R has shown a significant drop in performance when compared
to the 50 node scenario. This drop in performance is evident across all different levels
of pause time. This is because under high node density the periodic updating strategy
in F S R starts to take away more of the bandwidth available for data transmission than
H M D U R . This is because H M D U R , reduces the number of unnessarity updates (i.e
the nodes that do not migrate significantly), and increaes the number of updates sent
by the nodes, which migrate more frequently. The advatage of this is that routing
tables stored at each node would maintain more accurate routes, which would reduce
the number of data packets being misslead and increases the probability of a packet
reaching the required destination as it propagates towards the destination. This is
evident during high levels of mobility (i.e. small pause times) in Figure 3.4 where
H M D U R produces a better packet delivery success rate than FSR. Furthermore, more
updates m a y increase channel contention, which can result in more packets being
dropped at each intermediate node. This is more evident when mobility is low (i.e.
large pause times) in Figure 3.4, where H M D U R contiues to outperform F S R due to
fewer update packets being disseminated.

3.5.2 Normalised Control Overhead
The graphs in Figures 3.5 and 3.6 illustrate the Normalized routing overhead experinced in the 1000m x 1000m boundary. In our simulation, the m a x i m u m update
intervals for the intrascope and interscope is set to be half of that of FSR. There-
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fore, under high mobility (i.e. 0 pause time) if purely periodic updates where used
in H M D U R , the routes produced would have been less accurate, which m a y have
resulted in a drop in throughput. However, adapting the rate of updates by each node
to the rate of its displacement, allows the nodes to send more updates when they are
required (i.e. during high mobility). This means that the accuracy of the routes will
be high during high mobility where nodes are more likely to migrate more frequently
and when mobility is low less updates are sent. From the results shown in Figures
3.5 and 3.6 it can be seen that H M D U R produces less overhead than FSR, across all
different levels of pause time and node density.

3.5.3 Delays
The graphs in Figure 3.7 and 3.8 illustrate the end-to-end delay experinced in the
1000m x 1000m boundary. These results show that in H M D U R each data packet
experinces lower end-to-end delay than in FSR. The lower delay experienced is due
to the higher level of accessability to the wireless medium. This is because in H M D U R each node generates less route updates than in FSR, which means there is less
contention for the channel and smaller queue sizes in the buffer when a data packet
is recieved. Therefore, each node can forward data packets more frequently, since
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access to the channel can be granted more frequently and there are fewer control
packets in the buffer (note that the more control packets in the queue the longer a
data packet m a y have to wait).

3.6 Alternative strategies and improvements
O n e w a y to increase the scalability of proactive routing protocols is by maintaining
approximate routes to each destination rather than exact routes. In [29] and [5], each
node maintains approximate (or less accurate) information to far away destinations,
since the updates from far away nodes are received less frequently. Similarly, in H M D U R , nodes maintain approximate routing information to nodes located far away by
using the interscope displacement metric. In this section, w e propose a number of
alternative strategies and improvements for M D U R and H M D U R based on approximate routing.

3.6.1 Minimum Topology Change Updates
Another way to determine if an update is required is by monitoring the nearby
topology and disseminating update packets only when a m i n i m u m level of topol-
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ogy change occurs .To do this w e introduce M i n i m u m Topology Change Updates
( M T C U ) . This strategy assumes that each node maintains an intrascope and interscope topology like FSR. However, instead of using purely periodic updates, the rate
at which updates are sent is proportional to a topology metric. M T C U is m a d e up
of two phases: these are startup phase and maintenance phase. The start up phase
is initiated when a node enters the network (or when it comes online). During this
phase, each node starts by recording its location and sends three updates, which are:
neighbour update, intrascope update and interscope update. Each node then counts
the number of neighbouring nodes and the number of nodes in their intrascope. During the maintenance phase, the neighbouring topology is periodically monitored and
the number of changes is recorded. These changes can include: discovery of new
neighbour or the loss of a link. If a significant change in the neighbouring topology
is experienced an intrascope update is sent. Furthermore, each node monitors its intrascope topology and counts the number of changes, such as the number of nodes in
the intrazone and the number of route changes for each destination. If the intrascope
has changed significantly then an interscope update is sent. Note that the each node
maintains its neighbour connectivity through beaconing messages. However, the rate
at which intrascope and interscope updates are disseminated is dependent on the
rate at which neighbouring or intrascope topology changes, and periodic updates can
be used only if each node has not sent an intrascope or interscope update for long
time4. Therefore, the number of redundant updates is reduced if no changes occur.
This also means that fewer periodic updates maybe transmitted when compared to
protocols which use a purely periodic update strategy (such as FSR). To detect if a
significant neighbour or intrascope topology change has occurred a topology metric
can be used. In this case, two topology metrics are required to be kept, one for the
neighbouring topology and one for the intrascope topology. The topology metric
counts the number of changes after the startup phase and triggers an update event if a
certain number of changes occur. The MTCU

algorithm is outlines below. Note that

the algorithm only shows the maintenance phase of M T C U .

4

That is, when the network is static then updates are sent at a lower frequency when compared to
purely periodic updates
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Algorithm

MTCU

(* The M T C U algorithm *)
1.

NTC <— Total current number of neighbours

2.

NTP <— Total previous number of neighbours

3.

T c <— Total number of destinations in the intrascope

4.

Tp <— Total intrascope destinations previously recorded

5.

N <— Total intrascope destinations previously recorded

6.

PNchange

7.

PTchange <— percentage of topology change required (between 0 to 1)

8-

Nchange <— neighbour changes recorded

9.

Tchange <- Topology changes recorded

<— percentage of neighbour change required (between 0 to 1)

10. while (node is online)
11.

wait for an update

12.

if (update — neighbour)

13.

update neighbour table

14.

NTC <— total number of neighbours

15.

Nchange+ = number of changes

16.

if (Nchange > PNchange

* NTP)

17.

Disseminate intrascope update

18.

NTP <- NTC

19.

^change *

20.

"

if (update = Intrascope)

21.

update topology table

22.

Tc <— total number of neighbours

23.

Tchange+ = number of changes

24.

if (Tchange ^ P1 change * lp)

25.

Disseminate interscope update

26.

Tp <- Tc

27.

-t change *

28.

if (update = Interscope)

29.

O

update topology table
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In the above algorithm, the rate at which updates are sent also depends on the percentage of changes experienced (i.e. PTchange

and P N c h a n g e ) . The percentage of change

value can be a static parameter between 0 and 1 0 0 % preprogrammed for each device.
However, it maybe beneficial to dynamically change its value according to the network conditions. O n e way to do this is by estimating the available bandwidth at each
node and also for the intrascope, then varying the percentage change values according to the level of available bandwidth. Therefore, in times where the level of traffic
(e.g. data and control) is low, more updates can be sent to increase the accuracy of
the routes.

3.7 Conclusions
This chapter presents a new proactive route update strategy for mobile ad hoc networks. W e present M i n i m u m Displacement Update Routing ( M D U R ) and Hierarchical M D U R ( H M D U R ) . In these strategies, the rate at which route updates are
sent is proportional to the rate at which each node changes its location by a threshold distance. The idea behind this strategy is to minimise the number of redundant
route updates in proactive routing protocols by disseminating update packets when
a significant topology change has occurred. M D U R and H M D U R assume that a
significant topology change will occur if a node experiences a significant change in
its location. W e implemented H M D U R and compared its performance with FSR.
Our results indicate that H M D U R produces fewer routing overheads than F S R while
maintaining high levels of successful data packet delivery across different network
scenarios. Furthermore, the results show that when the node density is high, reducing
routing overhead can result in higher levels of data packet delivery and lower end-toend delay for each packet. This means that H M D U R will have a higher scalability
than F S R as the number of in the network grows. In the future, w e plan to simulate
M D U R and H M D U R with a simple geographic data forwarding (such as those those
described in [82]) and compare its performance with shortest path routing.

Chapter 4
Location-based Point-to-Point
Adaptive Routing Protocol

4.1 Introduction
This chapter presents a new Global Positioning System (GPS)-based routing protocol, called Location-based Point-to-point Adaptive Routing (LPAR) for mobile ad
hoc networks. This protocol utilises a 3-state route discovery strategy in a point-topoint manner to reduce routing overhead while maximising throughput in medium
to large mobile ad hoc networks. In L P A R , data transmission is adaptable to the
changing network condition. This is achieved by using a primary and a secondary
data forwarding strategy to transfer data from the source to the destination when the
condition of the route is changed during data transmission. A simulation study was
performed to compare the performance of L P A R with a number of different routing
algorithms proposed in the literature. Our results indicate that L P A R produces less
overhead than the other simulated routing strategies, while maintaining high levels of
throughput. Furthermore, a number of improvements have been proposed to further
improve the performance of L P A R .
The rest of this chapter is organised as follows. In Section 4.2, we describe our
routing strategy. In section 4.3, the simulation environment and parameters used are
described. In section 4.4, w e present a discussion on the results w e obtained for our
simulations. Section 4.5 presents a number of improvements and alternative strate-

68

Location-based Point-to-Point Adaptive Routing Protocol

69

gies, which can be implemented for L P A R and Section 4.6 presents some concluding
remarks.

4.2 Location-Based Point-to-point Adaptive Routing
Protocol (LPAR)
Fundamentally, mobile ad hoc networks are dynamic in nature. These networks may
consist of a number of nodes with different levels of mobility, which m a y constantly
create different node configurations and topologies. This means that during data
transfer, source nodes m a y require a number of route recalculations1 to successfully
transmit the data. A s discussed in chapter 2, determining routes proactively over
the entire network m a y use significant amount of the networks available bandwidth.
Furthermore, reactive route discovery strategies based on flooding lack scalability as
the size of the network increases [62]. Previous work has been done in [47] [4] [21]
to reduce the effects of flooding in source routing protocols (discussed in the following section). In this study, w e use propose different strategies to reduce overheads
under point-to-point routing. In Point-to-point routing, each node along the path to
destination can m a k e routing decision, which means that they are more adaptable to
changing topology and reduce route recalculations at the source. In the following
sections, w e describe previous strategies proposed in the literature to reduce routing
overheads in reactive routing and propose a number of n e w strategies to increase the
performance of point-to-point routing.

4.2.1 Reactive Route Discovering Strategies
The most common routing strategy used in on-demand routing protocol is commonly
referred to as pure flooding based route discovery. In pure flooding, the source node
generates a Route Request ( R R E Q ) packet which is broadcast and propagated globally through the network. W h e n a R R E Q packet reaches the required destination or
an intermediate node with knowledge about the destination, a Route Reply ( R R E P )
is generated and sent back to the source. If the R R E Q has travelled through bi1

Depending of the level of mobility and h o w often the topology changes
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TTL = 2

Figure 4.1 Controlledfloodingusing expanding ring search

directional links, then link reversal can be used to send the reply back to the source,
otherwise, the destination m a y piggy back the route (if source routing) in a route
reply packet, which is also flooded to reach the source. Protocols such as D S R and
A O D V are based on the flooding algorithm. The main difference between the two
is in the way routes are created and used. D S R is based on source routing, which
means each data packet carries the complete source to destination address. A O D V is
a point-to-point routing protocol, which means that the data packets only carry the
next hop address and the destination address. A number of different strategies have
been proposed to reduce the routing overheads of pure flooding. T w o such strategies are, Expanding Ring Search (ERS) and Restricted Search Zones (RSZ). In E R S ,
the source node incrementally increases the search area until the entire network is
searched or the destination has been found. For example, if the node S (see Figure
4.1) wants to find a route to the node A, it will create a R R E Q packet with a Time To
Live (TTL) of one, which means that only the neighbouring nodes Y, B, F and C will
see the packet. N o w , since nodes F and B have a link to node A, they can send back
a R R E P to node S. A s a result a route between node S and node A can be established
without flooding the entire network. If node A was more that one hop away, then
node S will timeout if no route reply is received and generate another R R E Q packet
with a higher T T L value. In R S Z , given that the source node has some idea of the
current location of the destination or knows approximately h o w many hops away it
is, it can calculate a region in which the destination node can currently reside and
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R R E Q packet

(a) Localized R R E Q propagation in L A R 1

Relative Distance in hops H = 1

(b) Localized R R E Q propagation in R D M R

Figure 4.2 Controlledfloodingusing restricted search zone

flood within that region only. Two such protocols which use RSZ are LAR1 and
R D M A R . In L A R 1 , if the source node has a location information (through a G P S )
about a particular node, it can calculate a region called the Expected Zone, in which
the destination node can reside. If the source node is outside of the Expected Zone,
a Request Zone (which is a region surrounding the expected zone) is also calculated.
The source node will then restrict R R E Q packet to the nodes within the request zone
only (see Figure 4.2a). In R D M A R , the source nodes estimate the number of hops
the destination is away from it (assuming a moderate velocity), thus restricting the
route discovery within the calculated number of hop (see Figure 4.2b).
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4.2.2 3-State Route Discovering Strategy

As discussed earlier, LPAR is a point-to-point based routing strategy, which has bee
built on top of A O D V . However, in L P A R , each node also exchanges location information (using G P S coordinates) in their hello message beaconing. In L P A R , if a
node has location information for a required destination, it will use different route
discovery strategies to determine a route, depending on the recorded location and
velocity of the destination. The aim of our 3-state route discovery strategy is to minimise routing overhead introduced into the network for each route discovery, while
selecting relatively stable routes (This will be discussed later). W e have defined 3 different routing scenarios and described what strategies are used to determine a route
for each scenario. Hence, the name is 3-state route discovery. The routing discovery
strategies used in our 3-state algorithm are as follows:

(i) Directed Unicast Route Discovery (DURD)
(ii) Restricted Search Zone (RSZ)
(iii) Expanding Ring Search (ERS)

When a node has data to send to a particular node and a location information is
available, it will initiate the 3-state route discovery algorithm. Otherwise E R S route
discovery will be used to determine a route. In our 3-state R D algorithm, the source
node willfirstattempt to find a route to the required destination using our D U R D
algorithm. If the discovery was unsuccessful, R S Z strategy will be used to search
over a wider scope. Finally, if the R Z S strategy fails E R S will be used to determine
a route. To illustrate h o w the 3-state algorithm works, suppose that node S (see
Figure 4.3) wants to send data to node D and the k n o w n route had expired. N o w
assume that node S has recorded location information (x,y) and velocity information
V for D at t0, and the current time is ti. Then, the possible migrating distance for D is
jm _ y(f1_fQ)w

Furthermore, a M a x i m u m Migration Distance ( M M D ) is assigned2,

if d

and dm < dsd, then D U R D will be initiated. The aim here is to

2

< MMD

M M D is denned as a simulation parameter, w e set MMD
= R/2 where R is the m a x i m u m
transmission range. Also, dsd is the distance between the source and the destination
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increase the accuracy of the DURD algorithm, since only one packet is forwarded.
Therefore, w e will use D U R D if the destination has not migrated too far from its
known location and it has not migrated to the opposite side of the source. In D U R D ,
the source node will attempt to send one packet through a selected node towards
the destination. The selected node must lead towards the destination, must have at
least one outgoing link and meet the stability criterion (this is discussed later). Each
intermediate node will follow the same procedure until the destination is reached.
The DURD

algorithm is outlined below3.

Algorithm DURD
1.

N <— set of neighbours

2.

Cd <— 10000 (* Closest distance found so far *)

3.

FN <— NULL

4.

Da <— dist(node, destination)

5.

Di distance between neighbour N{ and destination

6.

Df distance between neighbour Ni and this node

7.

for i±-l,Ni^ NULL, i + +

(* chosen forwarding neighbour so far *)

8.

Di <— dist(Ni, destination)

9.

Df <— dist(Ni,node)

10.

if Deg(N{) > 1 and Df < r

11.
12.
3

if Di

<DdandDf<Cd
FN <- Nt

r = m a x allowable distance between two nodes
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Cd <- Df

14. return DF

If DURD fails to find a route to the destination or if dm > MMD, the source will
calculate a R R E Q propagation region (similar to L A R 1 ) , and attempt tofinda route
using R S Z . If unsuccessful, the source will increase the R S Z and another localised
route discovery is initiated. Finally, if D U R D and R S Z both fail, or location information is not available, then E R S will be initiated (note that the radius of E R S will be
adjusted to cover the previously calculated propagation region in R S Z , if R S Z was
used prior to E R S ) .

4.2.3 Adaptive Data Forwarding

Another way to reduce routing overheads in the network is by reducing the effects o
link breakage during data transmission. A number of different strategies have been
proposed to reduce the overhead costs of link failure, these include:

(i) Localised route maintenance (AODV,ABR)
(ii) Storing multiple routes ( D S R , L A R 1 )
(iii) Backup routing using promiscuous overhearing (AODV-BR[52])

Localised route maintenance, reduces routing overheads by repairing the route at th
point of failure, by initiating a controlledflooding(similar to a R S Z ) around the point
of failure rather than initiating another route discovery at the source. Storing multiple
routes (commonly used in source routing protocols such as D S R ) can also be used to
reduce the number of route recalculations at the source. However, this method still
requires a R E R R to be send back to the source. Furthermore, there is no guarantee
that the source will have alternate route or whether it will still be valid. Link failure
overhead can be also reduced by maintaining backup routes at every intermediate
node in the route. For example, in A O D V - B R , the node detecting the link failure
broadcasts the data packets to the neighbours. The receiving neighbours with a route
to the next hop unicast the data to the next hop. The disadvantage of this strategy is
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RREP
Primary Route
Secondary Route

Figure 4.4 Alternate route selection using G A R S strategy

the redundancy, as multiple nodes maybe sending the same data to the next hop.
W e propose a GPS-based Alternate Route Selection ( G A R S ) strategy, where each
node can select another node as the secondary route, if the primary route fails. Similarly to A O D V - B R , in G A R S the alternate routes are calculated during a route reply
phase. However, instead to building backup routes using promiscuous overhearing
at each neighbouring node, the node sending the route reply also selects another
neighbour, which can be used as a secondary route in case this node is no longer
available. For example, during R R E P , node B (seefigure4.4) can select4 node A as
the secondary route to connect node L and E. This is done by calculating the distance
between E and A and also L and A. If both these distances are lower than the maxim u m allowable transmission range, then node B assigns node A as an alternate path.
N o d e L will accept node A as a secondary route if it forms a direct link with node A.
Note that the R R E P packet also contains the node ID of the next node which leads to
the destination. If a secondary route is used the node ID of the second-hop is passed
(using the IP optionsfield),to the node in the secondary route. Therefore, the node
in the secondary route can forward the data packet to the next hop which leads to the
destination. For example, node L (figure 4.4) passes the node ID, E, to node A , if the
secondary route is used. Therefore, node A will then know that it should forward the
data packet to node E unless it knows a better route. The GARS algorithm is outlined
below.

Assuming all nodes have equal transmission range
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Algorithm

GARS

1.

N <— set of neighbours

2.

SN <— NULL

3.

df <- 10000

4.

dr <- 10000

5.

dTprev <— df + dr

6.

dTcurr <— 0

7.

T^ <— m a x transmission range

8.

for i<-l,Ni^

neighbour used as secondary route

NULL,

i+ +

9.

df <— dist(Ni,uplinknode)

10.

dr <— dist(Ni, downlinknode)

11.

if df <TX

12.

76

and

dr<Tx

then drcurr = df + dr

13.

if dr curr < d^prev

14.

SN <- Ni

15.

dTprev <— d^curr

16. return 5 TV

The advantage of GARS compared to AODV-BR is that we eliminate data redundancy by specifying which node can be used as the secondary relay point if the primary relaying node is no longer available. Furthermore, security is increased since a
known node is selected as a secondary relay point rather than relying on an unknown
nodes to forward the data.

4.2.4 Stable route selection

Stable route selection can also contribute to reducing the total amount of rout
overhead transmitted in the network. B y selecting routes which last longer, the number of route recalculations due to link failure can be reduced. Most of the previous
work done to provide stable routes in M A N E T s have been carried out with source
routing protocols. ABR[87] and SSA[25] are two such protocols which attempt to
provide stable routes using source routing. In these protocols the destination selects
the route, which has travelled over the most stable links. W e explore the effects of
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Figure 4.5 Illustration of stable route selection in L P A R

selecting stable routes in point-to-point routing. One way to select stable routes
point-to-point manner is to restrict thefloodingof R R E Q packets over strong links
only. To select a strong link, w e allow only the nodes which receive a R R E Q packet
over a strong link to further broadcast the packet. Therefore, the R R E Q packets
which reach the destination (or an intermediate node with a route to the destination)
have travelled over a strong route. This means that the destination (or the intermediate node) can send back a R R E P over strong links, and a stable route between the
source and the destination can be established. W e define a link as being strong if the
distance between the edges (nodes) in the link is lower than a predefined Threshold
Transmission Range 5 (TTR). For example, in Figure 4.5, for TTR

= 300m, nodes A ,

B and D form strong links with node S. Therefore, these nodes can further broadcast
any R R E Q packets received from node S.

4.3 Simulation Model
The aim of our simulation study is to measure the performance of our routing strategy under changing network topology and investigate what levels of successful data
delivery (and throughput) can be achieved under different network conditions. W e
compare the performance of L P A R under network scenarios, which have different
levels of mobility, traffic and node densities, with a number of existing routing protocols and discuss h o w each protocol performs under each scenario.
5

T T R < m a x i m u m possible transmission range.
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4.3.1 Simulation Environment and Scenario Description
The simulations were carried out in the GloMoSim[51] simulation package. GloM o S i m is an event driven simulation tool designed to carry out large simulations for
mobile ad hoc networks. Our simulations were carried out for 50, 100,200, 300,400
and 500 node networks, migrating in a 1000m x 1000m area. I E E E 802.11 D S S S
(Direct Sequence Spread Spectrum) was used with m a x i m u m transmission power of
15dbm at 2Mb/s data rate. In the M A C layer IEEE 802.11 was used in the D C F
mode. The radio capture effects were also taken into account. Two-ray path loss
characteristics was applied as the propagation model. The antenna hight was set to
1.5m and the radio receiver threshold is set to -81 d b m and the receiver sensitivity
was set to -91 d b m according to the Lucent's wavelan card specification[58]. Rand o m Way-Point mobility model was used with the node mobility ranging from 0 to
20m/s and pause time varied from 0 to 900s. The simulation was run for 900s for 10
different values of pause time and each simulation was averaged over eight different
simulation runs using different seed values.
Constant Bit Rate ( C B R ) traffic was used to establish communication between nodes.
Each C B R packet was 512 Bytes in size and each packet was sent at 0.25s intervals (i.e. 4 packets per second). The simulation was run for 10 and 20 different
client/server pairs6 and each session was set to last for the duration of the simulation.

4.3.2 Performance Metrics
To investigate the performance of the routing protocols the following performance
metrics were used:

• Packet Delivery Ratio (PDR): Ratio of the number of packets received by the
destination node to the number of packets sent by the source node.
• Control (O/H): The number of routing packets transmitted through the network for the duration of the simulation.
• Packet Delivery Ratio (vs) N u m b e r of nodes: The percentage of packets
6

Note that the terms Client/Server, src/dest and Flows are used interchangeably
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successfully delivered versus the number of nodes for a chosen value of pause
time.
• Control (O/H) (vs) Number of nodes: The number of control packets introduced into the network versus the number of nodes for a chosen value of pause
time.
• End-to-End Delay: The average end to end delay for transmitting one data
packet from the source to the destination

The first metric is used to investigate the levels of data delivery (data throughpu
achievable by each protocol under different network scenarios. The second metric
will illustrate the levels of introduced routing overhead. The third and the forth metric
are used to investigate the scalability of the protocols as the network grows in size.
The last metric compares the amount of delay experienced by each data packet to
reach its destination.

4.4 Results

This sections gives a discussion on the simulation results we obtained for our rout
strategies. To investigate the performance of L P A R with and without stable link
strategy (in section 4.2.4), w e ran two different versions of L P A R . These are referred
to as: L P A R , which consists of sections 4.2.2 and 4.2.3, and L P A R - S , which also
perform the stable routing strategy proposed in section 4.2.4. The performance of
our L P A R strategies where compared with L A R 1 and A O D V .

4.4.1 Packet Delivery Ratio Results
Figures 4.6, 4.7, 4.8 and 4.9 show the PDR achieved by each routing protocol as the
number of nodes in the network was increased, for 10 C B R sources. In this scenario,
for all node density levels, the P D R for all routing protocols are greater than 9 5 % .
The performance of each protocol converges to 1 0 0 % when the mobility is reduced
to zero (i.e. 900s pause time). L A R 1 has the highest level of P D R . This is more
evident in Figure 4.6 where the node density is lower than in the other scenarios.
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Figure 4.6 P D R for 50N and 10 Flows

This is because L A R 1 stores multiple routes, where the other protocols store a single
route. The disadvantage of storing a single route when node density is low is that
the nodes in the path to the destination have less chances of learning about a fresher
route to the destination. This means that link failure between the intermediate nodes
leading to the destination, m a y cause another route discovery. A s a result, some
data packets maybe dropped, which means that P D R will be reduced. L P A R - S has
the lowest delivery ratio in the 5 0 N scenario. However, as the number of nodes is
increased, L P A R - S performs as well as L A R 1 . This is because when the node density
is low, the number of routes found (or available) is less than when the node density is
high. Therefore, if route selection is done over strong links only, then the number of
routes found will be lower when compared tofloodingover every link and in some
situations the R R E Q packets m a y not reach the destination (or an intermediate node
to the destination).

Figures 4.10,4.11,4.12 and 4.13 show the PDR for 20 CBR sources. In this scenario
L P A R shows the best performance under low node density (i.e. 50 node scenario),
and as the node density is increased, L P A R maintains over 9 5 % P D R . LPAR-S, still
under performs in the 50 nodes scenario, however, as the node density is increased
its performance increases and it performs as well as L P A R and A O D V . Furthermore,
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Figure 4.13 P D R for 300N and 20 Flows

in the high node density scenario (i.e. Figure 4.13) it begins to out perform the o
routing protocols. This increase in performance is due to the availability of more
stable routes when compared to the least dense scenarios. A O D V also performs well
across all ranges of node density. However, it starts to under-perform L P A R and
L P A R - S in the 300 node network scenario. L A R l achieves the lowest levels of P D R
in this scenario. This is more evident under the higher mobility (i.e. smaller pause
times), where link failure rate is higher. Therefore, in this scenario, the point-to-point
routing protocols clearly out perform the source routing protocols (i.e. L A R l ) .

4.4.2 Control Overhead Results
Figures 4.14,4.15,4.16 and 4.17 show the number of control packets introduced into
the network by each routing protocol for 10 C B R sources. In A O D V , more overhead
is introduced into the network than in the other routing strategies. This is because,
A O D V does not take any measurements to reduce the route discovery region if the
source and the destination have recently communicated (or the source has location
information about the destination). T o the contrary, two factors contribute to reducing
routing overhead in L A R l . Firstly, nodes can have multiple routes to destinations
(as discussed earlier), which m a y reduce the number of route discoveries initiated for
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Figure 4.14 C T R L packets for 5 0 N and 10 Flows

each src/dest pair7, whereas in A O D V , each node only stores a single route. Secondly,
in L A R l , if source nodes have location information about the required destination,
they can use R Z S (as described earlier), which minimises (or localises) the search
area to a particular region. The advantage of this is that the number of nodes involved
in broadcasting R R E Q packets is reduced, which means that fewer control packets
are transmitted. This also means more bandwidth is available for the nodes that are
not in the search area and reduce channel contention. L P A R and L P A R - S , which
use the 3-state route discovery algorithm, produce less overhead than L A R l , despite
only storing single routes. This is because in our 3-state route discovery algorithm,
if unexpired location information is available, the source node will first attempt to
discovery a route by unicasting rather than broadcasting (as previously described
in the D U R D algorithm in section 2.2). This means that fewer control packets are
transmitted through the network. L P A R - S further reduces this overhead by flooding
over links which have certain level of stability. The advantage of this is that route
m a y last longer, which means fewer route recalculations will be required and fewer
data packet will be dropped.
Figures 4.18,4.19,4.20 and 4.21 show the number of control packets introduced into
7

src/dest pair refers to theflowthat occurs between a source and a destination node.
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the network by each routing protocol, for 20 CBR sources. In this scenario, it can
seen that L P A R - S continues to produce the least amount of overhead. Both L P A R and
L A R l show similar levels overhead in low density scenario, with L P A R performing
better under higher mobility and L A R l performing better during mid range mobility.
L P A R starts to outperform L A R l at higher node density. This is because at higher
node density the D U R D algorithm will have a better chance of forwarding the R R E Q
packet to the destination, which means that it will have a higher success rate for
finding a route to the destination. Therefore, fewer control packets are transmitted
when compared to using E R S or R S Z during route discovery. A O D V continues to
produce the highest level of control overhead in all scenarios. This is more evident in
high mobility where A O D V produces three times more control overhead than L P A R S and two times more overhead than L P A R and L A R l . This result illustrates the
advantage of exploiting location information during route discovery.

4.4.3 Scalability Results

To further investigate the scalability of each routing protocol, PDR and control o
head was recorded for the worst case network scenario (i.e. under constant node
mobility, 0 pause time), for up to 500 nodes. Figures 4.22 and 4.23 show the P D R
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Figure 4.22 P D R for pause time = 0 and 10 Flows

achieved for 10 src/dest pairs and 20 src/dest pairs respectively. For the 10 src/dest
scenario, L P A R and L P A R - S achieve over 9 8 % P D R for all node density levels.
L A R l achieves its highest P D R for up to 200 nodes, after this is performance begins
to drop. A O D V also performs well across all node density levels. In the 20 src/dest
scenario, L P A R , L P A R - S and A O D V clearly outperform L A R l . In this scenarios,
L P A R - S shows the highest P D R and it maintains over 9 7 % P D R when the node density is higher than 200 nodes. LPAR's performance is sightly lower than LPAR-S
during high node density. However, they both outperform A O D V across the whole
range of node densities. Furthermore, A O D V ' s performance starts to drop after 200
nodes. LARl's highest P D R occurs at 100 nodes where it achieves 9 4 % . However,
for more than 100 nodes its performance starts to drop significantly, and at 500 nodes
it performance drops to 8 3 % .
Figures 4.24 and 4.25 show the number of control packets introduced into the network for 10 src/dest pairs and 20 src/dest pairs respectively. From these figures it
can be seen that as the node density is increased the performance difference between
each routing strategy becomes more significant. A O D V has higher control overhead
than L A R l , L P A R and L P A R - S for both the 10 src/dest scenario and the 20 src/dest
scenario where it produces three times more overhead than L P A R - S and over two
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Figure 4.25 C T R L for pause time =0 and 20 Flows

times more overhead than L P A R and L A R l . L P A R - S continues to produce the least
amount of overhead for all node density scenarios. L P A R also shows fewer overheads than L A R l and A O D V . Therefore, from these results it can be seen that both
L P A R and L P A R - S are more scalable than A O D V and L A R l as the level of traffic
and node density increase in the network.

4.4.4 Delay Results
Figure 4.26 and 4.27 show an average end-to-end delay experienced by each data
packet for 10 src/dest pairs and 20 src/dest pairs in a 100 node network respectively.
A s expected, all protocols experienced larger delays during high mobility, since more
frequent link failures m a y cause route recalculation. This means that each packet m a y
experience longer delays before it reaches its destination. A O D V has the lowest endto-end delay compared to the other protocols. This is because A O D V always uses
the shortest route to the destination, and it only maintains a single route, whereas
L A R l can store multiple route. This means that if the optimal route fails (the one
with the shortest path between the source and the destination), an alternate route
from the route cache m a y be used, which m a y be longer in length when compared
to the optimal route. Therefore, some packet m a y travel over longer routes to reach
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the destination. Similarly in L P A R and L P A R - S if the primary route fails, some
packet m a y travel over the secondary route, which m a y be longer. Therefore, they
m a y experience slightly longer delays. F r o m thefiguresw e can see that L P A R and
L P A R - S have on average about 5 m s more delay across all mobility levels. However,
by using a secondary route, L P A R and L P A R - S are able to successfully transmit
more data packets, and reduce the number of route recalculations, which means fewer
control packets.

4.5 Improvements and Alternative Strategies
In this chapter, we proposed a number of different strategies to reduce the routing
overhead during route discovery. In this section, w e describe a number of different
improvements and alternative strategies, which can further enhance the performance
of L P A R .

4.5.1 Forwardability Algorithm for DURD
In the DURD algorithm (section 4.2), RREQ packets are forwarded towards the destination using the intermediate nodes which have a m i n i m u m required degree (i.e.
node density, w e use deg > 1 in this case) and the intermediate distance8 is lower
than r. To further increase the possibility of the R R E Q packets reaching the destination (in the D U R D algorithm). W e introduce a forwardability algorithm, to allow
the forwarding node to m a k e further decisions about whether the next chosen node is
able to forward the R R E Q towards the destination. To do this, each node calculates a
forwardability factor (instead of a node degree) and exchanges this information with
the neighbouring nodes9. To describe the forwardability algorithm, w e refer to Figure 4.28. To calculate the forwardibility, each node defines starts by defining four
points at a distance R away from its current location. These points are at north, east,
south and west as shown in Figure 4.28. Using these points the nodes will determine
if they have any neighbour which lead to (or approximately lead to) those directions,
8

T h e intermediate distance is the distance between the forwarding node and the next node which
is chosen as the next forwarding node
9
This is done using the existing hello beacon messages and the routing packets
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using their neighbour table. This is done by mapping each neighbour in the coordinate plane, and determining which neighbours are closest to which one of the four
points. This can be done either by comparing the distance between each neighbour
with each of the four points or calculating the angle 6 between the neighbour and one
of the four points, neighbours which have 6 < 45 degrees can be assigned for one of
the four directions10. For example, if node B is closest to point E (or 9BE < 45), then
node B will be a forwarding node for the destinations in the direction of E. Once all
the neighbouring nodes have been sorted for each direction, a forwardability factor
will be determined for each direction. O n e way to do this is to count the number
of nodes for each direction and exchange them with the neighbouring nodes. Therefore, upon receiving a directed R R E Q packet, the receiving node can determine if the
forwarding nodes have outgoing links which lead to the destination.

4.5.2 Promiscuous Reply for DURD
In the DURD algorithm, only the nodes which receive the RREQ packet (in the path
leading to the destination), can send a reply back to the source. To further increase the
number of replies sent back while minimising a route reply storm, w e can allow the
nodes which overhears (promiscuously) the directed R R E Q packet to send a R R E P
back to the source, if it has a route to the required destination and to the source, and
10

In networks with high node density 9 can be further reduced to further increase the accuracy of
the forwardability algorithm
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Figure 4.29 Illustration of promiscuous route reply

also if it is using a different downlink than the one used in the directed RREQ11.
The advantage of selecting this type of node for a promiscuous route reply is that not
only they increase the chance of receiving a route reply at the source, but also they
can provide an alternate path (if a number of route replies are received at the source).
Therefore, the source can select the best route or distribute its load between a number
of different path. For example, let node S (see Figure 4.29) to send a directed R R E Q
towards node D. A s s u m e that node B has a route to node D, it will then send a R R E P
back to the source. N o w assume that node E also has a route to node D and also to
the source node S. In this case node E will send a promiscuous route reply back to
the node S.

4.5.3 Alternate Route Selection using a Suggestion List
In the GARS algorithm (section 4.3), when a route reply is sent back, each intermediate node will select one of its neighbours to be used as secondary link if the
primary link fails. This is done by selecting a neighbour, which is expected to be
in transmission range with both the uplink and the downlink node. The node in the
downlink can accept the secondary route if they are in transmission range (e.g. node
L accepting node A as a secondary route infigure4.4). In this strategy, it is possible that in some scenarios the secondary route is not in transmission range with the
uplink (e.g. node B assumes that nodes A and E are in transmission range from their
11

The node which overhears the directed R R E Q packet can check to see which node has forwarded
the RREQ. If the forwarding node is the same as the route it knows about the source, then reply is not
sent
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distance), this can be due to factors such as interference or obstacles. To increase the
availability of the uplink and the downlink, each intermediate can include a Suggestion List in the R R E P packet. The suggestion list is a list of nodes in the direction
of the next hop in the R R E P . For example, node E (see Figure 4.4) can select node
A and K for the suggestion list. Node B will then choose node A from this list since
it is expected to be within transmission range of node L, and forward it (along with
its o w n suggestion list) to node L. Therefore, if node L chooses node A to be a secondary route, the probability of the link between node A and E being available will
be higher. The suggestion list can be further optimised, by selecting the neighbours
which have certain levels of mobility, stability and/or load.

4.5.4 Dynamic Power Allocation

In current protocols such as AODV, DSR, LARl, transmissions for all types of packets (e.g. data and control) is carried out with m a x i m u m transmission power. Transmission of control packets at the m a x i m u m possible power m a y have the advantage
of allowing the nodes in the M A N E T s to be aware of their surrounding node topology. However, transmission of data packets at m a x i m u m power m a y not have any
advantage, but rather just consume extra battery power. W e can reduce the amount
of battery power consumed during data transmission by estimating the minimum
amount of power required to successfully transmit a packet between two intermediate nodes. To do this, w e calculate the power required for a given distance between
two nodes (using G P S coordinates) and add the power losses (based on the propagation model). This will then give us the m i n i m u m power required to transmit a packet
between two chosen nodes.

4.6 Conclusions

This chapter describes a new routing strategy for mobile ad hoc networks. We prese
L P A R routing protocol, which introduces a number of different strategies to reduce
route discovery overhead and the power consumed by each node. W e compared
L P A R with L A R l and A O D V using simulations. Our results show that L P A R and
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LPAR-S produce fewer overhead than L A R l and A O D V , while still maintaining high
levels of data delivery when node density is low. In high node density both L P A R
and LPAR-S produce fewer overheads and maintain higher levels of data throughput
than A O D V and L A R l . Hence, they can achieve higher levels of scalability than
A O D V and L A R l .

Chapter 5
Position based Selective Flooding
Algorithms

5.1 Introduction
In the previous chapter, we proposed Location-based Point-to-point Adaptive Routing (LPAR), where w e introduced a new approach to reduce route discovery overheads, given that each source node possesses location information about the required
destination. Furthermore, in L P A R , w e proposed a number of different strategies to
minimise the effects of link failure on the active route and increase the stability of
each route. In this chapter, w e introduce new strategies to reduce route discovery
overhead, while maintaining high levels of throughput when the source has no location information about the destination. W e implemented our route discovery strategy,
which w e refer to as Position-based Selective Flooding on top of L P A R and referred
to it as LPAR-PSF. W e compared the performance of L P A R - P S F with A O D V , L A R l
and L P A R (introduced in the previous chapter) using simulation. Our results show
that this n e w approach has fewer overheads than A O D V , L A R l and L P A R and has
higher levels of scalability as the size (i.e. boundary), node density and traffic in the
network grow.
The rest of this chapter is organised as follows. Section 5.2, describes our route
discovery strategy. Section 5.3, describes the simulation environment and the parameters used. Section 5.4, presents a discussion on our simulation results. Section 5.5,
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presents a number of alternative strategies and improvements for our routing strategy
and section 5.6 presents the concluding remarks.

5.2 Proposed Strategy

The simplest form of route discovery is by using pure flooding. In this strategy the
source node broadcasts a R R E Q packet which is propagated throughout the network
until all the nodes in the network have been searched. Pure flooding is the most
effective w a y to reach every node in the network, and thereby finding a path to a
destination. However, it does not attempt to reduce routing overhead in any way.
Therefore, routing can become very expensive as the size of the network grows. In
most on-demand protocols proposed to date, given that they have no previous knowledge about the required destination, they tend to use pure flooding when searching
for a destination.
In this section, we propose Position-based Selective Flooding (PSF). In pure flooding or in E R S , all the neighbouring nodes usually rebroadcast the R R E Q message,
unless the T T L has expired. In a dense network, routing overhead can be significantly reduced by strategically selecting the retransmitting nodes to cover the entire
network (or a selected area). In PSF, only a number of different nodes forward the
R R E Q packet, based on a selection criteria described below. W e have also proposed
a number of variations and improvements to make P S F more efficient.

5.2.1 Overview and Definition
This strategy reduces the number of re-broadcasts during route discovery by allowing nodes, which are positioned in a determined region, to re-broadcast the routing
packets. To illustrate h o w this strategy works, suppose node S (see Figure 5.1), wants
to determine a route to node D. N o d e S will initiate its route discovery, and a R R E Q
is broadcasted, which stores the source nodes location information. The receiving
nodes then determine their relative distance to node S and rebroadcast the R R E Q if
they m a p into the Forwarding Region (FR). Note that the idea behind choosing F R
comes as a result of the following observations:
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1. Nodes that are located near the boundary of the transmission range, R, will
create unstable (or short lived) links if they are selected as intermediate nodes
in an active route.
2. Selection of intermediate nodes which are close together will increase the number of hops in each route. This means that end-to-end delay will increase during data transmission. Furthermore, probability of route failure m a y increase.
Since the number of intermediate nodes in an active route increases, then the
probability of a link failure causing the route failure will increase.
3. In a dense network, flooding over neighbours which are very close to each
other m a y not significantly increase the probability of a successful route discovery or searching the entire network. In this case, routing overhead can be
significantly reduced by strategically selecting the rebroadcasting nodes.

Each node, which receives a rebroadcasted RREQ packet, will also calculate their
o w n FR. If their location coordinates m a p within the F R and they are further away
from the source than the previous hop, they will rebroadcast the R R E Q packet. This
is done by multiplying(see Figure 5.1) Rmax

by the current hop count of the R R E Q

packet and setting Rmin = Rmax - K. Therefore, the R R E Q packet will continue to
propagate away from the source at each hop. Note that K is a variable which determines the size of FR. In our simulation, w e used a constant value for K. However, in
section 6, w e propose a number of different strategies, which can be used to dynamically select values for Rmax

and K at each hop by taking into account the location

and the number of neighbouring nodes, for each node. The advantage of P S F is that
R R E Q packets do not need to carry a forwarding list1 to limit the number of rebroadcasts, as compared to the neighbour aware strategies such as M P R . This means that
the size of each R R E Q packet will be smaller. Furthermore, nodes do not need to
maintain 2-hop topology information.
'A list of rebroadcasting nodes
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D

Figure 5.1 Illustration of the forwarding region

5.2.2 Mathematical Model

In PSF, a node rebroadcasts a RREQ message if it satisfies the following three co
ditions:

1. The rebroadcasting node must be further away from the source than the downlink node it received the R R E Q from.
2. The R R E Q packet has not been seen before, or it has not expired
3. The forwarding node must lie within the FR.

In our simulations, we calculated FR at each node, such that condition 1 is also
To show this, assume that the M A N E T topology can be seen as an undirected graph
G = (V, E), where V represents a set of mobile nodes connected by a set of edges
(i.e. links), E, if the distance between two nodes is less than R. Each node i, in G, has
a set of neighbours nx such that2 d(i, nx) < R. Let h be the hop count. At each hop
the nodes must satisfy the following condition in order to be able to rebroadcast3
2

A s s u m e all nodes have equal transmission range
In our simulations, C and K are two constant, which are used in our study to control the size of
the F R and h is the hop count. In the Alternative Strategies and Improvements section w e propose
3
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(rmin = rmax - K) < d(i,nx) < (rmax = C*h)

(5.1)

Forh=l....N

5.2.3 Theoretical Overhead Analysis

In PSF, the number of rebroadcasting nodes are lower than in pure flooding at eac
hop, when the size of the forwarding region is less than the m a x i m u m transmission
radius. To show this, let Nman = \NX\ be the m a x i m u m number of neighbours for a
particular node, and let Ntx be the number of retransmitting nodes. N o w assume that
all nodes are equally distributed in the network and all nodes have equal transmission
range. In purefloodingthefloodingarea for a particular node is -KR2 and the number
of retransmitting nodes is equal to Nmax(i.e.Ntx = N m a x ) . In PSF, thefloodingarea
(or the forwarding region) is AFR

= Kr2max - -nr2min. Let LFR = rmax - rmin be the

width of the FR. Then, it can be easily seen that, in PSF, Ntx < Nmax for LFR < R,
or:
lim

AFR

= nR2

(5.2)

LFR->R

Therefore, only in the worst-case scenario, where LFR

= R, P S F will converge to

pureflooding,and for cases where the required destination could be easily found
with LFR

<C R, then Ntx <C Nmax. This means that the number of R R E Q packets

propagating through the network will be far lower. To illustrate this with an example,
suppose node S (see Figure 5.2), wants tofinda route to node D, and assume node S
initiated a route discovery with a Time To Live (TTL) of 2, indicating that the R R E Q
packet can only travel over 2 hops. Suppose that the F R is calculated as shown in
figure 5.2, which shows that nodes H, Y and M are in FR. Therefore, only these
nodes rebroadcast the R R E Q . W h e n node I, receives a R R E Q from node H, it will
send a R R E P back to the source, using link reversal4. This will then bring the total
number of broadcast to 6 (i.e. 4 R R E Q s and 2 RREPs). N o w suppose all nodes
within R where able to retransmit, then the total number of broadcasts will be 12 (i.e.
different strategies in which C and K are determined dynamically.
4
assuming only bidirectional links are used
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Figure 5.2 A n example of route discovery using PSF

lORREQs and 2RREPs). Therefore, in this simple scenario, PSF produced 50% less
control packets than pure flooding.

5.3 Simulation Model

In this section, we describe the scenarios and parameters used in our simulation
also describe the performance metrics used to compare our routing strategy with a
number of existing routing strategies.

5.3.1 Simulation Environment and Scenarios
As in the previous chapter, we carried our simulations for PSF using GLOMOSIM.
Our simulations were carried out for 100, 200, 300, 400 and 500 node networks,
migrating in a 1000m x 1000m area. IEEE 802.11 D S S S (Direct Sequence Spread
Spectrum) was used with m a x i m u m transmission power of 15dbm at a 2Mb/s data
rate. In the M A C layer, I E E E 802.11 was used in D C F mode. The radio capture
effects were also taken into account. Two-ray path loss characteristics was considered as the propagation model. The antenna hight was set to 1.5m, the radio receiver
threshold was set to -81 d b m and the receiver sensitivity was set to -91 d b m according
to the Lucent wavelan card[58]. R a n d o m way-point mobility model was used with
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the node mobility ranging from 0 to 20m/s and pause time varied from 0 to 900s.
The simulation was run for 900s for 10 different values of pause time, and each simulation was averaged over eight different simulation runs using different seed values.
Constant Bit Rate ( C B R ) traffic was used to establish communication between nodes.
Each C B R packet contained 512 Bytes and each were sent at 0.25s intervals. The
simulation was run for 10 and 20 different client/server pairs5 and each session was
set to last for the duration of the simulation. In our simulation study of PSF, w e
set constants, which are used to calculate Rmax and Rmin (i-e. C and K ) , to 3 0 0 m
and 1 5 0 m respectively. Therefore, the length of FR, LFR

= 150m. These values

were chosen because they represent a specific part of a radio range for each node in
each the links would be relatively stable (i.e. they would be expected to be in range
for a m i n i m u m amount of time assuming there are no boundries or barriers between
nodes.) This simple model was used in our simulations to show the benefits of PSF
in m e d i u m to large networks.

5.3.2 Performance Metrics
The performance of each routing protocol is compared using the following performance metrics.

• Packet Delivery Ratio (PDR)
• Control (O/H)
• Packet Delivery Ratio (vs) N u m b e r of nodes
• End-to-End Delay

The above metrics where described in detail in the previous chapter.

5.4 Results

In this section, we present a discussion on our simulation results. Note that we i
plemented the P S F strategy on the top of our existing routing protocol, which is
5

Note that the terms Client/Server, src/dest and Flows are used interchangeably
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called L P A R , and w e refer to this as LPAR-PSF. The performance of L P A R - P S F was
compared with L P A R - S 6 , L P A R , L A R l and A O D V .

5.4.1 Packet Delivery Ratio Results
Figures 5.3 and 5.4, show the PDR for a 100 node and 500 node network, with 10
src/dest pairs. These results, illustrate the performance of the protocols in a moderately dense and a highly dense network. In the 100 node scenario all protocols
achieve over 9 5 % P D R during the high mobility phase, where the pause time is low,
and achieve over 9 7 % P D R for mid-range mobility to zero mobility. However, in the
500 node scenario, the point to point based routing strategies outperform the source
routing strategy. This is more evident under high levels of mobility, where L A R l ,
under-performs the other strategies. This can be due to a number of different reasons.
Firstly, w h e n a route failure occurs, in L A R l , a source node scans its route cache to
use an alternate route. Under low levels of mobility, the routes in the route cache will
stay active longer than under high levels of mobility. This is because the probability
of a link failure in an active route (since complete source to destination address is
used) increases in high mobility, which means that more route discoveries will be
initiated at the source and more packets m a y be dropped in the process. This m a y
become more evident as the amount of multihopping increases within each route.
Furthermore, in the point to point routing strategies (i.e. L P A R and A O D V ) each intermediate node in an active route can learn and use a better route to the destination,
which means that the route between the source to the destination m a y stay valid for
longer time, whereas in L A R l , since each data packet relies on the source to destination address given in the header, a link failure in an active route m a y immediately
cause a route failure, which require a R E R R message to be sent back to the source
where another route must be calculated or used (if available).
Figures 5.5 and 5.6, show the PDR for a 100 node and 500 node network, with 20
src/dest pairs. In the 100 node network, all protocols produce over 9 0 % P D R . The
point-to-point routing protocols performed very consistently over the different levels
of mobility, in particular L P A R , L P A R - S and L P A R - P S F maintain over 9 7 % P D R
6

This is the L P A R routing strategy, which also selects stable routes, in our previous study w e
referred to this as L P A R - S [2]
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for all levels of mobility. L A R l , slightly under-performs under high mobility, where
its performance drops to 9 0 % for the 20 second pause sample. In the 500 node network, the performance of each routing strategy can be clearly distinguished. Here,
L P A R - P S F has the best performance, where it maintains over 9 8 % P D R . L P A R and
L P A R - S also produce over 9 5 % P D R . However, A O D V s performance significantly
drops under high mobility when compared to the 100 node scenario. This clearly
highlights the advantage of exploiting location information to generate a more strict
route discovery procedure and reduce bandwidth consumption in highly dense networks. L A R l again shows the worst performance under high mobility, where its
P D R varies between 80 to 8 5 % .

5.4.2 Control Overhead Results
Figures 5.7 and 5.8 show the number of control packets introduced into the network
by each routing protocol, for 10 C B R sources, in a 100 node and a 500 node network
respectively. A O D V produces more control packets than all other routing strategies.
This is more evident under high mobility, where A O D V produces up to 10000 more
control packets than its nearest competitor (i.e. L A R l ) . T w o factors contribute to reducing routing overhead in L A R l when compared to A O D V . Firstly, nodes can have
multiple routes to destinations stored in a route cache, which m a y reduce the number
of route discoveries initiated for each src/dest pair, whereas in A O D V , each node only
stores a single route. Secondly, in L A R l , if source nodes have location information
about the required destination, they can use R Z S (see chapter 4), which minimises
(or localises) the search area to a particular region. The advantage of this is that the
number of nodes involved in broadcasting R R E Q packets is reduced, which means
that fewer control packets are transmitted. This also allows more bandwidth to be
available for the nodes that are not in the search area and reduce channel contention.

LPAR and LPAR-S, which use the 3-state route discovery algorithm, produce less
overhead than L A R l , despite only storing single routes. This is because in our 3state route discovery algorithm, if unexpired location information is available, the
source node will first attempt to discover a route by unicasting rather in broadcasting
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(as described in the previous chapter). Hence, fewer control packets are transmitte
through the network. L P A R - S further reduces this overhead by flooding over links
which have certain level of stability. The advantage of this is that the route m a y
last longer, which means fewer route recalculations will be required and fewer data
packets will be dropped. L P A R - P S F produces fewer control packets than all other
routing strategies. In the 100 node network L P A R - P S F produces upto 2500 less control packets than L P A R - S and up to 17000 packets less than A O D V in high mobility.
Under higher node density (i.e. the 500 node scenario), L P A R - P S F produces up to
20000 less packets than L P A R - S and up to 110000 less packets than A O D V . In the
20 src/dest scenario (see Figure 5.9 and 5.10), the gap between L P A R - P S F and the
other strategies increases, particularly during high levels of mobility. It can be seen
here that LPAR-PSF, produces 40000 less control packets than L P A R - S and up to
500000 less control packets than A O D V . This clearly, shows the benefits of using
P S F in highly dense networks.

5.4.3 Scalability Results

To further investigate the scalability of each routing protocol, PDR was recorded f
the worst case network scenario (i.e. under constant node mobility, 0 pause time), for
up to 500 nodes. Using this metric, the level of scalability is determined by the level
of P D R achieved and the shape of the curves. The protocol which has the highest
level of P D R and also the flattest curve will have the highest scalability. Figures
5.11 and 5.12 show the P D R achieved for 10 src/dest pairs and 20 src/dest pairs,
respectively.
For the 10 src/dest scenario, LPAR and LPAR-S and LPAR-PSF achieve over 98%
P D R for all node density levels. L A R l achieves its highest P D R for up to 200 nodes,
after this its performance begins to drop. A O D V also performs well across all node
density levels. In the 20 src/dest scenario, L P A R - P S F slightly outperforms L P A R ,
L P A R - S , where it maintains aflatP D R plot across all levels of node density. Thus it
scales better than the other strategies as the size of the network grows. Another interesting result is that all point-to-point strategies clearly outperform the source routing
protocol (i.e. L A R l ) . In L A R l , under the higher network traffic, its performance
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drops dramatically as the density is increased. Therefore, L A R l fails to scale as the
size and the level of traffic is increased when compared to the other routing strategies.

5.4.4 Delay Results
Figures 5.13 and 5.14 show the average end-to-end delay experienced by each data
packet for a 100 and a 200 node network with 10 src/dest pairs. A s expected, all protocols experienced larger delays during high mobility, since more frequent link failure m a y cause route recalculation. This means that packets m a y experience longer
delays before they reach their destinations. In the 100 node network scenario, A O D V
has lowest end-to-end delay when compared to the other protocols. This is because,
A O D V always uses the shortest route to the destination and it only maintains a single
route, whereas L A R l can store multiple routes. Therefore, if the optimal route fails
(the one with the shortest src/dest path), an alternate route from the route cache m a y
be used. This means that some packet m a y travel over longer routes to reach the
destination. Similarly in L P A R and L P A R - S and L P A R - P S F a secondary route m a y
be available for each active route, which can be longer in length than the primary
route [2]. Therefore, the packets which travel over the secondary route m a y experience slightly longer delays. From the figure 5.13, w e can see that L P A R and L P A R - S
have on average about 5 m s more delay across all ranges of mobility. However, by
using a secondary route, L P A R and L P A R - S are able to successfully transmit more
data packets, and reduce the number of route recalculations, which means fewer control packets. In the 200 node scenario, the gap between A O D V and the other routing
strategies becomes smaller. This is because with a higher density more nodes are
contending for the medium. Therefore, since A O D V produces significantly more
overhead than the other strategies, it will introduce more channel contention and
consume more bandwidth than the other strategies. Hence, longer delays m a y be
experienced by intermediate nodes in active route before they can gain access to the
medium. In LPAR-PSF, however, significantly fewer control packets are transmitted than in A O D V . Furthermore, only a number of selected nodes rebroadcast. which
means that there will be less channel contention than in A O D V . Therefore, in L P A R PSF, even though the packets m a y travel over more hops, they still experience similar
levels of delay when compared to A O D V .
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Alternative Strategies and Improvements

In our simulation study of PSF, we chose two constant values for C and K for every
node to calculate the Rmax and Rmin in the P S F algorithm. This was done to illustrate
the benefits which P S F could have in a medium to large network. However, selecting
constant values m a y not be very beneficial for every network size or topology. For
example, chosen values for C and K for a large network m a y not produce good results in a small network and vice versa. Furthermore, w e want every node to be able
to calculate different FR's according to the density of their neighbouring topology.
Thus being able to successfully forward the R R E Q message to different parts of the
network, while minimising the number of retransmitting nodes. In this section, w e
present a number of different strategies to dynamically select FR's at each node. Furthermore, w e present an alternative strategy, which m a y also reduce route discovery
overheads.

5.5.1 Source-Driven FR selection
One way to introduce variable FR in the PSF algorithm is to determine its size at
the source. W e call this strategy Source-Driven F R selection or F R - S D 7 . In this
strategy, the source node specifies the values for C and K to be used at each hop.
During the route discovery phase, the source node determines values for K and C
and includes these values in the R R E Q packet. Each time the route discovery fails
(or the source node times out and no route is found), the distance between K and C,
or Rmax

and Rmin is increased and another route discovery is initiated. This process

continues until a route is found or the distance between K and C becomes equal to R
(i.e. DKC

= R). The FR-SD algorithm is outlines below.

Algorithm FR-SD
1. A <— Average Source/neighbour distance
2. D A R <— R- A(* distance between R and A *)
3. P <- {0.25,0.5,0.75.1.0} (* % inc for K and C *)
4. for i <— 0, i ^ 5, i + +

5.

C <- A + DARPi
7

W e call the acronym F R - S D since there are different variation will be discussed later. Therefore,
only the extension for F R needs to be changed to distinguish between them. E.g. FR-SD, F R - D N
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K <- A - APi
initiate Route Discovery
wait for reply
if Route = found
break loop
initiate data transmission

In the FR-SD algorithm, the value of A can be determined by employing any of the
following methods 8

1. Assume a maximum number of nodes for a network with known area, then A
can be approximated for each node[33].
2. If the source has location information about every neighbour, then A =

^,

where NT is the total number of neighbours and DT is the total distance.
3. Assuming each node calculates A , and exchanges it with its neighbours using
hello beacon messages, from the collected values of A from every neighbour,
each node can calculate an average value of A. This will give an average neighbour distance per node for a 2-hop region.

5.5.2 Distributed Node-density based FR
In the previous strategy (i.e. FR-SD), the size of C and K were determined and
enforced by the source. The disadvantage of this is that the calculated values for C
and K m a y not result in optimal retransmission and coverage at every forwarding
node. In this strategy, w e attempt to make the selection of C and K distributed (hence
the n a m e F R - D N ) , thus allowing each forwarding node to determine an optimal F R
for itself. To describe h o w this strategy works, suppose that node S initiates a route
discovery, and broadcasts a R R E Q packet, which will include its location information
and FR. The receiving neighbours check to see if they lie in the F R according to the
information in the received R R E Q packet. If this is true, they calculate their o w n FR,
which replaces the existing F R in the received R R E Q packet. Similarly, the nodes
which receive the rebroadcasted R R E Q packet check to see if they lie in the previous
8

Methods 1 and 2 can assume an equal node distribution
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hop's FR. If they do and they have not seen the packet before, then they calculate
their o w n F R and rebroadcast the R R E Q as long as they are further away from the
source than the previous hop. To determine C and K for Rmax and Rmin at each hop,
w e calculate A as before (in FR-SD), then calculate DAR = R-A,C

= A+

DARP

and K = A - AP. However, this time w e want P to be inversely proportional to
the node density Nd, where P varies from 0 % to 100%. To do this, w e assign a
m i n i m u m F R density threshold (DFR),

where w e increase the size of P until w e get

a m i n i m u m number of nodes falling within the FR. Note that w e can set DFR to be a
certain percentage of Nd, so that for large values of Nd , a small F R will be selected,
and for a small Nd, a large F R will be selected. W e also want LFR to be inversely
proportional to Nd. O n e way to determine this is to use a hyperbolic function such
as, f(x) = ^ o r a sigmoid function [61], such as f(x) = j-\^ , to scale the
required DFR

according to the node density. To illustrate how a sigmoid function

can be used to calculate the percentage difference, P, between C and K, let Nmax
be the m a x i m u m possible number of neighbours at each node and P be equal to the
sigmoid. Then w e want our sigmoid function to vary between 0 and 1, such that for
Nd -* Nmax our sigmoid, f(Nd) -> 0 and for Nd -> 0, f(Nd) -• 1. Therefore,
w e let f(Nd) = — 0 0 5 ( _J

AUaary- Figure 5.15 illustrates the sigmoid function for

Nmax = 100. From thisfigure,it can be seen that as Nd approaches 100 the sigmoid
starts to approach 0, and as Nd approaches to 0 the sigmoid starts to approach 1. This
characteristic will allow us to scale P according to the node density, which varies
between 0 and 1 (or 0 % to 100%).
Another possible method, would be to use the standard deviation of A (the average
neighbour distance), to vary the FR.

5.5.3 Directional node-density

In FR-DN, the size of the FR is varied according to node density, by ensuring that
m i n i m u m number of nodes is present in the FR. However, F R - D N does not take into
account the location of the nodes within FR. Hence, w e introduce directional node
density. The idea behind this strategy is to select the smallest LFR that will contain
a set of nodes which are located in a number of different parts of the FR. That is,
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we start with a small FR and increase its area until a number of strategically loc
nodes can be found within the F R . 9 To do this, w e select a number of sample points
(this can be any number of points, e.g. 4 point to represent North, East, South and
West), which are A meters away from the source (Like before, A is the average node
to neighbour distance), as shown in Figure 5.16. W e then check to see if there is a
set of nodes within the current FR, which are closely located (by a threshold distance
that can be optimised by using it as a simulation parameter) to each of these points.
If there are at least one node close to every point, the current F R will be accepted
as large enough to be able to rebroadcast the R R E Q message away from the source
and to different parts of the network. If not, the size of the F R is increased, and the
n e w F R is scanned to see if the n e w boundary will host nodes, which are close to the
required points.

To illustrate this, suppose node H (see Figure 5.16), calculates the 1st FR (The tw
inner dashedrings)as shown. From the figure, it can be seen that within this F R only
two nodes can be found near the required point (i.e. nodes K and Z). However, in
the 2nd F R (The two outer dashedrings)increase, at least one node is found near
each required point (i.e nodes S, K, D, F, Z, C and M ) . Therefore, node H will use
the second FR. The advantage of this strategy is that the F R ensures that the R R E Q
9

Note that this strategy is an optimisation for F R - D N . Hence, it must be built on top of F R - D N .
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Figure 5.16 Illustration of F R selection using Directional Density

packet is propagated to different part of the network, and guarantees a certain leve
of coverage at each hop.

5.5.4 Source-Driven Directional Forwarding

In this strategy, instead of using a FR, only the nodes which are in a particular direction can forward or rebroadcast the R R E Q message. A s in F R - S D , this strategy
is also source driven. In this strategy, the source node selects a number of points
(coordinates) in different directions (similar to the previous strategy), and broadcasts
these points in the R R E Q packet. The receiving nodes check their location. If they lie
in the direction of each point they will rebroadcast the R R E Q . To reduce the redundancy of multiple nodes, which are in the same direction from forwarding the same
R R E Q message, the source node selects a set of nodes which lie near each point (one
node for every point), and appends this set to the R R E Q packet. Therefore, only the
nodes which are within this set will rebroadcast the R R E Q . Each forwarding node
also selects at least one node, which is further away from the source in the direction
in which it currently lies, and includes the selected node in the rebroadcasted R R E Q .
Note that the R R E Q packet rebroadcasted by each intermediate node also states the
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note: A v represents the average node to neighbour distance as before

Figure 5.17 Illustration of S D D F for eight rebroadcast points

direction in which the packet should travel. As a result, each RREQ packet follows
a particular direction until it expires or reaches the destination (or an intermediate
node to a destination. If thefirstroute discovery fails, the source node can increase
the number of strategically located points to cover a wider region. Figure 5.17 illustrates a source node initiating a R R E Q with eight different rebroadcast points. In
thisfigure,the R R E Q generated will be able to determine a route to D I , as well as
D 2 , D 3 and D 4 without any further rebroadcasts, since these nodes are either in the
direction offloodingor a node in the direction of flooding has a link to these nodes.

5.6 Conclusion
This chapter presented a new routing discovery strategy for mobile ad hoc networks.
W e presented Position-based Selective Flooding (or PSF). In this strategy, only a
number of selected nodes take part in route discovery. W e implemented P S F on the
top of L P A R and w e referred to it as LPAR-PSF. W e compared its performance with
L P A R , L P A R - S , L A R l and A O D V using simulations. Our results show that L P A R P S F produces fewer overhead packets than, L P A R , L P A R - S , L A R l and A O D V , and
achieves the highest levels of throughput in m e d i u m to large networks.

Chapter 6
Dynamic Zones-based Routing
Protocol

6.1 Introduction

In the previous chapters, we introduced a number of different location update strate
gies (Chapter 4) and a number of location tracking to discover routes when a node
has location information about the required destination (chapter 5) and when a nodes
has no previous knowledge about the destination (chapter 6). W e showed that these
strategies can be used to increase the scalability as the size of the network grows. In
this chapter, w e show that higher scalability can be achieved by combining different
location tracking strategies with a zone-based routing structure. Hence, w e new hybrid routing protocol called Dynamic Zone Topology Routing ( D Z T R ) . Most hybrid
routing protocols proposed to date are designed to function using a c o m m o n static
zone m a p ([43], [90]) or rely on a cluster-head to perform routing ([42] [69]). In
D Z T R zones are created dynamically, using our dynamic zone creation algorithms.
Furthermore, w e reduce routing overhead by introducing a number of different G P S based location tracking mechanism, which limits the route discovery area and the
number of nodes queried tofindthe required destination.

The rest of this chapter is organised as follows. Section 6.2 describes in detail th
zone creation algorithms used in Dynamic Zone Topology Routing ( D Z T R ) . Section 6.3 describes the intrazone and interzone topology creation strategies for D Z T R
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and also provides a discussion on h o w location trails sent by migrating nodes can
assist route discovery. Section 6.4 describes the route discovery and information dissemination strategies used in D Z T R , while section 6.5 gives a comparative overhead
analysis for D Z T R and a number of other routing strategies. Section 6.6 presents
the simulation model and the performance metrics used . Section 6.7 presents a discussion on our simulation results and Section 6.8 concludes this chapter providing
directions for future work in this area.

6.2 Dynamic Zone Creation Algorithms
The idea behind routing zones is to divide the network into a number of independent
zones. This will allow the nodes in close proximity to work together to minimise
routing overhead, increase scalability of the network, while concealing the details
of routing in each zone without introducing a bottleneck (such as a cluster-head)
to the network. This section describes our zone creation algorithms and provide a
discussion on the employed route discovery strategies .

6.2.1 DZTR1
In our first zone creation algorithm, all nodes in the network are initialised in a
state m o d e , which means that they are not members of any zone. W h e n two nodes
c o m e within each others transmission range and form a bi-directional link, a zone is
created if the following conditions are satisfied:

• Neither node has a zone ID which maps within their transmission range.
• At least one of the nodes are not a gateway node of another zone1.

To create a zone ID, each node records its current location, speed and battery power
and exchange it with the other using a Zone-Query packet. There arefivefieldsin the
Zone-Query packet: N o d e I D (NID), N o d e Coordinates (Nc), N o d e Velocity (Nv),
N o d e Power (NP) and Packet Type (Pr)- Figure 6.1 illustrates the information stored
1

One of the two nodes have a neighbouring node which is a zone member
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Figure 6.1 Zone-Query packet

in the Zone-Query packet. The coordinates of the node with the lower speed will be
used as the zone centre point, which is used to create and reserve the zone boundary.
If the nodes have the same velocity, then the node with the higher battery power will
be used as the centre point. The aim here is to select the node which is expected to
last the longest in the calculated zone. This means that the calculated zone will be
active for longer time.
When the node which has the higher stability of the two is determined, each node
will then calculate the boundary using the centre point and the transmission range of
that node. Note that when a node sends a Zone-Query Packet, it also keeps a copy
of this packet and waits for the other node to send its Zone-Query Packet. W h e n the
neighbours Zone-Query packet is received, each node use the two packets to create
the zone. T h e nodes will then exchange the calculated zone ID to ensure that they
have agreed on the same zone ID. If the zone IDs are different the zone ID of the
least mobile node is used, based on the mobility information exchanged during the
zone ID exchange phase. The zone ID will be a function of the centre point and the
zone radius. W e have chosen the zone ID to be the concatenation of the zone centre
point and the zone radius.2

ZID = f(C,R) = C\R (6.1)

Since the coordinates of the node chosen as the zone creator are unique, the zone I
is unique too. This is because no other set of nodes can create the same zone ID in the
same region while the zone is active. Figure 6.2 illustrates the zone creation process
for any two nodes which are in single state mode. In this clustering strategy, it is
possible for a node in a single-state m o d e to be within boundaries of two different
2

C = coordinates of the centre node (x,y,z), R = transmission range and the | means concatenation.
Note that if w e assume that R for all nodes are equal, then Zm = C
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(a) Nodes X and Y comming into transmission range of each other.

X

Y

V x = 2 m/s
V y = 5 m/s
(b) Zone Query packet exchange.

X

(C) Zone boundary created using node X.

Figure 6.2 Zone creation process
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Figure 6.3 Zone selection process in overlapping zone boundaries

zones. In such a case, the node will become a member of one zone and a gateway to
another. Therefore, each node can only have one zone ID. The zone, which the node
expects to stay the longest in, will be chosen as the current zone. This is determined
by calculating the amount of time the node is expected to stay in each zone from
its current velocity and location. If the node is stationary, then the node will choose
the zone that has the closest centre point coordinates to its current location (i.e. the
centre of which zone is closest to its current location). For example in Figure 6.3,
node S will become a m e m b e r of Zl. Since it is travelling in the direction of centre
of Z l and it is also closer to the centre of Zl than to the centre of Z2. A zone will
stay active if the following condition is satisfied:

• A zone is active if there exist at least two nodes which can map their current
location into the zone m a p and form a bi-directional link.

As a result of the above condition and the possibility of clustering occurring in e
zone, all nodes in each zone store a time-stamp, which states the time at which the
zone was created. This is referred to as Zone Creation Time (ZCT). This parameter
allows older zones to last longer, which ensures that the existing nodes in each zone
do not need to adapt to a n e w zone ID. Therefore, when two clusters come within
a transmission range, they will merge together into one cluster and use the oldest
zone ID. For example, in Figure 6.4 (a), at T = ti node S and node E have entered
zone Zl. These nodes form a bi-directional link and create a n e w zone Z2, which
is m a d e up of nodes S, V and E. At T = t2 node B forms a bi-directional link with
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Zl ..-•
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(a) T=ti. Two clusters forming Zl and Z2

Zl
(b) T=to> clusters merging into one zone.

Figure 6.4 Zone merging process when two zones come in range

node S. These nodes will exchange their zone ID, Z C T and their intrazone tables.
Next, node S will adapt the new zone ID received from node B (i.e. Zl), and updates
its new intrazone, using an intrazone update (intrazone updates are discussed later).
Note that when node V receives the update packet, it enters the single-state m o d e and
becomes a gateway node, since it is not within Zl.

When a node leaves its current zone it enters the single-state mode (i.e. its zone
will expire), until it forms a new zone or joins another one. If a Zone-Query packet is
sent to a node in an existing zone, a Zone-Reply packet is sent back. The Zone-Reply
packet (illustrated in Figure 6.5) includes: N o d e ID (NTD), N o d e Coordinates (Nc),
N o d e Velocity (Nv), Z I D and Z C T for the m e m b e r node. From this information the
single-state node will then attempt to m a p its current location into the zone. If sue-
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NIDNc Nv ZID ZCT

Figure 6.5 Zone-Reply packet

cessful, the single-state node will become a member node by: adapting the new zone
ED, broadcasting its location information in the intrazone and building its intrazone
table using the closest m e m b e r nodes intrazone table. Otherwise, it will stay in the
single-state m o d e and act as a gateway. The m e m b e r node will also attempt to m a p
the single-state m o d e nodes location into the zone map, if successful, the m e m b e r
node will update its intrazone table (discussed later). If, however, the location of the
single-state m o d e node is outside the zone boundary, the gateway node will make the
single-state m o d e node a temporary m e m b e r 3 and broadcast its location information
through its intrazone. The temporary membership will expire if: the link between
the gateway node (i.e. the member-node) breaks, the single-state m o d e node joins
another zone or it forms another zone with another single-state m o d e node. Each
member-node will keep a Temporary Members Table ( T M T , discussed later), where
the information about the temporary members is recorded.
As a result, the network will become organised into a number of different zones.
Each zone m a y have different node density. However, unlike any other zone-based
routing protocol proposed to date, not all nodes have to belong to a zone. Our zone
creation strategies attempt to create and maintain zones which have at least two nodes
forming a bi-directional link.

6.2.2 DZTR2
In our second zone creation strategy, all nodes in each zone are within each others
transmission range (i.e. all nodes within each zone form a bi-directional links). This
is achieved by setting the diameter of each zone to be lower than the transmission
radius4 of a node. The advantage of this strategy is that zone clustering is eliminated.
Furthermore, intrazone and interzone updates can be sent by beaconing messages
3

Temporary members are not aware of the intrazone topology of the zones they are associated

with.
4
Assuming the transmission range of all nodes are equal.
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and exchanged with neighbouring nodes only. Therefore, further rebroadcasting may
not be required to cover the entire zone. However, zone are smaller in size, which
m a y increase the number of updates transmitted as a result of migration from one
zone to another (interzone migration is described later). Similarly to D Z T R 1 , in
D Z T R 2 , when two nodes form a bi-directional link they can initiate the zone creation
process between them. However, in this strategy all nodes within each zone are in a
transmission range. To prove this, let us consider h o w a zone is created. Figure 6.6
is used to illustrate the zone creation process in this strategy. Let nodes E and F be
the two nodes forming a bidirectional link, R = transmission range of E and F, D =
distance between E and F, Dm = D/2, Zc = Zone centre coordinates and ZR = Zone
radius. N o w , let Zx = (xi + x2)/2 and Zy = (yi + y2)/2. Therefore, Zc = (Zx, Zy).
Furthermore, let5 ZR = (R/2)ZS , hence w e have ZR and Zc from which w e can
determine the zone coverage area. N o w , since D < R when bi-directional links
are formed, w e can say that Dm

< R/2, then Dm

< ZR. This means that in the

worst case scenario, where Dm — ZR, nodes E and F will be on the opposite edges
of the calculated zone. Therefore, all nodes within each zone will be within the
transmission range.
Furthermore, we assign a minimum in-range threshold time (rm) to nodes E and F.
This means that nodes E and F must be in range for a minimum amount oftime,rm,
to be able to create a zone. W e can predict h o w long the bidirectional link will last by
using the velocity information for each node. The rm will stop highly mobile nodes
from creating zones, thereby increasing the life time of each zone. W e can predict
h o w long the nodes are going to be in range using the following formula [84]: let
Tx be the link expiration time, Vi and V2 be the speeds of E and F, 81 and 62 be the
direction of travel for nodes E and F then:

-(ah + cd) + yj(a2 + c2)R? - (ad - be)2
Tx =
ZTT-3

(6-2)

where,
5

Note Z is a scaling factor between 1 and 0, used to ensure that ZR < (R/2). This is done to
make sure that the zone diameter is less than or equal to R. The optimal value for Zs will be chosen
during our simulation study.
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Figure 6.6 The proof of zone size in D Z T R 2

a

=

V\cos6i — V2cos62

b =

xi — x2

c =

VisinOi — V2sinQ2

d

yi - 1/2

=

Once the link expiration time is calculated (using the above equation), it can be co
pared with the in-range threshold time, rm. Therefore, if Tx > rm a zone can be
created.

6.3 Topology Determination for DZTR

In DZTR6, once each nodes determines its zone ID, it will start to build its intrazo
and interzone routing tables. The intrazone topology of each dynamic zone is maintained proactively and the topology and/or routes to the nodes in the interzone are
determined reactively.
6

When we say DZTR, we refer to both DZTR1 and DZTR2
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Bt

Bf /

Figure 6.7 Illustration of node migration within a zone

6.3.1 Intrazone routing

Each node in the network periodically broadcasts its location information to the oth
nodes in its intrazone. However, w e minimise the number of control packets propagated through the intrazone by setting the frequency at which each node broadcasts its location to be proportional to its mobility and displacement. That is, each
node broadcasts its location information through its intrazone if it has travelled (displaced) a m i n i m u m distance. This distance is called M i n i m u m Intrazone Displacement ( M I D ) 7 . T o determine their displacement, each node starts by recording its
current location at the startup using a G P S device. It will then periodically check its
location (if the node is mobile), and compare it with the previously recorded location.
If the distance between the current and the previous location is greater than or equal
to M I D , then the node will broadcast its location information through the intrazone
and set its current location as the new previous location. T o illustrate h o w this is
done, let P>i and Bf be the current and previous locations for node B and S be the
distance between the current and previous location in figure 6.7. Then an intrazone
update will be created if S >

MID.

We call this updating strategy the Minimum Displacement Update (MDU), which is
a modification of the M D U R strategy from chapter 3. The advantage of this updating
strategy is that updates are sent more frequently if the location of a node has changed
7

Note that the idea behind M I D was derived from Minimum Displacement Update Routing
(MDUR), which we proposed in chapter 3
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significantly. The disadvantage of sending updates based on mobility alone is that if a
node travels back and forward in a small region update packets are still disseminated,
however, the topology m a y have not necessarily changed. Therefore, sending an
update packet will be wasteful.

Intrazone update packets will also be sent if any of the following conditions occur:

1. A new node comes online
2. A node enters a new zone
3. A node travels more than MID within a zone
4. The Intrazone-Update Timer (IUT) expires

In the first two cases, a location-update packet will be broadcasted through the int
zone by the n e w node, which contains its node ID, current location and a sequence
number. T h e neighbouring nodes in the intrazone will record the new node location
and node ID. They will then reply to the n e w node by sending their location information. Once, the replies are received by the new node, it will query the closest
m e m b e r node for its intrazone table in order to build its o w n intrazone table. Each
neighbouring node will then forward the n e w node location-update packet through
their outgoing links 8. Multiple forwarding of the same location update packet by a
neighbouring node is avoided by comparing the sequence number of the location update packet received with the ones it has already seen. The nodes which have not sent
any location-updates for the time specified in the I U T will also broadcast their location information in their intrazone. Therefore, the nodes which continuously change
their location will update their intrazone more than the ones that are more stationary.
Figure 6.8 illustrates the location-update packet and the intrazone routing table used
by each node.
8

Note that in D Z T R 2 all nodes are in within transmission range, which mean that more further
broadcasting is carried out by the neighbouring nodes
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N o d e ID Zone ID Location Velocity
(a) Intrazone location-update packet

Destination ID Location Velocity

Next node Expiration time

(b) Intrazone Table

Figure 6.8 Location-update packet and the intrazone routing table for D Z T R

6.3.2 Interzone topology creation
The nodes that are situated near the boundary of each zone can overhear update or
data packets travelling through the nodes in their neighoubouring zones. These nodes
m a y also be in transmission range of other nodes which are members of another zone.
W e refer to such nodes as the gateway nodes. W h e n the gateway node learns about
an existence of another zone, it will broadcast the zone ID of the n e w zone through
its intrazone. This packet is called an Interzone-Update packet (IEZ). It includes the
gateway nodes node ID, zone ID, location, velocity and learnt zone ID. Therefore,
since the gateway includes its velocity and location information, other m e m b e r nodes
can update the information stored in their intrazone table about that gateway node.
Hence, the gateways can reset their I U T timer each time they send one of these
packets 9. T o illustrate h o w interzone packets are propagated, suppose that node B
and node C form a bidirectional link in Figure 6.9. Both these nodes will send an
update to the nodes in their intrazone about the existence of the other zone using
interzone update packets as illustrated.
Apart from learning about the neighbouring zones, each gateway node can also learn
about zones that are located in more remote areas by using the information stored in
the control and data packet travelling through them or by overhearing other neighbours packets. This information is also broadcasted in the intrazone using I E Z packets. Each m e m b e r node will then buildup (or update) its interzone topology table
9

This means that each time an IEZ packet is disseminated by a gateway node, it does not need to
send an intrazone update packet for the t = IUT
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Figure 6.9 Interzone update packet propagation

Node ID Zone ID location velocity

leamt Zone ID

(a) Interzone Update Packet (IEZ)

Destination Zone Next Zone Next Node

Exp. Time

(b) Interzone topology table

Figure 6.10 Interzone update packet and topology table

from these packets. Figure 6.10 illustrates the interzone update packets and the topology table used in D Z T R 1 and D Z T R 2 .
As discussed earlier, each member node keeps a Temporary Members Table (TMT,
Figure 6.11). Each time a n e w single-state m o d e node communicates with a membernode, the single-state m o d e node will send its location, velocity and zone degree10.
The member-node will then update its T M T table and broadcast this information,
using a temporary m e m b e r update packet (TM-update) to its intrazone. Each receiving node will then update its T M T and forward the packet to the other nodes in the
intrazone using their outgoing links. The temporary member-node also will record
the zone ID of the member-node in its interzone table. For example, when node C
and I (in Figure 6.12) c o m e in transmission range, node C will add the zone ID of
node I to its interzone table and node I will add node Cs information to its T M T and
then broadcast it through its intrazone.
10

The zone degree refers to the number of different zones that are connected to the single-state
mode node

D y n a m i c Zones-based Routing Protocol

Node ID Location Velocity ZD Next node ID G.M ID

Z D = Zone Degree
G.M = Gateway Member, the gateway node sending the new node infor.

Figure 6.11 Temporary Member Table

Figure 6.12 Adding a temporary member to the zone
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Destination ID Zone ID Dest. Location Dest. Velocity Exp. Timer

Figure 6.13 Destination History Table

All member-nodes also keep a Destination History Table (DHT). This table stores
the node I D of the destinations, which the m e m b e r node had communicated with or
has overheard. A timer is set for each entry in the table. W h e n this timer expires
for a particular entry, it is deleted. Each entry timer can be refreshed every time the
m e m b e r node receives n e w information. Figure 6.13 illustrates the D H T table. Note
that the nodes in the single-state mode, which are gateways to a zone do not maintain
an intrazone table. However, they maintain all the other mentioned tables, and a
neighbour table, which lists the nodes which are currently within its transmission
range. These nodes perform routing by simply forwarding their queries (using their
interzone topology table) to their neighbouring zones or send their data directly to
the destination using their D H T . T h e route discovery strategy for these nodes will be
further discussed in the following section.

6.3.3 Interzone migration
When nodes migrate from one zone to another they flush both their intrazone and
interzone tables and restart to rebuild these tables in the n e w zone. They also send
a control packet to the previously visited zone, thus leaving behind a trail. The trail
information includes the node's current zone ID, location and velocity. The nodes
which receive this trail information update their D H T table. Therefore, the nodes
in previously visited zone can forward the location request or data packets for the
migrating zone to its current zone. For example, suppose node M wants to send data
to node A. According to node M's D H T , node A is in Zl, but node A has migrated to
72. N o d e M will start sending data packets to Zl. N o d e D will consult its D H T and
forward the data packet to Z 2 using the location trail sent back by node A. Therefore,
node M can still transmit data to node A without using a route discovery strategy.
Location trails can be also used during location discovery to reduce the amount of
overhead transmitted through the network. This is discussed in the following section.
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Figure 6.14 Illustration of location discovery using location trails

6.4

Route discovery and maintenance for D Z T R

When a node has data to send to a particular destination, if the location of the desti
nation is known, D Z T R will attempt a number of different strategies to determine a
fresh route to the destination. If the location of the destination is not know, D Z T R
will initiate Limited Zone-hop Search with Multizone Forwarding ( L Z S - M F ) to determine a route while minimising overhead. These routing strategies are described in
the following sub-sections.

6.4.1 Location discovery and route establishment
To illustrate how routing is performed in DZTR. We define a number of different
routing scenarios:

(i) Destination is in the intrazone or is a temporary member.
(ii) Destinations Z I D or location is known, and it is expected to be in its current
zone.
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(iii) Destinations Z I D or location is known, but its velocity and location information suggest that it could currently lie a number of different neighbouring
zones.
(iv) The location or the ZID of the destination is unknown.

When a source has data to send to a particular destination it firstly starts by check
if the destination is located in the intrazone or it is a temporary neighbour. This is
done by checking the neighbouring table (for single state m o d e nodes) or the intrazone table and the T M T (for m e m b e r nodes). If the destination is found in one of
these tables (i.e. case (i)), the source can start sending data since the route to the
destination has been predetermined proactively. For example, in Figure 6.12 node
D can send data to node E immediately, since node E lies in its intrazone where the
required route is determined proactively.

If the destination is not found in the intrazone table or in the TMT table, the source
node will then consult its D H T . If an entry is found in the D H T , the source will
check if the destination still maps in its current zone (using the destinations location,
velocity and expiration time in the D H T ) , if the mapping suggests that the destination
is still in its current zone (i.e. case (ii)), the source node will use its interzone table
to forward the data packet towards the next zone, which leads to the destination
zone. For example, suppose that node S (Figure 6.15) has an unexpired location
information about node X , and based on node X's velocity, it is still in Zone 3 (i.e.
Z3). N o d e S will then start sending data towards the next zone, which leads to the
destination zone (or location), using its interzone topology table. Therefore, the data
will travel from Z 4 to Z l and then Z3. W h e n the destination zone is reached, the
intrazone table is used to forward the data to the required destination.

In the case (iii) the destination's velocity indicates that it may not be in its reco
zone. In this case the destination node can lie in any number of zones. To find the current zone ID (or location) of the destination, the source node unicasts a Zone Request
packet with destination's previously recorded location information (i.e. Z R E Q - L ) , to
the zone in which the destination was last suspected to be in, using its interzone
topology table. W h e n the Z R E Q - L packet reaches the destination's suspected zone,
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Figure 6.15 illustration of data forwarding using the interzone and intrazone tables in D Z T R 1
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the gateway node which have received this packet will first check to see if the destination is still in the intrazone (or is a temporary member). If the destination was
not found and no location trail is available, the gateway node will calculate a region
in which the destination could have migrated to. W e call this the Destinations Expected Region (DER) 1 1 , and it is calculated using the destination's previously known
velocity and location information. W h e n the D E R is calculated, the gateway node
will create a new packet, which includes the source node ID and zone ID, destination
ED, a sequence number and the D E R . This packet is called a Localised Zone Request
( L Z R E Q ) . The gateway node forwards this packet to all the neighbouring zones,
which m a p into the D E R . Each gateway node in the receiving zones will check their
tables for the destination, if the destination is not found, they will forward this packet
to their outgoing (neighbouring) zones which m a p into the D E R . Note that each node
only forward the same L Z R E Q (or Z R E Q ) packet once. However, each zone m a y be
queried more than once from different entry points (i.e. gateways). This way if there
is clustering within each zone, the zones can still be effectively searched. If the destination is found, the destination will send a Z R E P packet back towards the source.
For example, suppose that node K (Figure 6.16) wants to send data the to node a
and node K's D H T states that the node a is in Zl. However, node a's velocity and
location information suggest that it could be in any number of zones surrounding Zl
(node a currently resides in Z 5 as shown in Figure 6.16). To determine the current
location of node a, node K forwards a Z R E Q - L packet to Zl, where node a was last
suspected to be in. N o w , let's assume that no trail information is available in Zl for
node a from this zone. Therefore, when the Z R E Q packet reaches the gateway in Zl
(i.e. node D ) , it will calculate the D E R for node a, then forward a L Z R E Q packet to
each neighbouring zone which lies in the D E R . W h e n the gateway in Z 5 is reached,
it will forward the L Z R E Q to node a. Node a will then send a Z R E P back towards
node K using its interzone table.
In the case (iv), the current zone of the destination is not known. To search the
network effectively while ensuring that overheads are kept low, w e introduce two
different routing strategies:
11

Note the size of the D E R is calculated in a similar manner to [47]
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Figure 6.16 L Z R E Q propagation in the D E R
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1. Limited Zone-hop Search with Multizone Forwarding (LZS-MF)
2. Position-based Selective Flooding (PSF, described in the previous chapter)

In DZTR, a node can be either a zone member, a temporary member or in a singlestate mode. For zone-member (also temporary member), L Z S - M F is used which
uses its interzone table to perform routing. In L Z S - M F the source node generates a
Z R E Q - N packet (N denotes no location information is available for the destination).
This packet includes the source node ID, zone ID, location, sequence number, neighbouring zone list and a Zone-Hop (ZH) number. The zone hop number defines the
number of zones which the Z R E Q - N packet can visit before it expires. To search for
an unknown destination, the source node begins by setting ZH = 1, which means
that only the neighbouring zones can be searched. Each time the Z R E Q - N discovery
produces no results, the source node increases the value of Z H to widen the search
area, and the search is initiated again. This search strategy continues until Z H =
M A X - C O V E R A G E - A R E A . The advantage of our limited zone-hop search is that if
one of the nearby zones has a trail to the destination (or hosts the destination), w e
avoid searching all the zones in the network. N o w , to ensure that not all nodes within
each zone are involved in the routing, each time a gateway node in each zone receives
a Z R E Q - N packet, it uses its interzone topology table to forward the Z R E Q - N packet
to the nodes, which lead to the outgoing zones (neighbouring zones). W e call this
Multizone Forwarding (MF). In this strategy the source node starts by consulting its
interzone topology table to determine the list of neighbouring zones. It then stores a
list of neighbouring nodes which lead to the neighbouring zones specified in the interzone table. These nodes are the only nodes, which can forward the Z R E Q - N packet
towards the next neighbour leading to a neighbouring zone. W h e n a Z R E Q - N packet
reaches a n e w zone, the receiving node (i.e. the gateway), first checks its tables (i.e.
intrazone, T M T , D H T ) , to see if it has a location information about the destination.
If the location of the destination is not found and the gateway node has not seen the
packet before, it consults its interzone table and forward the Z R E Q - N packet with a
new list of neighbouring forwarding nodes. The process continues until the Z H limit
is reached, the packet timer expires or the destination is found. W h e n the destination
is found, it sends a Z R E P packet back towards the source node, indicating its current
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Figure 6.17 Illustration of Z R E Q - N propagation using ZH=1

zone, location and velocity. For example, if node S (see Figure 6.17), wants to s
data to node D and it has no location information about node D, node S initiates LZSM F (as described earlier) with ZH = 1. Here, a Z R E Q - N packet is generated, with
the neighbouring zones Z2, Z3, Z4, Z 5 and Z 6 and the forwarding nodes A, C4, L,
M and I. N o d e S broadcasts the Z R E Q - N packet and the forwarding nodes will send
this packet to the neighbouring zones. The gateways receiving the Z R E Q - N in each
of the neighbouring zones Z2, Z3, Z5 and Z 6 drop the packet, since the destination is
not in their intrazone and they do not have location information. The gateway node
in Z 4 (i.e. B 2 ) forwards the Z R E Q to the destination. The destination sends back a
Z R E P to the source node in Zl.
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Nodes that are single-state m o d e or are in a transition phase (i.e. travelling from one
zone to another, described in section 6.3.3) can use PSF. This is because when a node
migrates from one zone to another, itflushesits intrazone and interzone tables and it
starts to build them up again as soon as it becomes affiliated with a zone. N o w , during
this period L Z S - M F cannot be used effectively since the interzone table m a y not
yet have a clear picture of the surounding topology. Therefore, to keep the number
of retransmitting neighbouring nodes low, P S F (with any one of the optimisations
specified in the previous chapter) can be used.

6.4.2 Route maintenance
In our routing strategy, routing and data transmission can still be carried out if
topology of each zone changes. For example, in Figure 6.16, if node Q wants to send
data to node P, it forwards the data through node R. However, if node R becomes
unavailable, it can use node A to send its data to node P. N o w , if node A wants to send
data to node X (which is in zone Z3), suppose that according to its interzone table,
node X can be reached through node O. If however, the link between node O and node
T breaks, node A can use node N to send data to node F (in Zl). This node then uses
its interzone table to send the data to zone 3, through the gateway node E. Otherwise,
if node F in Z l cannot find any zone leading to Z3, it sends back a Zone Error
( Z E R R ) packet back to node A. N o d e A then waits until a gateway node is found to
connect its zone to the other zones. W h e n this is done, it initiates one of the route
discovery strategies discussed in the previous section. The decision on which routing
strategy is based on the current state of the destination's recorded velocity, location
and expiration time. Therefore, the intrazone topology or the interzone topology m a y
not necessarily require another route discovery, which means that w e minimise the
amount of overhead introduced into the network.

6.5 Control Overhead Analysis
In DZTR two types of control overhead packets are disseminated into the network.
Thefirsttype of an overhead is introduced for topology creation and maintenance,
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and the second one is for routing. To determine a theoretical model for topology
overhead, let the number of nodes in the network be N , the number of zones in the
network be M and the number of gateways in each zone be G. Assuming that the
nodes are evenly distributed through the network, each zone will have (N/M) nodes
[43] and also equal number of gateway nodes 12. Each node generates an intrazone location update packet, which propagates throughout its intrazone. Furthermore, when
a gateway node sends an IEZ (Interzone update) packet it resets its I U T since the
interzone packet will also propagate through its intrazone, which can also act as an
inrazone update. Therefore, there is no need to send an intrazone update for t = IUT
unless its location changes by M I D . Hence, the number of location update packets

produced is (N/M-G)2 for one zone and M(N/M-G)2

=

(N2/M)-2GN+MG2

for all the zones in the network [43]. The number of interzone packets per zone is
G(N/M)

and the total number of interzone packets for all the zones in the network is

M ( G N / M ) = G N . Therefore, the total number of topology communication overhead
is

0T = N2/M-2GN + MG2 + GN,
=

N2/M-GN

+ MG2

(6.3)

From equation (6.3) (also in Figure 6.18, 6.19 and 6.20) it can be seen that fo
2 < M

< N/2 where 13 G < (N/M) the size and the number of 0T will be less

than Z H L S [43] and D S D V [70], since the size of the location packets are smaller
than link state packets. Furthermore, interzone update packets are exchanged with
neighbouring zones only, rather than propagating through the entire network.

To determine the maximum possible routing overhead introduced into the network,
let us look at the worst case scenario, where the source node does not have any
location information about the destination and no location trails are left in the network (i.e. scenario (iv) is section 6.4). In this case, D Z T R will initiate L Z S - M F
route discovery strategy. To determine the routing overhead introduced in this strategy let F be the number of forwarding nodes in each zone u . Then the number of
^Including the temporary members
13£
= (N/M) for evenly distributed gateway nodes per zone
14
Assuming that all zones have equal number of forwarding nodes, if they are evenly distributed in
the network
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Figure 6.18 Topology Overhead generated by varying the number of gateways in each zone
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Figure 6.20 Topology Overhead for M = 4 0 and G=20

routing packets transmitted through each zone is F and the number of packets transmitted (forwarded) in the network is RT = FM.
is M

In the worst case scenario there

= AT/2 zones (since each zone must have at least 2 nodes per zone)and Z H

is equal to the size of the entire network. If all the nodes in each zone are forwarding nodes, then the number of retransmissions will be RT = FM

= 2(N/2) = N.

However, as the number of nodes in each zone increases, the number of forwarding nodes in each zone will start to decrease. Therefore, as F <
RT < M(N/M)

(N/M),

then

or RT < N. This means that L Z S - M F will be more efficient than

flooding for F < N/M

and M

< N/2. To illustrate the efficiency of LZS-MF, w e

compare its performance against purefloodingand Multi-point relaying ( M P R ) [72]
using Figure 6.17. If node S wants to determine a route to node D, using L Z S - M F
15 broadcasts (i.e. 10 Z R E Q and 5 Z R E P broadcasts) are generated, using the same
scenario with M P R (Figure 6.21), w e find that 40 broadcasts are generated and with
pure flooding 52 broadcasts and generated. Therefore, it can be seen that L Z S - M F
generates significantly lower amounts of overhead that the other two methods. In
the case of M P R , its performance will increase when the nodes in the network are
evenly and more densely distributed, so that each node can calculate their M P R more
effectively [72].
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Figure 6.21 Route request propagation using M P R
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Simulation Model

In this section we describe the scenarios and parameters used in our simulation.
also describes the performance metrics used to compare our routing strategy with a
number of existing routing strategies.

6.6.1 Simulation Environment and Scenarios
As before, we carried our simulations in GloMoSim. Our simulations were carried
out for 50, 100, 200, 300, 400 and 500 node networks, migrating in a 1000m x
1000m area. I E E E 802.11 D S S S (Direct Sequence Spread Spectrum) was used with
m a x i m u m transmission power of 15dbm at a 2Mb/s data rate. In the M A C layer,
I E E E 802.11 was used in D C F mode. The radio capture effects were also taken into
account. Two-ray path loss characteristics was considered as the propagation model.
The antenna hight was set to 1.5m, the radio receiver threshold was set to -81 d b m and
the receiver sensitivity was set to -91 d b m according to the Lucent wavelan card[58].
R a n d o m way-point mobility model was used with the node mobility ranging from 0
to 20m/s and pause time was set to 0 seconds for continuous mobility. The simulation
was ran for 200s 15 and each simulation was averaged over eight different simulation
runs using different seed values.
Constant Bit Rate ( C B R ) traffic was used to establish communication between nodes.
Each C B R packet was contained 64 Bytes and each packet were at 0.25s intervals.
The simulation was run for 20 and 50 different client/server pairs16 and each session
begin at different times and was set to last for the duration of the simulation.

6.6.2 Implementation Decisions
The aim of our simulation study was to compare the route discovery performance
of D Z T R under different levels of traffic and node density with a number of different routing protocols. In our simulations, w e compare D Z T R with L P A R 1 7 , A O D V
and L A R l . W e implemented D Z T R on the top of A O D V using A O D V ' s existing er15

W e kept the simulation time lower than the previous chapter due to a very high execution time
required for the 50 Flow scenario
16
Note that the terms Client/Server, src/dest and Flows are used interchangeably
17
With stable routing enabled, see chapter 4
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ror recovery strategy, sequence numbering and broadcast ID strategies. The D Z T R 2
cluster strategy was implemented as the zone creation strategy in order to eliminate partitioning within each zone and also to allow topology maintenance messages
(such as Intrazone, Interzone, Trail updates) to occur by using beaconing messages
only. Therefore, each packet is exchanged between neighbouring nodes. For example, w h e n a node sends a trail update packet, this packet is also used by its current
intrazone members to update their intrazone table (i.e. it is seen as an intrazone update). Similarly, the nodes in the neighbouring zones update their interzone table and
the closest gateway to the node which sent the trail update then broadcasts this trail
update in its intrazone.
To reduce the number of intrazone updates in DZTR2, each time a node initiates a
Z R E Q - N , it also uses this packet to update its intrazone and resets its IUT. Furthermore, to minimise the number of interzone updates propagating through each zone,
only the closest k n o w n gateway rebroadcasts a learnt zone ID. Similarly, during the
zone creation phase, a zone reply is only sent by the node which is closest to the zone
which sent a zone query. To minimise the routing overhead when location information is not available at the source, w e modified the L Z S - M F strategy so that during
the first cycle of route discovery (i.e.firstattempt at route discovery), each retransmitting node only select one node to represent each k n o w n zone in the interzone table
during further rebroadcasts and each packet cannot re-enter the same zone. Furthermore, the chosen nodes must be further away from the source than the current hop.
For example, if there are 6 neighbouring zones, then each retransmitting node will
choose at most 6 other retransmitting nodes to further rebroadcast the control packets
away from the source. If thefirstcycle fails, then in the second cycle, all nodes in the
interzone table are chosen, which are further away from the source than the current.
Finally, in the third cycle, all nodes in the interzone table are chosen regardless of
their position. For nodes which are in a single-state m o d e or in transition phase (i.e.
where the size of the interzone table is zero or very small compared to the number of
neighbouring nodes k n o w n ) P S F with the S D - F R optimisation was used (described
in the previous chapter).
Table 6.1 illustrates the simulation parameters used for DZTR.
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Table 6.1 D Z T R Simulation Parameters

IUT
30s
Location Check Timer
3s
Zone Query Intervals
30s
MID
150m
Maximum Zone Hops
7

6.6.3 Performance Metrics
The performance of each routing protocol is compared using the following performance metrics.

• Packet Delivery Ratio
• Normalised control overhead (O/H)
• End-to-End Delay

These metrics were described in the previous chapters. All the results obtained f
the above metric where collected against changing number of nodes.

6.7 Results

In this section we present the worst case (i.e. zero pause time and constant mobi
scenario results w e obtained from our simulation. The results for other levels of
mobility can be seen in Appendix A. To investigate the worst case scenario behaviour
of each routing protocol, w e recorded the P D R , normalised routing overhead and the
end-to-end delay introduced into the network. W e recorded this behaviour for up to
500 nodes in the network.

6.7.1 Packet Delivery Ratio Results

Figure 6.22 and 6.23 illustrate the PDR for the 20 Flows and 50 Flow scenarios. In
the 20 Flow scenario all routing protocols achieved over 9 5 % packet delivery across
all node density levels. This is because the total number of control packets introduced
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Figure 6.22 P D R for 20 Flows

into the network consumes a small portion of the available bandwidth which still
leaves a reasonable level of bandwidth for data transmission. However, in the 50
Flow scenario, D Z T R outperform all the other routing strategies through all levels of
node density. This becomes more evident as the number of nodes are increased to 500
nodes, where the gap between the curve for D Z T R and the curve for the other routing
protocols becomes wider. It can be seen that at the 500 node density level, A O D V ,
L A R l and L P A R achieve less than 5 0 % P D R , whereas D Z T R achieves over 8 0 % .
This is because in D Z T R , the increase in the number of nodes m a y not increase
the number of zones in the network. This means that the number of neighbouring
zones for each zone m a y not increase significantly. A s a results, the number of
retransmitting nodes chosen from the interzone table will remain reasonably low. In
contrast, in A O D V , L A R l and L P A R , the increase in node density will increase the
number of retransmitting nodes. This will reduce the available bandwidth for data
transmission and increase channel contention, which will result in further packet
losses due to buffer overflows. Furthermore, in D Z T R , a link failure m a y not initiate
a re-discovery of another route, if another gateway node can successfully transmit
the data packets. Whereas in A O D V , L A R l and L P A R a link failure m a y require
an alternate route to be discovered. L A R l , attempts to reduce the number of route
recalculations by storing multiple route in a route cache ( D S R based). However, since
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the best route is always used first, then storing alternate route may not be be
when mobility is high. Since this route m a y already be expired or broken when it is
required. Hence, in this case, recalculation on alternate route m a y not be avoided by
storing multiple routes. Similarly, in L P A R , the secondary route m a y expire before
a link breaks in the primary route. This means that the alternate route in L P A R m a y
not be always available or valid, especially during high levels of mobility. Therefore,
the source nodes m a y be required to make frequent route recalculations, which will
increase the level of bandwidth consumed by routing packets throughout the network.

6.7.2 Normalised Routing Overhead Results

Figure 6.24 and 6.25 demonstrate the normalised control overhead for the 20 Flo
and the 50 Flows scenarios. In both scenarios D Z T R produces the least amount of
overhead per packet. Note that as the node density is increased, D Z T R maintains the
flattest curve when compared to the other three routing strategies, which shows that
number of retransmitting nodes do not significantly increase in D Z T R . Therefore,
the total number of control packets disseminated into the network remains reasonably low as the node density is increased. This shows that D Z T R scales significantly
better than the other strategies. A O D V produces more overhead that the other strate-
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gies across all different levels of node density in the 20 Flow scenario. However, in
the 50 Flow scenario A O D V and L A R l produce similar levels of overhead. This is
because L A R l performs source routing rather than point-to-point routing (described
in chapter 2 and chapter 4), which means the rate at which route failures occur will
be higher than the point-to-point based routing protocols (i.e. A O D V , L P A R and
D Z T R ) , since the routes are not adaptable to the changes in network topology. Therefore, link failures in L A R l will initiate more route recalculations at the source than
in the point-to-point routing protocols. L P A R produces fewer routing packet than
A O D V and L A R l in both of the 20 Flow and the 50 Flow scenario. This reduction
is achieved by using the 3-state route discovery strategy, which attempts to find a
route to a required destination by unicasting if location information about the destination is available (described in chapter 4). Thus reducing the need for broadcasting
during route discovery. Furthermore, L P A R reduces the number of control packet
retransmission by flooding over stable links only.

6.7.3 Delay Results

Figure 6.26 and 6.27 illustrate the end-to-end delay experienced by each data packe
for the 20 Flows and the 50 Flows scenarios. In the 20 Flow and 50 Flow scenario
for the 50 node network D Z T R produces longer delays than the other strategies.
T w o factor contribute to this extra delay,firstlywhen the node density is low, the
nodes m a y be engaged in zone creation more frequently as the chance for network
partitioning to occur is m u c h higher. This means nodes m a y go in and out of singlestate m o d e or m a y become temporary members. Furthermore, the percentage of nonm e m b e r nodes is higher than when the node density is high. Therefore, during the
route discovery phase, these nodes (i.e. the single-state, temporary member) will use
P S F with F R - S D strategy, which attempts to minimise the number of rebroadcasting
nodes without taking neighbouring density into account. This then results in longer
delays before a route can be found.
To overcome this, a density based PSF strategy can be used (i.e. PSF-DN, see chapter 5 for further details. T h e second factor is due to stable routing. In D Z T R , a
source nodes attempts offinda route over stable links, similar to L P A R , which limits
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the number of nodes which can rebroadcast. Therefore, more attempts maybe required to determine a route over less stable links. This increase in extra delay can
be also seen in L P A R . A O D V (which uses Expanding Ring Search, E R S ) produces
the lowest delay in the 50 node scenario, and maintains similar levels of overhead
when compared with D Z T R and L P A R . This is because, A O D V thefloodingnature
of A O D V allows every node to rebroadcast (if the R R E Q packet has not expired).
Therefore, it calculates the path between the source to the destination more quickly.
W h e n the node density is increased to 100, D Z T R ' s end-to-end delay drop dramatically. This is because the higher node density allows D Z T R to calculate the required
routes more quickly (i.e. L Z S - M F and P S F with F R - S D become more effective in
theirfirstroute discovery cycles). The delay experienced by all protocols increases
slowly as the number of nodes is increased. A O D V , L P A R and D Z T R experience
similar levels of delay for all node density levels greater than 500. However, L A R l
continues to produce larger delays than the other routing protocols during higher
node density levels. This is because when mobility is high, more packets m a y travel
over non-optimal routes with larger hop counts, which m a y be stored in a route cache
(described in Chapter 4). Therefore, these packets will experience longer end-to-end
delay than the ones travelling over the shortest path. Furthermore, as the node density is increased, the number of routes stored in the route cache m a y also increase.
This means that more non-optimal routes with large hop counts m a y be available for
each required destination. Hence, the probability of longer (non-optimal) end-to-end
delay experienced by each packet also increase.

6.8 Conclusions
This Chapter presented a new routing protocol for mobile ad hoc networks, which
is called Dynamic Zone Topology Routing ( D Z T R ) . The idea behind this protocol
is to group nodes that are in close proximity of each other into zones. B y grouping nodes together and allowing routing and data transmission to be carried out by a
group of nodes, w e eliminate single points of failure during data transmission, distribute network traffic through a set of nodes and avoid frequent route recalculation.
The topology of each routing zone is maintained proactively and each zone m e m b e r
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node is aware of the neighbouring zones through the gateway nodes. D Z T R reduces
routing overheads by reducing the search zone and allowing only selected nodes to
forward the control packets. Each node that migrates between zones also leaves
transient zone trails, which assist our proposed search strategy to find the destination more quickly and with fewer overheads. Our theoretical overhead analysis and
simulation studies showed that D Z T R significantly reduces the number of control
packets transmitted into the network and achieves higher levels of packet delivery
under worst case network conditions when compared to A O D V , L A R l and L P A R .

Chapter 7
Conclusions

7.1 Overview
In this chapter we provide a summary of the main ideas and findings presented in the
preceding chapters. W e also present the main conclusions drawn from the analysis
carried out for each protocol and the obtained results. Finally, w e present a discussion
of the future work in this area.

7.2 Summary of Thesis

In this thesis we investigated the scalability of the current uni-cast routing protoc
proposed for M A N E T s . Based on this investigation w e proposed a number of different strategies to improve scalability. The specific tasks carried out are as follows:
In Chapter 2, we studied a number of different routing protocols proposed for MANETs.
W e classified each routing protocol into three different categories (Chapter 2) and
performed a performance comparison between protocols in each category. F r o m this
study w e identified a number of areas which can be improved in each category of
routing (proactive, reactive and hybrid routing).
In Chapter 3, we proposed that the number of redundant route updates in proactive routing can be reduced by disseminating updates w h e n a significant topology
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change is expected or has been experienced. Hence, w e presented M i n i m u m Displacement Update Routing ( M D U R ) and also a variation called Hierarchical M D U R
( H M D U R ) . This strategy assumes a significant topology change when a node has
experienced a significant change in location (i.e. if it has moved from one location
to another by a m i n i m u m required distance). W e implemented H M D U R in a simulator and compared its performance with FSR. Our results showed H M D U R produces significantly lower overhead than F S R as the number of nodes is increased in
the network. Furthermore, H M D U R achieves higher levels of throughput and lower
end-to-end delay when the number of nodes was increased to 100. This is because
in H M D U R more bandwidth is available as a result of significantly fewer update
packets.
In Chapter 4, we proposed Location-Based Point-to-point Adaptive Routing (LPAR).
This protocol introduced an adaptable route discovery strategy and a number of different route selections techniques which aimed to reduce the effects of link failure
during data transmission. In L P A R , a source node can perform three different types
of route discoveries based on the accuracy of information it has about the destination.
Furthermore, during the route reply phase, an alternative route (or secondary route)
is also calculated, which allows a different path to be taken at each possible point of
failure in the primary route. W e implemented two different versions of L P A R , that
were L P A R and LPAR-S, which also performed stable routing. W e compared the
Performance of L P A R and L P A R - S with A O D V and L A R l . Our results showed that
L P A R and L P A R - S scale better than A O D V and L A R l as the number of nodes and
the density of the traffic is increased. Furthermore, when the number of nodes where
more 100, L P A R - S showed the best performance. This is because, in L P A R - S the
route request packets are propagated over stable links only, which reduced the total
number of rebroadcasting nodes, while increasing the lifetime of each route.

In Chapter 5, we proposed Position-based Selective Flooding (PSF). PSF is a flooding strategy, which is designed to reduce the number of redundant rebroadcasts during the route discovery of on-demand routing protocols. In this strategy, each node
determines a Forwarding Region in its transmission range, which contains a minim u m number of nodes required to successfully cover its entire transmission range.
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W e implemented P S F on top of L P A R (which w e referred to as L P A R - P S F ) and compared its performance with L P A R , L P A R - S , A O D V and L A R l by simulations. Our
results showed that P S F further improves the performance of L P A R and significantly
improves the level of scalability as node density and traffic flow is increased. Furthermore, w e introduced a number of different strategies, which can further improve
the performance of P S F under different network conditions.

In Chapter 6, we present a new hybrid routing protocol, which we refer to as Dynami
Zone Topology Routing ( D Z T R ) . In D Z T R , the nodes in the network are grouped into
a number of dynamically created routing zones. The intrazone network structure is
maintained proactively, while the routes to the nodes in the other zones is determined
reactively. Each dynamic zone provides a cooperative environment for the nodes
without introducing a bottleneck node such as a cluster-head. Furthermore, a number
of different location tracking strategies have been proposed which work on top of the
dynamic zones to determine routes to different locations with a m i n i m u m amount of
routing overhead. W e implemented D Z T R in a network simulator and compared its
performance under a number of different network conditions with A O D V and L A R l
and LPAR-PSF. Our simulations results showed that D Z T R scales significantly better
than the other strategies under high levels of node density and traffic flows.

7.3 Thesis Recommendations
From the work performed in this thesis we propose the following recommendations:

1. Redundant route update broadcasting in proactive routing protocols can be reduced significantly by disseminating update packets when a significant topology change has occurred or experienced rather than transmitting periodic or
purely mobility based updates.
2. Given that a node has location information about a required destination, then
employing a uni-cast route discovery can reduce the number of broadcast route
discoveries required to maintain an active route.
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3. T h e effect of link failure can be reduced by determining an alternate route
for every active route. W e proposed a n e w alternative route selection strategy
which eliminates the redundancy problem in [52].
4. In networks with m e d i u m to large node density,floodingover stable links only
can reduce the number of route failures due to broken links, reduce the total
number of route requests re-transmitted and reduce channel contention.
5. W h e n a source node has no previous knowledge about a required destination,
it can still reduce the number of route request retransmissions by restricting
the rebroadcating nodes to those that lie in a Forwarding Region (FR), which
contains a m i n i m u m number of nodes that can successfully cover its entire
transmission range. The advantage of this strategy is that nodes do not require
two-hop topology information or to include a list of rebroadcasting nodes in
the route request packets in order to minimise the number of rebroadcasting
nodes.
6. Dynamic routing zones can create a backbone in the network, which can be
used to allow a cooperative behaviour between the closely located nodes in the
network without introducing zone coordinator or a clusterheads. This cooperation can be used (In combination with efficient location tracking strategies)
of efficient location tracking strategies) to significantly reduce route discovery
overheads and reduce single point of failure during data transmission. Hence,
high levels of scalability can be achieved as the number of nodes and the level
of traffic grows in the network.

7.4 Future Work
7.4.1 On our Research
In this thesis, we have shown the benefits of control overhead reduction on scalability of the network. W e presented logical arguments, problem solving heuristics and
s o m e theorethical analysis, which led to good solutions subsequently verfied by simulation In our simulation and also most simulation studies performed in the literature
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it is assumed that each node do not require recharging during the entire simulation
run. This means that all nodes are constantly online and there is no recharging or
offline period w h e n the nodes run out of power. W e predict that another benefit of
control overhead reduction is in the reduction of the average power used by each
node during the simulation. W e plan to study the effects of afinitebattery power and
introducing an offline period (due to recharging) on the scalability of the network
using a number of different routing protocols.

7.4.2 Other issues in MANETs
In our research we concentrated on the scalability of mobile ad hoc networks and
development of strategies to increase the scalability of different types of routing protocols. In this section, w e present a number of other research topics that need further
investigation.
7.4.2.1 Implementation Study
Up to now, most of the research performed for Ad hoc networks has been performed
via simulations [10], [85], [1], [3], [23], [31], [79], [54], [45], [20], [11]. Recently,
a few implementation solutions have been presented to investigate the functionality
of ad hoc networks [76], [86], [89], [35]. With m a n y different routing protocols
proposed for M A N E T (which were discussed in this thesis), more work is required
to investigate their behaviour in a real world scenario. Such studies would prove very
valuable to the M A N E T research community.

7.4.3 Scalable Multicasting
In MANETs, each users may want to communicate with a number of different users
at the same time. In this case, a routing strategy is required to determine multiple
routes. Routing protocols that perform this functionality are reffered to as Multicast
routing protocols. Recently, a number of different multicasting protocols have been
proposed for A d H o c and Mobile A d H o c Networks [53], [88], [39], [39], [91], [22],
[57], [27], [92], [41], [17], [40], [38], [77], [81], [24], [50]. However, the issue of
scalable multicasting still requires further research.
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Quality of Service (QoS)

Providing QoS in a MANET environment is a challenging task and many routing
strategies proposed to date aim to provide the best effort delivery. This is because,
the dynamic nature of M A N E T s make the available routing information less precise.
Therefore, a distributed Q o S routing strategy is required. Currently, a few different strategies have been proposed for M A N E T s to perform Q o S routing [13], [55],
[56], [15], [34]. However, Q o S routing still remains a challenging research issue in

MANETs.
7.4.3.2 Security
Security is another challenging research issue in mobile ad hoc networks. This is
because wireless communication is susceptible to a range of attacks such as passive
eaves dropping, active interfering, denial of service and break-ins [49], [48], [59].
7.4.3.3 Sparse and long range Ad hoc Networking
With most of the attention being received by short to medium range (up to 1km)
communication in ad hoc networks, research is needed in designing new strategies
which can provide long range communication in an A d H o c manner. Such networks
will be useful for communities that live in very remote areas such as in the desert.
S o m e of the current work in this area includes [9], [12], [66].
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Appendix A
Further Results for DZTR
In this appendix w e present the scalability results w e obtained for different values of
pause time in our simulations.

A.l Results for 100 second pause time

In this section we present the simulation results obtained for 100 second pause tim
which investigates the behaviour of each routing protocol under a medium level m o bility.

A.l.l Packet Delivery Ratio Results
Figure A.l and A.2 illustrate the PDR for the 20 Flows and 50 Flow scenarios. In
the 20 Flow scenario all protocols produce over 9 6 % P D R for all different levels
of mobility. In the 50 Flow scenario the nodes also achieve high levels of P D R .
However, a drop in performance is noticeable for most protocols when the node
density is increased beyond 200 nodes. In particular, A O D V shows the biggest drop
in performance.

A. 1.2 Normalised Routing Overhead Results
Figure A.3 and A.4 demonstrate the normalised control overhead for the 20 Flows
and the 50 Flows scenarios. Here in both scenarios D Z T R out performs the other
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Figure A.3 Normalised routing overhead for 20 Flows

routing strategies. AODV shows the largest increase in overhead when the node
density is increased when compared to the other strategies.

A.1.3 End-to-End Delay Results

Figure A.5 and A.6 illustrate the end-to-end delay experienced by each data packet
for the 20 Flows and the 50 Flows scenarios. In the 20 Flow scenario, when the node
density is 50, D Z T R and L P A R produce larger delays when compared to L A R l and
A O D V . However, when the node density is increased to 200 they start to produce
similar levels of delay as A O D V . A O D V produces the least amount of delay across
most node density levels. L A R l does not produce any drop in delay when the node
density is increased and it continues to produce similar levels of delay across all node
density levels. In the 50 Flow scenario, the similar trends are experienced as before
by D Z T R and L P A R . However, D Z T R produces slightly less delay than the other
strategies when the node density is increased to 500.
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Figure A.6 End-to-end delay for 50 Flows

A.2

Results for 200 second pause time

In this section w e present the results for the 200 second pausetime,which illustrates
the behaviour of each protocol under a low mobility1 to stationary network scenario.

A.2.1 Packet Delivery Ratio Results
Figure A.7 and A.8 illustrate the PDR for the 20 Flows and 50 Flow scenarios. In
the 20 Flow scenario all protocols produce over 9 7 % P D R across all node density
levels. In the 50 Flow scenario, when the node density is 50, A O D V , L P A R and
D Z T R produce slightly lower P D R when compared L A R l . However, when the node
density is increased to 100 they achieve the similar levels of P D R as in L A R l . All
protocols maintain similar levels of P D R as the node density is further increased.

A.2.2 Normalised Routing Overhead Results
Figure A.9 and A. 10 demonstrate the normalised control overhead for the 20 Flows
and the 50 Flows scenarios. A s before, D Z T R continues to produce the least amount
'Note that in our simulation the pause time takes effect after the first destination has been reach.
Therefore, initially all nodes will be mobile.
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Figure A.9 Normalised routing overhead for 20 Flows

of overhead per data packet when compared to the other routing strategies. Furthermore, D Z T R experiences a very small increase in overhead as the node density in
the network is increased. In contrast, A O D V and L A R l show a significant increase
in overhead as the node density is increased. L P A R produces fewer control packets than A O D V and L A R l , however, the gap between L P A R and D Z T R is still very
significant, especially as the node density is increased.

A.2.3 End-to-End Delay Results

Figure A. 11 and A. 12 illustrate the end-to-end delay experienced by each data pac
for the 20 Flows and the 50 Flows scenarios. In both the 20 Flow and the 50 Flow
scenarios, D Z T R produces the longest delay (as was seen in the 0 pause time and
the 100 pause time results) when compared to the other strategies. In the 20 Flow
scenario, L A R l produces the longest end-to-end delay when the node density is increased to 200. This trend continues for up to 500 nodes. In the 50 Flow scenario, all
protocols produce similar levels of delay when the node density is increased to 100
nodes and there after.
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