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 要  旨 
本研究は，家庭環境のようにロボットが作業を行うための環境整備が整っていない場所におい
て，ビジョンによって作業対象を認識し，従来のような複雑な 3D モデル作成をせず，簡単な教
示を行うだけで多くの作業対象を把持することを目的とする． 
そこで，本研究では対象の見えに着目した．ロボットが対象に対して把持などの作業を行う場
合，その最終場面では対象とロボットハンドとは十分に近く，またその位置関係も限定されたも
のになることが多い．そのような場合にハンドに装着されたカメラから対象を見ることにすれば
3D 対象物であっても常に類似の 2D 画像を得ることが出来る．そこで，予め人間がこの見え方
の時にこの動作をすると教示しておけば，3D モデルなしで作業に必要な情報を取得できると考
えられる．そこで，本稿ではユーザーが一度簡単な教示を行うことで，対象が視野範囲内の様々
な位置・姿勢に置かれても，物体を把持可能なビューベーストマニピュレーションの手法を提案
した．ビューベーストマニピュレーションとは，初めに見え(画像) と動作を一体的に教示し，対
象の置かれている位置を変化させても，見えを一致させればカメラと対象との相対的位置関係が
一致し，教示動作を再現することで物体を把持するという考え方である．ビューベーストマニピ
ュレーションの手法を用いてシステムを構築するために，2 つの技術項目に関して検討・評価し
た．1 つは，特徴点ベースの見えの制御である．見えの変化でロボットを制御する為に，教示位
置での画像，現在位置での画像，それぞれから対応がとれる固有の特徴点を抽出し，現在画像の
特徴点位置を教示画像の特徴点位置に戻すカメラの運動パラメータを求めた．カメラの運動パラ
メータの算出にはイメージヤコビアンの理論を用いた．2 つ目は，対応点マッチングである．本
研究では家庭環境にある様々な物体を作業対象としているため，対象のテクスチャーは様々であ
る．この要因による見えの変化に頑健な識別子として SURFと誤対応点除去手法に RANSACを用
いて，対応点を求めた． 上記の二つの手法を用いてシステムを構築し，家庭環境にある様々な対
象に対して実験を行い，本手法の有効性を検証した． 
 
