We show that the community structure of a network can be used as a coarse version of its embedding in a hidden space with hyperbolic geometry. The finding emerges from a systematic analysis of several real-world and synthetic networks. We take advantage of the analogy for reinterpreting results originally obtained through network hyperbolic embedding in terms of community structure only. First, we show that the robustness of a multiplex network can be controlled by tuning the correlation between the community structures across different layers. Second, we deploy an efficient greedy protocol for network navigability that makes use of routing tables based on community structure.
A wealth of recent publications provides evidence of the advantages that may arise from thinking of real-world networks as instances of random network models embedded in hidden metric spaces [1, 2] . In this class of models, every node is represented by coordinates that identify its position in the underlying space, and the distance between pairs of nodes determines their likelihood of being connected. The most popular formulation of spatially embedded network models relies on hyperbolic geometry [3, 4] . Hyperbolic network geometry emerges spontaneously from models of growing simplicial complexes [5] . Hyperbolic geometry appears the natural choice for networks with broad degree distributions, under the hypothesis that the generating mechanism for edges in the network is a compromise between popularity of individual nodes and similarity among pairs of nodes [6] . Popularity is represented by the radial coordinate of nodes in the hyperbolic space, while similarity is accounted for by the difference between angular coordinates of pairs of nodes. Hyperbolic maps are useful in practical contexts, as generating efficient routing protocols in information networks [7] , characterizing hierarchical organization of biochemical pathways in cellular networks [8] , and monitoring the evolution of the international trade network [9] . However, thinking of networks as embedded in the hyperbolic space is important from the theoretical point of view too. Growing network models that rely on hyperbolic geometry provide a genuine explanation for the emergence of power-law degree distributions from local optimization principles only [6] . Further, recent work show that the main features of the percolation transition in multiplex networks can be predicted by simply accounting for inter-layer correlation among hyperbolic coordinates of nodes [10, 11] .
Popularity and similarity are core features of models used in network hyperbolic embedding. They are, however, central in another heavily used model in network science: the degreecorrected stochastic block model (SBM) [12] . The SBM assumes a hidden cluster structure where nodes are divided into a certain number of groups. This classification accounts for similarity, as pairs of nodes have different likelihoods of being connected depending on their group memberships. The degree correction provides instead a natural way of accounting for the popularity of the individual nodes. The SBM is generally considered in the context of graph clustering, representing a generative network model with built-in mesoscopic structure [13] . The SBM is used in the formulation of principled community detection methods [14] . These methods, in turn, are equivalent to other well-established techniques for community detection, giving therefore to the SBM a central role in the graph clustering business [15] .
At least superficially, the analogy between the ideas of hyperbolic embedding and community structure is apparent. In a recent paper, Wang et al. showed that information about community structure can be used to improve accuracy and efficiency of standard algorithms for hyperbolic embedding [16] . Also, previous work was devoted to the development of network models embedded in hyperbolic geometry with the addition of a pre-imposed community structure [17] [18] [19] . We are not aware, however, of previous attempts to investigate the theoretical and practical similarity of the two approaches when applied independently to the same network topology. This is the purpose of the present paper.
We assume that the topology of an undirected and unweighted network G with N nodes is fully specified by its adjacency matrix A, whose element A i, j = A j,i = 1 if a connection between nodes i and j is present, or A i, j = A j,i = 0, otherwise. The hyperbolic embedding of the network G consists in a pair of coordinates (r i , θ i ) for every node i ∈ G. The quantity r i is the radial coordinate of node i; θ i is its angular coordinate. We assume that this information is at our disposal. The way we acquire such a knowledge depends on whether the network analyzed is synthetic or real. For synthetic graphs, we consider single instances of the popularitysimilarity optimization model (PSOM) [6] , so that hyperbolic coordinates correspond to ground-truth values of the model. We analyze also several real networks, where coordinates of nodes are obtained by fitting graphs against the PSOM. In this second scenario, we either rely on embeddings publicly available [10, 20] or we apply publicly available algorithms to the graphs [20] . Details are provided in the Supplemental Ma-terial (SM). We remark that the PSOM is the model of reference in most of the hyperbolic embedding techniques. It assumes the existence of an underlying hyperbolic space, and consists in a random growing network model where nodes are connected depending on their distance, and the value of other model parameters, such as average degree k , exponent γ of the power-law degree distribution P(k) ∼ k −γ , and temperature T . When a real network is fitted against the PSOM, the parameters k and γ of the model are determined on the basis of the observed network, while T is treated as a free parameter [20] . Its value may be set to the one that yields the best match between theoretical and numerical results for the distance dependent connection probability [21] ; when hyperbolic embedding is used in greedy routing, one may look for the T value that results in the highest success rate [20] . The radial coordinate r i of every node i is uniquely identified by its degree k i , hence r i doesn't require to be truly learned. The angular coordinate θ i for every node i ∈ G is instead treated as a fitting parameter. There are various techniques to perform the fit, including approximated optimization algorithms [20, 21] , and ad-hoc heuristic methods [22, 23] .
In our analysis, we further assume to know the community structure of the graph G, consisting in a flat partition of the network into C total communities, where every node i ∈ G is associated with a discrete-valued coordinate σ i = 1, . . . , C. Algorithms for community detection are numerous [13] . Here, we rely on results obtained by three popular methods: the Louvain algorithm [24] , Infomap [25] , and the algorithm by Ronhovde and Nussinov [26] . We remark that, in the degree-corrected SBM, the probability for nodes i and j to be connected is a function of σ i , σ j , k i and k j . Hence, the graph G can be thought as embedded into a community structure, where every node i is de facto represented by the coordinates (k i , σ i ).
A direct comparison between the hyperbolic embedding and the community structure of the graph G consists in a comparison between the coordinates of the individual nodes in the two representations. Further, as the degree of the nodes trivially matches in both representations, the comparison reduces only in matching angular coordinates θs and group memberships σs. From the numerous empirical tests we conducted on both real and synthetic networks, two main conclusions emerge. First, networks usually considered in hyperbolic embedding applications are highly modular, in the sense that partitions found by community detection algorithms correspond to very large values of the modularity function Q [27] (see Figure 1 and SM. Second, nodes within the same communities are likely to have similar angular coordinates. We note that this second finding is in line with what already shown in Ref. [16] . To quantify coherence among angular coordinates of nodes within the same community g, we first define the variables ξ g and φ g with Figure 1 . Hyperbolic embedding and community structure for real and synthetic networks. (a) We compare the hyperbolic embedding of the IPv4 Internet with its community structure. Every point represents a node in the largest connected component of the graph. Positions are determined by the radial and angular coordinates of the nodes in the hyperbolic embedding of the network [10] . We use the best partition found by the Louvain algorithm to determine the community structure of the graph [24] . The partition consists of C = 31 communities. Colors of the points identify community memberships. The value of the modularity is Q = 0.61, while angular coherence is ξ = 0.72. (b) We consider 39 real-world networks and 2 instances of the PSOM, and compare their community structure and hyperbolic embedding (see details in SM). The plot displays each network on the (Q,ξ)-plane. We show results obtained using Louvain (black squares) and Infomap (red circles) [25] .
δ x,y = 1 if x = y and δ x,y = 0, otherwise. The r.h.s. of Eq. (1) stands for the sums of vectors in the complex plane of the type e i θ = cos(θ) + i sin(θ) of all nodes in group g. The vectorial sum is divided by the community size n g to obtain an average vector for the community. φ g is the angular coordinate of community g. The module 0 ≤ ξ g ≤ 1 indicates how coherent are the angular coordinates of the nodes within group g. Note that the definition of Eq. (1) resembles the one used for the order parameter of the Kuramoto model [28] . We finally measure the angular coherence of a partition as the weighted averageξ
By definition, we have that 0 ≤ξ ≤ 1. For all networks considered in our analysis (see Figure 1 and SM), angular coherence is typically large. Our empirical tests demonstrate that strong angular coherence within communities of strongly modular networks is a quite robust feature of both synthetic and real systems. This finding tells us that the analogy between community structure and hyperbolic embedding may extend beyond the mere similarity among their ingredients. The following examples show that the analogy is useful also in the interpretation of physical properties of networks and the design of practical algorithms on networks.
Our first example regards the rephrasing, in terms of community structure only, of a result obtained by analyzing the hyperbolic embedding of multiplex networks. In two recent papers [10, 11] , Kleineberg and collaborators found that interlayer correlation between hyperbolic coordinates of nodes in multiplex networks is a good predictor for the robustness of a system under targeted attack. Specifically, they found that, when correlation among angular coordinates is high, the percolation transition is smooth. Instead, multiplex networks characterized by a small value of inter-layer correlation exhibit abrupt percolation transitions. The finding was initially obtained for real-world multiplex networks. A theoretical explanation was then given in terms of a synthetic network model [11] . To further support the analogy between hyperbolic embedding and community structure that we are arguing for in this paper, we replicated all results of Ref. [11] using community structure only. First, we analyzed the same realworld multiplex networks considered in Ref. [11] . We found that their robustness can be predicted very well by the level of correlation among the community structures of the layers (see SM). Then, we provided a theoretical explanation. We replaced the network model by Kleineberg et al. with a variant of the SBM known in the literature as the LancichinettiFortunato-Radicchi (LFR) benchmark graph [29] . The LFR model mostly differs from the standard SBM for relying on heterogeneous distributions of node degrees and community sizes. In our model for multiplex networks (see SM), we first generate a single LFR graph that is used as the topology for both layers. We then exchange the node labels in one layer to destroy edge overlap and degree-degree correlation. We consider two distinct scenarios. In the first case, we exchange the label of every node with the one of a randomly chosen node from the same community. This allows us to maintain perfect correlation between the community structure of the two layers. In the second case, we exchange the labels of a number of randomly sampled nodes such that the edge overlap between the layers equals the value obtained in the first randomization scheme. This second recipe completely destroys correlation between the community structures of the two layers. In Fig. 2a , we show the phase diagrams for instances of the multiplex model when relabeling uses information about the community structure of the graph. Here, the community structure is strong, in the sense that the fraction of external connections per node is only µ = 0.1. The transition appears smooth, and becomes smoother as the size of the model increases. This is an indication that, in the limit of infinitely large LFR graphs, the percolation transition is likely continuous. In Fig. 2b , we consider the second relabeling scheme that doesn't account for community structure. The resulting diagrams indicate that the percolation transition is abrupt. The level of correlation among community structure of the two layers can be decreased by increasing µ, so that community structure itself becomes less neat. This is done in Figs. 2c and d, where the transition appear abrupt no matter how the labels of the nodes are relabeled. In SM, we report results for different parameter values of the LFR model. Results confirm our claim that the extent of correlation between the community structure of the layers of a multiplex can be used to explain Figure 2 . Robustness of multiplex networks with correlated community structure. We measure the relative size of the largest mutually connected cluster as a function of the fraction of nodes removed from the system. The synthetic multiplex graphs are obtained using the recipe described in the text, where two Lancichinetti-FortunatoRadicchi (LFR) networks with size N are coupled together. The LFR models are such that: the average degree is k = 6; the maximum degree is k max = √ N; node degrees k obey a power-law distribution robustness properties of the system under targeted attack.
Our second example focuses on greedy routing [2, 7] . To be brief, the scenario considered is the following. A packet originated by node s must be delivered to node t. The packet can navigate the network by walking at each step on an edge. The packet moves on the network till it reaches its destination t, or it visits twice the same node. In the first case, the packet is correctly delivered. In the second case, the packet is considered lost, and it is discarded. The goal of a good routing strategy is to deliver packets with high probability and with a small number of steps, for any randomly chosen pair of source and target nodes s and t. Hyperbolic embedding turns out to be very useful in the formulation of a greedy strategy, where individual steps are determined on the basis of the distance among nodes in the hyperbolic space. Specifically, if a mes-sage is at node i, then the next move will be on the node
where N i is the set of neighbors of i, and d( j, t) is the distance between nodes j and t. The greedy technique is computationally feasible as every node needs to know only the identity and the geometric coordinates of its neighbors. The regimes of effectiveness of the routing method have been systematically studied in artificial network models [2] . The technique has been proven to be extremely effective on some real-world topologies [2, 7] . We devised a new greedy routing protocol that makes use of the cluster structure of a network instead of its hyperbolic embedding. Specifically, we replaced the definition of distance in the hyperbolic space between nodes with the fitness
where k j is the degree of node j, and σ j and σ t are the indices of the communities of nodes j and t, respectively. D σ j ,σ t is the length of the shortest path between communities σ j and σ t calculated on a weighted supernetwork in which supernodes are communities of the original network. Each pair of supernodes g and q is connected with a superedge with weight Figure 3 . Performance of community-based routing. (a) We consider single instances of the growing network model of Ref. [21] with N = 5, 000 nodes, k = 5, and degree exponent γ = 2.1. Different symbols and colors refer to different values of the temperature T . The plot shows how success rate of the community-based greedy routing strategy changes as a function the average size of the communities. Communities are identified using the algorithm by Ronhovde and Nussinov [26] . Their number can be varied by changing the resolution level of the algorithm. Dashed lines are obtained on the same networks but using hyperbolic greedy routing. (b) Same as in panel a, but for real networks. We consider the following networks: the Internet at the level of autonomous systems (AS) [30] ; the worldwide air transportation network (AT) [31] ; the European road network (ER) [32] ; the peer-to-peer network (P2P) [33] ; the arXiv collaboration network [34] . For all the networks (except arXiv) the dashed lines are obtained by varying the temperature T in the algorithm for hyperbolic embedding introduced in Ref. [20] ; for the arXiv network the dashed line shows the result for the optimum hyperbolic coordinates whose data was available in [10] . Details can be found in SM.
1 − ln ρ g,q ; here ρ g,q is the probability that, in the original network, a randomly chosen node in community g has an edge to community q (see SM). The term ln k j in Eq. (4) serves to perform degree correction. The factor 0 ≤ β ≤ 1 serves to control the relative importance of one factor over the other. β plays a similar role as of the temperature T in hyperbolic routing protocols [20] , and its value may be appropriately chosen with the goal of optimizing the success rate in the delivery of messages (see SM). The routing protocol based on Eq. (4) is still computationally efficient as long as the total number of communities C grows sub-linearly with the size of the graph N. In the extreme case, where every community is formed by a single node, so that C = N, the method will be 100% accurate in delivering packets, but also computationally expensive.
In Figure 3 , we display the performance of community-based greedy routing as a function of the mean size of the communities. We study the performance on both synthetic and real-world networks. The number of communities is tuned by changing the resolution parameter in the algorithm by Ronhovde and Nussinov [26] . Success rates of the communitybased greedy protocol are always very good, as long as communities are not too large. In summary, we showed that looking at a network as embedded in a hyperbolic geometry is similar, both in theory and practice, to pretending that the network is organized into communities, provided that community structure is detected by a method that accounts for the degree of the nodes. Our finding provides evidence that the inter-community structure in networks may have geometric organization, meaning that at the global level, geometry dominates, while at the local scale, community memberships prevail. Thus, real networks may be modeled by a graphon [35] consisting of a mixture of latent-spatial and block-like structures. This fundamental model has the potential to generate further understanding of physical processes, such as spreading and synchronization, in real networks.
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SUPPLEMENTAL MATERIAL Hyperbolic embedding and community detection
In table S1, we provide a list of all networks considered in our analysis.
We obtain hyperbolic coordinates of networks in the following way. For real networks, we either rely on embeddings publicly available [10, 20] or we apply publicly available algorithms to the graphs [20] . Urls of electronic resources for all networks are provided in table S1. In the hyperbolic embeddings that we performed, we made use of the algorithm provided in https://bitbucket.org/dk-lab/ 2015_code_hypermap. As prescribed in Ref. [20] , the value of the temperature T used in the embedding corresponds to the one leading to maximal success rate in greedy routing [2, 7] (see section below). We further consider two instances of the popularity-similarity optimization model (PSOM) [6] . They are generated using different values of the model parameters. The code to generate instances of the PSOM has been taken from https://www.cut.ac.cy/eecei/staff/ f.papadopoulos.
We use three distinct methods for detecting communities in networks: the Louvain algorithm [24] , Infomap [25] , and the algorithm by Ronhovde and Nussinov [26] . Louvain and Infomap are used in the analysis about the relation between hyperbolic embedding and community structure (see Table S1 ). The algorithm by Ronhovde and Nussinov is used in the analysis of greedy routing. For Louvain and Infomap we rely on the algorithms implemented in the library http://igraph.org/python. We consider always the "best" (i.e., the one with maximum modularity for Louvain , the one with minimum description length for Infomap) partitions found by the algorithms. The implementation of the algorithm by Ronhovde and Nussinov was taken from http://www.elemartelot.org/index.php/ programming/cd-code. We chose this algorithm to study greedy routing as it allows for a finer tuning of the resolution of the community structure than the other two algorithms. After obtaining the modular structure from this algorithm, we perform an additional step to improve the quality of communities: If there is any community with size one we change the community label of the only member of that community to the label of its highest degree neighbor.
Community structure and robustness of real-world multiplex networks
We performed the same type of analysis as in Ref. [11] by studying the relation between system robustness and "geometric" correlations among the network layers in real multiplex networks. We just replaced hyperbolic embedding with community structure. Specifically, given a multiplex network composed of two layers, we first detect communities in the largest connected component of both layers independently by using either Louvain or Infomap. Correlation between the community structure of the layers is measured using the normalized mutual information (NMI) defined in Ref. [47] . As the number of nodes in the layers may be different, in the computation of the NMI values, we considered only nodes appearing in both layers. We finally used the obtained NMI values in the scatter plots of Fig. S1 . We find that the robustness of the various networks can be predicted equally well by looking at correlations among either hyperbolic coordinates or community memberships of the nodes in the two layers (see panels a-c). Further, we find that NMI values in the various representations are strongly correlated (panels d-e).
Multiplex networks with correlated community structure
The first step in the creation of a single instance of our multiplex model consists in generating a single instance of the Lancichinetti-Fortunato-Radicchi (LFR) model [29] . The LFR model is a variant of the degree-corrected stochastic block model. The model allows to generate single-layer networks with built-in community structure, where both the degree distribution P(k) and community size distribution P(S ) are power-law functions, i.e., P(k) ∼ k −γ and P(S ) ∼ S −β . In addition to the exponents γ and β, in the generation of one instance of the LFR model, one needs to specify the value of several parameters, including: average degree k , maximum degree k max , minimum s min and maximum s max community size, size of the network N, and the mixing parameter µ. The mixing parameter 0 ≤ µ ≤ 1 specifies the fraction of edges that a single node shares with nodes outside its own community. This parameter plays a fundamental role to determine how strong the community structure is. Low values of µ correspond to a strong community structure. As µ increases, community structure becomes fuzzy. The maximal value of µ for which planted community structure is exactly recoverable is bounded by a quantity calculated in Ref. [48] . In our simulations, we use µ = 0.1 to represent a regime of strong community structure, and µ = 0.3 for regime of loose community structure. These values have been chosen arbitrarily, thinking to the application of the model here. For example, we didn't use µ values too close to zero to avoid the presence of disconnected components.
Once a single instance of the LFR model is generated, we use that instance to define the topology of both layers of the multiplex. Node labels of the two layers are initially identical, so that the adjacency matrices of the two layers are identical. We then start relabeling nodes of one layer only. As already mentioned in the main text, we use two different strategies for relabeling. In the first strategy, we make use of the known community structure. In essence, in the relabeling procedure, the label of every node is exchanged with the one of another node randomly chosen from the same community. In the other procedure instead, the constraint on the group memberships is not used. This second variant corresponds to the same model already considered in Refs. [49, 50] . In this second variant, Figure S1 . Community structure and robustness of real multiplex networks. We consider the 26 multiplex networks analyzed in Ref. [11] . As in Ref. [11] , we rely on the quantity Ω as a proxy to evaluate the robustness of a given multiplex network. Ω = (∆N − ∆N rs )/(∆N + ∆N rs ), where ∆N and ∆N rs are respectively the widow sizes of the transitions in targeted and random percolation processes on the network. Ω values for the various networks have been taken from the supplemental material of Ref. [11] . The normalized mutual information (NMI) serves to quantify similarity between the embedding of the nodes in the two layers. Values of the NMI for hyperbolic embedding have also been taken from the supplemental material of Ref. [11] . We calculated instead NMI values among the community structures found for the layers of a multiplex using the definition provided in Ref. [47] . Communities in each layer are found using either Louvain or Infomap. (a) As a reference, we reproduced the same plot as in Fig. 4 we perform a number of label swaps such that the value of the edge overlap among the two layers is comparable with the one obtained in the first variant of the model. Both variants of the multiplex model essentially lead to very small values of edge overlap and degree-degree correlation between layers. The first variant, however, preserves perfect correlation between the community structure of the two layers, while the second variant destroys it completely.
The robustness of single instances of the multiplex model described above are then studied as in Ref. [11] . Every node i in the network has associated the score
i the degree of node i in layer x. Nodes are then ranked in descending order according to this score, with ties randomly broken. The top node is removed from the network. After every removal, the score is K i of every node i still in the system is recomputed. Further, the relative size of the mutually connected giant component is evaluated to construct a percolation phase diagram [51] .
We considered various sets of parameters for the generation of the LFR model. All of them provide the same type of message. When the community structure is strong (i.e., small µ values), the model with correlated community structure undergoes a smooth percolation transition. If correlation in community structure is destroyed, the transition becomes abrupt. If the community structure is not strong (i.e., large µ values), then both relabeling schemes lead to an abrupt transition. The result is valid also for LFR models with homogenous degree distribution (see Figure S2 ).
Greedy routing
As already considered in Refs. [2, 7] , we immagine that a packet is traveling from the source node s to the target node t in a network with N nodes and adjacency matrix A. The packet moves on edges of the network, performing a single Table S1 . Relation between community structure and hyperbolic embedding in real and synthetic networks. From left to right, we report: name of the network, size of the giant component N, number of communities C identified by the Louvain algorithm, value of the modularity Q corresponding to the Louvain partition, angular coherenceξ of the Louvain partition, number of communities C identified by Infomap, value of the modularity Q corresponding to the Infomap partition, angular coherenceξ of the Infomap partition, reference(s) of the papers where the dataset was reported and/or where hyperbolic coordinates of the network were obtained, urls of the websites where the corresponding data can be downloaded. If the url is denoted by * , this means that data were obtained from a private communication and they are available upon request from the authors of Ref. [36] . hop at each stage of the dynamics. Greedy routing relies on a definition of "distance" between pairs of nodes in the network. At every stage r of the dynamics towards the target node t, a packet sitting on node p r = i choose to move to the node j (i) (best) defined in Eq. (4) of the main text. In essence, j (i) (best) is the neighbor of node i that has minimal distance to the target node t. In our numerical simulations, we avoid immediate backtracking walks of the packet, therefore node j (i) (best) = p r+1 p r−1 , i.e., cannot be equal to the node visited before node i; this condition improves significantly (not shown) the performance of both methods considered in this paper. The packet continues to travel until one of these two conditions is met: (i) the packet arrives at destination after R steps, i.e., p R = t; (ii) the packet visits twice the same node, i.e., p r = p v , with v < r. Condition (i) corresponds to success. Condition (ii) represents failure and the packet is discarded. To evaluate performance of the routing protocol, we use at least B = 10, 000 numerical simulations. In each simulation, Figure S2 . Robustness of multiplex networks with correlated community structure. We measure the relative size of the largest mutually connected cluster as a function of the fraction of nodes removed from the system. The synthetic multiplex graphs were obtained using the recipe described in the text, where two Lancichinetti-FortunatoRadicchi (LFR) models with size N are coupled together. The LFR models are such that: the average degree is k = 6 and the maximum degree is k max = 6, so that degree of all nodes is k = 6; communities have identical size S = 64. For every value of N we show the results for five distinct instances of the model. (a) LFR graphs are generated with µ = 0.1. Labels are exchanged only among nodes within the same clusters. (b) Same as in panel a. However, relabeling of nodes is allowed among all nodes in the network. Probabilities of relabeling in panels a and b are such that the edge overlap among layers is the same for both models. (c and d) Same as in panels a and b, respectively, but for LFR graphs constructed using µ = 0.3. Figure S3 . Same analysis as in Figure 3 of the main text. Performance is measured in terms of efficiency (panels a and b), and the average path length of successfully delivered packets (panels c and d).
source s and target t nodes are randomly chosen among the nodes in the giant connected component of the network. We quantify three different metrics of performance:
1) The success rate z , i.e., the fraction of packets correctly delivered. This is a metric of performance introduced in Ref. [2] . Results for this metric are presented in Figure 3 of the main text.
2) The average value of R , i.e., the average length of the paths for successfully delivered packets. This metric of performance was also introduced in Ref. [2] . Results for this metric are presented in Figures S3c and d. 3) Efficiency η = z 1/R , where 1/R represents the mean value of the inverse of the path length obtained for each of the successfully delivered packets. This definition of η is based on a metric of performance introduced in Ref. [23] . Results for this metric are presented in Figures S3a and b .
It is worth noting that the efficiency measure (which is a balance between success rate and path length) shows similar results as those of the success rate ( Figure S3a and b) ; this is because for almost all the networks of Figure S3 , the path length does not change remarkably as the mean community size or the temperature is altered (Figures S3c and d) . Thus, the success rate results (investigated in Figure 3 of the main text) are sufficient to assess the performance of the two routing methods investigated in this paper.
In the standard application of network hyperbolic embedding, the distance between pairs of nodes is given by their distance in the hyperbolic space [2, 7] . In our community-based routing protocol, we substituted the distance in the hyperbolic space with the analogous quantity based on the a priori given community structure of the graph. Specifically, we define the weight between the connected modules g and q as w g,q = 1 − ln ρ g,q , if ρ g,q > 0 ,
where ρ g,q = i> j A i, j δ σ i ,g δ σ j ,q i> j A i, j δ σ i ,g .
In the above equation, δ x,y = 1, if x = y, while δ x,y = 0, otherwise; A i, j = A j,i = 1 if nodes i and j are connected, while A i, j = A j,i = 0, otherwise; σ i is the group membership of node i according to the given community structure. Eq. (S2) is the ratio between the total number of edges shared between nodes within communities g and q, and the total degree of nodes in community g. ρ g,q can be also interpreted as the probability that following a random edge of a random node in module g we reach a node in module q. We consider each community as a supernode, and the network as a supernetwork composed of supernodes connected with weighted superedges. The weight of the superedge between supernodes g and q is defined in Eq. (S1). Then, we find the length of the shortest paths between every pair of supernodes. This operation relies on the algorithm by Johnson [52] . The output is a full matrix D that includes the distances between every pair of modules. The generic element D g,q of this matrix contains a sum of weights defined in Eq. (S1), which is basically equivalent to a sort of expected path length between communities g and q, under the hypothesis that connections were generated according to the stochastic block model [12] . Given that we are at node i at stage r of the trajectory of the packet, the "distance" between Figure S4 . Same analysis as in Figure 3 of the main text. For each modular structure the β value for which we obtained the highest success rate is reported. a neighbor j of node i and the target t is finally defined as d j,t = βD σ j ,σ t + (1 − β) 1 − log k j ρ σ i ,σ j − 1 − log ρ σ i ,σ j (S3)
where k j is the degree of node j, and 0 ≤ β ≤ 1. The previous expression defines a measure of "distance" between node j and module σ t . This is computed as a distance between modules σ j and σ t , but corrected for the fact that we are aware of the degree of node j. This definition of distance is motivated by the degree-corrected stochastic block model in which the probability that following a randomly chosen edge from community σ j we reach a node in community σ j is proportional to k j ρ σ j ,σ j . Note that we are aware also of the degrees of nodes i and t, but this information is not helpful in the protocol. The factor β serves to weight the importance of the community structure vs. the degree of the individual nodes in the definition of distance. This factor can be tuned appropriately to optimize the success rate of the greedy routing protocol. Optimal values used in our simulations are displayed in Figure S4. As Figure S4 illustrates, the most optimum value of β depends on the network structure and also on the considered modular structure; more specifically, β is more likely to be close to 1 for networks with lower temperatures (or effectively those with higher clustering coefficients) and for modular structures with smaller mean community sizes.
