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Pada penelitian ini menguji metode pengambilan keputusan dengan cara membandingkan 
metode lSimple lAdditive lWeighting (SAW) dengan lWeighted lProduct (WP) dalam hal proses 
pengambilan keputusan. Kemudian proses pembobotan atribut yaitu menggunakan perhitungan 
Information Gain untuk kedua metode tersebut. Data lyang ldigunakan lyaitu ldata lyang 
bersumber dari data mahasiswa aktif pada STIK-P Pembangunan Medan dalam seleksi 
penerima beasiswa. Data tersebut memiliki 70 data, 5 kriteria, 1 variable kelas. Hasil 
pembobotan atribut yang diperoleh dari perhitungan Information Gain yaitu IPK (C1) yaitu 
0.361, Semester (C2) yaitu 0.029, lPenghasilan lOrang lTua (C3) yaitu 0.039, lTanggungan 
Orang lTua (C4) yaitu 0.012, dan Transportasi (C5) yaitu 0.027. Hasil dari pengujian dengan 
perhitungan metode SAW dan WP memiliki perbedaan dalam hasil perangkingan alternatif 
terbaik. Pada metode SAW menghasilkan A11 sebagai alternatif terbaik dengan waktu eksekusi 
program yaitu 0.05 detik. Sedangkan pada metode WP menghasilkan A27 sebagai alternatif 







Pada lembaga Pendidikan khususnya pada jenjang perguruan 
tinggi, ada banyak jenis beasiswa yang ditawarkan kepada 
mahasiswa. Adapun beasiswa tersebut ditawarkan berasal dari 
pemerintah maupun swasta. Kemudian dalam memperoleh 
beasiswa tersebut, ada beberapa ketentuan aturan misalnya, 
indeks lprestasi lakademik, lpengasilan lorang ltua, ljumlah 
tanggungan lorang ltua, lsemester dan sebagainya. Dan ltidak 
semua lmahasiswa lyang lmengajukan dapat lldikabulkan, 
tentunya dapat diperoleh dengan lseleksi lberdasarkan lpenilaian 
yang lobjektif [1].  
Begitu juga pada Sekolah Tinggi Ilmu Komunikasi Pembangunan 
Medan (STIK-P Medan) lyang lmerupakan lsalah satu lperguruan 
ltinggi lyang menyediakan berbagai beasiswa bagi para 
mahasiswa/i yang berprestasi di bidang akademik maupun non 
akademik dan juga beasiswa kurang mampu. Kemudian, masalah 
lyang ldihadapi lpada STIK-P Medan yaitu belum terdapatnya 
sebuah sistem yang efektif ldalam lseleksi lbeasiswa. Maka, lperlu 
ldibangun lsuatu lsistem lpendukung lkeputusan lyang dapat 
lmembantu lmemberikan lrekomendasi lkepada para mahasiswa/i 
lyang llayak ldalam lmenerima lbeasiswa. 
Adapun sistem pendukung keputusan mampu memecahkan 
permasalahan untuk lmenghasilkan lalternatif lterbaik dalam 
mendukung lkeputusan lyang ldiambil dalam suatu permasalahan 
dengan proses kerjanya yaitu ldengan lmemanfaatkan ldata ldan 
model ltertentu luntuk lmemecahkan lberbagai lpersoalan lyang 
tidak lterstruktur [2]. 
Dalam Sistem lPendukung lKeputusan, ada dikenal proses 
pembobotan atribut yang berfungsi untuk menentukan nilai 
atribut dalam menentukan pengambilan keputusan. Tetapi, 
kendala yang sering terjadi, pembobotan atribut lataupun lkriteria 
masih ldilakukan ldengan lcara lmanual yaitu dengan 
menggunakan lasumsi ataupun dengan cara proporsional, 
sehingga cara tersebut dinilai kurang tepat dikarenakan tidak 
memahami korelasi antar satu atribut dengan atribut lainnya [3].  
Ada banyak metode pengambilan keputusan yang sering 
digunakan, antara lain lSimple lAdditive lWeighting l(SAW), 
ELECTRE, lTOPSIS, lMOORA, lVIKOR, lAHP, lWeighted 
Product (WP), lSMART,  dan lain sebagainya [4].  
Kemudian yang lakan ldilakukan loleh lpenulis lpada penelitian ini 
yaitu membandingkan proses perhitungan metode Simple 
lAdditive lWeighting dengan lWeighted lProduct. 
Simple Additive Weighting (SAW) merupakan lmetode 
pengambilan lkeputusan ldengan metode penjumlahan terbobot 
[5]. Sedangkan Weighted Product merupakan metode perkalian 
menghubungkan lnilai latribut lyang lharus ldipangkatkan lterlebih 
dulu ldengan lbobot latribut lyang lbersangkutan [6]. 
Adapun lmetode yang digunakan untuk mengatasi pembobotan 
atribut pada penelitian ini yaitu ldengan menggunakan lmetode 
lInformation lGain. Adapun metode Information Gain lmerupakan 
lmetode lseleksi lfitur ldengan melakukan lperangkingan latribut 
lserta ldapat lmembantu mengurangi lnoise ldari lfitur-fitur lyang 
ltidak lrelevan [7]. Dengan demikian untuk proses pembobotan 
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nilai atribut pada penelitian ini tidak lagi dilakukan secara manual 
sehingga dapat dihasilkan alternatif yang lebih objektif. 
Berdasarkan penjelasan yang sebelumnya telah dipaparkan, maka 
pada lpenelitian ini lpenulis akan melakukan komparasi metode 
lSimple lAdditive lWeighting dan lWeighted lProduct dalam lproses 
lseleksi lpenerima lbeasiswa dan ldengan menggunakan 
lpembobotan latribut ldengan lmenggunakan metode lInformation 
lGain luntuk lmemperoleh lhasil lpembobotan yang llebih lbaik. 
TINJAUAN PUSTAKA 
A. Beasiswa 
Beasiswa lmerupakan lsebuah lpemberian lyang lberguna ldalam 
keberlangsungan lPendidikan lyang ldiberikan loleh  lsebuah 
lembaga lbaik litu lpemerintah lmaupun lpihak lswasta lkepada 
peserta ldidik lyang lsedang lmenempuh lPendidikan ldengan status 
beasiswa ldalam lkategori lterikat, lataupun ldengan likatan lkerja 
(ikatan dinas) lsetelah lselesainya lpendidikan lyang lditempuh 
oleh lseseorang [1]. 
B. Sistem Pendukung Keputusan (SPK) 
Sistem Pendukung Keputusan adalah satu dari banyaknya bidang 
ilmu komputer yang berguna ldalam lproses lpengambilan 
keputusan ldengan lmenggabungkan lunsur lkemampuan 
komputer ldalam lpelayanan linteraktif ldengan lpengolahan latau 
pemanipulasi ldata lyang lmemanfaatkan lmodel latau laturan 
penyelesaian lyang ltidak lterstruktur ldengan lmaksud lmenjadi 
alat lbantu lbagi lpara lpengambil lkeputusan, namunl tidak 
dimaksudkan luntuk lmenggantikan lpenilaian ldari lpengambil 
keputusan [8]. 
 
C. Simple Additive Weighting (SAW) 
Simple lAdditive lWeighting (SAW) yaitu lsalah lsatu dari 
banyaknya lmetode pengambilan keputusan yang dalam 
prosesnya lmencari lpenjumlahan lterbobot ldari lrating lkinerja 
pada lsetiap lalternatif lpada lsemua latribut [9]. Kemudian, lproses 
penyelesaian lmasalah ldengan lSimple lAdditive lWeighting 
(SAW) yaitu sebagai berikut.  
Pertama, melakukan normalisasi dengan persamaan yang 









  𝐹𝑜𝑟 𝑗 𝑖𝑠 𝑏𝑒𝑛𝑒𝑓𝑖𝑡
𝑀𝑖𝑛 𝑥𝑖𝑗 
𝑥𝑖𝑗
         𝐹𝑜𝑟 𝑗 𝑖𝑠 𝑐𝑜𝑠𝑡
    (1) 
Adapun 𝑟𝑖𝑗 merupakan rating lkinerja lternormalisasi ldari 
alternatif.  Kemudian 𝑀𝑎𝑥 𝑥𝑖𝑗 menunjukkan lnilai lterbesar ldari 
setiap lkriteria i dan 𝑀𝑖𝑛 𝑥𝑖𝑗 menunjukkan lnilai lterkecil ldari 
setiap lkriteria i . lKemudian 𝑤𝑖𝑗 merupakan lnilai latribut lyang 
dimiliki ldari lsetiap lkriteria. Adapun 𝐵𝑒𝑛𝑒𝑓𝑖𝑡 ladalah ljika lnilai 
terbesar lyang lterbaik ldan l𝐶𝑜𝑠𝑡 ladalah ljika lnilai lterkecil lyang 
terbaik. 
Kemudian luntuk lmenentukan lnilai lpreferensi luntuk lsetiap 
alternatif (Vi) ldengan lrumus lberikut: 
𝑉𝑖 = ∑ 𝑤𝑗 𝑟𝑖𝑗
𝑛
𝑗=1    (2) 
Adapun 𝑉𝑖  menunjukkan satuan lrangking luntuk lsetiap alternatif. 
Kemudian 𝑤𝑗 merupakan lnilai lbobot lrangking l(dari setiap 
alternatif) ldan 𝑟𝑖𝑗 ladalah nilai rating kinerja ternormalisasi 
Adapun nilai preferensi Vi yang lebih besar menunjukkan bahwa 
alternatif Ai terpilih sebagai alternatif terbaik [10] 
D. Weighted lProduct (WP) 
Weighted lProduct lyaitu lmetode lyang lmenggunakan lteknik 
perkalian luntuk lmenghubungkan lrating lattribute, ldengan rating 
tiap latribut lharus ldipangkatkan lterlebih ldahulu ldengan latribut 
bobot lyang lbersangkutan [11], ldengan llangkah penyelesaiannya 
yaitu sebagai berikut. 





   (3) 
Dengan lmelakukan lnormalisasi latau lperbaikan lbobot luntuk 
menghasilkan lnilai 𝑤𝑗 = 1 ldimana j = 1,2,….,n ladalah lbanyak 
alternatif ldan ∑𝑤𝑗 ladalah ljumlah lkeseluruhan lnilai lbobot. 
Kedua, lmenentukan lNilai lVektor (S) dengan lrumus lsebagai 
berikut. 




𝑗−1   (4) 
Nilai lvektor lditentukan ldengan lmengalikan lseluruh lkriteria 
dengan lalternatif lhasil lnormalisasi latau lperbaikan lbobot lyang 
berpangkat lpositif luntuk lkriteria lkeuntungan l (benefit) ldan 
yang lberpangkat lnegatif luntuk lkriteria lbiaya (cost). 









   (5) 
Dengan lmenentukan lnilai lvektor (V) yang lmerupakan preferensi 
lalternatif lyang ldigunakan luntuk lperangkingan ldari masing-
masing ljumlah lnilai lvektor (S) ldengan ljumlah lseluruh nilai 
lvektor. 
 
E. Information Gain 
Information Gain lmerupakan lmetode lseleksi lfitur lpaling 
sederhana ldengan lmelakukan lperangkingan latribut. lProses 
penentuan latribut lterbaik ldilakukan ldengan lmenghitung lnilai 
entropy lterlebih ldahulu ldengan lrumus lsebagai lberikut [7]: 
𝐸(𝑌) =  ∑ 𝑝(𝑦)𝑦 ∈𝑌 𝑙𝑜𝑔2(𝑝(𝑦))  (6) 
Kemudian entropy y dalam mengamati x yaitu dengan rumus: 
𝐸(𝑌|𝑋) =  −∑ 𝑝(𝑦)𝑦 ∈𝑌 ∑ 𝑝𝑦 ∈𝑌 (𝑦|𝑥)          (7) 
Adapun nilai 𝑝(𝑦|𝑥), sama ldengan lprobabilitas lbersyarat dari y 
lterhadap lx. lMengingat entropy lsebagai lkriteria lpengotor dalam 
lpelatihan lset S, maka ldapat lmendefinisikan lukuran lyang 
mencerminkan informasi ltambahan ltentang Y ldisediakan loleh 
X yang lmewakili ljumlah ldimana entropy Y lmenurun. Langkah 
ini ldinyatakan ldengan lrumus lberikut: 
𝐼𝐺 = 𝐻(𝑌) − 𝐻(𝑌|𝑋) = 𝐻(𝑋) − 𝐻(𝑋|𝑌)    (8) 
Pada lpersamaan ldi latas lbahwa linformasi lyang ldiperoleh 
tentang lY lsetelah lmengamati X lsama ldengan linformasi lyang 
diperoleh ltentang lX lsetelah lmengamati Y. 
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METODOLOGI PENELITIAN 
A. Langkah Analisis Penelitian 
Dalam menghasilkan perangkingan data set dengan perhitungan 
SAW dan WP, yaitu dengan bantuan dari Jupyter Notebook, dan 
untuk membantu dalam menghasilkan nilai pembobotan atribut 
Information lGain yaitu dengan bantuan Rapid Miner Studio.   
Langkah-langkah lyang lditerapkan pada penelitian ini yaitu 
sebagai berikut:  
1. Menentukan data set serta kriteria yang akan digunakan.   
2. Melakukan pembobotan atribut data set dengan perhitungan 
Information Gain. 
3. Perhitungan Simple Additive Weighting (SAW) yaitu: 
a. Menentukan lmatriks lkeputusan 
b. Normalisasi lmatriks lkeputusan. 
c. Menghitung lmatriks lkeputusan ldengan lbobot latribut  
d. Hasil peringkat preferensi alternatif terbaik. 
4. Perhitungan Weighted Product yaitu: 
a. Membuat sebuah matriks keputusan. 
b. Melakukan normalisasi atau perbaikan bobot 
c. Menentukan nilai vektor (S) 
d. Menentukan nilai vektor (V) 
5. Perbandingan hasil alternatif terbaik dari masing-masing 
metode dan kecepatan pemrosesan program. 
B. Data lyang lDigunakan 
Data lyang ldigunakan lpada lpenelitian yaitu data mahasiswa aktif 
STIK Pembangunan Medan yang belum menerima beasiswa, 
Data tersebut mempunyai 70 data dengan 5 kriteria dan 1 kelas 
variable. Adapun kriteria yang berhubungan dengan data tersebut 
yaitu pada Tabel 1 berikut. 
Tabel 1. Kriteria lYang lDigunakan 
No. Kode Kriteria Kategori 
1. lC1 IPK lBenefit 
2. lC2 Semester lBenefit 
3. lC3 lPenghasilan lOrang lTua lCost 
4. lC4 lTanggungan lOrang lTua lBenefit 
5. lC5 lTransportasi lBenefit 
 
Adapun Informasi rincian dari data yang digunakan yaitu lpada 
Tabel l2 lberikut:  
Tabel 2. lRincian lData lyang lDigunakan 
lNo. lNama lC1 C2 lC3 lC4 lC5 
A1 Abdul Khaliq 3.34 6 2.800.000 6 Umum 
A2 Dimas Wahyu 3.41 6 2.150.000 4 Pribadi 
A3 Siska Munthe 2.67 6 2.150.000 4 Pribadi 
A4 Gabriella Sry 3.07 6 1.300.000 2 Pribadi 
A5 Hafidz Al Fariziz 2.77 6 2.150.000 4 Pribadi 
A6 Harshima 3 6 1.300.000 4 Umum 
A7 Hendra Gunawan 1.43 6 2.150.000 5 Pribadi 
A8 Julio Samuel 2.73 6 1.300.000 4 Pribadi 
A9 M. Rizhans 2.43 6 2.150.000 4 Pribadi 
A10 M. Fiqri 1.44 6 1.250.000 3 Pribadi 
A11 M. Yudha Pratama 3.55 6 300.000 3 Pribadi 
A12 Nadilla Syahfitri 3.22 6 2.150.000 3 Umum 
A13 Natika Rahmatul A 3.12 6 2.150.000 4 Umum 
A14 Riky Aran S. 2.98 6 1.800.000 2 Pribadi 
A15 Rimba Zait S. 3.09 6 1.800.000 2 Umum 
…   … … … … 
A72 Risa Sabilia 3.01 2 2.200.000 2 Umum 
HASIL DAN PEMBAHASAN 
A. Hasil Penelitian 
Pada proses pengujian yaitu dengan menggunakan Jupyter 
Notebook dan Rapid Miner Studio yang berguna dalam 
memudahkan dan mempersingkat waktu proses pengujian 
terhadap data set yang digunakan. Adapun hasil yang akan 
dicapai dari pengujian kedua metode tersebut yaitu untuk 
memperoleh alternatif terbaik, kemudian proses waktu eksekusi 
dari masing-masing metode yang akan diujikan. 
Dari proses perolehan nilai bobot data set dengan Information 
Gain melalui perhitungan dengan Rapid Miner Studio, diperoleh 
nilai bobot dengan keseluruhan atribut yaitu 5 kriteria dengan 
memperoleh nilai bobot yang berbeda.  
Adapun hasil perolehan nilai bobot atribut dengan Information 
Gain yaitu seperti lpada lTabel l3 ldibawah lini: 
Tabel 3. Nilai Bobot Information Gain 
No. Atribut lNilai Bobot 
1. lC1 0.361 
2. lC2 0.029 
3. lC3 0.039 
4. lC4 0.012 
5. lC5 0.027 
 
Kemudian dilakukan perhitungan data set dengan perhitungan 
lSimple lAdditive lWeighting (SAW) menggunakan rumus pada 
persamaan (1) dan (2). Adapun hasil nilai preferensi akhir dari 
perhitungan lmetode lSimple lAdditive lWeighting (SAW) lyaitu 
lpada lTabel l4 lberikut. 
Tabel 4. lHasil lPerangkingan lMetode lSimple lAdditive Weighting 
l (SAW) 






1 M. Yudha Pratama 0.652697605 
0.05  
Detik 
2 Yola Distaya Purnama 0.478273453 
3 Putri Sion Panjaitan 0.474324261 
4 Agiza Putri Lubis 0.465462795 
5 Menty Iftinsia Raja 0.459192524 
6 Wahyu Setiawan 0.458839321 
7 Abdul Khaliq Saragih 0.454071429 
8 Adinda Elvian Said 0.451252495 
9 Nadilla Syahfitri 0.442681103 
10 Dwita Namira 0.44250499 
… … … 
70 Alexius Firman 0.108460544 
 
 
Dan adapun untuk hasil dengan perhitungan metode Weighted 
lProduct (WP) menggunakan rumus persamaan (3), (4) dan (5) 
yaitu pada lTabel l5 berikut. 
Tabel 5. Hasil Perangkingan Metode Weighted Product 






1 Yola Distaya Purnama 0.046337933 
0.02  
Detik 
2 Putri Sion Panjaitan 0.045669524 
3 Abdul Khaliq Saragih 0.045320305 
4 Adinda Elvian Said 0.045142671 
5 Agiza Putri Lubis 0.045141308 
6 Menty Iftinsia Raja 0.045034526 
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7 Nadilla Syahfitri 0.044814445 
8 Harshima 0.044703693 
9 Putri Miftahul Jannah 0.044648512 
10 Natika Rahmatul Ad 0.044460171 
… … … 
70 Tri Kurniawan 0 
 
 
Berdasarkan hasil pengujian dengan perhitungan metode Simple 
lAdditive lWeighting l (SAW) dan lWeighted lProduct (WP) serta 
lproses lperhitungan lpembobotan lInformation lGain lyang telah 
ldilakukan lpada bagian ini menghasilkan alternatif terbaik yaitu 
pada lTabel l6 lberikut: 
 
Tabel 6. lHasil Perangkingan Alternatif Terbaik 
No. Metode Alternatif Terbaik 
1 Simple Additive 
Weighting 
M. Yudha Pratama 
2 Weighted Product Yola Distaya Purnama 
 
Kemudian pada proses perhitungan antara metode lSimple 
Additive lWeighting (SAW) dan lWeighted lProduct (WP), 
didapatkan perbandingan waktu eksekusi seperti lpada lTabel 7 
sebagai lberikut: 
Tabel 7. lPerbandingan lWaktu lEksekusi 
No. Metode Waktu Eksekusi 
1 Simple Additive 
Weighting 
0.05 detik 




Berdasarkan hasil pengujian yang dilakukan terhadap 70 data 
mahasiswa yang digunakan dalam seleksi penerimaan beasiswa, 
menghasilkan alternatif terbaik dari masing-masing metode yang 
diujikan. 
Adapun bobot kriteria yang diperoleh dengan menggunakan 
Information Gain pada RapidMiner Studio dapat memudahkan 
pengambil keputusan karena tidak lagi menentukan bobot kriteria 
secara manual, melainkan dengan perhitungan yang sistematis 
dan objektif. 
Adapun pada pengujian perhitungan metode lSimple lAdditive 
Weighting l (SAW) yaitu menghasilkan M.Yudha Pratama (A11) 
sebagai lalternatif lterbaik. Kemudian pada lpengujian 
perhitungan lmetode lWeighted Product (WP) yaitu menghasilkan 
Yola Distaya Purnama (A27) sebagai alternatif terbaik. 
Dari segi waktu eksekusi, Weighted Product (WP) menghasilkan 
hasil eksekusi yang lebih cepat yaitu 0.02 detik dibandingkan 
dengan Simple Additive Weighting (SAW) dengan waktu 
eksekusi yaitu 0.05 detik.  
KESIMPULAN 
Pada proses pengujian dalam komparasi lmetode lSimple lAdditive 
Weighting (SAW) dan lWeighted lProduct (WP) ldengan 
kombinasi lbobot lkriteria Information Gain diperoleh beberapa 
kesimpulan yaitu perolehan hasil alternatif terbaik yang berbeda 
dari masing-masing perhitungan metode.  
Kemudian nilai bobot atribut dari perhitungan Information Gain 
mampu dalam memberikan nilai bobot untuk atribut data yang 
digunakan sehingga proses pemberian nilai pembobotan atribut 
dapat diatasi tidak lagi secara manual.  
Kemudian metode Weighted Product (WP) memiliki waktu 
pemrosesan lyang llebih lcepat yaitu 0.02 detik, dibandingkan 
metode lSimple lAdditive lWeighting (SAW) yang memperoleh 
waktu leksekusi lyaitu 0.05 ldetik. Maka dengan pengujian 
komparasi metode lSimple lAdditive lWeighting (SAW) ldan 
Weighted lProduct (WP) ldalam lseleksi lpenerima lbeasiswa dapat 
berguna dan memudahkan bagi pihak STIK-P Medan. 
SARAN 
Adapun lsaran lyang ldapat ldiusulkan oleh lpenulis luntuk 
pengembangan lpenelitian lselanjutnya lberkaitan ldengan ltopik 
Sistem lPendukung lKeputusan lyaitu lsebagai lberikut: 
1. Diharapkan pengembangan selanjutnya untuk 
membandingkan metode lainnya, agar dapat dihasilkan 
literatur yang lebih bervariasi dalam topik Sistem Pendukung 
Keputusan. 
2. Diharapkan luntuk lpenelitian lselanjutnya ldapat diujikan 
dengan data set dengan data yang lebih banyak ataupun 
dengan latribut lyang llebih lbervariasi. 
3. Diharapkan luntuk lpenelitian lselanjutnya ldapat diujikan 
dengan lmetode lpembobotan latribut lyang llainnya lagar 
dapat ldihasilkan lproses lpembobotan latribut lyang llebih 
maksimal lserta lhasil lyang lakurat. 
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