Given a graph G, a star k-coloring of G is a proper (vertex) k-coloring of G such that the vertices on a path of length three receive at least three colors. The star chromatic number, denoted χ s (G), of a graph G is the minimum integer k for which G admits a star k-coloring. Studying star coloring of sparse graphs is an active area of research, especially in terms of the maximum average degree of a graph; the maximum average degree, denoted mad(G), of a graph G is max
Introduction
All graphs in this paper are simple and have no loops. Given a graph G, a proper k-coloring of G is a partition of its vertex set V (G) into k parts such that there is no edge with both endpoints in the same part. In other words, each color class induces an empty graph.
As a generalization of proper coloring, Grünbaum [14] introduced the notion of acyclic coloring, which is a proper coloring satisfying the additional constraint that the vertices on a cycle (of any length) receive at least three colors. In other words, the union of two color classes induces an acyclic graph. One of the most interesting results regarding acyclic coloring is the result by Borodin [4] , which states that every planar graph admits an acyclic coloring with five colors. This resolved a conjecture in the initial paper [14] of Grünbaum where he showed that five colors is necessary to acyclically color certain planar graphs; Kostochka and Mel nikov [17] constructed a planar graph requiring five colors when acyclically colored that is even bipartite. In contrast, the famous Four Color Theorem [2, 3] states that every planar graph has a proper 4-coloring.
In [14] , Grünbaum also raised the question of proper coloring a graph with the additional constraint that the vertices on a path of length three receive at least three colors. In other words, the union of two color classes induces a star forest. Although Grünbaum gave no specific name for this type of coloring, this coloring is now known as star coloring, ever since the term was first coined by Albertson et al. [1] . To be precise, a star k-coloring of a graph G is a proper k-coloring of G where the vertices on a path of length three receive at least three colors. The star chromatic number of a graph G, denoted χ s (G), is the minimum k for which G admits a star k-coloring. Since a star forest is also an acyclic graph, star coloring is a strengthening of acyclic coloring. Acyclic coloring and star coloring have been an active area of research, and we direct the readers to a thorough survey by Borodin [5] for the rich literature. There is also an edge-coloring analogue for star coloring; there was recent progress on star edge-coloring subcubic graphs, see [12, 15, 19, 20] .
In this paper, we are interested in star colorings of sparse graphs, where sparsity is measured in terms of the maximum average degree. The maximum average degree of a graph G, denoted mad(G), is the maximum of the average degrees of all its subgraphs, that is, mad(G) = max 2|E(H)| |V (H)| : H ⊂ G .
Since a planar graph G with girth at least g satisfies mad(G) < 2g g−2 , a result regarding graphs with bounded maximum average degree implies that planar graphs with certain girth conditions can reach the same conclusion, see [11] .
Grünbaum proved that planar graphs are star 2304-colorable in [14] back in 1973, and after 45 years the best result so far is by Albertson et al. [1] where they showed that all planar graphs are star 20-colorable. They also constructed a planar graph that requires at least ten colors to be star colored, and for a given girth g, they constructed a planar graph with girth g that requires at least four colors to be star colored. Moreover, they investigated the star chromatic number for planar graphs with certain girth constraints, where they proved that a planar graph G with girth at least 5 and 7 satisfies χ s (G) ≤ 16 and χ s (G) ≤ 9, respectively, improving upon some bounds in [13] . Timmons [21] and Timmons and Kündgen [18] continued the study as they obtained results that imply a planar graph is star 4-, 5-, 6-, 7-, 8-colorable if its girth is at least 14, 9, 8, 7, 6 , respectively. Sufficient conditions on girth to guarantee that a planar graph is star 4-colorable have received much attention due to its relation to the Four Color Theorem [2, 3] . In particular, Bu et al. [7] improved the girth constraint to 13, and Brandt et al. [6] has the current best bound showing that a planar graph with girth at least 10 has a star 4-coloring.
Lower bounds on the girth constraints have also been investigated. In particular, a planar graph with girth 7 and 5 that requires 5 and 6 colors to be star colored has been constructed in [21] and [18] , respectively. See Table 1 for a summary of lower and upper bounds on the star chromatic number of a planar graph with a given girth constraint. Various results above are also true for the maximum average degree setting [6, 18, 21] and the list version setting [7, 8, 10, 18] . Researchers have also investigated star coloring for bipartite planar graphs [16] and subcubic graphs [9, 10] . In particular, we explicitly state the following two theorems, which motivated our main result:
and its girth is at least 6, then G is star 5-colorable.
, then G is star 6-colorable. We now present our main theorem:
and ∆(G) ∈ {4, 5, 6} then G is star 5-colorable. We actually prove a stronger statement, that we can obtain a certain partition of the vertices of G, which implies the existence of a star 5-coloring of G. For a positive integer k, a k-independent set of a graph G is a subset S of V (G) such that a pair of vertices in S has distance at least k + 1 in G. For two disjoint sets A and B, let A B denote the disjoint union of A and B. We say a graph G has an (F,
is a forest, and each of I α and I β induces a 2-independent set. Since a forest is star 3-colorable (by picking a root and coloring the vertices according to the distance to the root modulo three), if a graph G has an (F, I 2 , I 2 )-partition F I α I β , then G is star 5-colorable; use three colors on F , one color on I α , and one color on I β . The above idea of using a 2-independent set first appeared in Albertson et al. [1] . Hence, in order to prove Theorem 1.3, it is sufficient to show the following two theorems, Theorems 1.4 and 1.5.
By the aforementioned relationship between planar graphs with certain girth conditions and maximum average degree, we have the following corollaries: Corollary 1.6. If a planar graph G with ∆(G) ≥ 7 has girth at least eight, then χ s (G) ≤ 5. Corollary 1.7. If a subcubic planar graph G has girth at least 8, then χ s (G) ≤ 5.
The paper is organized as follows. The proof of Theorem 1.4 is split into Sections 2 and 3. In Section 4, we show Theorem 1.5. We conclude the paper with some open questions and tightness bounds in Section 5.
We recall some important definitions used in this paper. Let G be a graph. For S ⊂ V (G), let G − S denote the graph obtained from G by deleting the vertices in S. If S = {x}, then we denote G − S by G − x. Likewise, in order to improve the readability of the paper, we oftentimes drop the braces and commas to denote a set and use '+' for the set operation '∪'. For instance, given A ⊂ V (G) and x, y, z ∈ V (G), we use A + x − y and A − z + xy to denote (A ∪ {x}) \ {y} and (A \ {z}) ∪ {x, y}, respectively.
A
A pendent k-cycle is an induced cycle of length k where all its vertices except one vertex x are 2-vertices; we also say this cycle is at the vertex x. A pendent 3-cycle is also called a pendent triangle.
Throughout the figures in this paper, the degree of a solid vertex is the number of incident edges drawn in the figure, whereas a hollow vertex means a 2 + -vertex. We finish this section with the following simple lemma, which will be used later on in the paper. Lemma 1.8. Let J be the graph in Figure 1 , and let H be a graph that has an (F, I 2 , I 2 )-partition F I α I β . If H has an induced subgraph that is isomorphic to J, then v * ∈ F . Proof. Suppose to the contrary that v * ∈ F . Without loss of generality assume v * ∈ I α . This implies that w 1 ∈ I β , since if w 1 ∈ F , then one of the pendent triangles on w 1 has all its vertices in F , which is a contradiction. Moreover, by similar logic, it must be that w 2 ∈ I α , since otherwise one of the pendent triangles on w 2 has all its vertices in F , which is a contradiction. Yet, v * and w 2 have distance at most two and are both in I α , which is impossible.
Graph with large maximum degree: discharging
For a graph H, let η(H) be the number of non-pendent cycles of H and let V * (H) be the set of all vertices of H except the 2-vertices on a pendent cycle. Suppose to the contrary that a counterexample G exists to Theorem 1.4; namely, mad(G) ≤ 8 3 and ∆(G) ≥ 7 but G has no (F, I 2 , I 2 )-partition. In Sections 2 and 3, choose G to be a minimum counterexample with respect to
We provide a list of subgraphs where each subgraph does not appear in G; each subgraph on the list is also referred to as a reducible configuration. We postpone the proofs to Section 3. In order to describe the reducible configurations conveniently, we define the following sets first.
x is a 2-vertex not on a pendent triangle}
x is a 3-vertex with two 2-neighbors}
x is a 3-vertex with both a 2-neighbor and a neighbor in W 3 } W 5 = {x ∈ V (G) : x is a 5-vertex on two pendent triangles}.
The following is a list of reducible configurations:
[C2] (Lemma 3.7) Two adjacent 2-vertices without a common neighbor.
[C3] (Lemma 3.1 (i)) A 3-vertex with only 2-neighbors.
Figure 2: An illustration of a vertex in W 3 , W 3 , W 3 , and W 5 .
[C4] (Lemma 3.1 (ii)) A 3-vertex on a pendent triangle.
[C5] (Lemma 3.2) Two adjacent 3-vertices in W 3 .
[C6] (Lemma 3.8) A vertex in W 3 ∪ W 3 that is not adjacent to a 4 + -vertex.
[C7] (Lemma 3.3 (a)) A 4-vertex on a pendent triangle that is adjacent to a 3-neighbor with a neighbor in W 3 .
[C8] (Lemma 3.3 (b)) A 4-vertex on a pendent triangle with a neighbor in W 2 ∪ W 5 .
[C9] (Lemma 3.15) A 4-vertex on a pendent triangle with a neighbor in W 3 .
[C10] (Lemma 3.4) A 5-vertex in W 5 with either a 3-neighbor or a neighbor in W 2 ∪ W 5 .
[C11] (Lemma 3.18) A 7-vertex on three pendent triangles with either a 3-neighbor or a neighbor in
We know that W 3 is the set of all 3-vertices with exactly two 2-neighbors by [C3], and moreover W 3 is an independent set by [C5]. Also, by [C2], all pendent cycles of G are triangles, and a 2-vertex with a 2-neighbor is on a pendent triangle.
We will use the discharging method to prove that G does not exist. For each vertex v of G, we let the initial charge µ(v) of v be its degree, namely, µ(v) = deg G (v). Note that the average initial charge (over all vertices) is at most . Next, we distribute the charge according to the following discharging rules to obtain the final charge µ * (v) at each vertex v. See Figure 3 for an illustration of the discharging rules. We show that the average final charge is strictly greater than 8 3 , which is a contradiction since the discharging rules are designed so that the total charge is preserved. 
Discharging

R5
Figure 3: An illustration of the discharging rules.
In order to show that the average final charge is strictly greater than 
(1) Assume deg G (u) = 2. Note that a 2-vertex does not send any charge by the discharging rules. If u is on a pendent triangle, then it must have a 3 + -neighbor, which sends charge (2)-2 Suppose u has exactly one 2-neighbor u 1 . So u sends charge
. Now, without loss of generality, assume u 2 ∈ W 3 . Then u ∈ W 3 , so by [C6] u 3 is a 4 + -vertex. Thus, u sends charge 1 3 to u 1 and u 2 by R2 and R3, respectively, and receives charge
(2)-3 Suppose u has exactly two 2-neighbors u 1 and u 2 . So u sends charge 1 3 to each of u 1 and u 2 by R2. Also, u ∈ W 3 , so by [C5], u 3 is not in W 3 . Thus, u does not send any charge to u 3 , but by R3 u 3 sends charge 
is even and deg G (u) = 2k, then the entire graph is formed by identifying k triangles at one vertex, which has an (F,
From (1)∼ (5), we conclude that the final charge is at least 8 3 for each vertex. In order to conclude the proof, we show that there is a vertex whose final charge is strictly greater than (5) and since the final charge of u is 8 3 , it follows u is a 7-vertex on three pendent triangles. Let u 7 be the neighbor of u that is not on a pendent triangle. By [C11], u 7 is a 4 + -vertex that is not in W 5 . Thus, u does not send any charge to u 7 , and hence, µ * (u) = 7 − 6 · 
Graphs with large maximum degree: reducible configurations
To complete the proof of Theorem 1.4, we prove that the configurations
Recall that the induction is on (1) the number of non-pendent cycles, (2) the number of vertices that are not 2-vertices on pendent cycles, and (3) the number of vertices. Therefore, if the number of non-pendent cycles does not increase and the number of vertices decreases in the process of obtaining a graph H, which satisfies mad(H) ≤ (ii) there is no 3-vertex on a pendent triangle.
[C4]
(iii) there is no 3-vertex in W 3 adjacent to a vertex in W 3 with a common neighbor.
(iv) there is no 3-vertex w in W 3 where its adjacent vertices in W 3 have a common neighbor that is not w.
Proof. For the proof of each case, we will define a set S of vertices so that when considering the graph
. By the minimality of G, there is an (F, I 2 , I 2 )-partition of H, which we will use to end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction.
(i) Suppose to the contrary that there is a 3-vertex v whose neighbors are all 2-vertices. Let v 1 , v 2 , v 3 be the neighbors of v, and for each i ∈ {1, 2, 3}, let z i be the neighbor of v i other than v. Note that it might be the case that |{z 1 , z 2 , z 3 }| < 3, but it does not affect the following argument. Let S = {v} and consider
If there are i and j such that z i ∈ I α and z j ∈ I β , then (F + v) I α I β is an (F, I 2 , I 2 )-partition of G.
(ii) Suppose to the contrary that there is a 3-vertex v on a pendent triangle vv 1 v 2 . Let v 3 be the neighbor of v that is neither (iii) Suppose to the contrary that x ∈ W 3 and y ∈ W 3 share a neighbor z, which is a 2-vertex. Let y be the neighbor of y that is neither x nor z. Let x be the 2-neighbor of x that is not z and let x be the neighbor of x that is not x. Let S = {z} to obtain an (F, I 2 , I 2 )-partition F I α I β of H. Since (F + z) I α I β is not an (F, I 2 , I 2 )-partition, this implies that x, y ∈ F . Since both F (I α + z) I β and F I α (I β + z) are not (F, I 2 , I 2 )-partitions of G, without loss of generality we may assume that y ∈ I α and x ∈ I β . Yet, now (
(iv) Let w ∈ W 3 with two neighbors x, y ∈ W 3 . Suppose to the contrary that x and y share a neighbor z = w, which is a 2-vertex. Let x and y be the 2-neighbor of x and y that is not z and let x and y be the neighbor of x and y that is not x and y, respectively. Let S = {z} to obtain an (F, I 2 , I 2 )-partition F I α I β of H. Since (F + z) I α I β is not an (F, I 2 , I 2 )-partition, this implies that x, y ∈ F .
Suppose that w ∈ F , and without loss of generality assume w ∈ I α . Since (F + z) I α I β is not an (F, I 2 , I 2 )-partition, we have x , y ∈ F . Now, F I α (I β + z) is an (F, I 2 , I 2 )-partition of G. Therefore, w ∈ F . Since both F (I α + z) I β and F I α (I β + z) are not (F, I 2 , I 2 )-partitions of G, without loss of generality we may assume that x ∈ I α and y ∈ I β . Without loss of generality, we also assume that w ∈ I β , where w is the neighbor of w other than x and y. Yet, now (F − y + zy ) I α (I β − y + y) is an (F, I 2 , I 2 )-partition of G. Proof. Suppose to the contrary that x, y ∈ W 3 and xy ∈ E(G). Label the vertices that are at distance at most 2 from either x or y as in Figure 5 . Note that {x 1 , x 2 } ∩ {y 3 , y 4 } = ∅ since otherwise G has a vertex in W 3 adjacent to a vertex in W 3 with a common neighbor, which contradicts Lemma 3.1 (iii).
x y Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know that H has an (F, I 2 , I 2 )-partition F I α I β . We will show that in all cases, we end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction. Note that it might be the case that z i = z j for some i = j, nonetheless the following arguments are still valid. Now, let F = F ∪ {x 1 , x 2 , y 3 , y 4 }, I α = I α − {x 1 , x 2 , y 3 , y 4 }, and I β = I β − {x 1 , x 2 , y 3 , y 4 }.
If z 1 , z 2 , z 3 , z 4 ∈ F , then (F + xy) I α I β is an (F, I 2 , I 2 )-partition of G. Suppose that at least one of z 1 , z 2 , z 3 , z 4 is in F . Then, without loss of generality, we may assume
Lemma 3.3. In the graph G, if v is a 4-vertex on a pendent triangle, then (a) v cannot be adjacent to a 3-vertex with a neighbor in
Proof. Let v be a 4-vertex on a pendent triangle vt 1 t 2 and let v 1 and v 2 be the neighbors of v that are not on a pendent triangle. Let H = G − {t 1 }, and note that ∆(H) = ∆(G) ≥ 7 and mad(H) ≤ mad(G) ≤ Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know that H has an (F, I 2 , I 2 )-partition F I α I β . We will show that we end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction. Since (F + t 1 ) I α I β is not an (F, I 2 , I 2 )-partition of G, we know that t 2 , v ∈ F . Also, since either F (I α + t 1 ) I β or F I α (I β + t 1 ) cannot be an (F, I 2 , I 2 )-partition of G, without loss of generality, we may assume v 1 ∈ I α and v 2 ∈ I β .
(a) Suppose to the contrary that v 1 is a 3-vertex that is adjacent to a vertex x ∈ W 3 . We will use the labels of the vertices as in the leftmost figure of Figure 6 . Note that all black vertices in the figure are distinct. Now, since (F + v 1 ) (I α − v 1 + t 1 ) I β is not an (F, I 2 , I 2 )-partition of G, it must be that x, z 1 ∈ F , and without loss of generality we may assume y 1 , z 2 ∈ F . Note that y 2 ∈ I α , since v 1 ∈ I α .
(b) Suppose to the contrary that v 1 ∈ W 2 ∪ W 5 . We will use the labels of the vertices as in the two figures on the right of Figure 6 . Note that all black vertices in the figure are distinct.
If
Lemma 3.4. In the graph G, there is no vertex in W 5 with either a 3-neighbor or a neighbor in
Proof. Let v ∈ W 5 on two pendent triangles vt 1 t 2 and vt 3 t 4 , and let v 1 be a neighbor of v that is not on a pendent triangle. Suppose to the contrary that either v 1 is a 3-vertex or v 1 ∈ W 2 ∪ W 5 . In all cases, we will end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction. If v 1 ∈ W 5 , then the entire graph G is a subgraph of the graph J in Figure 1 . Yet, J has an (F, I 2 , I 2 )-partition, and therefore G has an (F, I 2 , I 2 )-partition.
We assume v 1 is either a 3-vertex or in W 2 . Let H = G − {t 1 , t 2 , t 3 , t 4 , v}, and note that ∆(H) = ∆(G) ≥ 7 and mad(H) ≤ mad(G) ≤ 8 3 . Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know that H has an (F, I 2 , I 2 )-partition
If we cannot move v 1 to F , then v 1 is a 3-vertex, without of generality we say v 1 ∈ I α , and the neighbors of
In the remainder of the section, we use the potential function technique. For a graph H, let
If ρ H (V (H)) = k, then we say that the graph H has potential k. We often use the following fact, which is quite straightforward by the definition:
An easy counting argument shows that for subsets A and B of V (H),
The following is shown by computing the potential of a pendent 4-cycle. "Adding a pendent 4-cycle" to a graph means adding three vertices x, y, z and four edges vx, xy, yz, zv, where v is an existing vertex. (ii) H has an (F, I 2 , I 2 )-partition if and only ifH has an (F, I 2 , I 2 )-partition.
Proof. Since H is a subgraph ofH, it is clear that if mad(H) ≤ 
This completes the proof of (i).
Since H is a subgraph ofH, an (F, I 2 , I 2 )-partition ofH also gives an (F, I 2 , I 2 )-partition of H. Now suppose H has an (F, I 2 , I 2 )-partition F I α I β . Let x be on a pendent 4-cycle xyzw. We may assume that x ∈ I α . Then (F + yw) (I α + z) I β is an (F, I 2 , I 2 )-partition of H plus the pendent 4-cycle xyzw. Repeating this process for each pendent 4-cycle added to H, we can obtain an (F, I 2 , I 2 )-partition ofH. This completes the proof of (ii).
Lemma 3.6. In the graph G, there is no 1-vertex. [C1]
Proof. Suppose to the contrary that G has a 1-vertex x with neighbor x . Let H = G − x and let H be the graph obtained from H by adding a pendent 4-cycle at x . By Lemma 3.5, mad(H) ≤ 8 3 and ∆(H) ≥ ∆(G) ≥ 7. Since the number of non-pendent cycles did not increase and the number of vertices that are not 2-vertices on a pendent cycle decreased, by the minimality of G, we know that H has an (F, I 2 , I 2 )-partition. This implies that H has an (F, I 2 , I 2 )-partition F I α I β . It is not hard to see that (F + x) I α I β is an (F, I 2 , I 2 )-partition of G, which is a contradiction.
The following simple lemma plays a key role in our proof whereas two adjacent 2-vertices could not be removed in previous work on star colorings. Proof. Let u and v be adjacent 2-vertices, and let u and v be the neighbor of u and v, respectively that is not in {u, v}. Suppose to the contrary that u and v do not have a common neighbor. So u, v, u , v are all distinct. See Figure 7 . Let H = G − {u, v}, and for z ∈ {u , v }, let A z be a subset of V (H) containing z with minimum ρ H (A z ). Recall that ρ H (A u ) and ρ H (A v ) are nonnegative integers. Since and ρ H (A u ) ≥ 1, it follows that ρ H (S) ≥ 0 for an arbitrary S ⊂ V (H ). Hence, mad(H ) ≤ 8 3 . Since the number of non-pendent cycles did not increase and the number of vertices that are not 2-vertices on a pendent cycle decreased, by the minimality of G, we know that H has an (F, I 2 , I 2 )-partition
2 )-partition of G. If u , v ∈ F , then since both x, y cannot be in F , without loss of generality we may assume x ∈ I α . Now, ((F + v) ∩ V (G)) ((I α + u) ∩ V (G)) (I β ∩ V (G)) is an (F, I 2 , I 2 )-partition of G. In all cases, we end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction.
Lemma 3.8. In the graph G, there is no vertex in W 3 ∪ W 3 that is not adjacent to a 4 + -vertex.
[C6]
Proof. Let v be a vertex in W 3 ∪ W 3 . Let v 1 , v 2 , v 3 be the neighbors of v where v 1 ∈ W 3 and v 2 ∈ W 2 ∪ W 3 . Note that since v is a 3-vertex, v 2 cannot be a 2-vertex on a pendent triangle by [C4]. Now, suppose to the contrary that v 3 is a 3 − -vertex. The two cases are illustrated in Figure 8 . We will use the labels of the vertices as in the aforementioned figure. Note that all black vertices are distinct by Lemma 3.1. In each case, we label the vertices and define a graph G . Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know that G has an (F, I 2 , I 2 )-partition. The following claim will come in handy later.
Claim 3.9. The graph G has fewer non-pendent cycles than G.
Proof. Suppose to the contrary that G and G have the same number of non-pendent cycles. Then the graph G 0 = G − {v, v 1 , v 2 } and G have the same number of non-pendent cycles. This implies that there is no cycle containing a vertex in {v, v 1 , v 2 }. (Note that this holds even if z i = z j .) Since G 0 is a subgraph of G , which has an (F, I 2 , I 2 )-partition, we know that G 0 also has an (F, I 2 , I 2 )-partition F I α I β . In addition, we may assume that x i 's are in F , since they are pendent vertices in G 0 . Hence, two vertices from different components of G 0 either belong to F , or have distance at least three in G. Thus, (F + vv 1 v 2 ) I α I β is an (F, I 2 , I 2 )-partition of G, which is a contradiction. Now, let H = G − S. Since H is a subgraph of G , we know H also has an (F, I 2 , I 2 )-partition. Proof. Fix an (F, I 2 , I 2 )-partition F I α I β of H. We will show that in all cases, we end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction. Suppose to the contrary that v 3 ∈ F . Note that it might be the case that z i = z j for some i = j, nonetheless the following arguments are still valid. Without loss of generality, we may assume either z 1 ∈ I α and z 2 ∈ I β , or z 1 , z 2 ∈ I α .
Case (i)
• Suppose z 1 ∈ I α and z 2 ∈ I β . If z 3 , z 4 ∈ I α , then (F + S − v 2 ) (I α + v 2 ) I β is an (F, I 2 , I 2 ) partition of G. The case when z 3 , z 4 ∈ I β is symmetric. Therefore, without loss of generality, z 3 ∈ I α and z 4 ∈ I β . Yet, now, (F + S) I α I β is an (F, I 2 , I 2 )-partition of G.
•
Therefore, without loss of generality, we may assume z 3 ∈ I β . Since (F + S − v 1 ) (I α + v 1 ) I β is not an (F, I 2 , I 2 )-partition of G, it must be that z 4 ∈ F and either z 5 ∈ F or z 6 ∈ F . Without loss of generality assume z 5 ∈ F .
is not an (F, I 2 , I 2 )-partition of G, it must be that z 6 ∈ I β . Now, if one of z 1 and z 2 is in I β , then (
Case (ii)
• Suppose z 1 ∈ I α and z 2 ∈ β. Since (F + S) I α I β is not an (F, I 2 , I 2 )-partition of G, it must be that z 3 ∈ F and either z 5 ∈ F or z 6 ∈ F . Without loss of generality, assume z 5 ∈ F . Now,
• Suppose z 1 , z 2 ∈ I α . Since (F + S − v 1 ) (I α + v 1 ) I β is not an (F, I 2 , I 2 )-partition of G, it must be that z 3 ∈ F and either z 5 ∈ F or z 6 ∈ F . Without loss of generality, assume z 5 ∈ F . Since (F + S − vv 1 ) (I α + v 1 ) (I β + v) is not an (F, I 2 , I 2 )-partition of G, it must be that z 6 ∈ I β . Now, either (
Proof. Fix an (F, I 2 , I 2 )-partition F I α I β of H. By Claim 3.10, without loss of generality, we may assume v 3 ∈ I α . If there is no pair (i, j) of distinct elements i and j such that z i , z j ∈ F , then (F + S) I α I β is an (F, I 2 , I 2 )-partition of G. Thus, there are distinct elements i and j such that z i , z j ∈ F . (a) For Case (i), assume {z 1 , z 2 , z 3 , z 4 } ⊂ F . If z 1 , z 2 ∈ F , then z 3 ∈ F or z 4 ∈ F , and so (F + S − v 1 ) I α (I β + v 1 ) is an (F, I 2 , I 2 )-partition of G, which is a contradiction. Hence |{z 1 , z 2 } ∩ F | ≤ 1, and by symmetry, |{z 3 
Let A i be a subset of V (H) containing z i with minimum ρ H (A i ), and let A ij be a subset of V (H) containing both z i and z j with minimum ρ H (A ij ). Let B be a subset of V (H) containing v 3 with minimum ρ H (B).
Claim 3.12. The following statements hold:
Proof. Note that from (3.1), by counting the potential of the edges incident with S and vertices in S, for Case (i)
and for Case (ii),
Thus it is sufficient to show that ρ H (B) ≤ 1, ρ H (A 12 ) ≤ 2, and for Case (ii), ρ H (A 3 ) ≤ 1.
(a) Suppose to the contrary that ρ H (B) ≥ 2. Let G be the graph obtained from G by adding J in Figure 1 so that v 3 and v * are identified. Note that ∆(G ) = ∆(G ) ≥ 7 and adding J to B decreases the potential by 2 (that is,
. Since G and G have the same number of non-pendent cycles, we know that G has fewer non-pendent cycles than G by Claim 3.9. Thus, by the minimality of G, we know that G has an (F, I 2 , I 2 )-partition. As H is a subgraph of G , this also gives an (F, I 2 , I 2 )-partition F I α I β of H. By Claim 3.10, v 3 ∈ I α I β , which contradicts Lemma 1.8.
(b) Suppose to the contrary that ρ H (A 12 ) ≥ 3. Let G be the graph obtained from G by adding the edge z 1 z 2 . (If z 1 = z 2 , then G = G.) Note that ∆(G ) ≥ ∆(G ) ≥ 7 and since adding an edge decreases the potential by 3, we know mad(G ) ≤ 8 3 . Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know G has an (F, I 2 , I 2 )-partition. As H is a subgraph of G , this also gives an (F, I 2 , I 2 )-partition F I α I β of H.
Assume z 1 ∈ F and z 2 ∈ I γ for some γ ∈ {α, β}. Note that z 1 has no neighbor of H in I γ since z 1 z 2 is an edge of G . Now, by Claims 3.10 and 3.11, either (
Suppose z 1 = z 2 and z j ∈ I γ for some j ∈ {3, 4} and γ ∈ {α, β}. By Claim 3.11, z 1 ∈ F , so either (
By Claim 3.11, the only remaining case is for Case (i) and when {z 1 , z 2 , z 3 , z 4 } ⊂ F ; it might be that z 1 = z 2 . Note that there is no path P in H from z 1 to z 2 such that V (P ) ⊂ F . Thus,
In all cases, we end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction.
(c) Suppose to the contrary that ρ H (A 3 ) ≥ 2. Recall that this is for Case (ii). Let G be the graph obtained from G by adding two pendent triangles T and T at z 3 . Note that ∆(G ) ≥ ∆(G ) ≥ 7 and since adding a pendent triangle decreases the potential by 1, we know mad(G ) ≤ 8 3 . Since G and G have the same number of non-pendent cycles, we know that G has fewer non-pendent cycles than G by Claim 3.9. Thus, by the minimality of G, we know that G has an (F, I 2 , I 2 )-partition. As H is a subgraph of G , this also gives an (F, I 2 , I 2 )-partition F I α I β of H.
We know z 3 ∈ F by Claim 3.11. Since in the graph G , one vertex in each of T and T is not in the forest (of its (F, I 2 , I 2 )-partition), by Claim 3.11 again, either ( (F, I 2 , I 2 ) -partition of G (recall that v 3 ∈ I α or v 3 ∈ I β ), which is a contradiction.
Let B i be a subset of V (H) containing both v 3 and z i with minimum ρ H (B i ).
Claim 3.13. The following statements hold:
Proof. Suppose to the contrary that ρ H (B j ) ≥ 3 for some j. Without loss of generality, we may assume j = 1. Let G be the graph obtained from G by adding the edge v 3 z 1 . Note that ∆(G ) ≥ ∆(G ) ≥ 7 and since adding an edge decreases the potential by 3, we know that mad(G ) ≤ Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know G has an (F, I 2 , I 2 )-partition. As H is a subgraph of G , this also gives an (F, I 2 , I 2 )-partition F I α I β of H. By Claim 3.10, we may assume v 3 ∈ I α . Note that since v 3 z 1 is an edge of G , it follows that z 1 ∈ I α and z 1 has no neighbor of H in I α .
Consider
Claim 3.14. The following statements hold:
Proof. We know ρ(A 12 ) = 2 by Claim 3.12. Suppose to the contrary that ρ(A 1 ), ρ(A 2 ) ≥ 1, which further implies that ρ(A 1 ) = ρ(A 2 ) = 1. Let G be the graph obtained from G by adding a pendent triangle to each of z 1 and z 2 . Note that ∆(G ) ≥ ∆(G ) ≥ 7 and since adding a pendent triangle decreases the potential by 1, we know mad(G ) ≤ . Since G and G have the same number of non-pendent cycles, we know that G has fewer non-pendent cycles than G by Claim 3.9. Thus, by the minimality of G, we know that G has an (F, I 2 , I 2 )-partition F I α I β . As H is a subgraph of G , this also gives an (F, I 2 , I 2 )-partition F I α I β of H. By Claim 3.10, we may assume v 3 ∈ I α . By Claim 3.11, without loss of generality we may assume z 1 ∈ F . Note the pendent triangle (of G ) at z 1 contains a vertex w ∈ I γ for some γ ∈ {α, β}. If it is Case (i) and {z 1 , z 2 , z 3 , z 4 } ⊂ F , then either (
is an (F, I 2 , I 2 )-partition of G. Otherwise, z 2 ∈ F , and so either (
In all cases, we end up with an (F, I 2 , I 2 )-partition of G, which is a contradiction. The proof for ρ H (A j ) = 0 for some j ∈ {3, 4} is symmetric. Now we conclude a contradiction for each case. Case (i): By Claim 3.14, we may assume
Yet, this contradicts the following,
Case (ii): By Claim 3.14, we may assume ρ H (A 1 ) = 0, and we know ρ H (B 2 ) + ρ(A 1 ) + ρ(A 3 ) ≤ 3, by Claims 3.12 and 3.13. Yet, this contradicts the following, Proof. Let v be a 4-vertex on a pendent triangle vt 1 t 2 and let v 1 and z 3 be the neighbors of v that are not on a pendent triangle. Suppose to the contrary that v 1 is in W 3 . We will use the labels of the vertices as in Figure 9 . Note that all black vertices in the figure are distinct. Note that ∆(G − t 1 ) = ∆(G) ≥ 7 and mad(G − t 1 ) ≤ 8 3 . Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know G − t 1 has an (F, I 2 , I 2 )-partition. Let S = {v, v 1 , t 1 , t 2 , x 1 , x 2 } and let H = G − S. Since H is a subgraph of G − t 1 , we know H has an (F, I 2 , I 2 )-partition. Claim 3.16. For an (F, I 2 , I 2 )-partition F I α I β of H, it follows that z 1 , z 2 ∈ F and z 3 ∈ F .
Proof. The graph G − t 1 has an (F, I 2 , I 2 )-partition F I α I β . Since (F + t 1 ) I α I β is not an (F, I 2 , I 2 )-partition of G, we know v, t 2 ∈ F . Also, since either
is not an (F, I 2 , I 2 )-partition of G, without loss of generality we may assume v 1 ∈ I α and z 3 ∈ I β . Now, since (
Claim 3.17. The graph G has fewer non-pendent cycles than G.
Proof. Suppose to the contrary that G and G have the same number of non-pendent cycles. This implies that there is no cycle containing v 1 . Then G has an (F, I 2 , I 2 )-partition F I α I β . This also gives an (F, I 2 , I 2 )-partition of H, and so z 1 , z 2 ∈ F by Claim 3.16. Then (F + v 1 x 1 x 2 ) (I α − x 1 x 2 ) (I β − x 1 x 2 ) is an (F, I 2 , I 2 )-partition of G, which is a contradiction.
Since ρ G (A ∪ S ∪ {v}) ≥ 0, we obtain ρ G 0 (A) ≥ 2, and hence, mad(H) ≤ 8 3 . Since the number of non-pendent cycles did not increase and the number of vertices decreased, by the minimality of G, we know that H has an (F, I 2 , I 2 )-partition, which gives an (F, I 2 , I 2 )-partition F I α I β of G−S −{v}.
Suppose that v 1 ∈ I α . Then since (F + S + v 1 ) (I α − v 1 + v) I β is not an (F, I 2 , I 2 )-partition of G, we know that z 1 , z 2 ∈ F . Now, (F + S) I α (I β + v) is an (F, I 2 , I 2 )-partition of G, which is a contradiction.
Therefore, v 1 ∈ F . Since v 1 has two pendent triangles (in H), without loss of generality, we may assume that s 1 ∈ I α and s 3 ∈ I β . Thus, z 1 , z 2 ∈ I α ∪ I β , and hence z 1 , z 2 ∈ F . Now, (F + S) (I α + v) I β is an (F, I 2 , I 2 )-partition of G, which is a contradiction.
Subcubic graphs
In this section we will show Theorem 1.5. Throughout this section, let G be a minimum counterexample to Theorem 1.5, in other words, G is a subcubic graph satisfying mad(G) ≤ ; the proofs will be given later:
[C2] (Lemma 4.2) Two adjacent 2-vertices.
[C3] (Lemma 4.3) A 3-vertex with two 2-neighbors.
We will use the discharging method to prove that G does not exist. For each vertex v of G, we let the initial charge µ(v) of v be its degree, namely, µ(v) = deg G (v). Note that the average initial charge (over all vertices) is at most 8 3 . Next, we distribute the charge according to the following discharging rules to obtain the final charge µ * (v) at each vertex v. We show that the average final charge is strictly greater than 8 3 , which is a contradiction since the discharging rules are designed so that the total charge is preserved.
Discharging Rule R1 A 3-vertex sends charge . Now we will show that there exists a 3-vertex of G with no 2-neighbors, which is a vertex of final charge greater than , each 2-vertex has two distinct 3-neighbors and each 3-neighbor has exactly one 2-neighbor. If we let V 2 be the set of all 2-vertices of G, then G = G − V 2 is a 2-regular graph, which implies that each component of G is a cycle.
Let H 1 , . . . , H m be the components of G ordered from smallest to largest so that H 1 is a smallest component. For each component H i of G , pick a vertex v i ∈ V (H i ) so that no two of the picked vertices share a 2-neighbor in G, which is achieved in the following greedy way: We pick a vertex v 1 from V (H 1 ). Then we remove the vertices of H 1 and the vertex v where v 1 and v have a common 2-neighbor in G, and let G be the resulting graph. In addition, for each i ∈ {2, . . . , m}, we use H i for the graph obtained from H i by deleting the vertices V (H 1 ) ∪ {v }. Then, given (the current) H 2 , . . . , H m of (the current) G , pick an arbitrary vertex v i from one H i with smallest order, and remove the vertices of H i and the vertex v where v i and v have a common 2-neighbor in G. Note that in each step, exactly one H i will have a vertex chosen and at most one vertex will be removed from a different H j . Now repeat the above procedure. Since the initial order of each component is at least three, during the procedure it will never happen that there are two H j 's with size exactly one. Therefore, the algorithm will terminate when each H i has a vertex v i picked. Now, (V (G) − V 2 − {v 1 , . . . , v m }) ({v 1 , . . . , v m }) V 2 is an (F, I 2 , I 2 )-partition of G, which is a contradiction.
To finish the proof, it remains to show [C1]∼[C3].
Lemma 4.1. In the graph G, there is no 1-vertex.
[C1]
Proof. Suppose to the contrary that v is a 1-vertex. Since H = G − v is a subcubic graph satisfying mad(H) ≤ Proof. Suppose to the contrary that two 2-vertices u and v are adjacent. Let u and v be the neighbor of u and v, respectively, that is not in {u, v}. Let H = G − {u, v}, and note that H is a subcubic graph satisfying mad(H) ≤ . Since H has fewer vertices than G, by the minimality of G, there is an (F, I 2 , I 2 )-partition F I α I β of H.
Since (F + uv) I α I β is not an (F, I 2 , I 2 )-partition of G, u , v ∈ F and each of u and v has a neighbor in F . Now, either (F + u) (I α + v) I β or (F + u) I α (I β + v) is an (F, I 2 , I 2 )-partition of G, which is a contradiction. Proof. Let v be a 3-vertex with neighbors v 1 , v 2 , and v 3 . Suppose to the contrary that v 1 and v 2 are 2-vertices, and let z 1 and z 2 be the neighbor of v 1 and v 2 , respectively, that is not v. See Figure 11 for an illustration. . Since H has fewer vertices than G, by the minimality of G, there is an (F, I 2 , I 2 )-partition F I α I β of H. For each z ∈ {z 1 , z 2 , v 3 }, we will move it to F , if possible. Note that if it is not possible to move z to F , then both of its neighbors in H are in F . If at most one of z 1 , z 2 , v 3 is in F , then (F + vv 1 v 2 ) I α I β is an (F, I 2 , I 2 )-partition of G, which is a contradiction. Thus, at least two of z 1 , z 2 , v 3 are in F , and without loss of generality, we may assume z 1 ∈ F .
If v 3 ∈ I α , then z 1 , z 2 ∈ F , and so (F + v 1 v 2 ) I α (I β + v) is an (F, I 2 , I 2 )-partition of G, which is a contradiction. The case when v 3 ∈ I β is symmetric, and thus, v 3 ∈ F .
Without loss of generality, assume z 2 ∈ I α . Since (F + vv 1 v 2 ) I α I β is not an (F, I 2 , I 2 )-partition of G, z 1 has a neighbor in F . This further implies that z 1 does not have a neighbor in either I α or I β . Now, either (F + vv 2 ) (I α + v 1 ) I β or (F + vv 2 ) I α (I β + v 1 ) is an (F, I 2 , I 2 )-partition of G, which is a contradiction.
The only remaining case is when z 2 ∈ F . Since either (F + v 1 v 2 ) I α (I β + v) or (F + v 1 v 2 ) (I α + v) I β is not an (F, I 2 , I 2 ) -partition of G, we know that both neighbors of v 3 are not in F . Also, since (F + vv 1 v 2 ) I α I β is not an (F, I 2 , I 2 )-partition of G, without loss of generality, we may assume that z 1 has a neighbor in F . This further implies that z 1 does not have a neighbor in either I α or I β . Now, either (F + vv 2 ) (I α + v 1 ) I β or (F + vv 2 ) I α (I β + v 1 ) is an (F, I 2 , I 2 )-partition of G, which is a contradiction.
Remarks
There is a natural generalization of (F, I 2 , I 2 )-partitions. For a nonnegative integer k, we say a graph G has an (F, I 2 ; k)-partition F I 1 · · · I k if {F, I 1 , . . . , I k } is a partition of V (G) such that G[F ] is a forest and each I i is a 2-independent set. As explained in the introduction, a graph with an (F, I 2 ; k)-partition can be star (k + 3)-colored. Let h and f be functions such that h(k) = inf{mad(G) : G has no (F, I 2 ; k)-partition} f (k) = inf{mad(G) : χ s (G) > k}.
Since a forest is star 3-colorable, for an integer k, it follows that h(k + 3) ≤ f (k).
Determining the exact values of f (k) and h(k) is difficult, yet it is an interesting problem. From [6, 7] , we know f (1) = 1, f (2) = . As explicitly asked in [7] , determining the exact value of f (k) for k ≥ 4 remains an intriguing question.
Question 1 ([7]
). What is the exact value of f (k) for k ≥ 4?
The motivation of (F, I 2 ; k)-partitions comes from star colorings, but it is interesting in its own right. It is easy to see that a graph G has an (F, I 2 ; 0)-partition if and only if G is a forest. Since a forest has maximum average degree less than 2, it follows that h(0) = 2. Since a graph H with mad(H) = 5 2 where H has no (F, I 2 ; 1)-partition was constructed in [7] , we know h(1) ≤ 5 2 . Yet, Brandt et al. [6] proved that a graph G with mad(G) < It is tempting to guess h(k) = 2 , yet we provide a construction that shows h(2) ≤ 46 17 < 3. Construction 5.1. For a positive integer n, let G 5n be the graph obtained from a 5n-cycle v 0 , . . . , v 5n−1 by adding two pendent triangles to v i where i (mod 5) ∈ {1, 2, 3}. It is not hard to see that mad(G 5n ) = 46 17 . Now suppose to the contrary that G 5n has an (F, I 2 , I 2 )-partition F I α I β . By Lemma 1.8, we know that if i ≡ 2 (mod 5) then the vertex v i of G 5n is in F . This also forces v 5j+2 to be in F , which is a contradiction since F is a forest. Hence, G 5n has no (F, I 2 , I 2 )-partition.
As the above infinite family of graphs exhibit h(2) ≤ As the above question seems difficult, we instead ask a lower bound on h(2). Recall that we proved that a graph G with ∆(G) ∈ {4, 5, 6} and mad(G) ≤ Perhaps the below question is easier to show, as it is a corollary of the above question, if true. Note that if the below question is true, then it would improve the best bounds in Table 1 by improving the results in [18, 21] .
Question 5. Given a planar graph G with girth 8, is G star 5-colorable?
