The abstract goes here
The success of each model is determined by the fidelity to which it is able to capture, and even predict, experimentally observed phenomena in a variety of experiments. Suitably calibrated, both types of models have performed well in replicating various aspects of planar, one-dimensional experiments; see, for example, Tarver and colleagues cited above for the ignition-and-growth model, and Baer and collaborators [6, 7, 8] for the two-phase model. Nonplanar geometries, however, have been more of a challenge. Consider, in particular, the appearance of dead zones in corner-turning; experiments have shown that when a wellestablished detonation diffracts around a sharp corner, it leaves a sustained pocket of unreacted material, or a dead zone, in the vicinity of the corner [9, 10, 11] . In earlier studies we have demonstrated that the standard ignition-and-growth model does not admit dead zones for either rigid [12] or compliant [13] confinement. A later study considered a modification of the ignition-and-growth model to account for the effect of desensitization by weak shocks [14] , and this enhanced model was shown to be capable of admitting dead zones. To our knowledge, no studies on detonation diffraction have been reported for the two-phase model.
Recently we have proposed a new numerical approach for the two-phase equations [15] which is a variant of the Godunov method and includes a rational treatment of the non-conservative nozzling terms of the model. We have employed it to examine in detail the evolution to detonation following a weak planar impact in a one-dimensional configuration [16] . In the present paper we extend this numerical approach to two space dimensions. The equations are discretized on overlapping grids to handle complex flow geometry, and adaptive mesh refinement is used to increase the grid resolution locally following the approach discussed in [17] . The computations are performed in parallel following the method outlined in [18] . The extended computational capability is employed to study detonation diffraction at a corner, and to explore in particular whether dead zones can be captured by the two-phase model without requiring the explicit introduction of a desensitization submodel. The calculations assume rigid confinement, similar to that used in [12] for the ignition-and-growth model, but it is expected that the presence of dead zones is not strongly effected by this assumption.
In a computational study of the two-phase continuum model, a core issue that must be faced at the outset is the selection of the constitutive terms. Previous studies of 2-phase models have generally focused on specific explosives or classes of explosives, which in turn has led their authors to particular constitutive choices for the equations of state. However, the choices have been remarkably uniform as far as the rate of energy release is concerned. For example, Baer and Nunziato [6] considered combustion of spherical HMX grains at a rate proportional to the pressure in the gas phase. In the treatment by Baer et al [7] of the granular explosive CP, and by Gonthier and Powers [19] of granulated explosives more generally, a similar burn rate was employed, along with a specified ignition-temperature trigger. Baer and Nunziato chose a 2-step reactive model in their later study of ball propellants [8] , adding a compaction-induced hotspot combustion reaction dependent upon mixture pressure to the gas-phase pressure-dependent burn rate. In a subsequent effort due to Gonthier and Powers [20] the ignition-temperature switch was replaced by an induction delay driven by an Arrhenius-like source. Chinnayya et al [21] accommodated a mixture of materials such as ammonium perchlorate and aluminum particles by including a multi-step kinetic scheme but keeping the pressure dependence of the rate constants. Thus, a common characteristic of the kinetic choices has been the dependence of the rate of reaction on the pressure in the gas phase, motivated by surface regression behavior of condensed explosives. We adopted a similar form, slightly modified to include a minimum pressure threshold for ignition, in our earlier work [16] and have opted to retain it in the present study. The equations of state for the two phases are also the same as in [16] , an ideal equation of state with a stiffening term for the solid phase and a virial equation of state for the gas phase. We emphasize that this work is aimed less at the characteristics of a particular explosive than at the generic behavior. The intent is to determine whether a feature observed in nonplanar experiments is admitted by a model which has been reasonably successful in reproducing observed phenomena in nominally one-dimensional experiments. The numerical method itself is general enough and can be used with other modeling choices and reaction rates.
A brief description of the organization of the rest of the paper should be included here.
Governing equations
We retain the terminology and notation adopted in [16] . When extended to two dimensions, the governing equations of the two-phase model have the form
where the state variable u and fluxes f i (u) , i = 1, 2 are given by
, and the source terms on the right-hand-side are given by
Here, α , ρ , (u 1 , u 2 ) and p denote the volume fraction, density, velocity and pressure of the gas phase, respectively, andᾱ ,ρ , (ū 1 ,ū 2 ) andp denote the analogous quantities of the solid phase. (The bar superscript is used throughout to indicate solid phase quantities.) The total energies are given by
where e is the specific internal energy of the gas andē s =ē +B(ᾱ) +q is the specific internal energy of the solid. The internal energy of the solid is the sum of the internal energy of the pure solidē , the compaction potential energyB(ᾱ) and the heat releaseq . The compaction potential accounts for the configuration-dependent energy of the solid (see [22] ). Following [16] , we takē
where the zero subscript denotes quantities given by a reference ambient state. (A similar form forB(ᾱ) was used in [23] .) In addition, following our work in [16] , we employ a virial equation of state for the gas phase and a stiffened equation of state for the solid phase so that
where γ andγ are ratios of specific heats, b is a virial gas coefficient, andπ is a solid stiffening pressure. Finally, the volume fractions satisfy the saturation constraint,
which closes the system of equations. The first equation in (1) describes the compaction dynamics of the two-phase flow, while the remaining equations represent the balance of mass, momentum and energy for each phase. The non-conservative, or nozzling, terms appear on the right hand side of (1) and are proportional to the gradient of the volume fraction, (∂ᾱ/∂x 1 , ∂ᾱ/∂x 2 ) . These terms model interphase momentum and energy transfer that occurs as a result of an effective change in the cross-sectional area of the virtual stream tube of the gas phase. The last term on the right hand side of (1) gives the exchange of mass, momentum and energy between phases due to compaction, drag, heat transfer, and chemical reaction (see [6, 22] ). The rate of compaction is given by
where µ c is the compaction viscosity andβ =ᾱρB (ᾱ) is the configuration pressure. The exchange of mass due to chemical reaction is given by C < 0 . The form for C depends on the assumed reaction kinetics, and we shall consider two choices as discussed in Section ?? below. The exchange of momentum is given by
where δ is a drag coefficient. Finally, the exchange of energy is given by
where H is the interphase heat transfer coefficient, and T andT are temperatures of the gas and solid phases, respectively. These temperatures are given by
where C v andC v are specific heats at constant volume. The reaction rate is chosen to have the relatively simple form
where σ is a rate constant and p ign is an ignition pressure.
Reference scales and model parameters
For the remainder of the paper, we choose to work with dimensionless quantities. To accomplish this, we first introduce dimensional reference scales following the choices made in [16] . For the numerical calculations presented in Section 5, we consider a representative explosive with an ambient upstream state given by
Parameters for the equations of state in (2) are taken to be
and values for the heat release and for the specific heats are taken to bē q = 6.65 × 10 6 J/kg, From these choices, quantities at the steady CJ state may be computed (see [16] ). In particular, the steady CJ detonation velocity is found to be D CJ = 7508.8 m/s, and the corresponding density, velocity, pressure and temperature at the CJ state are
Reference scales are now constructed from the steady CJ detonation velocity, the pressure at the CJ state, and the choices
These scales are
.300 GPa,
Dimensionless quantities may now be defined in the usual way by dividing each dimensional quantity by its corresponding reference scale given in (6) or (7) . The result leaves the governing equations in (1) unchanged, and the corresponding dimensionless upstream state and equation of state parameters are listed in Table 1 . In addition, we require dimensionless parameters for the compaction viscosity in (3), the drag coefficient in (4), and the heat transfer coefficient in (5) . For the purposes of this paper, we choose nominal values from the range of values considered in [16] . These dimensionless values are
The remaining parameters of the two-phase model are needed for the reaction rate, and will be chosen later for the particular numerical experiments studied.
Numerical method
The numerical approach for the governing equations in (1) with either of the two reaction rates discussed in section ?? follows that described in [15, 16] for the two-phase model in one space dimension. The extension to two-dimensional flow on overlapping grids uses a similar approach to the ones discussed in [17, 18] for the reactive Euler equations.
Overlapping grid framework
discuss overlapping grids, AMR and parallel.
Discretization of the governing equations
discuss the Godunov method for 2d.
Grid convergence
discuss some results that show grid convergence.
5 Numerical results
1D steady detonation
The corner-turning study assumes that a planar, steady detonation has been established in the narrow section of the test configuration upstream of the corner. We now present a brief description of the structure of this detonation for the parameter range under investigation. As mentioned earlier, the focus is on how the behavior of diffracting detonations is influenced by the reaction rate. Therefore all other constitutive properties of the material are held fixed and only the consequences of varying the reaction-rate prefactor σ and the ignition threshold p ign are examined. Figure 1 : Steady detonation profiles of solid volume fractionᾱ , gas and solid phase pressures p andp, and gas and solid phase velocities u andū, for σ = 25 and p ign = 0.45. Figure 1 shows steady-state structure of the detonation for the case σ = 25 and p ign = 0.45. The leading edge of the wave is a shock in the solid phase followed by a two-zone compaction layer. In the first zone an increase in the solid volume fraction is accompanied by a gradual decrease in the solid-phase pressure, while the gas-phase pressure stays at its ambient value. The velocities of the two phases, subsequent to a step increase through the lead shock, rise gradually and remain in drag-induced equilibrium. This zone ends with the gas-phase velocity experiencing a spike and stepping out of equilibrium with the solid-phase velocity, which in turn undergoes a small dip. In the second compaction zone the gas pressure rises and the solid pressure falls, more steeply now than in the first compaction zone, while the solid volume fraction continues to rise. This second compaction zone terminates when the solid volume fraction and the gas-phase velocity attain local maxima and the solid pressure reaches a local minimum. This is also the location where the gas pressure just pushes past the ignition threshold to switch on the chemical reaction. [It may be useful to insert a plot of reaction rate here. Since the reaction can only begin when the gas pressure has exceeded the ignition threshold, the rise in gas pressure up to p ign must be attributed to compaction alone. There is a significant delay behind the lead shock in the solid before the gas pressure and the gas velocity rise, and when they do, the gas pressure rises gradually and the gas velocity precipitously. It is not clear what the reason is for the delay. The behavior of the gas velocity and gas pressure prior to the start of the reaction is also puzzling. The gas velocity shoots up before the gas pressure has had time to rise. Why?] As the reaction intensifies the volume fraction begins to drop and so does the gas-phase velocity, while the solid pressure reverses course and begins to rise. The gas pressure, which had been rising in the second compaction zone, continues to increase and approaches the solid pressure. Both reach their respective maxima more or less together and then begin a gradual drop, maintaining near-equilibrium throughout the reaction zone except for a broad but shallow bump in the solid pressure before pressure equilibrium is re-established. [Need to insert β in the solid pressure plots?] There is now only a single compaction zone, bounded by a solid shock in the front and a gas shock in the back. In this zone the solid pressure falls and the gas pressure rises, the solid volume fraction grows to a near-unity maximum, and following a jump across the lead shock the two phase velocities undergo a gradual increase while maintaining equilibrium. The jump in gas pressure across the gas shock switches on the chemical reaction behind it, and as the solid reactant is consumed the pressures fall through the reaction zone, staying in equilibrium except for the aforementioned bump in the solid pressure. There is a mild spike in the gas velocity at the head of the reaction zone but the velocities maintain equilibrium thereafter, as they experience a gradual decay. 
2D detonation diffraction
We now present the results of diffraction as an established, steady, planar detonation rounds a 90
• corner. The geometry consists of a narrow channel giving way abruptly to a wider channel (give dimensions and show figure). The confining walls are taken to be rigid and the steady detonation is assumed to propagate through the narrow segment prior to rounding the corner. Inlet boundary conditions correspond to flow behind the steady wave, and no-reflection boundary conditions are applied at the outlet. Singularity at the corner is avoided by rounding the corner with a radius approximately half the width of the steady reaction zone.
At time t = 0 the planar detonation, from an initial location in the narrow channel one length unit upstream of the corner, begins its steady travel towards the section where the channel expands. The expansion is first sensed by the detonation at approximately t = 1, upon arrival at the corner. The post-diffraction behavior is described below in detail for two different values of the reaction-rate prefactor σ and a range of ignition pressures p ign .
Case I (
The early time results, from t = 1 to t = 1.8, are shown in figure 4 . A set of three frames is displayed at each time level, corresponding to shaded contours of solid volume fraction, gas pressure and density gradients (highlighting shocks and contact lines), the latter in a numerically generated schlieren plot. As the detonation wave rounds the corner the expansion generated there is felt by the lead shock, first at the wall and then in a continually expanding region centered at the corner. As a result the lead shock in the solid loses strength and speed and becomes curved as it negotiates the corner. The reduced strength of the solid shock lowers the rate of compaction behind it. The shock in the gas phase, lagging behind the shock Figure 4 : Shaded contours of solid volume fractionᾱ (left), gas pressure p g middle and numerically generated schlieren (right) at times t = 0 (first row), t = 1.2 (second row), t = 1.4 (third row) and t = 1.8 (fourth row). [These will need to be zoomed in.] in the solid, also suffers a decline. When the gas pressure dips below the ignition threshold p ign = 0.45 the reaction ceases. In figure 4 such a domain of reduced gas pressure and hence frozen reaction is seen to exist immediately behind the gas shock at t = 1.2, and at some distance behind the gas shock at t = 1.8, especially near the wall. Additional insight into the behavior at the wall can be gleaned by examining the profiles of solid volume fraction and gas pressure at the wall, shown in figure 5. In this figure the ordinate is the distance along the wall, with x = 1 being the approximate location of the corner. We note that at t = 1.2 the pressure at the gas shock, and in a zone some distance behind it, has fallen to a level below the ignition threshold p ign = 0.45, thereby freezing the reaction in this zone. At subsequent times the pressure at the gas shock does rise to values above the ignition threshold and revives the reaction immediately behind the shock. However, this revival is confined to a narrow layer adjacent to the shock, behind which there continues to develop an expanding region of low gas pressure and frozen reaction. At t = 1.8 a sharp interface has appeared in the solid volume fraction profile, separating the reaction zone adjacent to the gas shock from the layer in which the reaction is frozen.
The late time results are shown in the shaded contour plots in figure 6 from t = 2.0 to t = 4.5. As the front advances along the wall the compaction zone, confined to the region between the solid and gas shocks, appears to maintain a constant thickness, a feature that is best seen in the schlieren plots. Behind the gas shock the gas pressure declines, thereby limiting the reaction to a narrow zone which is thinnest at the wall. The pocket of low gas pressure and frozen reaction follows the reaction zone, hugging the wall and growing in size, and maintaining within it a level of solid volume fraction close to that in the ambient, unreacted explosive. At t = 4.5, with the wave approaching the lower boundary of the sample, a change in behavior is evident; it appears that reaction in the front portion of the pocket is returning to life.
Supplemental information is provided by the plots of figure 7 , which display profiles of solid volume fraction, gas pressure and reaction rate along the wall. A quasisteady structure with only a partial consumption of reactant emerges, consisting of a compaction zone followed by a narrow reaction layer and a broader region of frozen reaction. The wave gradually gains strength, as exhibited by higher pressures at the gas shock and taller reaction-rate peaks. By the last time level shown there is a significant increase in the width of the reaction zone, most clearly evident in the dip in the solid volume fraction profile within the pocket of hitherto frozen reaction. Given the proximity of the wave to the lower boundary of the configuration, it is unlikely that the structure would undergo any further change of any significance before exiting the domain. Figure 6 : Shaded contours of solid volume fractionᾱ (left), gas pressure p g middle and numerically generated schlieren (right) at times t = 2.0 (first row), t = 2.5 (second row), t = 3.5 (third row) and t = 4.5 (fourth row). Ignition threshold Figure 9 : Profiles of solid volume fraction (left) and gas pressure (right) along the wall at times t = 1.0(0.2)1.8.
Case II (
The early time results for this case are very similar to those for case I above. Therefore we are content to show, in figure 8 , the shaded contours only at time t = 1.8. The wall plots of figure 9 are similar to those for Case I as well, with the final profiles shown exhibiting a compaction zone followed by a thin reaction zone, which in turn is followed by a broad region of frozen reaction. The late time results are shown in the shaded contour plots in figure 10 from t = 2.0 to t = 4.5. Again, as in Case I, the compaction zone thickness in the diffracted wave is essentially steady, but now noticeably broader than that in the undiffracted part of the wave close to the channel axis. The compaction zone terminates at the gas shock, behind which the gas pressure in the diffracted wave is low and a growing pocket of frozen reaction develops. Unlike Case I, there is no sign of revival of reaction in this pocket, and it can truly be termed a dead zone.
The wall plots of figure 11 confirm these features, and show more clearly the quasisteadiness of the structure. Rapid decline of gas pressure in the thin reaction zone is followed by a broadening plateau in which the gas pressure is uniform and below the ignition threshold. The level of compaction in this plateau is also uniform at a level significantly above the ambient but below that in the leading compaction zone, indicating a partially reacted dead zone.
Case III (
Shaded contours for early times, from t = 1.0 to t = 1.8, are shown in figure 4 . The contours of solid volume fraction, at t = 1 for example, show that the stronger rate of reaction adopted here generates zones of lead compaction and reaction which are thinner than those in Case I. The reaction weakens upon corner turning due to the lowering of the gas pressure, as in cases above, but now the reduced rate of consumption of the compacted reactant allows the compaction zone to become stronger and broader, as seen in both the solid volume fraction and the schlieren diagrams at t = 1.5 and 1.6. At these early times in the diffraction process the general weakening of the detonation structure (especially the gas phase shock) is confined, of course, to the domain near the corner. Away from the corner the gas shock remains strong, thus causing the development of a kink in the gas shock profile, discernible in the solid volume fraction and the schlieren snapshots at t = 1.5. The kink advances towards the wall, just reaching it at t = 1.6. The reflected disturbances are prominently visible, in all three plots, at t = 1.8.
Profiles of solid volume fraction, gas pressure and reaction rate at the wall at early times are plotted in figure 13 . The solid volume profile at t = 1.0, just prior to the wave reaching the corner, confirms that although the detonation is compaction-led, the lead compaction zone is thin and in it the solid volume fraction has a peak well below that corresponding to full compaction. At t = 1.2 the situation is quite different; the gas pressure at the gas shock has dropped sufficiently to have caused the reaction to cease everywhere except in a narrow sliver of a zone behind the gas shock, and the loss of reaction has broadened and strengthened the lead compaction zone. At t = 1.4 the peak in gas pressure has dipped below the ignition threshold; now there is no sign of a reaction anywhere and consequently the compaction zone has become wider and stronger still. At t = 1.6 the gas-pressure peak and hence the reaction rate have undergone a sudden rebirth, the result of lateral reinforcement provided by the aforementioned slamming of the kink in the gas pressure profile against the wall. At t = 1.8 the gas pressure at the wall has acquired a broader profile and although the pressure at the peak is lower it remains well above the ignition threshold, and a similar behavior is evident in the reaction rate as well. At the same time the increased consumption of the compacted reactant has returned the compaction zone to a weaker and narrower profile.
The late time results are shown in the shaded contour plots in figure 14 from t = 2.0 to t = 4.0. They show a gradual spreading of the influence of the corner, and a quasisteady evolution of the structure in this region. This structure is led by a thin compaction zone followed by a comparably thin reaction zone in which consumption of the reactant is nearly complete. What distinguishes this structure from that in the pre-diffraction phase is that gas pressure behind the reaction zone is now much lower. These features are confirmed in the wall plots of solid volume fraction, gas pressure and reaction rate shown in figure 15 . The wall plots also point to a gradual strengthening of the wave.
5.2.4
Case IV ( σ = 25, p ign = 0.53 ) Shaded contours for early times, from t = 1.0 to t = 1.9, are shown in figure 16 . The situation is similar to that seen in the early-time evolution for Case III, except that the hydrodynamic features are now more striking. The higher value of ignition pressure causes the reaction, occurring strongly at t = 1, to be fully extinguished near the corner as the wave goes around it. The resulting structure, consisting of a thicker compaction zone and lower gas pressures in the near-corner region is evident in the three panels at time t = 1.4. In the near-wall region the gas shock is seen to be essentially an interface between the fully reacted and the unreacted but compacted reactant. Away from the wall the gas shock is kinked, and the kink, visible at t = 1.4 most prominently in the schlieren plot, has strengthened by time t = 1.7 to an extent stronger than that seen in Case III. As the kink advances towards the wall, it raises the gas pressure at the gas shock and revives the reaction behind it, thereby The associated lateral disturbance of high gas pressure approaches the wall, with which it collides at t = 1.9.
The loss of reaction upon diffraction is clearly seen in the wall plots of figure 17 , as is the resulting strengthening and widening of the lead compaction zone. The reaction is not revived until t = 1.9, when the gas pressure is raised above the ignition threshold by the arrival of the lateral disturbance. Figure 10 : Shaded contours of solid volume fractionᾱ (left), gas pressure p g middle and numerically generated schlieren (right) at times t = 2.0 (first row), t = 2.5 (second row), t = 3.5 (third row) and t = 4.5 (fourth row). Shaded contours for intermediate times t = 2.0 to t = 2.6 are shown in figure 18 . At t = 2.0 the lateral disturbance has undergone a reflection and is now traveling away from the wall. This disturbance, in the form of a gas shock at pressures above the ignition threshold, is traversing a region that contains some unreacted material. It therefore initiates reaction in which the said material is consumed. Meanwhile, as shown in the intermediate-time wall plots of figure 19 , the post-reflection evolution at the wall experiences a continual drop in the gas pressure, with an accompanying decline in the reaction rate. At t = 2.6 the reaction peak has fallen to 20% of its value at t = 2.0.
The strength of the wave continues to decline in the near-wall region. The shaded contour plots for times t = 2.8 to t = 4.0 in figure 20 show the development and growth of a pocket of extinguished reaction, where the wave has degenerated into a compaction front. This feature is reinforced in the wall plots of figure  21 , which show the broadening compaction zone and the existence of sub-ignition values of the gas pressure downstream of the corner. Effectively, therefore, diffraction has given rise to a dead zone. Figure 18 : Shaded contours of solid volume fractionᾱ (left), gas pressure p g middle and numerically generated schlieren (right) at times t = 2.0 (first row), t = 2.2 (second row), t = 2.4 (third row) and t = 2.6 (fourth row). [These will need to be zoomed in.] 
Conclusions

