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In this paper, a reduced model of quasilinear velocity diffusion by a small Larmor radius
approximation is derived to couple the Maxwell’s equations and the Fokker planck equation
self-consistently for ion cyclotron range of frequency waves in a tokamak. The reduced
model ensures the important properties of the full model by Kennel-Engelmann diffusion,
such as diffusion directions, wave polarizations, and H-theorem. The kinetic energy change
(W˙ ) is used to derive the reduced model diffusion coefficients for the fundamental damping
(n=1) and the second harmonic damping (n=2) to the lowest order of the finite Larmor
radius expansion. The quasilinear diffusion coefficients are implemented in a coupled code
(TORIC-CQL3D) with the equivalent reduced model of dielectric tensor. We also present
the simulations of ITER minority heating scenario, in which the reduced model is verified
within the allowable errors from the full model results.
2I. INTRODUCTION
The ion cyclotron range of frequency (ICRF) waves have been used in a tokamak as a main
heating tool [1] or a control tool of MHD phenomena [2] (e.g. sawtooth) and turbulent transport
[3, 4]. In many experiments, the waves are injected to transfer their energy and momentum to
plasmas by the fundamental cyclotron resonance with a small population ion species (minority) or
by the second harmonic resonance with a major ion species [1]. To estimate the propagation and
damping of the waves theoretically, it is necessary to model ion gyro-motion accurately. A reduced
model to capture the effect of gyro-motion in the wave-plasma interactions has been developed
by assuming a small Larmor radius compared to the wave perpendicular wavelength, which is
typically valid in many scenarios of tokamak [5, 6]. The reduced model is used in many numerical
codes such as CYRANO [7], EVE [8], PSTELION [9], and TORIC [10], and it can reduce the
computation cost and numerical complexity compared to a full model without the small Larmor
radius assumption (e.g. AORSA [11, 12]), while including the sufficiently accurate gyro-motion
model. In this assumption, the dielectric tensor of plasmas is expanded by a small parameter
k⊥ρi. Here, k⊥ is the perpendicular wavevector and ρi is the ion Larmor radius. The finite Larmor
radius (FLR) expansion up to the second order O((k⊥ρi)
2) is sufficient to model the fundamental
damping and the second harmonic damping of the fast wave branch [5, 6].
A kinetic description of the ICRF wave propagation and damping is important because there is
a significant portion of the wave energy is deposited on fast ions. For the kinetic description, the
Maxwell’s equations are solved for the electric and magnetic fields of the waves and the Fokker-
Plank equation is solved for the balance between Coulomb collisions and the particle acceleration
due to the wave fields. These two equations should be solved self-consistently, and it is typically
obtained by iterating two non-linearly coupled codes. In this iteration process, the quasilinear
velocity diffusion coefficients are used to define the acceleration term of the Fokker-Plank equa-
tion. The electric and magnetic fields result in velocity space diffusion that can be described by
quasilinear theory when the perturbation by the wave is sufficiently small [13]. The quasilinear
description that represents the average of two linearly perturbed quantities is known to be valid
within some acceptable deviation [14, 15], and the coefficients are proportional to the square of the
wave field intensity (or the wave power equivalently). The quasilinear diffusion coefficients were
derived in the wavevector k spectrum space by Kennel and Engelmann (K-E) [16], as summarized
in Appendix A. It assumes that the particle trajectory is not perturbed by the wave fields and the
magnetic field along the trajectory is homogeneous. As a result, the coefficients do not consider
3the finite orbit width of particles, which may be important in the low aspect ratio of toroidal
geometry [17]. In this paper, for simplicity, we also persist the assumptions of K-E coefficients that
are acceptably valid when the inhomogeneity of the magnetic field and the wave power density are
not significantly large [14, 15].
The quasilinear diffusion coefficients are evaluated differently in the numerical codes according
to their assumptions and formulations. Some advanced model for quasilinear diffusion has been
developed by analytically considering the particle trajectory [18] and the decorrelation between
resonances [19] in the toroidal geometry, and numerically evaluating those effects [20, 21]. The
numerical diffusion coefficients are obtained by measuring the diffusion of test particles in a realistic
geometry to take account of the finite orbit width and the perturbed orbit. With the assumption
of the homogenous magnetic field along the unperturbed trajectory, in the full model without the
FLR approximation [12], the K-E quasilinear diffusion coefficients can be implemented without
significant modifications. In the reduced model for the wave solver that does not evaluate k⊥
explicitly, the k⊥ can be approximately estimated by the dispersion relation of a specific branch
(e.g. fast wave) to evaluate the K-E coefficients (e.g. TORIC-SSFPQL [22]). Although the K-E
diffusion coefficients in the reduced model code are useful to evaluate the energetic ion tails, they
result in an inconsistency between the dielectric tensor in the FLR approximation and the K-E
diffusion coefficients without the approximation.
In this paper, we develop the FLR approximation of the quasilinear diffusion coefficients to be
consistent with the dielectric tensor in the reduced model. This approximation of the quasilinear
formulation for the FLR expansion is not trivial in terms of several points. Because the numerical
formulation to calculate the power absorption is different in each code depending on its assumption
and code environment (e.g. geometry, coordinates), the quasilinear diffusion coefficients need to be
reformulated to correspond to the power absorption. We formulate the quasilinear coefficients by
addressing the following questions: (1) is it possible to use the FLR expansion of the wave power
absorption by W˙ and J · E for the quasilinear diffusion? (2) is it possible to keep the important
characteristics of K-E diffusion (diffusion direction, wave polarization effect, and H-theorem) in the
FLR expansion? Here, J is the plasma current vector, E is the electric field and W˙ is the kinetic
energy change which will be defined in Section II. We will show that there are some problems with
the FLR expansion in terms of the above issues, but the solutions will be suggested in Section III.
Our quasilinear diffusion coefficients are implemented in a coupled code for the Maxwell equation
and the Fokker-Plank equation, TORIC [10]-CQL3D [23], as will be shown in Section IV. The wave
code for the reduced model, TORIC, uses the second order FLR expansion to solve the Swanson-
4Colestock-Kashuba (SCK) wave equations for the ICRF propagation and damping in a tokamak. It
uses a spectral method in both poloidal and toroidal directions, and a cubic finite element method
in the radial direction. The second order expansion results in the differential operator of the
continuous radial elements, and this numerical formulation results in the distinct characteristics of
the reduced model compared to the full model that uses the radial spectral mode for k⊥. In the
wave equation in a toroidally symmetric geometry, the toroidal wave spectral modes are decoupled,
but the poloidal and radial spectral modes are coupled to each other. For each toroidal spectral
mode, the computation time of TORIC solver is about O(nr(6np)
3) while it is about O((3nrnp)
3)
in the full model code, AORSA. Here np is the number of poloidal spectral modes and nr is the
number of radial elements in TORIC or the radial spectral mode in AORSA. In TORIC, the FLR
expansion by the SCK approximation reduces the degree of the complexity in the poloidal and
radial coupling because only two adjacent radial elements are coupled with the poloidal modes of
the element. In spite of the merits of this approach, it is not possible to find the accurate k⊥ due to
the missing radial spectral mode, thus TORIC has the inherent limitation to model gyro-motion by
the Bessel functions with the argument k⊥ρi, as done in the K-E quasilinear diffusion coefficients.
In this paper, we suggest the alternative method to model the quasilinear diffusion coefficients for
the reduced model without using k⊥.
The code CQL3D [17, 23] solves the bounce-averaged Fokker-Plank equation. It has one radial
real space coordinate and two velocity coordinates in the gyro-averaged velocity space. Hence,
the quasilinear coefficients in Section IV are bounce-averaged at each radius. We implement the
equivalent FLR expansions in the quasilinear coefficients and the dielectric tensor of the coupled
code. Thus, the self-consistent solutions of the wave fields and the distribution functions are
obtained both for the minority fundamental damping (n = 1) and the second harmonic damping
(n = 2) of major ions. Here, n is defined by the range of wave frequency ω ≃ nΩ, where Ω is the
ion cyclotron frequency.
The rest of the paper is organized as follows. In Section II, we explain the kinetic energy change
W˙ by the ICRF fundamental damping (n = 1) in the FLR expansion and point out some problems
in calculating the quasilinear diffusion coefficients. In Section III, some solutions to resolve the
problems are suggested and then using the same solution we define the coefficients for the second
harmonic damping (n = 2). In Section IV, the quasilinear diffusion coefficients and dielectric
tensor in the reduced model are implemented in the coupled code, TORIC-CQL3D. Until Section
III, the formulae are derived non-relativistically for simplicity, but in Section IV they are expressed
relativistically for CQL3D using the relativistic velocity coordinate. Some examples using the codes
5are shown in Section V. Finally, a discussion is given in Section VI.
II. DERIVATION OF W˙
In Section IIA, we revisit the derivation of the quasilinear diffusion coefficients using W˙ in the
k spectrum without the FLR approximation. Then, in Section II B, we expand W˙ in terms of a
small Larmor radius, and explain some problems of calculating the quasilinear coefficients in this
approximation.
A. W˙ without FLR approximation
The increase of the kinetic energy density of plasmas due to the energy transfer from RF waves
can be described by [5]
∫ t
−∞
W˙dt′ = q
∫
dv
〈∫ t
−∞
dt′{Re[E(r′, t′)] · v′}{Re[f˜(v′, r′, t′)]}
〉
w
, (1)
where q is the species charge, f˜ is the perturbed distribution function of the species due to the
RF waves and 〈...〉w indicates the average over a number of wave periods in time and space. Here,
ω is the RF wave frequency, and v′ and r′ denote the velocity and space vector at the past time
t′, respectively. Using the solution of the linearized Vlasov equation for f˜ and the time harmonic
form for the frequency ω, the energy increase rate (so-called Wdot) is
W˙ =
q2ω
m
∫
dv lim
γ→0
γ
ω
Re
[ ∫ t
−∞
dt′e−iω
∗(t−t′)
(
E(r′)∗ · v′)
·
∫ t′
−∞
dt′′eiω(t−t
′′)
(
E(r′′) +
i
ω
v(r′′)× (∇×E(r′′))
)
· (∇v′′f)
]
, (2)
where m is the mass of the species, γ is the damping rate of the wave, and f is the background
distribution function. This general expression of the wave damping can be reformulated differently
in each numerical code depending on its specific numerical formation and assumption. Using the
Fourier spectral representation of the space coordinate, it may be described by
W˙ =
1
2
Re
[∑
k1
∑
k2
ei(k1−k2)·r(Ek1 ·Wl ·Ek2)
]
, (3)
where Wl is the resonance kernel and, for example, it is defined in Eq. (11) of [12] for AORSA.
In this paper, we represent the quasilinear diffusion tensor in spherical coordinates, (v, ϑ, φ),
6where v =
√
v2⊥ + v
2
‖ is the speed, ϑ = arctan(v⊥/v‖) is the pitchangle, and φ is the gyroangle.
Here, v⊥ and v‖ are the velocity perpendicular and parallel to the static magnetic field, respectively.
This coordinate is beneficial to evaluate the quasilinear diffusion tensor because it can reduce the
computation time due to the adiabatic invariant, v, as will be explained in Section IV. Then, the
quasilinear diffusion coefficients (B, C, E and F) determine the divergence of the flux in velocity
space by [26]
Q(f) =
1
v2
∂
∂v
{
B
∂
∂v
+ C
∂
∂ϑ
}
f +
1
v2 sinϑ
∂
∂ϑ
{
E
∂
∂v
+ F
∂
∂ϑ
}
f. (4)
Because the gyro-averaged quasilinear diffusion coefficients (averaged in φ) are sufficient to model
the energy transfer, we define the four coefficients in Q(f) and do not retain the flux in the gyro-
phase direction. For the perpendicular momentum transfer, the flux along the gyro-phase direction
should be included [24], but it is not interest of this paper.
The energy transfer using the quasilinear diffusion coefficient is
W˙ =
∫
dv
mv2
2
Q(f) = −4π
∫ ∞
0
dvmv
∫ pi
0
dϑ sinϑ
(
B
∂f
∂v
+ C
∂f
∂ϑ
)
. (5)
Using the resonance kernel in Eqs. (3) and (5), we can evaluate the quasilinear diffusion coefficients
for any numerical formulation. Note that the Kennel-Engelmann quasilinear diffusion operator is
derived in uniform plasmas with a homogenous static magnetic field, as shown in Appendix A.
In a toroidal geometry, we redefine W˙ using the local space coordinate (x, y, z) where x and y
coordinates are orthogonal in the plane that is perpendicular to the static magnetic field along
the z coordinate. The unit vector for (x, y, z) coordinates are ex, ey, and e‖, respectively. For
convenience, we define the rotating coordinate e+ = (ex + iey)/
√
2 and e− = (ex − iey)/
√
2 and
the electric field E+ = E · e+ and E− = E · e− [5]. For example, the diagonal components of the
quasilinear tensor in the speed direction v is
B =
πǫω2p
2mns
∑
n
Re
[∑
k2
v⊥χ
∗
k2,ne
−i(k2·r)
∑
k1
v⊥χk1,nδ(ω − nΩ− v‖k‖1)ei(k1·r)
]
, (6)
where ǫ is the vacuum permittivity, Ω, ωp and ns are the gyrofrequency, the plasma frequency and
the density of the species, respectively, and k‖ = k · e‖ is the parallel wavevector. The dirac-delta
function is obtained by Plemelj relation [25] for (ω−nΩ− v‖k‖)−1 term in the resonance kernel in
Eq. (3) and the contribution of the wave polarization is determined by the effective potential χk,n
7(see Appendix A),
χk,n =
1√
2
Ek,+Jn−1 +
1√
2
Ek,−Jn+1 +
v‖
v⊥
Ek,‖Jn, (7)
where Jn = Jn(k⊥ρi) is the first kind Bessel function for the order n. The relations between the
quasilinear coefficients are determined by the diffusion direction. The diffusion direction is fixed by
G(f) = 0 [16, 25], where the operator G in Eq. (A11) can be also described in spherical coordinates,
G(f) =
1
v
(
∂f
∂v
+
(
v‖
v
− k‖v
ω
)
1
v⊥
∂f
∂ϑ
)
. (8)
The operator G results in the Onsager relations of the coefficients [26]:
C = B
1
v sinϑ
[
cos ϑ− k‖v
ω
]
, (9)
E = B
1
v
[
cosϑ− k‖v
ω
]
, (10)
F = B
1
v2 sinϑ
[
cosϑ− k‖v
ω
]2
. (11)
These relations are important when we derive the expansion of the quasilinear diffusion coefficients
in terms of small Larmor radius in the following sections. The relations should be preserved to
fix the diffusion direction in any approximation. Because the relations do not depend on the
perpendicular wavevector, k⊥, it can be used in the FLR expansion.
B. W˙ in FLR expansion
When the ion Larmor radius is much smaller than the perpendicular wavelength, W˙ can be
expanded by [5],
W˙ ≃ q
2ω
m
lim
γ→0
γ
ω
∫
dv
[
1 + (r− rg) · ∇+ 1
2
(r− rg)(r− rg) : ∇∇+ ...
]
×Re
[ ∫ t
−∞
dt′e−iω
∗(t−t′)
[
1− (r− rg)′ · ∇+ 1
2
(r− rg)′(r− rg)′ : ∇∇+ ...
] (
E(r′)∗ · v′)
·
∫ t′
−∞
dt′′eiω(t−t
′′)
[
1− (r− rg)′′ · ∇+ 1
2
(r− rg)′′(r− rg)′′ : ∇∇+ ...
]
×
(
E(r′′) +
i
ω
v(r′′)× (∇×E(r′′))
)
· (∇v′′f)
]
, (12)
8where the SCK approximation is used as in Eq. (23) of [5]. In [5] the electromagnetic contribution
is ignored for the Maxwellian distribution function f = fM (v) (i.e. (v × B) · ∇vfM = 0), but it
is included in Eq. (12) for an arbitrary distribution function f(v, ϑ). For the small Larmor radius
compared to the perpendicular wavelength (i.e. k⊥ρi ≪ 1), we use the Taylor series for the position
vector r from the guiding center position rg. In this approximation, we expand it by
(r− rg)′ = (r− rg)(1)′ + (r− rg)(2)′ + ..., (13)
where the number in the parenthesis of the superscript denotes the order in the small parameter
k⊥ρi. The velocity in the lowest order is
v(0)′ = v‖e‖
′ +
v⊥√
2
{
ei(φ+
∫
t
′
t
Ω′dτ)e+
′ + e−i(φ+
∫
t
′
t
Ω′dτ)e−
′
}
, (14)
where φ is the gyroangle between v⊥ and vx in the perpendicular velocity plane at the time t. The
position vector from the gyro-center in the first order is
(r− rg)(1)′ = −
v(0)′ × e‖
Ω
= i
v⊥√
2Ω
{
eiφei
∫
t
′
t
Ω′dτe+
′ − e−iφe−i
∫
t
′
t
Ω′dτe−
′
}
. (15)
In Eq. (12), the electrostatic contribution is associated with both quasilinear coefficients B and
C by
E · ∇vf = E⊥(e⊥ · ∇vf) + E‖(e‖ · ∇vf)
=
(
E⊥
v⊥
v
+ E‖
v‖
v
) ∂f
∂v
+
(
E⊥v‖ − E‖v⊥
) ∂f
∂ϑ
, (16)
where E⊥(r
′) = E · (v′ − v′‖e‖)/v′⊥ = {E+ exp(i(φ+
∫ t′
t Ω
′dτ)) + E− exp(−i(φ+
∫ t′
t Ω
′dτ))}/√2.
The electromagnetic contribution depends on only the coefficient C that is associated with the
pitch-angle direction variation of the distribution function (∂f/∂ϑ) by(
i
ω
v(r′)× (∇×E(r′))
)
· (∇v′f) = − i
ω
(∇×E) · (v ×∇v′f)
= − i
ω
(∇‖E⊥ −∇⊥E‖)
∂f
∂ϑ
, (17)
where ∇⊥ = {exp(i(φ +
∫ t′
t Ω
′dτ))∂+ + exp(−i(φ+
∫ t′
t Ω
′dτ))∂−}/
√
2, ∂+ = e+ · ∇, ∂− = e− · ∇,
and ∇‖ = ∂‖ = e‖ · ∇.
For simplicity of the representation and the connection to the coefficients, we can separate the
contributions on W˙ by each harmonic gyrofrequency (n) and by the diffusion directions associated
9with B and C. The B part that is associated with ∂f/∂v for the ion fundamental damping (n = 1)
is [6]
W˙ n=1B ≃
q2ω
m
lim
γ→0
γ
ω
∫
dvv
∂f
∂v
{
1
2
∣∣∣∣ ∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτE′+
v′⊥
v
∣∣∣∣2
− Re
[(∫ ∞
0
dτ∗ei
∫
τ
0
(ω∗−Ω)dτE′∗+
v′⊥
v
){(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ i
v‖
v
v′⊥
Ω
∂+E
′
‖
)
+
(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ v
′
⊥
2
2Ω2
((∂+∂− + ∂−∂+)E
′
+ − ∂2+E′−)
v′⊥
v
)}]}
−q
2ω
m
lim
γ→0
γ
ω
{
(∂+∂− + ∂−∂+)
∫
dv
v′⊥
2
2Ω2
v
∂f
∂v
∣∣∣∣ ∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτE′+
v′⊥
v
∣∣∣∣2}, (18)
where the term in the first line on the right hand side of Eq. (18) is for the lowest order O(1), the
term in the second line is in the first order of O(k⊥ρi), and the remaining terms are in the second
order of O((k⊥ρi)
2).
The C part that is associated with ∂f/∂ϑ for ion fundamental damping (n = 1) is determined
by both electrostatic and electromagnetic parts (i.e. W˙ n=1C = W˙
n=1
C,ES + W˙
n=1
C,EM). The electrostatic
part is
W˙ n=1C,ES ≃
q2ω
m
lim
γ→0
γ
ω
∫
dvvRe
[(∫ ∞
0
dτei
∫
τ
0
(ω∗−Ω)dτE′∗+
v′⊥
v
){(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτE′∗+v
′
‖
∂f
∂ϑ
)
+
(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ i
v′⊥
Ω
∂+E
′
‖v⊥
∂f
∂ϑ
)
+
(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ
(
v′⊥
2
2Ω2
((∂+∂− + ∂−∂+)E
′
+ − ∂2+E′−)v′‖
∂f
∂ϑ
)}]
−q
2ω
m
lim
γ→0
γ
ω
{
(∂+∂− + ∂−∂+)
∫
dvvRe
[(∫ ∞
0
dτ∗ei
∫
τ
0
(ω∗−Ω)dτE′∗+
v′⊥
v
)
×
(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτE′∗+v
′
‖
∂f
∂ϑ
)]}
, (19)
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and the electromagnetic part is
W˙ n=1C,EM ≃
q2ω
m
lim
γ→0
γ
ω
∫
dvvRe
[(∫ ∞
0
dτ∗ei
∫
τ
0
(ω∗−Ω)dτE′∗+
v′⊥
v
){(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ (∂‖E
′
+ − ∂+E′‖)
∂f
∂ϑ
)
+
(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ i
v′⊥
Ω
(∂‖E
′
+ − ∂+E′‖)
∂f
∂ϑ
)
+
(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ v
′
⊥
2
2Ω2
(
(∂+∂− + ∂−∂+)(∂‖E
′
+ − ∂+E′‖)− ∂2+(∂‖E′− − ∂−E′‖)
) ∂f
∂ϑ
)}]
−q
2ω
m
lim
γ→0
γ
ω
{
(∂+∂− + ∂−∂+)
∫
dvv
v′⊥
2
2Ω2
Re
[(∫ ∞
0
dτ∗ei
∫
τ
0
(ω∗−Ω)dτE′∗+
v′⊥
v
)
×
(∫ ∞
0
dτei
∫
τ
0
(ω−Ω)dτ (∂‖E
′
+ − ∂+E′‖)
∂f
∂ϑ
)]}
, (20)
where the first line is for the lowest order O(1), the second line is for the first order of O(k⊥ρi),
and the remaining is for the second order of O((k⊥ρi)
2) in both Eq. (19) and (20).
Before formulating the quasilinear diffusion coefficients using the W˙ 1B and W˙
1
C , we note three
important problems that occur in the expansion of W˙ :
(1) The coefficient B needs to be positive-definite so that the energy is transferred from the waves
to plasmas for the Maxwellian equilibrium distribution and the H-theorem by K-E coefficients
is guaranteed [16]. However, only the lowest order term in W˙ 1B guarantees the positive definite
property because of the square form. This problem is also explained in [6].
(2) The zero order in W˙ 1C in the first line has the both contribution from E+ and E‖, while it is
only determined by E+ in the Kennel-Engelmann form in the lowest order [16]. It results in the
different contribution from the wave polarization even in the lowest order. In χk,n=1 of Eq. (7) for
the K-E coefficient, only Ek,+J0 results in the zero order contribution.
(3) The relation between B and C is different from the relation between K-E form of Eq. (9), which
results in the different direction of diffusion.
In the next section, we will resolve these three problems to derive the quasilinear diffusion
coefficients correctly in the small Larmor radius limit.
III. QUASILINEAR DIFFUSION
A. Selection by the lowest order
A solution of the first problem described in the Section II is to retain only the lowest order in
the quasilinear diffusion. The lowest order for the fundamental damping (n = 1) is the zero order
in the FLR expansion O(1), while the lowest order for the second harmonic damping (n = 2) is
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the second order O((k⊥ρi)
2). Keeping the lowest order is sufficient unless the parameter k⊥ρi of
the fast ions is too large, as will be shown in Section V. The parameter k⊥ρi is determined by the
wave power density, the ion density and mass, and the static magnetic field strength.
Another advantage of selecting only the lowest order term is the compatibility with the dielectric
tensor for the current. The current can be derived in FLR expansion [6] by
J(r) ≃
∑
s
q2
m
∫
du
[
1 + (r− rg) · ∇+ 1
2
(r− rg)(r− rg) : ∇∇
]
×
{
v
[
1− (rg − rg′)⊥ · ∇⊥
] ∫ t
−∞
dt′e(iω(t−t
′))
[
1− (r− rg)′ · ∇+ 1
2
(r− rg)′(r− rg)′ : ∇∇
]
×
(
E(r′) +
i
ω
v(r′)× (∇×E(r′))
)
· (∇v′f)
}
. (21)
where
∑
s is the summation over the species. In the finite Larmor radius approximation,
J(r) =
[
J(0) + J(1) + J(2) + ...
]
e(−iωt), (22)
the zero Larmor radius current is
J(0)(r) =
∑
s
q2
m
∫
dvv(0)′
∫ t
−∞
dt′e(iω(t−t
′))
(
E(r′) +
i
ω
v(0)′ × (∇×E(r′))
)
· ∇v′f(v(0)′). (23)
The n = 1 fundamental damping is determined by the e+ in the lowest order. After gyro-average
in φ, it can be described by the non-local operators Lˆ, ∆Lˆ1 and ∆Lˆ2,
e+ ·
(
E+
µ0i
ω
J(0)
)
= (Lˆ+∆Lˆ1)E+ +∆Lˆ2E‖, (24)
where µ0 is the vacuum permeability and the integral operator Lˆ [10] is
LˆE+ = E+(r)−
∑
s
ω2p
nsω2
∫
d3v(v(0) · e+∗)(∇vf · e+)
(
−iω
∫ t
−∞
dt′ei
∫
t
t′
(ω−Ω′)dτE+
′
)
= E+(r)−
∑
s
ω2p
nsω2
∫
d3v
v⊥
2
∂f
∂v⊥
(
−iω
∫ t
−∞
dt′ei
∫
t
t′
(ω−Ω′)dτE+
′
)
. (25)
The electromagnetic contribution to the integral operator are ∆Lˆ1 and ∆Lˆ2,
∆Lˆ1E+ =
∑
s
ω2p
nsω2
∫
d3u
v⊥
2
i
ω
∂f
∂ϑ
(
−iω
∫ t
−∞
dt′ei
∫
t
t′
(ω−Ω′)dτ∂‖E+
′
)
, (26)
∆Lˆ2E‖ =
∑
s
ω2p
nsω2
∫
d3u
v⊥
2
i
ω
∂f
∂ϑ
(
iω
∫ t
−∞
dt′ei
∫
t
t′
(ω−Ω′)dτ∂+E‖
′
)
. (27)
12
Because of the cancelation by full FLR terms as will be shown in the next subsection, the lowest
order of W˙ n=1C,EM has only the term with E+ in the first line of Eq. (20), and the ∆Lˆ2E‖ only
contributes to the higher order O(k⊥ρi). Then, to the lowest order, one can prove that
W˙ n=1(0) =
1
2
Re(E∗ · Jn=1(0))
=
ω
2µ0
Re
[∑
k1
∑
k2
E∗+(k2)e
−ik2·r Im(Lˆ+∆Lˆ1)E+(k1)e
ik1·r
]
, (28)
where we used the SCK approximation, giving the electric field for the trajectory along the static
magnetic field by E′ = E
(
r− ∫ tt′ v‖e‖′dτ) and
∇v′f · e+′ ≃ (∇vf · e+)ei
∫
t
′
t
Ω′dτ ,
∇v′f · e−′ ≃ (∇vf · e−)e−i
∫
t
′
t
Ω′dτ . (29)
In the general relation, there exists the contribution of kinetic flux making the difference between
W˙ and 〈E · J〉w,
〈E · J〉w = W˙ +∇ ·T, (30)
where the kinetic flux T has been derived in many studies [5, 27]. However, to the lowest order,
this kinetic flux contribution vanishes in the n = 1 damping. Also, the W˙ and 〈E ·J〉w in Eq. (28)
are equivalent to the W˙ in Eq. (14) of [12] by making J0(k⊥ρi) = 1 and Jn>0(k⊥ρi) = 0 in the
FLR approximation. For the iteration between TORIC-CQL3D, this equivalence between W˙ and
〈E · J〉w in the lowest order makes the numerical implementation much simpler, and we can use
the existing implementation for non-Maxwellian dielectric tensor in the lowest order [28, 29].
B. Cancelation by full FLR expansion
The second and third problems described in the Section II can be resolved by considering the
cancelations of the terms using the summation of all FLR expansions, as described in Chapters 10
and 17 of [25]. In this subsection, we explain the cancellation, which can be applicable for both
forms in W˙
n=1(0)
B + W˙
n=1(0)
C and (Lˆ + ∆Lˆ1)E+ + ∆Lˆ2E‖. The methods of cancellation in both
forms are the same, so we only derive it for the latter form.
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We note two facts in the form of (Lˆ + ∆Lˆ1)E+ + ∆Lˆ2E‖. First, the operator (Lˆ + ∆Lˆ1) has
the operator U ,
U ≡
(
∂f
∂v⊥
+
k‖
ω
∂f
∂ϑ
)
= v⊥G, (31)
where k‖ comes from ∂‖ in Eq. (26). The operator U guarantees the diffusion direction of K-E
coefficients towards G = 0. Secondly, the ∆Lˆ2E‖ term cancels with other contributions of E‖ (on
P operator in Stix notation [10, 25]) by
eiλ sinφE‖
∂f
∂v‖
+ cosφeiλ sinφ
i
ω
∇⊥E‖
∂f
∂ϑ
= E‖
∑
n
einφJn(λ)
[
∂f
∂v‖
− n
λ
k⊥
ω
∂f
∂ϑ
]
= E‖
∑
n
einφJn(λ)
[(
1− nΩ
ω
)
1
v⊥
∂f
∂ϑ
+
v‖
v⊥
∂f
∂v⊥
]
= E‖
∑
n
einφJn(λ)
[
v‖
v⊥
U +
ω − k‖v‖ − nΩ
ω
(
∂f
∂v‖
− v‖
v⊥
∂f
∂v⊥
)]
, (32)
where λ = k⊥ρi. Because the term for the resonance condition ω − k‖v‖ − nΩ also exists in the
denominator of the operators ∆Lˆ2 and P , the second term in the last line of Eq. (32) vanishes for
any distribution function f . The remaining term depends on the U operator and it is in the higher
order of O(k⊥ρi) for n=1 because of J1(λ) ∼ k⊥ρi/2. Here, when we derive Eq. (32), we utilize
the Bessel function expansion for the sinusoid phase in Eq. (A9) and the following Bessel function
identities are used for the cancellation
∞∑
n=−∞
nJ2n(λ) = 0,
∞∑
n=−∞
Jn
dJn(λ)
dλ
= 0,
∞∑
n=−∞
J2n(λ) = 1. (33)
Here, note that the full summation over n number is required in the cancellation. The small
contributions from the higher orders n > 1 accumulate for the cancelation in the lower order.
Because the operator U only remains for both (Lˆ+∆Lˆ1) and ∆Lˆ2E‖, the diffusion direction in
the relations of Eq. (9-11) still holds. Also, to the lowest order, the coefficient B for n=1 is only
determined by Lˆ, giving
B =
πǫω2p
4mns
Re
[∑
k2
v⊥E
∗
+,k2e
−i(k2·r)
∑
k1
v⊥E+,k1δ(ω − Ω− v‖k‖1)ei(k1·r)
]
, (34)
which is the FLR approximation of Eq. (6).
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C. Second harmonic damping when ω ∼ 2Ω
As was done for n=1, we can select only the lowest order FLR contributions of W˙ to derive the
quasilinear diffusion coefficient for n = 2. The B part of the W˙ for n = 2 in the lowest order that
is associated with ∂f/∂v is
W˙ n=2B ≃
q2ω
m
lim
γ→0
γ
ω
∫
dvv
∂f
∂v
v2⊥
Ω2
∣∣∣∣ ∫ ∞
0
dτei
∫
τ
0
(ω−2Ω)dτ∂+E
′
+
v′⊥
v
∣∣∣∣2. (35)
As shown in Eq. (35), the dominant term for n = 2 is in O((k⊥ρi)
2) [5]. The C part that is
associated with ∂f/∂ϑ for n = 2 is determined by both electrostatic and electromagnetic parts
(i.e. W˙ n=2C = W˙
n=2
C,ES + W˙
n=2
C,EM). To the lowest order, the electrostatic part is
W˙ n=2C,ES ≃
q2ω
m
lim
γ→0
γ
ω
∫
dvv
v2⊥
Ω2
Re
[(∫ ∞
0
dτei
∫
τ
0
(ω∗−2Ω)dτ∂−E
′∗
+
v′⊥
v
)
×
(∫ ∞
0
dτei
∫
τ
0
(ω−2Ω)dτ∂+E
′
+v
′
‖
∂f
∂ϑ
)]
, (36)
where ∂∗+ = ∂− is used. The electromagnetic part is
W˙ n=2C,EM ≃
q2ω
m
lim
γ→0
γ
ω
∫
dvv
v2⊥
Ω2
Re
[(∫ ∞
0
dτei
∫
τ
0
(ω∗−2Ω)dτ∂−E
′∗
+
v′⊥
v
)
×
(∫ ∞
0
dτei
∫
τ
0
(ω−2Ω)dτ∂+(∂‖E
′
+ − ∂+E′‖)
∂f
∂ϑ
)]
. (37)
In the SCK approximation, the ion current J(2,2) retains the term resonant at ω = 2Ω [10], and
it is obtained by the operators, λˆ(2), ∆λˆ
(2)
1 , and ∆λˆ
(2)
2 ,
e+ ·
(
µ0i
ω
J
n=2,(2)
+,B
)
=
c2
ω2
{
2∂−(λˆ
(2) +∆λˆ
(2)
1 )∂+E
′
+ + 2∂−∆λˆ
(2)
2 ∂+E
′
‖
}
(38)
where the operator λˆ(2) is [10]
λˆ(2)E+
′ =
∑
s
ω2p
nsc2
∫
d3v
v3⊥
4Ω2
∂f
∂v⊥
(
−iω
∫ t
−∞
dt′ei
∫
t
t′
(ω−2Ω′)dτE+
′
)
. (39)
The electromagnetic contribution to the integral operator are ∆λˆ
(2)
1 , and ∆λˆ
(2)
2 ,
∆λˆ
(2)
1 E+
′ =
∑
s
ω2p
nsc2
∫
d3v
v3⊥
4Ω2
i
ω
∂f
∂ϑ
(
−iω
∫ t
−∞
dt′ei
∫
t
t′
(ω−2Ω′)dτ∂‖E+
′
)
, (40)
∆λˆ
(2)
2 E‖
′ =
∑
s
ω2p
nsc2
∫
d3v
v3⊥
4Ω2
i
ω
∂f
∂ϑ
(
iω
∫ t
−∞
dt′ei
∫
t
t′
(ω−2Ω′)dτ∂+E‖
′
)
. (41)
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Because of the cancelation by the full FLR expansions as shown in the previous section, the lowest
order contributions for n = 2 in O((k⊥ρi)
2) result in
W˙ n=2(2) =
1
2
Re(E∗ · Jn=2(2))
=
ω
2µ0
Re
[∑
k1
∑
k2
E∗+(k2)e
−ik2·r Im(λˆ(2) +∆λˆ
(2)
1 )E+(k1)e
ik1·r
]
, (42)
where the integration by parts is used. Then, to the lowest order for n = 2, the diffusion direction
in the relations of Eq. (9-11) still holds and the coefficient B is only determined by λˆ(2), giving
B =
πǫω2p
8mns
Re
[
v2⊥
Ω2
∑
k2
v⊥E
∗
+,k2e
−i(k2·r)∂−
(∑
k1
v⊥∂+E+,k1e
i(k1·r)δ(ω − 2Ω − v‖k‖1)
)]
, (43)
which is equivalent to the J1(k⊥ρi) = k⊥ρi/2 for the small Larmor radius approximation of Eq.
(6), and the k⊥ is replaced by the operators ∂− and ∂+.
IV. IMPLEMENTATION IN TORIC-CQL3D
In this section, we explain a specific numerical code (TORIC-CQL3D) to solve the Maxwell
equation and Fokker-Plank equation self-consistently using the quasilinear diffusion in Section III.
The expansion of the quasilinear diffusion coefficients is consistent with the FLR approximation of
the wave equations in TORIC. The quasilinear diffusion coefficients are used as the input data of
the Fokker-Plank solver, CQL3D, which uses 1-D radial coordinate and 2-D velocity space (v and
ϑ coordinate). The toroidal coordinate is neglected because of toroidal symmetry and the velocity
coordinate in the gyro-angle direction is eliminated by the average over the fast gyro-motion. The
poloidal dependency is also eliminated by using the bounce-averaged Fokker-Plank equation, in
which the parallel streaming term is eliminated by the average [23]. While v is invariant over the
poloidal angle θ of a flux surface, the velocity pitch angle ϑ is not. Accordingly, CQL3D uses a
distribution function that is defined at a poloidal location (outer-midplane) of each flux surface.
The effects of the poloidal finite orbit width is included in the modified version of CQL3D [17], but
it is not considered in this paper. To transfer the quasilinear diffusion coefficients to CQL3D, we
need to evaluate the bounce-average of the quasilinear coefficients, which are explained in Section
IVA. Additionally, the coefficients are also described relativistically, because the CQL3D uses
the normalized relativistic velocity coordinate at the outer-midplane, u0 = γrv0/c, where γr is
the relativistic factor, c is the speed of light and the subscript 0 denotes the value at the outer-
16
midplane. Once we find the solution of distribution function in CQL3D, we need to reevaluate the
wave fields in TORIC corresponding to the new distribution function. In this case, we need to use
the dielectric tensor for the non-Maxwellian plasmas in TORIC, as implemented in [28, 29]. In
Section IVB, we briefly mention the equivalence between the quasilinear diffusion coefficients and
the dielectric tensor.
A. Bounce-averaging
The bounce average is defined as 〈X〉b = (1/τb)
∮
dℓX/|v‖| = (1/τb)
∮
dθX/(|v‖|e‖ · ∇θ) along
the particle trajectory, where ℓ is the trajectory distance and τb = dℓ/|v‖| is the bounce time. Using
this definition, the B component of bounce-averaged quasilinear diffusion coefficient for n=1 is
〈B〉b =
πǫω2p
4mns
1
τb
∫ 2pi
0
dθ
|v‖|e‖ · ∇θ
∑
m1
∑
m2
Re
[
ei(m2−m1)θE+(m1)
×
[
u2⊥c
2
γr|k‖|
δ
(
v‖ −
ω − Ω
k‖
)]
E+(m2)
]
, (44)
where the electric field is decomposed into poloidal spectral modes
∑
mE(m) exp(imθ) for a fixed
toroidal spectral mode at each radial element. The resonance condition ω − Ω − v‖k‖ = 0 is
relativistic using γr = (1+u
2)1/2 and Ω = Ωs/γr where Ωs is the gyrofrequency with the rest mass,
giving the elliptic equation [23]
(u‖,res − u‖,t)2 +
u2⊥,res
1− n2‖
= u2t , (45)
where n‖ = k‖c/ω is the parallel refractive index and
u‖,t
c
=
Ωs
ω
n‖
1− n2‖
,
(ut
c
)2
=
((
Ωs
ω
)2
− (1− n2‖)
)
1
(1− n2‖)2
. (46)
The numerical representation of Dirac delta function in Eq. (44) has two options. One is to model
the delta function as a kernel in parallel velocity coordinate having the delta function properties
(e.g. rectangular, triangular, or gaussian shape) [12]. For simplicity, the rectangular delta function
in u‖0 coordinate with a small width ∆u‖0 and a large height 1/∆u‖0 is used in the code. The
other option is to pre-evaluate the delta function in the integral in terms of poloidal angle, because
the argument of delta function varies along the poloidal angle, and giving the local resonance at
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a poloidal angle θres (i.e. δ(v‖ − (ω − Ω)/k‖) = δ(θ − θres)/(∂(v‖ − (ω − Ω)/k‖)/∂θ)) [30]. The
latter does not use the model of the delta function kernel, so it can be more accurate theoretically.
However due to the numerical error by the negative value of bounce-average, the first option is
likely better to produce the accurate value of 〈B〉b.
The quasilinear diffusion coefficients for the second harmonic damping in TORIC use the same
differential operator as the plasma current for n = 2. The ion current Jn=2,(2) retaining the term
resonant at ω = 2Ω is
µ0i
ω
Jn=2,(2)(r) =
c2
ω2
R ·
{
∇⊥((λˆ(2) +∆λˆ(2)1 )∇⊥ · (R ·E⊥) + i(λˆ(2) +∆λˆ(2)1 )∇⊥ · (e‖ ×R ·E⊥))
−(e‖ ×∇⊥)((λˆ(2) +∆λˆ(2)1 )∇⊥ · (e‖ ×R · E⊥))
−i(λˆ(2) +∆λˆ(2)1 )∇⊥ · (R ·E⊥))
}
, (47)
where the matrix R is the reflection matrix with respect to the plane containing the static magnetic
field B0, giving R · E ∓ ie‖ × (R · E) = 2E±e± [6]. Then, its corresponding bounce-averaged
quasilinear coefficient for B is
〈B〉b = 1
τb
∫ 2pi
0
dθ
|v‖|e‖ · ∇θ
Re
∑
m1
∑
m2
ei(m2−m1)θ
×E⊥(m1) ·R ·
{
∇⊥(λ¯(2)∇⊥ · (R ·E⊥(m2)) + iλ¯(2)∇⊥ · (e‖ ×R ·E⊥(m2)))
−(e‖ ×∇⊥)(λ¯(2)∇⊥ · (e‖ ×R ·E⊥(m2))− iλ¯(2)∇⊥ · (R · E⊥(m2)))
}
, (48)
where the redefined operator λ¯ is
λ¯(2) =
πω2p
8mns
u4⊥c
2
Ω2γr
1
|k‖|
δ
(
v‖ −
ω − 2Ω
k‖
)
. (49)
The relations between the bounce-averaged coefficients are obtained by the diffusion direction in
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Eq. (9-11) and the resonance condition [23],
〈C〉b = 〈B〉b 1
v sinϑ
[
cos ϑ− k‖v
ω
]
∂ϑ0
∂ϑ
∣∣∣∣
res
= 〈B〉b sinϑ0
v0 cos ϑ0
[
cos2 ϑ
sin2 ϑ
− ω −mΩ
ω sin2 ϑ
] ∣∣∣∣
res
= 〈B〉b (mΩ0/ω)− sin
2 ϑ0
v0 cos ϑ0 sinϑ0
,
〈E〉b = 〈B〉b (mΩ0/ω)− sin
2 ϑ0
v0 cos ϑ0
,
〈F〉b = 〈B〉b {(mΩ0/ω)− sin
2 ϑ0}2
v20 cos
2 ϑ0 sinϑ0
, (50)
where the conserved magnetic moment results in ∂ϑ0/∂ϑ = (cos ϑ/ cos ϑ0)(sin ϑ0/ sinϑ), and Ω0 =
Ωsin2 ϑ0/ sin
2 ϑ is the gyrofrequency at the outer-midplane. It is worth noting that the final
relations do not depend on the wavevector k‖ and the resonance poloidal locations. Hence, the
heavy computation to evaluate the quasilinear tensor is required only in evaluating one component,
〈B〉b, and other components 〈C〉b, 〈E〉b, and 〈F〉b are obtained in the post-process using the relations
in Eq. (50). It is an advantage of using the coordinate in (u, ϑ0) that has the invariant variable u.
B. Dielectric tensor for non-Maxwellian plasmas in FLR limit
The FLR approximation to the quasilinear diffusion coefficients needs to be accordance with
the approximation to the imaginary part of dielectric tensor, because we proved 〈E · J〉w = W˙ to
the lowest order for n = 1 and n = 2. For any n, the dielectric tensor is generalized in [25] by
χ¯s =
ω2p
ω
∫ ∞
0
2πv⊥dv⊥
∫ ∞
−∞
dv‖
[
e‖e‖
v2‖
ω
(
1
v‖
∂f
∂v‖
− 1
v⊥
∂f
∂v⊥
)
+
∞∑
n=−∞
(
v⊥U
ω − k‖v‖ − nΩ
T¯n
)]
,(51)
where T¯n is the polarization matrix having the Bessel function Jn and its derivatives J
′
n. For n = 1
and n = 2, the polarization matrix is approximated by the FLR expansion of the Bessel functions
[28, 29]. For n=1, using J1 (k⊥v⊥/Ω) ≃ k⊥v⊥/2Ω and integration by parts for the v⊥ integration,
the components of the dielectric tensor in the zero order are [28]
χ(0)xx = χ
(0)
yy =
ω2ps
ω
[
1
2
(
A˜1,0 + A˜−1,0
)]
,
χ(0)xy = −χ(0)yx = i
ω2ps
ω
[
1
2
(
A˜1,0 − A˜−1,0
)]
, (52)
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where A˜n,j has the integration in v‖,
A˜n,j =
∫ ∞
−∞
dv‖
1
ω − k‖v‖ − nΩ
∫ ∞
0
2πv⊥dv⊥Hj(v‖, v⊥), (53)
H0(v‖, v⊥) =
1
2
k‖w
2
⊥
ω
∂f
∂v‖
−
(
1− k‖v‖
ω
)
f. (54)
Here, w⊥ is the average perpendicular velocity. This approximation is exactly corresponding to the
quasilinear diffusion approximation in W˙ n=1(0) of Eq. (28), because the operator H0 in Eq. (54)
corresponds to the operator U in Eq. (31) that determines the diffusion direction, and the left-
hand polarization in Eq. (52) corresponds to the dielectric constant for E+. Thus, for the dielectric
tensor of the non-Maxweliian distribution, the operator A˜1,0 can be used instead of (Lˆ+∆Lˆ1) in
TORIC.
For n = 2, the imaginary part is determined by
χn=2,(2)xx = χ
n=2,(2)
yy =
ω2ps
ω
[
k2⊥w
2
⊥
4Ω2
(
A˜2,1 + A˜−2,1
)]
,
χn=2,(2)xy = −χn=2,(2)yx = i
ω2ps
ω
[
k2⊥w
2
⊥
4Ω2
(
A˜2,1 − A˜−2,1
)]
, (55)
where J2 (k⊥v⊥/Ω) ≃ k2⊥v2⊥/8Ω2 is used to the lowest order [28], giving
H1(v‖, v⊥) =
1
4
k‖w
2
⊥
ω
∂f
∂v‖
v4⊥
w4⊥
−
(
1− k‖v‖
ω
)
f
v2⊥
w2⊥
. (56)
Here, k⊥ in Eq. (55) is not explicitly evaluated in TORIC but the corresponding vector operators
in Eq. (47) are used. Then, the operator A˜2,1 can be used instead of λˆ
(2) + ∆λˆ
(2)
1 in Eq. (47),
giving the 〈E · J〉w = W˙ to the lowest order of n = 2 in TORIC.
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V. EXAMPLES
We present some examples using the reduced model in TORIC-CQL3D and compare them with
the results by the full model in AORSA-CQL3D [31]. In the following two examples, we simulate
the 10MW ICRF minority species heating scenarios in ITER with a static magnetic field 5.3T at
the magnetic axis, as in the benchmark study of [32]. The two examples have the different wave
frequencies and the cyclotron layer location is set to be off-axis in the first example and on-axis in
the second example. The wave power density of the first example is much smaller than the second
examples because the off-axis damping of the first example results in the wave energy transfer
at a larger volume compared to the core damping of the second example. Since the maximum
energy of the fast ions depends on the wave power density, we can compare the validity of the FLR
approximation in the examples.
A. Fundamental damping by He3 with 48 MHz ICRF in ITER
In this example, we simulate three ion species with the ratio of (D,T,He3)= (48, 48, 2)% and the
ICRF wave frequency is 48MHz. The dominant wave power is absorbed by the minority species He3
in the off-axis because the cyclotron layer is located at R = R0+0.87m in the low field side, which
is tangential to the flux surface of r/a = 0.52. Here, R0 = 6.2m is the major radius of magnetic-axis
and r/a is the normalized radial coordinate, which is determined by the square root of poloidal flux
in this section. The power absorption results between TORIC and AORSA are similar particularly
in the ion damping, but some differences are seen in the electron channel due to the approximation
made in TORIC for ion Bernstein wave damping [10]. The power decomposition is 67% of He3
fundamental damping, 17% of T second harmonic damping, and 15% electron damping in TORIC,
while it is 79% of He3 fundamental damping, 13% of T second harmonic damping, and 9% electron
damping in AORSA. The radial power profiles of He3 are reasonably similar between two codes as
shown in Figure 1.
The wave power density (. 1MW/m3) in this example results in the non-negligible change
from the initial Maxwellian distribution as shown in Figure 2, although its impact on the power
absorption profile is not significant as shown in the difference between blue and green curves in
Figure 1. The patterns of the distribution functions show the reasonable agreement between the
reduced model (TORIC-CQL3D) in Figure 2-(a) and (c) and the full model (AORSA-CQL3D) in
Figure 2-(b) and (d). Figure 3-(a) and (b) shows the diagonal component of the quasilinear diffusion
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FIG. 1. Example 1: radial profiles of power absorption by He3 for the 48 MHz ICRF injection. The total
wave power is 10MW, and the profiles are simulated (a) by the reduced model in TORIC-CQL3D and (b) by
the full model in AORSA-CQL3D. The blue curve is the absorption by 〈E ·J〉w for the isotropic Maxwellian
distribution function. The green and red curves are the absorption by 〈E · J〉w in the wave code (TORIC
or AORSA) and the absorption by W˙ in the Fokker-Plank code (CQL3D), respectively, when the iteration
converges so that the self-consistent non-Maxwellian distribution is developed.
coefficient in the speed direction for the reduced model and the full model. Their patterns are
reasonably similar, while the diffusion of the high energetic ions around 1MeV in the reduced model
is higher than that of the full model. In Figure 3-(a), the diffusion coefficients in the reduced model
almost constantly increase in terms of perpendicular velocity, which is relevant to v2⊥ in Eq. (34)
that does not have the decaying factor by the Bessel function J0(k⊥ρi)
2 in Eq. (6). Nevertheless,
this difference does not affect significantly on the energy transfer or the distribution functions in
Figure 2. The figures of Figure 3-(c) and (d) show the small difference of diffusion coefficients
between two models if they are multiplied by the weight of the general exponential decay of the
distribution function. In this example, the maximum energy of the energetic ions is approximately
1MeV with a Larmor radius of about 3 cm and the fast wave branch has approximately 20 cm
wavelength. Accordingly, the most of ions satisfy k⊥ρi . 1 and the reduced model is marginally
valid.
B. Fundamental damping by He3 with 52.5 MHz ICRF in ITER
In this example, we simulate three ion species with the ratio of (D,T,He3)= (48, 48, 2)% as the
first example, but the ICRF wave frequency is 52.5MHz. This example has the same condition as
the benchmark case between TORIC and AORSA in [32]. The dominant wave power is absorbed
by the minority species He3 around the magnetic axis because the cyclotron layer is located at
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FIG. 2. Example 1: (a) and (b) are the 2-D contour plots of the distribution function in (u‖0, u⊥0). (c)
and (d) are the 1-D distribution functions in terms of u for several pitch-angles ϑ at r/a = 0.44. Figure (a)
and (c) are simulated by TORIC-CQL3D and (b) and (d) are simulated by AORSA-CQL3D, where unorm
is the momentum corresponding to the energy of He3 1MeV. The dashed lines in the contour plots are the
trapped-passing boundaries, and the unit of the distribution function is cm−3.
R = R0 + 0.17m in the low field side, which is tangential to the flux surface of r/a = 0.10. The
power decompositions reasonably agree between TORIC and AORSA: For Maxwellian plasmas,
51% of He3 fundamental damping, 15% of T second harmonic damping, and 34% electron damping
in TORIC, while 55% of He3 fundamental damping, 12% of T second harmonic damping, and 34%
electron damping in AORSA. For self-consistent non-Maxwellian plasmas, we found 50% of He3
fundamental damping, 16% of T second harmonic damping, and 34% electron damping in TORIC,
while 56% of He3 fundamental damping, 12% of T second harmonic damping, and 33% electron
damping in AORSA. These results also agree with the previous results in [32]. Figure 4 shows the
radial power profiles of He3 for this example. Both in TORIC and AORSA, the damping at the
core (r/a . 0.1) is reduced by the non-Maxwellian plasmas and the power absorption profile is
broadened (compare the blue curve and the red curve). The broaden profile of the power absorption
with the non-Maxwellian distribution is expected because of the Doppler shift of the energetic ions
[33].
The difference between the green curve and the red curve in TORIC-CQL3D of Figure 4-(a)
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FIG. 3. Example 1: (a) and (b) are the 2-D contour plots of quasilinear diffusion coefficient λ〈B〉 in
(u‖0, u⊥0) and (c) and (d) are those weighted by the Maxwellian factor λ〈B〉 exp(−v2/v2t ) at r/a = 0.44.
Figure (a) and (c) are simulated by TORIC-CQL3D and (b) and (d) are simulated by AORSA-CQL3D,
where the contour values are normalized to unorm is the momentum corresponding to the energy of He3
1MeV. The dashed lines are the trapped-passing boundaries, and the unit of the λ〈B〉 is v4
norm
where vnorm
is the speed corresponding to unorm.
indicates some problems in the iteration convergence. The high power density (> 5MW/m3) at the
core results in the high energetic tail up to 4 MeV in Figure 5, in which the FLR approximation
may not be acceptable. For the high energetic ions with k⊥ρi ≥ 2, their quasilinear diffusion
coefficients in the reduced model of Eq. (34) may be inaccurate compared to the full model of Eq.
(6) due to two reasons. One reason is the missing Bessel function factor J20 (k⊥ρi ≥ 2) < 0.2 in
the term of E+, and the other reason is the missing higher order term of J2(k⊥ρi)E−. The former
likely causes the overestimation of the diffusion, while the latter causes the underestimation when
J2 is not negligible for the high k⊥ρi. Figure 6-(a) and (b) show such differences, in which the
diffusion of the reduced model increases in v⊥ while the diffusion of the full model is small up to
the particle energy 2MeV but it is large beyond the energy.
For the high energetic particles (> 2MeV), the distribution function of the full model in Figure
5-(b) and (d) is much larger than that of the reduced model in Figure 5-(a) and (c) because of
the strong diffusion. Nevertheless, for the most population particles below 2MeV the distribution
functions in Figure 5 are very similar between two models because the diffusions are comparable
according to the Figure 6-(c) and (d). Thus, even for the simulation of the high wave power density
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FIG. 4. Example 2: radial profiles of power absorption by He3 for the 52.5 MHz ICRF injection. The total
wave power is 10MW, and the profiles are simulated (a) by the reduced model in TORIC-CQL3D and (b)
by the full model in AORSA-CQL3D.
which results in the problematic FLR approximation, the reduced model can be useful to estimate
the sub-MeV distribution functions and the wave power absorption.
VI. DISCUSSION
In this paper, we derived and evaluated the quasilinear diffusion coefficients for the reduced
model based on the small Larmor radius approximation. Although we present rigorous derivation
and proof for the coefficients, the result can be summarized by the two simple statements: (1) use
the approximation of Bessel function to the lowest order in k⊥ρi for the coefficient B of Eq. (6) in
the full model, and (2) use the relations in Eqs. (9-11) for other coefficients C, E, and F. In other
words, it is sufficient for the coefficient B in the reduced model to use J0 = 1 and J1 = J2 = 0 for
n = 1 damping and J1 = k⊥ρi/2 and J2 = J3 = 0 for n = 2 damping. These quasilinear diffusion
coefficients guarantee the equivalence with the dielectric tensor in the reduced model of Section
IVB and the necessary properties of theoretical velocity diffusion such as the wave polarization
and the diffusion direction. Because the reduced model is only valid when the Larmor radius
is sufficiently small compared to the perpendicular wavelength, it can be inaccurate if there is a
significant population of the energetic ions.
In Section V, we observe that the diffusion characteristics between the reduced model and the
full model are different for the energetic ions with k⊥ρi & 1.0, although the overall diffusion patterns
in the full range of distribution function are similar. The diffusion of the energetic ions by E+ is
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FIG. 5. Example 2: (a) and (b) are the 2-D contour plots of the distribution function in (u‖0, u⊥0). (c) and
(d) are the 1-D distribution functions in terms of u for several pitch-angles ϑ at r/a = 0.08. Figure (a) and
(c) are simulated by TORIC-CQL3D and (b) and (d) are simulated by AORSA-CQL3D, where unorm is the
momentum corresponding to the energy of He3 4MeV.
reduced significantly in the full model because of the decay of Bessel functions in v⊥, while there is
no such a decay in the reduced model. Additionally, the dominant polarization changes from E+ to
E− in the full model, if k⊥ρi & 1.4. As shown in the first example in Section V, if the wave power
density is sufficiently small so that the population of energetic ions with k⊥ρi & 1.0 is negligible,
the self-consistent reduced model is sufficiently accurate compared to the full model. Even for the
high power density in the second example, the wave damping profile shows a reasonable agreement
with the results of the full model unless there are too many energetic ions with k⊥ρi & 2.0.
We also derived the reduced model for the second harmonic n = 2 damping and implemented
it in TORIC-CQL3D. For the high power density of the damping, the error of the reduced model
by the FLR approximation is likely larger than the fundamental n = 1 damping because the
approximation of the Bessel function by J1 ≃ k⊥ρi/2 results in the significant difference from the
full model for the high k⊥ρi.
In high volume tokamaks such as ITER and future reactors, the ICRF wave power density is
likely small, and the benefit of the reduced model becomes more important because of the saving
of the large computation cost. In this case, the self-consistent quasilinear diffusion coefficients
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FIG. 6. Example 2: (a) and (b) are the 2-D contour plots of quasilinear diffusion coefficient λ〈B〉 in
(u‖0, u⊥0) and (c) and (d) are those weighted by the Maxwellian factor λ〈B〉 exp(−v2/v2t ) at r/a = 0.08.
Figure (a) and (c) are simulated by TORIC-CQL3D and (b) and (d) are simulated by AORSA-CQL3D,
where the contour values are normalized to unorm is the momentum corresponding to the energy of He3
4MeV.
in this paper for the reduced model can be useful, although they are expected to have allowable
deviations from the full model. Furthermore, we would like to point out that even for the full
model, using the Kennel-Engelmann diffusion coefficients results in the limitations to describe the
important physics of the energetic ions in the high power density such as the finite orbit width
and the perturbed orbit. The saved computation cost in the reduced model can be used for the
extensions of the simulation toward the physically more important directions. For example, it has
been noticed the importance of three dimensional simulations that superpose many toroidal modes
of two dimensional solutions, time dependent simulations, or the coupling of the core plasma wave
with the edge/scrape off layer wave simulations.
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Appendix A: quasilinear diffusion coefficient in a homogenous magnetic field
In a uniform magnetic field with spatially uniform plasmas, the Kennel-Engelmann quasilinear
diffusion operator [16] can be defined by
Q(f) = − q
m
〈
∇v ·
[(
E+
v ×B
c
)
f
]〉
w
(A1)
≃ − q
m
∇v ·
[∑
k
{
↔
I
(
1− k · v
ω
)
+
kv
ω
}
·E−kfk
]
, (A2)
where
↔
I is the unit tensor. We have used the Fourier analyzed fluctuating electric field, E =∑
kEk exp(ik · r − iωkt), the fluctuating magnetic field B =
∑
kBk exp(ik · r − iωkt), and the
fluctuating distribution function, f =
∑
k fk exp(ik · r − iωkt). The functions Ek ≡ E(ωk,k),
Bk ≡ B(ωk,k), and fk ≡ f(ωk,k) satisfy the relation f−k ≡ f(ω−k,−k) = f∗(ωk,k) where ∗
denotes complex conjugate and ωk = −ω∗−k. Faraday’s law has been used in going from (A1) to
(A2) to write Bk = (c/ω)k ×Ek. The quasilinear operator can be written as
Q(f) ≡ q
m
[
1
v⊥
∂
∂v⊥
(v⊥Γ⊥) +
1
v⊥
∂Γφ
∂φ
+
∂Γ‖
∂v‖
]
. (A3)
The flux in the perpendicular direction is
Γ⊥ = −
∑
k
{
E∗k,⊥
(
1− k‖v‖
ω
)
+ E∗k,‖
k⊥v‖
ω
cos (φ− β)
}
fk. (A4)
Here, the velocity is defined as v = v⊥ cosφ ex + v⊥ sinφ ey + v‖e‖, where φ is the gyro phase
angle, and x and y are the orthogonal coordinates in the perpendicular plane to the static magnetic
field. The wavenumber vector is defined as k = k⊥ cos β ex + k⊥ sin β ey + k‖e‖. The flux in the
gyro-phase direction is
Γφ = −
∑
k
{
E∗k,φ
(
1− k⊥v⊥
ω
cos (φ− β)− k‖v‖
ω
)
− E∗k,⊥
k⊥v⊥
ω
sin (φ− β)−E∗k,‖
k⊥v‖
ω
sin (φ− β)
}
fk, (A5)
and the flux in the parallel direction is
Γ‖ = −
∑
k
{
E∗k,‖
(
1− k⊥v⊥
ω
cos (φ− β)
)
+ E∗k,⊥
k‖v⊥
ω
}
fk. (A6)
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Here, the perturbed fluctuating distribution function consistent with a single mode wave is
fk = − q
m
e−ik·r+iωt
∫ t
−∞
dt′eik·r
′−iωt′Ek ·
[
↔
I
(
1− v
′ · k
ω
)
+
v′k
ω
]
· ∇v′f, (A7)
where (t′, r′,v′) is a point of phase space along the zero-order particle trajectory. The trajectory
end point corresponds to (t, r,v). The background distribution, f = f(t, r, v⊥, v‖), is gyro-phase
independent because of the fast gyro-motion. As a result,
fk = − q
m
∫ ∞
0
dτ exp(iα)
{
cos (η +Ωτ)((Ek,+ + Ek,−)U − Ek,‖V )
−i sin (η +Ωτ)(Ek,+ − Ek,−)U + Ek,‖
∂f
∂v‖
}
. (A8)
Here, τ = t− t′, and α = (ω−k‖v‖)τ −λ(sin (η +Ωτ)− sin (η)), where λ = k⊥v⊥/Ω and η = φ−β.
Also, U = ∂f/∂v⊥ + (k‖/ω)
(
v⊥∂f/∂v‖ − v‖∂f/∂v⊥
)
, and V = (k⊥/ω)
(
v⊥∂f/∂v‖ − v‖∂f/∂v⊥
)
.
We follow Stix’ notation [25].
For the energy transfer, the contribution of the flux in the gyro-phase direction vanishes due to
the integral over φ. Using the Bessel function expansion for the sinusoid phase,
eiλ sin η =
∑
n
einηJn(λ),
sin ηeiλ sin η = −
∑
n
ieinηJ ′n(λ),
cos ηeiλ sin η =
∑
n
n
λ
einηJn(λ), (A9)
the gyro-averaged quasilinear diffusion [16, 25] is
Q(f) =
πq2
m2
∫ ∞
−∞
∑
n
G
(
v2⊥δ(ω − k‖v‖ − nΩ)|χk,n|2G(f)
)
(A10)
where χk,n = Ek,+Jn−1/
√
2 +Ek,−Jn+1/
√
2 + (v‖/v⊥)Ek,‖Jn is the effective electric field, and the
operator G is
G(f) =
(
1− k‖v‖
ω
)
1
v⊥
∂f
∂v⊥
+
k‖v⊥
ω
1
v⊥
∂f
∂v‖
(A11)
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