Abstract. This paper aims at developing efficient solving methods for an original service network design problem imbued with sustainable issues. Indeed the network has to be designed for short and local supply chain and for fresh food products. The original features of the problem are the seasonality of supply, the limitation of transshipments for a product and no possibility of storage between consecutive periods. Decisions at strategic and tactical level are (1) decisions on a subset of hubs to open among a given set of potential locations, (2) transportation services to open between the actors and (3) flow quantities for the fresh food products. We propose for this problem a Mixed Integer Programming formulation and two solving techniques: Benders Decomposition and Dynamic Slope Scaling Procedure. These techniques are adapted to the problem and some experimental tests are conducted in order to compare the approaches on large-scale instances.
Introduction
One of the major problems faced by French agriculture is the shortfall of the farmer's incomes. Over the last decades, farmers have been encouraged to produce more, while their unit selling price was decreasing. Nowadays in many regions in France coexist (1) supplies with medium-sized farms where various products of quality (freshness) are cultivated and (2) demands within important consumption area and a strong desire for product quality and traceability. Hence the idea has emerged to locally connect these supplies and demands. It is referred as short (and/or) local food supply chain. The main purpose of this kind of supply chain is to capture more end-use value for the farmers.
Short food supply chain is officially defined by the French Ministry of Agriculture as a marketing mode for agricultural products either through direct sales from producers to consumers, either through indirect sales, provided that there is only one middleman. In local food supply chain there may be more than one middleman but economic actors have to remain located on a restricted area. This paper deals with short and local fresh food supply chain, which involves notions of both relational and spatial proximity.
Short and local fresh food supply chain is linked to sustainable development. It should enable the development of an economy that cannot be relocated, a strengthening of social link between farmers and consumers, jobs creation for young farmers, conservation and transmission of know-how in a region, spatial planning, resistance to uncertainties thanks to diverse medium-sized structures, fresh and better quality products, and hopefully better health for consumers. However, the environmental impact must be put into perspective because of transport emissions [14] .
Because of fewer middlemen in the supply chain, farmers have to take charge of a larger part of their products marketing and distribution, which is not their core business. It is feasible for direct sales, but for indirect sales (foodservice, supermarket) volumes are more important so the supply chain network has to be properly designed in order to organize products flows and to minimize transportation costs (in order to be competitive with global supply).
In this paper we are interested in service network design for short and local food supply chain (SND-SLSC). This is an optimization problem at both strategic and tactical level. The aim is (1) to find a subset of hub to open among a given set, (2) to set-up transportation services and (3) to determine flow quantities for the products in order to satisfy demands with a minimal transportation cost. This paper adopts the point of view of a local association or a political institution as final decision-maker who wants to evaluate different scenarios of the whole logistics system. This differs from the one of a profitable business actor who may want to optimize only direct and indirect sales. Section 1 presents a literature review on service network design. Then SND-SLSC problem is described and a Mixed Integer Program (MIP) formulation is given in Section 2. Section 3 details solving methods and experimental results are analyzed in Section 4. Conclusion and some prospects are drawn in the final section.
Literature review
Service network design problem (SNDP) has been extensively studied in the literature. One may refer to [2, 5, 15, 16] for a survey. We are interested in traffic service network and not in transport service network (e.g. for bus or train). The main characteristic of NDP is to balance fixed cost for the design of the network and variable costs for the use of the network. Based on [6] the problem can be defined on a graph G=(N,A) where N is a set of nodes and A a set of arcs connecting nodes. N can be separated in 3 (non-disjoint) sets: (1) origin, (2) destination, (3) transshipment of products. A capacity, a fixed cost (for design) and a linear cost (for utilization) can be associated with arcs. It is also possible to associate a fixed cost to nodes (location problem). The aim of NDP is to choose arcs to open in order to satisfy the demand for the destination nodes, at the lowest cost (sum of design and utilization costs).
NDP covers a wide range of problems: locations problems, multi-commodity capacitated network design problems (MCNDP), network flow problems (NFP). Our interest is not on MCNDP since it considers that origin and destinations are known for each commodity [7] . For the SND-SLSC problem, assignment of farmers and clients is not an entry data. Our interest is more on the coupled location problem and NFP. The aim of location problem is to choose, among a set of locations, which should be open and which clients they deliver. A review on the subject can be found in [13] , and [11] present a study on NDP with capacitated facility location. In SND-SLSC hub locations for transshipment are considered to be different of farmers and clients locations since they cannot belong to one of these actor categories. Moreover in this study opening costs and capacities are not considered. Thus we are interested in a location problem close to a p-median problem which is known to be NP-hard [10] . Once hub location is fixed, there still remains a special NFP with fixed costs associated with opened arcs: Fixed Charge Network Flow Problem (FCNFP). The FCNFP is to select a set of arcs to open in the graph G and to find a feasible flow (to satisfy demands) in the resulting graph in order to minimize the sum of fixed and variables costs. This problem is also known to be NP-Hard [8] . Since this problem is difficult to solve, different techniques have been studied in order to solve the problem. See [4, 9, 12] for different approaches.
In SND-SLSC, multi-period has to be considered since products seasonality induce regular changes in the available products, while the transshipment locations need to be the same for the whole set of periods. Moreover, local supply chains induce that the complete graph is not considered: if actors are too far from each other a direct link cannot exist. Short supply chain also induces that a product cannot flow through too many transshipment locations.
Problem formulation

Data and objective
The following data are considered for SND-SLSC: : maximum supply of farmer f (∈ F ) for product p (∈ P ), for one subperiod in period t; D p ct : demand of client c (∈ C) for product p, for one sub-period in period t; C fi : fixed shipping cost from farmer f to client or hub i (∈ C ∪ H); C hc : fixed cost for delivery of client c by hub h (∈ H); c hi : unit shipping cost from hub h to client or hub i; l p ct : unit penalty cost for non satisfaction of the demand of client c for product p in period t.
The considered logistic network contains 3 (disjoint) sets of actors. Farmers (f ∈ F ) cultivating a set of products (p ∈ P ) and who take charge of their products delivery. They can deliver clients (c ∈ C) directly or logistics middlemen (h ∈ H) who manage hubs. Direct delivery is considered since it is the core idea of short supply chains, and it permits to develop direct relationships between suppliers and clients. However, in order to satisfy all the demands with viable logistics costs and reasonable shipping distances for farmers, delivery through hubs with cross-dock operations is also considered. A restriction on the number of transshipments is added to take into account the features of short fresh food supply chain.
Moreover, since all the actors are located on a restricted area, their proximity permits to facilitate collaborations, to establish long term relationships, to share common objectives and to foster some local associations or political entities acting as central coordinator of the network. Hence our proposed model assumes a centralized decision maker who is in charge of coordinating the supply and demand, and managing the set of hubs. The model allows to evaluate the logistics costs of the whole system.
Besides, because of production seasonality, a set of periods (t ∈ T ) is considered. To evaluate the transportation costs, a further division of the periods is made. For each period t, N t sub-periods are considered with the same supply of farmers (S p ft ) and demand of clients (D p ct ). The transportation plan is repeated for the N t subperiods of each period t, leading to multiply transportation costs by N t . Products are fresh, so they cannot be stored between two periods or two sub-periods. As an example, each period t can represent a month since seasonality is different from one month to another; sub-periods can represent a week if clients want to be weekly delivered.
The aim is to determine among a set of potential hubs which ones should be opened in order to minimize logistics costs. A maximal number of open hubs (H max ) is considered, and this parameter allows to evaluate different investment scenarios for the central decision-maker. The interest is mainly on routing costs, as opening costs for hubs are not considered in this work.
For the central decision-maker, opening costs are difficult to evaluate since they highly depend on the quantity of products transshipping through the hub. For example, with a small quantity, one refrigerated truck can play the role of hub, while with an important quantity a real cross-docking platform should be built.
Farmers deliver clients or hubs with small vehicles so the shipping costs (C fc , C fh ) are dependent on the distance from the farmer to the client/hub, and independent of the transported quantity. It is considered the loading quantity has no influence on the cost for a small vehicle. Trucks leave the hubs to deliver other hubs or clients (i ∈ H ∪ C): the shipping cost (c hi ) is dependent of the transported quantity because it is done through a regular service, and independent of the distance. This shipping cost can include hub operating costs. A fixed cost (C hc ) is also incurred when a client is delivered by a hub. This fixed cost represents the time for parking, unloading the truck and the delivery of the client. When a hub delivers another hub, this fixed cost is not considered since it is assumed to be easier and faster to deliver a hub. Hence, the model contains pure fixed cost arcs (from farmers to other actors), pure linear cost arcs (between hubs) and concave costs arcs (from hubs to clients). Over the planning horizon, the costs are considered constant.
Moreover, if demand is not satisfied, there is a unit penalty cost l p ct to pay. This permits to consider total supply can be lower than total demand. In this case a penalty cost greater than the maximum transportation cost as follows,
can be considered in order to ensure the best satisfaction of the demand because it is costless to deliver a demand than to pay a penalty. A lower value of the penalty cost can be considered. It would bound the maximum cost to pay for transportation of one unit of the demand. A demand could thus be deliberately unsatisfied because of a too high transportation cost.
Notice that since the considered supply chain is local, it is possible to limit farmers and hubs scope. It suffices not to consider the variables related to service and flow between actors i and j, in a pre-processing stage, if distance between these two actors is too large.
Restriction on the number of transshipments
Models for NDP have been extensively studied [1, 6] . But the modelling of our problem is more complex because we have to take into account simultaneously the fixed and variable costs in the objective function, and the restriction to two maximal transshipments for one product. Indeed, an arc-based formulation can easily take into account the costs structure, but restriction on transshipments is difficult to express, while a path-based formulation is well-adapted for this last point but not for the first.
This work proposes an arc-based formulation with the restriction on transshipments. The idea is to double each vertex of the graph that represents a hub. One vertex represents the input part of the hub (i.e. the place where come products from farmers) while the other vertex represents the output part (i.e. the place from which products flow to clients). For each product an arc is added to represent the product flow between the two vertices (the two parts of the hub). This permits to ensure that a product flow coming from another hubs reaches the output part of the hub while a flow going to another hub leaves from the input part. Thus it becomes impossible for a product to be transshipped more than twice. An example is given in Figure 1 , for one hub represented by the vertex h 2 and changed by vertices h 2 and h 2 . For the sake of simplicity this example deals with one product and variables x represent flow quantities associated with each arc. The new variable x pc represents the quantity coming from farmers and directly leaving to clients (without transshipment by another hub). The associated cost is 0. Regarding the formulation, the first approach is to use two flow balance constraints with the new variable (x pc ). For the example in Figure 1 with focus on hub h 2 these two constraints are:
2)
Instead of adding new variables and constraints (3.2) and (3.3) (plus non-negativity of the variables), the flow balance constraint in h 2 can hold:
and the two following constraints can be added:
Restriction on the number of transshipments with an arc-based model.
Mixed Integer Programming Formulation
The proposed formulation comes from the arc-based formulation of the problem. The decision variables are as follows:
: quantities for each product p (∈ P ) which flow in each sub-period of period t (∈ T ), between farmer f (∈ F ) and client or hub i (∈ C ∪ H); x p hit : quantities for each product p which flow in each sub-period of period t, between hub h (∈ H) and client or hub i; z p ct : shortage in the demand of client c (∈ C) for product p in each sub-period of period t; y fit : 1 if farmer f delivers client or hub i in period t, 0 otherwise;
The Mixed Integer Programming (MIP) is the following.
The objective function (3.7) is to minimize fixed transportation costs for farmers and hubs, linear transportation costs for hubs and shortage costs. For each period t, costs are multiplied by the number of sub-periods N t where the distribution scheme is repeated. Constraint (3.8) is the upper bound on the number of hubs to open. Constraints (3.9) ensure the respect of supply quantities for the farmers. Constraints (3.11) and (3.13) are flow balance constraints respectively for clients and hubs. Constraints (3.10) and (3.12) are linking constraints for the opening of transportation services. Constraints (3.14) and (3.15) are linking constraints for the opening of hubs. Constraints (3.16) and (3.17) ensure a product is transshipped at most twice.
Notice that this model can be extended by considering a fixed opening cost f h for hub h. In order to do so, the term h∈H f h · y h should be added in the objective function (3.7), and the constraint (3.8) should be deleted.
Solving techniques 4.1. Branch & Cut
Since the problem has a MIP formulation, it appears natural to solve it with Branch & Cut (B&C) techniques. Indeed, cuts are generated during the Branch & Bound in order to speed up the solving time. These techniques calculate lower bounds (z LB ) and upper bounds (z UB ) of the optimal value z * . This permits to reach an optimal solution, or at least to find a solution with a guaranty on the gap with an optimal solution (
zUB−zLB zLB
). Commercial solver CPLEX 12.2 is used to solve the problem with these techniques. For a more detailed study of cut generation for fixed charge network flow problem, the reader can refer to [12] . The use of commercial solver however does not allow using the characteristics of the SND-SLSC problem. A specific B&C for this problem could be implemented, but it goes beyond the purpose of this study.
Benders Decomposition
Benders Decomposition [3] is a mathematical technique for solving difficult problems, and more specifically problems formulated as MIP. The initial problem has the following formulation: 
The sub-problem is easier to solve than the original problem. Note that depending on the design variables chosen (ȳ) it can be infeasible. But this situation cannot happen in SND-SLSC since demand shortages are in the model. The dual formulation of the sub-problem is used because it permits to solve the problem with constraints independent of the design variables. It is formulated as follows:
The solution of this dual sub-problem (β * ) is a lower bound for the problem with variablesȳ. The dual solution (u * ) is finite, so it is possible to add this bound in the master problem so that it is valid for any value of the design variables (y) and not only for the fixed values (ȳ). Indeed, the constraints of the dual sub-problem are independent of y so the solution u * remains a feasible solution for any value of y.
Hence a Benders cut is added in the master problem, which is formulated as:
14)
The solution of this master problem gives a lower bound for the initial problem. The new integer solutions (y) permit to solve a new sub-problem and to iterate the method. Each sub-problem generates a cut in the master problem which is the following after k iterations:
In Benders Decomposition, cuts are iteratively added in the master problem until the difference between the lower bound given by the master problem and the upper bound given by the sub-problem are under a certain fixed ε. Benders Decomposition is considered among the "most successful solution approaches" for network design problem with fixed costs [4] .
This approach has been applied to SND-SLSC problem. One of the advantages is that the sub-problem can be decomposed into several smaller sub-problems since when the design variables are fixed (y h , y fct , y fht , y hct ), the flow problem can be regarded separately for each period and for each product. Moreover, other constraints have been integrated in the master problem in order to avoid poor quality solutions in the sub-problem.
Constraints (4.17) and (4.18) ensure a service between a farmer (or client) and a hub is opened only if the hub is open. Moreover, if not enough services are opened in the master problem, only a few part of the demand can be satisfied in the subproblems, hence there is a huge shortage penalty cost. These constraints in the master problem permit not to spend time on very suboptimal solutions. Moreover, the advantage of Benders Decomposition is that the hub location problem can be handled directly in the master problem; and the master problem gives a lower bound for the problem so for each solution there is a guaranty on the gap with an optimal solution. This method has also the advantage to be general, and fixed opening costs f h for hubs can be easily considered. The master problem should be modified adding the term h∈H f h · y h in the objective function and removing the constraint (3.8).
Dynamic slope scaling procedure (DSSP)
DSSP is an original technique first proposed in [9] in order to solve FCNFP. The objective is to decrease solving time and memory usage for large scale instances of the problem. The basic idea is to iteratively solve Linear Programs (LP), updating the objective function without changing constraints. The FCNFP studied in [9] is formulated as follows:
where
s j is the fixed cost associated with the opening of the arc j and c j is the unit cost associated with the level of activity of the arc j.
The idea is to find a linear factor which integrates the fixed and unit costs. The objective function for each vectorx is rewritten as:
where M is a large number.
This reformulation considersc j (x j ) is the slope between the origin point (0; 0) and the point (x j ;f j (x j )) like shown in Figure 2 . The aim of the reformulation is to find a LP formulation with the same optimal solution than the original problem. Hence costs have to be updated at each iteration. Once the solutionx k of iteration k is obtained, costs for iteration k + 1 are defined as follows: number of iteration and then to use a heuristic procedure in order to obtain a feasible solution for the original problem. However, DSSP do not guarantee the solution found is the optimal solution. But results of [9] indicate this method can give rather good results.
DSSP needs to be adapted to the SND-SLSC problem for two reasons: (1) decisions for hub location cannot be considered since there are no associated costs, (2) the network flow is multi-commodity. We consider that if the number of potential hub location is not too big, it is possible to test the different combinations. The number of combinations is |H| H max . In other cases, it should be possible to use a heuristic procedure in order to first define a set of good solutions for the hub opening (based on a p-median formulation), and then to apply DSSP for each element of this solution set. Since SND-SLSC is multi-commodity, initial slopes are defined as follows.
The updating scheme is:
Moreover, the LP formulation can be decomposed by period and by product in order to solve several smaller LP. This permits to solve large scale problems. This method is specific to the proposed formulation of the problem. Hence fixed opening cost f h for hubs cannot be taken into consideration in a direct way. 
Experimental results
Computational tests have been conducted in order to compare the methods exposed in Section 4. Two sets of instances are considered 3 . The first one (Set 1) permits to evaluate the methods on different sizes of instances with different geographical repartition of the actors. The second one (Set 2) contains instances with more hubs. This will allow to test the impact of the constraints on the maximum number of transshipments.
For Set 1, three sizes of instances are considered, and described in Table 1 . We have considered that the set of products can be separated into two categories (of the same size): fruits and vegetables. One half of the farmers produce only fruits while the other half produce only vegetables. Since the study is on a local supply chain, clients and hubs are randomly located on a restricted area of 100 km by 50 km. Spatial repartition of the farmers can also be randomly generated (R) or clustered (C) on sub-areas with high density. Moreover the spatial repartition of fruits farmers and vegetables farmers can be mixed (M) or partitioned (P), i.e. areas are dedicated to fruits or to vegetables. Hence 12 instances are considered, and named with three letters stating respectively the size, the spatial repartition of actors and the spatial repartition of fruits and vegetables farmers. ) less than k%. Two gap values have been experimented: 2% and 5%. The stopping criterion for Benders Decomposition is a gap less than 5% and a computational time less than 3 hours. Other tests not presented here have shown several hours of solving time for small instances when the gap for Benders Decomposition is 2%. For DSSP there is no gap to calculate, so the stopping criterion is only the finding of a same solution for two consecutive iterations of the method. CPU time results are presented in Table 2 .
The results show the very good performance of Benders Decomposition on solving time criterion, except on 3 instances (S-CP, M-CP, M-RP) where the gap of A pre-processing based on a p-median problem could permit to only evaluate the most interesting subsets of hubs reducing the computational time. Though p-median problem is NP-hard, the instance considered are easier since we can omit products and periods. The B&C method has been tested with two gap values, but the difference on the solving time is really small. Most of the computational time is spent in generating solutions with a very high gap, but at the end of the resolution, the B&C method uses to finish with solutions of gap less than 2% even if the stopping criterion is fixed at 5%.
Performance results are presented in Table 3 for the gap with the lower bound given by CPLEX in the B&C. The B&C with the two gap values gives the same results for lower and upper bounds. Hence only the B&C with a 2% gap is considered from here. For each method m ∈ {B&C; Benders; DSSP }, the gap is These results show the very good quality of the solutions given by the DSSP method. Indeed, the gap is always lower than 1%, and better than the gap of the B&C with CPLEX. Though DSSP requires more computational time than B&C, it gives better solutions. Moreover, Benders Decomposition gives quite good results, especially for large instances. More detailed results, with lower bounds of Benders Decomposition are presented in Table 7 of the Appendix. Compared to B&C with CPLEX, Benders Decomposition has rather good lower bounds since they are close to the ones provided by CPLEX and the average gap between the lower bounds A second set of instances named Set 2 is generated based on the instance M-CP. This instance has been chosen because of its characteristics which are similar to the ones of the French local associations. This set of instances permit to test the influence of the number of hubs and maximal open hubs on the solving methods. Hence 6 configurations are proposed in Table 4 . Starting from the configuration with the minimum number of hubs, the other ones are generated by inserting only additional new hub locations. The farmers and clients have the same locations in all the configurations, and the demands and costs are the same as well. This set of instances should also permit to evaluate the solving methods when the constraints on the restriction on the number of transshipments (constraints (3.16) and (3.17)) have an influence on the solution. Because of the cost structure, transshipment is expensive since the variable cost c hi is paid for each transshipment. Table 5 .
Processor, memory and stopping criterion are the same as for Set 1, with only a 2% gap as stopping criterion for the B&C method. CPU time results are presented in Table 5 .
Results show that with B&C the CPU time is decreasing with the scope of action of the hubs, except for instances with maximal number of open hubs H max = 5. Benders Decomposition is not competitive for these instances since the stopping criterion of 3 hours CPU time is always reached before the 5% gap stopping criterion. In the results of Set 1, M-CP was one of the instances for which results of Benders Decomposition were not good. The computational time of DSSP is not so good neither for two reasons. Results about the gap with the lower bound of the B&C are presented in Table 6 , and more detailed results with the lower bounds of the Benders Decomposition are presented in Table 8 of the Appendix. Again, these results show the very good quality of the DSSP method. The solutions of DSSP are better than the solutions given by CPLEX for 17 instances out of 18. So the high computational time of DSSP is balanced with the very good solutions given by this method. For Benders Decomposition, when there are no scope of actions for the hubs, the solutions are quite good (but not as good as with the B&C). When a scope of actions is considered, and transshipments between hubs are used, upper and lower bounds are of poor quality. Benders Decomposition is not really efficient for these instances, and should be improved adding cuts in the master problem in order to capture the flow between hubs in the sub-problem. Hence these experimental results show the pros and cons of Benders Decomposition and DSSP when compared to B&C using CPLEX in solving the SND-SLSC problem. The solving time can be very short with Benders Decomposition, at least for Set 1 except 3 instances. The solutions are of high quality with DSSP. Furthermore, both methods have the advantage of using a decomposition of the problem (by periods and by products), hence to require less memory space, specially for DSSP which only solves LP without any branching tree.
Conclusion and prospects
This paper has proposed a study on the service network design for short and local fresh food supply chain. The problem has original constraints: the number of transshipments for a product is restricted. A Mixed Integer Programming 
