KMS states on Quantum Grammars by Malyshev, V. A.
ar
X
iv
:m
at
h-
ph
/9
90
60
09
v1
  9
 Ju
n 
19
99
Quantum Grammars
V.A.Malyshev ∗
June 17, 2018
Abstract
We consider quantum (unitary) continuous time evolution of spins
on a lattice together with quantum evolution of the lattice itself. In
physics such evolution was discussed in connection with quantum grav-
ity. It is also related to what is called quantum circuits, one of the
incarnations of a quantum computer. We consider simpler models
for which one can obtain exact mathematical results. We prove exis-
tence of the dynamics in both Schroedinger and Heisenberg pictures,
construct KMS states on appropriate C∗-algebras.
We show (for high temperatures) that for each system where the
lattice undergoes quantum evolution, there is a natural scaling leading
to a quantum spin system on a fixed lattice Z, defined by a renormal-
ized Hamiltonian.
∗Postal address:INRIA - Domaine de Voluceau, Rocquencourt, BP105 - 78153 - Le
Chesnay Cedex, France.
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1 Introduction
Practical quantum computation has not yet started but many standard no-
tions of the computer science have already been generalized, giving rise to
the quantum computer science, see recent reviews [33, 35, 34]. Here we give
a definition of a quantum grammar similar to the definition of a random
grammar, given in [1].
A very particular case of quantum grammars are quantum spin systems,
popular standard models in statistical physics and quantum field theory.
Quantum grammar can be considered as a quantum spin system on a quan-
tum lattice, that is the lattice itself is a quantum object subject to a unitary
evolution. It is quite in a spirit of some approaches to the quantum gravity,
where space is quantized, but the time remains classical and one-dimensional.
Here we consider questions pertinent to physical systems rather than
to the computer science. We show how standard quantum spin systems
(spin represents the matter) on the lattice Z (lattice represents the space)
can emerge from KMS states on the C∗-algebras corresponding to quantum
grammars. The term grammar refers normally to one-dimensional systems.
Higher dimensional objects are called graph grammars in computer science.
Higher dimension means only that it is not one-dimensional. The terms spin
graph, spin complex or spin network are used instead of ”higher dimensional
grammars”.
One of our goals is to show that already in one dimension these models
have sufficiently interesting structure. The evolution of the space is sim-
ple however. There is no topology, only metrics is important: the space
can expand and compress at any point, expanding and compressing being a
quantum process. However there are phenomena which have no analogs in
the statistical physics and quantum field theory living on a classical space.
The correspondence between grammars and quantum grammars are as
between classical and quantum computation. We consider continuous time
evolution which allows the grammars be far from context free. Thus there
are no ”no-go” theorems as for the discrete time, see [36]. We prove selfad-
jointness of the Hamiltonian which gives the unitary evolution on a Hilbert
space and an automorphism group of some hyperfinite C∗-algebra. We show
that there is a transition in the parameters (the temperature and the cos-
mological constant) when the KMS state exists or not. In the latter case we
define renormalised KMS states, the scaling limit of such renormalized states
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is a standard quantum spin system.
2 Symmetric Grammars
2.1 Hilbert space and Hamiltonian
Let S = {1, ..., r} be a finite set (the alphabet), L = L(S) - the set of all finite
words (including the empty one) α = x1...xn, xi ∈ S, in this alphabet. Length
n of the word α is denoted by |α|. Concatenation of two words α = x1...xn
and β = y1...ym is defined by
αβ = x1...xny1...ym
The word β is a subword of α if there exist words δ and γ such that α = δβγ.
Grammar over S is defined by a finite set Sub of substitutions (productions),
that is the pairs δi → γi, i = 1, ..., k = |Sub| , δi, γi ∈ L. Further on we
assume that all δi, γi are not empty.
Let H = l2(L) be the Hilbert space with the orthonormal basis eα, α ∈
L : (eα, eβ) = δαβ where the function eα(β) = δαβ. Each vector φ of H a
function on the set of words and can be written as
φ =
∑
φ(α)eα ∈ H, ‖φ‖
2 =
∑
|φ(α)|2
States of the system are wave functions, that is vectors φ with the unit norm
‖φ‖2 = 1. We shall define dynamics in the form
φ(t) = exp(itH)φ(0)
The Hamiltonian H will be written in terms of operators, which resemble
creation-annihilation operators in quantum field theory. For each i = 1, ..., k
and each integer j ≥ 1 we define quantum substitutions, that is linear
bounded operators ai(j). If α = τδiρ for some words τ , ρ, |τ | = j − 1,
we put
ai(j)eα = eβ
where β = τγiρ . Otherwise we put ai(j)eα = 0. Adjoint operators a
∗
i (j) are
defined by
a∗i (j)eβ = eα
2
for β = τγiρ and 0 otherwise. Define the formal Hamiltonian by
H =
|Sub|∑
i=1
∞∑
j=1
(λiai(j) + λia
∗
i (j))
for some complex λi.
We could equally assume that together with the substitution δi → γi also
its ”inverse” substitution γi → δi belongs to Sub. The Hamiltonian then can
be written simply as
H =
|Sub|∑
i=1
∞∑
j=1
λiai(j)
We always assume that H = H∗, that is λi = λj in case δj = γi, γj = δi. We
shall use only this representation further on.
H is well-defined and symmetric on the set D(L) of finite linear combi-
nations of eα. These vectors are C
∞-vectors for H , that is Heα ∈ D(L).
Theorem 1 H is essentially selfadjoint on D(L).
Proof. We shall prove that each vector φ ∈ D(L) is an analytic vector of
H , that is
∞∑
k=0
∥∥Hkφ∥∥
k!
tk <∞
for some t > 0. It is sufficient to take φ = eα for some α. Then the number of
pairs (i, j) such that ai(j)eα 6= 0 is not greater than nk, n = |α| , k = |Sub|.
Write the decomposition of H as
H =
∑
a
Va
where Va equals one of λiai(j). Then
Hneα =
∑
an,...,a1
Van ...Va1eα =
∑
Cβeβ (1)
The maximal length of the words β in the expansion of Van ...Va1eα does not
exceed |α| + C1n, C1 = max(|γi| − |δi|). Then, for given eα, a1, ..., an, the
number of operators Van+1 giving a nonzero contribution to Van+1Van ...Va1eα.
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It does not exceed k(|α| + C1n), k = |Sub|. Thus the number of nonzero
terms Van ...Va1eα does not exceed
kn
n∏
j=1
(|α|+ C1j) = (kC1)
n
( |α|
C1
+ n)!
n!( |α|
C1
)!
≤ (kC1)
nn
|α|
C1
and the norm of each term is bounded by (maxλi)
n. This gives convergence
of the series for |t| < t0 where t0 does not depend on α.
2.2 C∗-algebra
For each N let HN ⊂ H be the finite dimensional subspace generated by all
eα with |α| ≤ N , let PN be the orthogonal projection onto HN . Let AN be
the C∗-algebra of all operators in HN . It is the (
rN+1−1
r−1
× r
N+1−1
r−1
)-matrix
algebra if r > 1. We can consider ”cut-off” operators
ai,N (j) = PNai(j)PN
as belonging to AN .
We have natural embeddings HN ⊂ HN+1 and we define the embeddings
φN : AN → AN+1 by: for B ∈ AN we put φN (B)eα = Beα if |α| ≤ N
and φN (B)eα = 0 if |α| = N + 1. The inductive limit ∪NAN = A
0 of the
C∗-algebras AN is called the local algebra, its norm closure A is called the
quasilocal algebra. It does not fall however under the general definition of
quasilocal algebras [6], due to the absence of ”space structure”. There is no
identity element in this algebra (it can be appended if necessary, the identity
operator in H), but there is an approximate identity, a sequence 1(AN) of
unit matrices in AN . A is a hyperfinite C
∗-algebra.
Note that the formal Hamiltonian H defines the differentiation of the
local algebra. Denote
HN =
|Sub|∑
i=1
N∑
j=1
λiai,N(j)
Take some local A and N such that A ∈ AN . Define an automorphism group
of AN as follows
α
(N)
t (A) = exp(iHN t)A exp(−iHN t)
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Theorem 2 There exists t0 > 0 such that for any local A and for each
t, |t| < t0, there exists the norm limit
lim
N→∞
α
(N)
t (A)
This defines a unique automorphism group of the quasilocal algebra.
Proof. Consider the Dyson-Schwinger series
A
(N)
t = A+
∞∑
n=1
(it)n
n!
[HN , ..., [HN , [HN , A]]...]
One can take A = Aαρ where Aαρeγ = δαγeρ. Note that the commutator is
the sum of commutators
[ain(jn), ..., [ai2(j2), [ai1(j1), A]], ...]
multiplied by λi1 ...λin . Nonzero commutators should have the property that
jk ≤ l(A) + C1(k − 1), l(A) = max(|α| , |ρ|). The convergence proof is quite
similar to the previous convergence proof. If N →∞ then A
(N)
t converge to
At = A+
∞∑
n=1
(it)n
n!
[H, ..., [H, [H,A]]...]
Each term of the latter series is well defined and the series converges for t
sufficiently small. The existence of the automorphism group can be proved
as in the Robinson theorem for quantum spin systems, see [6].
Remark 1 Note that in the Robinson theorem for one-dimensional quan-
tum spin systems with finite interaction radius one can prove that the series
converges for all t, because the length of the cluster increases only at the
boundary (that is at two end points). For quantum grammars this is not the
case.
2.3 KMS-states
To define temperature states on A one could put for any local A and large
N
< A >β= lim
N→∞
< A >β,N= lim
N→∞
Z−1N TrN [A exp(−βHN)] , ZN = TrN exp(−βHN)
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where TrN means the trace in AN . However, this does not always define a
state. For example this gives zero for β = 0, where ZN =
rN+1−1
r−1
→ ∞, r >
1, ZN = N + 1→∞, r = 1, but TrNA is bounded We shall prove it now in
the general case but only for small β.
Lemma 1 There exists β0 > 0 such that for each local A the limit
lim
N→∞
Tr [A exp(−βHN)]
exists and is analytic in β for β < β0.
Proof. Take again A = Aαρ. Then
TrN [exp(−βHN )A] =
∞∑
k=0
(−β)k
k!
TrN(H
kA) =
∞∑
k=0
(−β)k
k!
∑
Ik,Jk
TrN(aik(jk)...ai1(j1)A)
where the sum is over all arrays Ik = (i1, ..., ik), Jk = (j1, ..., jk). The conver-
gence proof is the same as for the previous statements.
Lemma 2 If β is small then logZN ∼ cN with c > 1. It follows that the
above limit < A >β is zero for all A.
Proof. One can write
ZN =
∑
α:|α|≤N
z(α), z(α) = (eα, exp(−βHN )eα)
and
ZN =
∞∑
k=0
∑
Ik,Jk
∑
α:|α|≤N
(−β)k
k!
z(α, (Ik, Jk)), z(α, (Ik, Jk)) = (eα, aik(jk)...ai1(j1)eα)
Consider some term of this expansion corresponding to some word α of length
n and to some (Ik, Jk). It is convenient to denote δ(p)→ γ(p) the substitution
on place p, corresponding to the operator b(p) = aip(jp). The symbol xi of
the word α = x1...xn is called untouched for given (Ik, Jk) if no δ(p) contains
it. Similarly, a symbol of the word b(s)...b(1)eα is called untouched if no δ(l)
with s < l ≤ k contains it.
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We shall consider the lattices of partitions of words onto subwords. Let
some the word β = ργκ is obtained from the word α = ρδκ by the substi-
tution δ → γ. Let also a partition G of α be given. We call a partition
G(β) of β the partition induced by G and the substitution δ → γ if following
condition holds. If block I of G belongs to either ρ or κ then it is also a
block of G(β). The symbols of γ form one block together with all symbols
of the blocks I (not belonging to δ) of G intersecting with δ.
Now let a partition G of β be given. We call a partition G(α) of α the
partition induced by G and this substitution if following condition holds. If
block I of G belongs to either ρ or κ then it is also a block of G(α). The
symbols of δ form one block together with all symbols (not belonging to γ)
of the blocks I of G intersecting with γ.
We define now inductively the set of partitions Gs of partitions of the
words αs = b(s)...b(1)α, s = 0, 1, ..., n, where α = α0, αk = α. G0 is the
partition of α0 onto n separate symbols. Gs+1 is the partition of αs+1 induced
by the substitution δ(s) → γ(s). Denote Gs,0 = Gs. If the partition Gs+1,p
of αs+1 is defined then Gs,p+1 is defined as the partition of αs induced by the
substitution δ(s)→ γ(s).
We need the partition G0,k. Its blocks are at the same time the blocks
of the partition of the interval [1, n]. We call them clusters with respect to
(α, Ik, Jk).
We call nonzero term of the expansion connected (for fixed α and (Ik, Jk))
if the partition G0,k consists of only one cluster.
Consider the contribution cI of some cluster I. It depends only on its
length m
cI = c(m) =
∑
α:|α|=m
∞∑
k=0
∑
(Ik,Jk)
(−β)k
k!
(eα, aik(jk)...ai1(j1)eα)
where the last sum is over all connected (α, Ik, Jk). We have the cluster
expansion for z(N)
z(N)
.
=
∑
α:|α|=N
z(α) =
∑
cI1...cIp
where the sum is over all partitions on consecutive intervals. To prove this
formula take the ordered array −→m = (m1, ..., mp) of positive integers such
that m1 + ... +mp = k and denote
∑−→m
(Ik,Jk)
the sum over all Ik, Jk such that
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the numbers of substitutions touching the consecutive subwords α1, ..., αp,
are correspondingly m1, ..., mp. Then
−→m∑
(Ik,Jk)
z(α, (Ik, Jk)) =
k!
m1!...mp!
∑
(Im1 ,Jm1 )
z(α1, (Im1, Jm1))...
∑
(Imp ,Jmp)
z(αp, (Imp, Jmp))
We have also the cluster estimate
k(I) < c1(Cβ)
|I|
It follows that log z(N) ∼ cN . Thus
logZN ∼ log
[
z(N)(1 +
z(N − 1)
z(N)
+ ...
]
∼ cN
Remark 2 Introduce the trivial substitutions s → s for each symbol s ∈ S
and denote a(s; j) the correponding quantum sibstitutions. Let P=N be the
orthogonal projector onto the space H=N = HN ⊖ HN−1. The cosmological
term is defined as
µH0 = µ
∞∑
N=0
NP=N = µ
∑
s∈S
∑
j
as(j), µ > 0
Note that for Hamiltonians with the cosmological term
HN + µH
0
the limiting state exists for µ sufficiently large as the partition function is
finite. It is natural to expect that there exists µcr = µcr(β) such that for
µ < µcr the limiting state does not exist, but exists for µ > µcr. In most
cases one can expect that either logZN ∼ cN or it is constant. It could be
interesting to know the cases when other possibilities occur. For example if
β = 0 and S consists of one symbol only, then logZN ∼ logN .
2.4 Classical space via renormalization
Assume β to be small as earlier and let us look at the ”support” of <>β,N .
More exactly, let C be the commutative C∗-algebra, generated by multipli-
cation (on bounded functions) operators in H = l2(L). By restricting the
state < . >β,N on the C
∗-subalgebra CN = C ∩AN , one gets the measure
µβ,N on the set of all words of length not exceeding N . One can show that
as N → ∞ the support of the measure µβ,N lies on the words of length of
order N .
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Quantum Spin Systems We introduce some notation for quantum
spin systems. Classical spin system on Z is a special probability measure on
the set of configurations SZ , that is functions on the ”space” Z with values
in S. The space Z has an additive group structure and acts on SZ as a group
of translations. The set of all words does not have such ”space structure”
but we shall show how the space (here it is Z), the quasilocal algebra on
this space, and a KMS state on this quasilocal algebra, can emerge from a
KMS-state on A.
Consider classical spin configurations in a finite volume (that is the set
S [−n,n], [−n, n] ⊂ Z) as words of length 2n + 1. The Hilbert space for the
corresponding quantum spin system is
K2n+1 = ⊗
n
i=−nK(i)
where K(i) is the r-dimensional Hilbert space with basis ea, a = 1, ..., r.
Consider the C∗-algebra of linear operators in K2n+1: L2n+1 = W−n ⊗ ... ⊗
Wn, where Wi are r × r-matrix algebras. The quasilocal quantum spin
algebra L is the norm closure of the local algebra L0 = ∪L2n+1.
Consider the Hilbert space H=n = Hn ⊖ Hn−1 ⊂ H, generated by all
eα, |α| = n. Then K2n+1 can be naturally indentified with H=2n+1 by θ2n+1 :
eα ∈ H=2n+1 → ea(1) ⊗ ...⊗ ea(2n+1) ∈ K2n+1 if α = a(1)...a(2n + 1).
Remark 3 If |δi| = |γi| for all i then the subspaces H=n are invariant and
thus we get quantum spin system Hamiltonians. In fact any quantum spin
system Hamiltonians with finite range interaction can be obtained as partic-
ular cases of the Hamiltonians on quantum grammars by adjusting λi appro-
priately.
Consider the C∗-algebra Mn of linear operators in H=n. Consider the
isomorphism χ2n+1 : L2n+1 →M2n+1 induced by θ2n+1.
Consider the embeddings φn :M2n+1 → A, given for M ∈M2n+1 by
φ(M)eα =Meα, , |α| = 2n+ 1;φ(M)eα = 0, |α| 6= 2n+ 1
Consider some positive linear functional ω on A. Then ω′ = ω ◦φ2n+1 ◦χ2n+1
is a positive linear functional on L2n+1. By normalizing we get the state
< L >2n+1= Z
−1
2n+1ω
′(L) on L2n+1, Z2n+1 = ω
′(1(L2n+1)), where 1(L2n+1)
is the unit matrix in L2n+1. Consider the limiting state on the quasilocal
algebra L
< . >β,Z= lim
n→∞
< . >2n+1
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if the limit exists.
Theorem 3 If β is small enough then the state < . >β,Z exists and is a
KMS state on the quantum spin algebra L.
Proof. Existence of the limiting state can be proven by cluster expansions.
We have two representations
Z2n+1 = ω
′(1(L2n+1)) =
∑
cI1...cIp
and for some A ∈ L2n+1 with support in [r, s] ⊂ [−n, n]
ω′(1(Lr+n)⊗A⊗ 1(Ln−s)) =
∑
−n≤m≤r,p≤n−s
ω′(1(Lm+n)))cm,l(A)ω(1(Ln−l))
The first representation was proved earlier, the second can be proved simi-
larly. From these two representations the convergence to the limiting state
follows by standard techniques, see [5]. It also follows from the cluster expan-
sion that the limiting state is faithful, that is positive for positive elements.
Thus in the GNS representation (M, pi,Ω) the cyclic vector Ω is separating.
Then Tomita-Takesaki theory defines a modular automorphism group of the
von Neumann algebra and the limiting state is the KMS with respect to the
modular group of automorphisms.
Remark 4 From the cluster expansion one could get more. This KMS state
is limit of the states in finite volumes. Thus one could ask about the effective
Hamiltonian for the resulting quantum spin system. The effective hamilto-
nian Heff of this quantum spin system has non-finite multi-particle potential,
that is
Heff =
∑
i∈Z
∑
I
τ i(ΦI)
where τ is the shift on 1 in the spin quasilocal algebra on Z and the second
sum is over all intervals I containing 0. Moreover, for all I we have
|ΦI | ≤ Cβ
|I|
for some C > 0.
We will not prove the statement of this remark.
Remark 5 Note that the space structure can be obtained in different ways,
using different embeddings. For example, one can get a quantum spin system
on Z+ (and the space then will be Z+), using the isomorphism
Hn → ⊗
n−1
i=0 K(i)
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3 Quantum graph grammars
3.1 Definitions
Labelled spin graph α = (G, s) is a graph G with given set of vertices V =
V (G) and a function s : V → S, where S is the spin space. Further on
we assume it to be finite. Two labelled graphs are said to be equivalent
(isomorphic) if they are isomorphic as graphs and the isomorphism respect
spins. Equivalence classes are called (unlabelled) spin graphs. There are
many other names for spin graphs: in physics spin graphs are refered as spin
networks, in computer science they are called also marked graphs etc.
We remind definitions from [2].
Definition 1 The substitution (production) Sub = (Γ,Γ′, V0, ϕ) is defined
by two ”small” spin graphs Γ and Γ′, subset V0 ⊂ V = V (Γ) and mapping
ϕ : V0 → V
′ = V (Γ′), either of Γ and Γ′ can be empty.
A transformation T = T (Sub) of a spin graph α, corresponding to a
given substitution Sub, is defined in the following way. Fix an isomorphism
ψ : Γ→ Γ1 onto a spin subgraph Γ1 of α. Consider nonconnected union of α
and Γ′, delete all links of Γ1, delete all vertices of ψ(V ) \ψ(V0) together with
all links incident to them, identify each ψ(v) ∈ ψ(V0) with v
′ = ϕ(v) ∈ Γ′.
The function s on V (G) \ V (Γ1) is inherited from α and on V (Γ
′) - from Γ′.
We denote the resulting graph by α(Sub, ψ).
The graph grammar is a finite set of substitutions Subi, i = 1, ..., m. We
call a graph grammar local if the Γ’s corresponding to all Subi are connected.
The language L(α0, {Subi}) is the set of all spin graphs which can be obtained
from some initial spin graph α0 by applying transformations, correponding to
Subi, i = 1, ..., m, arbitrary number of times in arbitrary order. More exactly,
α0 ∈ L(α0, {Subi}) and if α ∈ L(α0, {Subi}) then Tα ∈ L(α0, {Subi}) for
arbitrary T = T (Subi).
The definition of a quantum graph grammar is similar to that of the
quantum grammar. Let A be a class of spin graphs, invariant with respect
to the substitutions of the given grammar, for example A = (α0, {Subi}).
Let H = A be the Hilbert space with the orthonormal basis eα numerated
by all spin graphs from A: (eα, eβ) = δαβ. For each spin graph α and
each substitution Subi, i = 1, ..., m, we enumerate somehow all isomorphisms
ψ : Γ → Γ1 as ψ1, ..., ψk(Γ). Denote ai(j) the operator in H by ai(j)eα =
eα(Subi,ψj) if ψj exists, that is if j ≤ k(Γ), and 0 otherwise. Again we assume
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that together with the substitution δi → γi also its ”inverse” substitution
γi → δi belongs to Sub and the Hamiltonian is
H =
r∑
i=1
∑
j
λiai(j)
if λi = λj in case δj = γi, γj = δi. Note that the enumeration in j has only
notational purpose, because the Hamiltonian is symmetric with respect to j.
3.2 Examples
We give here only two simplest examples.
3.2.1 Mean field evolution on graphs
There are no spins in this example. We consider 4 substitutions:
• Sub1 is defined by Γ consisting of one vertex only, V0 = V (Γ), Γ
′
consisting of two vertices connected by a link. The mapping φ just fixes
one of these vertices. Then the corresponding transformation consists
of choosing a vertex v of the graph G, appending a new vertex vnew
and connecting v and vnew by a link.
• Sub2 is the inverse sibstitution, that is we take a link having at least
one vertex of degree one and delete it.
• Sub3 consists in appending a link between two chosen vertices.
• Sub4 consists in just deleting a link.
This graph grammar is obviously nonlocal. The graphs can be non-
connected and we still denote them α.
Seladjointness We shall see now that a reasonable choice of the con-
stants is
B =
∑
j
(λ1a1(j)+
1
N
λ2a3(j)), H = B+B
∗ = λ1
∑
j
(a1(j)+a2(j))+
1
N
λ2
∑
j
(a3(j)+a4(j))
where N is the number of vertices in α and λ1, λ2 ≥ 0. Note that finite linear
combinations of eα are C
∞-vectors for L. Denote this set by D(L).
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Lemma 3 H is essentially selfadjoint on D(L).
Proof. We shall prove that each vector from D(L) is an analytic vector
of L, that is
∞∑
k=0
∥∥Hkφ∥∥
k!
tk <∞
for some t > 0. Note that
‖B‖HN = λ1N +
λ2N
2
N
= (λ1 + λ2)N
Here HN is generated by eα, V (α) ≤ N . Note also that it is sufficient to take
φ = eα and
Heα =
∑
β
eβ
where V (β) ≤ V (α) + 1. The proof then is quite similar to the one for the
quantum grammars.
3.2.2 Dual quantum evolution of two dimensional complexes
Here we consider a more physical example corresponding to the pure quantum
gravity, where the quantum space has dimension 2 and the time is classical
and has dimension 1. Consider the set T of equivalence classes of trian-
gulations T of closed oriented compact surfaces S = Sρ of arbitrary genus
ρ = ρ(T ), N = N(T ) is the number of triangles in T . A triangulation T is
defined by a pair (G;φ : G → S) where G is a graph and φ is its smooth
embedding into S. Two triangulations T and T ′ are equivalent if there is a
homeomorphism φ : S → S such that vertices of G go to the vertices of G′,
edges to edges, triangles to triangles.
It is more convenient to consider dual graphs Γ = G∗, the vertices of
Γ correspond to the triangles of G. Two vertices of the dual graph are
connected by a link iff the corresponding triangles have common edge. Thus
each vertex of Γ has degree 3. Then the number N of vertices of Γ is even.
The set T of equivalence classes can be described equivalently in a purely
combinatorial way in terms of dual graphs, see [37]. Consider the set G of
graphs Γ with an additional structure. Each Γ has N = N(Γ) vertices, each
of degree 3, N is even. The additional structure on this graph is defined as
follows: for each vertex the cyclic order of its edge-ends (legs) is fixed. It is
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not difficult to see that there is one-to-one correspondence between G and T.
In one direction it is trivial: take an embedding Γ → S and fix orientation
of S. Then choose say the clockwise order of the edge-ends in each vertex.
Let K be the set of edge-ends of Γ, it has then 3N elements. There are
two permutations on K: the first one P consists of V = N cycles of length 3
and the second one I consists of E = 3N
2
cycles of length 2. Then vertices of
Γ can be identified with cycles of the permutation P , edges (links) of Γ can
be identified with cycles of the permutation I, faces of Γ can be identified
with cycles of the permutation PI.
We introduce the Hilbert space H = l2(G) with the basis eΓ. The evolu-
tion is defined as follows. For given K = K(Γ) append 6 new elements, thus
2 cycles of length 3. Choose 3 edges j1, j2, j3 (that is the cycles of length 2)
in K, cut them thus getting 6 other edge-ends, and reconnect 12 edge-ends
so that the resulting graph were connected. The reconnection is done via
some rule pi (depending on the set of 12 edge-ends). This will give the linear
operator (quantum substitution) api(j1, j2, j3).
The resulting Hamiltonian is defined on the subspace HN generated by
the graphs Γ with N vertices as follows
H =
λ
N2
(B +B∗), B =
∑
pi
∑
j1,j2,j3
api(j1, j2, j3)
where j1, j2, j3 is an arbitrary unordered array of 3 links. The adjoint term
B∗ =
∑
pi
∑
v1,v2
b∗pi(v1, v2) describes the deletion of 2 vertices, v1, v2 is an
unordered array of 2 vertices, pi describes how the the remaining edge-ends
are to be reconnected.
Note that the graphs here are not labelled. Thus one should be accurate
with the automorphisms. Remind that almost all 3-regular graphs do not
have nontrivial automorphisms.
It leaves invariant the symmetrical subspace Hsymm of the Hilbert space,
that is the space of functions of L depending only on the number of triangles
N = N(L) and on the genus ρ = ρ(L). Note that Hsymm is isomorphic to
Z2+. We shall study the spectral properties of this Hamiltonian in another
paper.
4 Comments
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4.1 Context Free Grammars
There are a lot of beautiful reviews on quantum computation now, see
[35, 34, 33]. Quantum analogs of the standard computer science objects
are quantum Turing machines, quantum circuits, quantum automata, quan-
tum cellular automata etc. Our definition of a quantum grammar resembles
partially each of them. That of a quantum cellular automaton, but where the
lattice is a quantum object changing in time. Each term of the series expan-
sion constritutes a transformation defined by a quantum circuit. For higher
dimension we have a quantum analog of Kolmogorov-Uspenskij algorithms,
or a quantum analog of the graph grammars.
The operators ai(j) in our definition are homogeneous (do not depend on
j) but it is easy to consider inhomogeneous analog, taking the set of sub-
stitutions dependent of j. Then the time evolution of a quantum grammars
can also be looked at as a general quantum circuit.
In the computer science there are some peculiarities in the definition of
grammar. The alphabet S is the union S = T ∪W of two nonintersecting
alphabets: terminals T and non-terminals (variables) W . The substitutions
(productions) αi → βi, i = 1, ..., m, are such that each αi contains at least
one symbol fromW . The quantum grammar is defined by the set of numbers
λl = λ(αi → βi), which are assumed to be real. In other words by the linear
operator
L = λi
∑
ai(j)
We prefer to use continuous time. If L is not assumed to be symmetric then
one can define context free grammars, see [8] (but there are no nontrivial
symmetric context free grammars) A context free grammar is one where all
αi have length 1, that is they are variables. Random context free grammars
were studied in [1] in a more general situation when there is no subdivision
of the alphabet.
For discrete time, which is assumed in [8], there are several ways to define
the evolution, i.e. the derivation. Discrete time analog of our definition could
be naturally given in a parallel form, that is all possible substitutions are done
for the word at the moment. This is easy to do for context free grammars
but not in more general cases. This is one of the reasons to use continuous
time what we do here.
Let Hterm and Hvar be the Hilbert subspaces of H defined by the corre-
sponding parts of the alphabet S, and Pterm, Pvar are the orthogonal projec-
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tions on these subspaces. The derivation is the mapping
lim
t→∞
Pterme
itLPvar : Hvar → Hterm
Otherwise speaking we start with some word from W ∗ (the set of words over
W ), even with the symbol from W , and stop each time when all symbols in
the resulting word are terminal. Note that eitL is the identity on Hterm.
Existence of the dynamics can be proved quite similarly even in the non-
symmetric case.
4.2 Spectrum
We saw already that the lattice models of statistical physics and quantum
field theory constitute a particular case of the models on quantum lattices.
The most interesting question is the study of the spectrum of such models:
whether it has particles, scattering etc. We show below that the spectrum
have some new features even for the simplest models.
We already mentioned that the derivation for the grammar is decribed by
the operator P exp itH , only large t are interesting for us. If one knows that
H is unitary equivalent to H0 for some simple H0, that is H = UH0U
−1, then
the operator P exp itH reduces to PU exp itH0, PU = UPU
−1. If H describes
something like interacting infinite particle system then H the H0 can be the
corresponding free hamiltonian describing free quasiparticles. That is why
spectral properties of H are related to the derivation in grammars.
Note that e∅ is a zero eigenvector of H . One could expect that the rest
of the spectrum of such operators should be similar to the spectra of many
particle systems. In particular one could expect that H is unitary equivalent
to a free hamiltonian in a Fock space over some one-particle subspaces. One
could expect also that among these particles some correspond to quanta
of space and some - to quanta of matter fields. Could one find an exact
formulation of this statement ?
Detailed study of the spectrum of H is necessary for this, and we shall
do in another paper, here we only give simplest examples. In the rest of the
paper we shall follow another idea: under some scaling we get a classical space
(here the lattice Z) and quantum spin system on it. This scaling destroys
thus the quantum character of space.
1. (Quantum spin systems) We say that the hamiltonian H is space (or
lattice) conserving if |δi| = |γi| for all i. Space conserving operators
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can be reduced to quantum spin systems, as we shall see below. In this
case there are only particles corresponding to matter.
2. (One-particle space) Let r = 1, that is the alphabet consists of one
symbol a. Consider two substitutions 1 : a → aa, 2 : aa → a, λ1 =
λ2 = λ, and the Hamiltonian
H = λ
∞∑
j=1
(a1(j) + a2(j))
with real λ. Then the Hilbert space H is isomorphic to l2(Z+), be-
cause the word aa...a can be identified with its length minus 1. The
Hamiltonian is unitary equivalent to Jacobi matrix
(Hf)(n) = λ(n− 1)f(n− 1) + λnf(n+ 1)
We shall call this operator a one-particle operator, this ”particle” is
natural to associate with a space quanta. Here the space evolution is
the simplest one (due to one dimension): expansion and compression
(in each point). We shall find its spectrum in another paper.
3. Consider S = {a, w} and the following substitutions
a→ aa, aa→ a, aw → wa,wa→ aw
The subspace H1 generated by words with exactly one symbol w is
invariant. This hamiltonian can be interpreted as a mixture of the
previous pure space hamiltomian H1 and the discrete laplacian H2,
the free nonrelativistic one-dimensional Schroedinger operator in l2 on
a finite set. Similarly, the subspace H2 with exactly two symbols w
corresponds to two matter particles.
4. (Noncommutative Fock space) Let S = {a, b} and consider 4 substitu-
tions
1 : a→ aa, 2 : aa→ a, 3 : b→ bb, 4 : bb→ b
Here there are two invariant one-particle spaces Ha,Hb. For example,
Ha is generated by words a, a
2 = aa, ..., an, .... There are two invariant
two-particle spaces Hab = Ha⊗Hb,Hba = Hb⊗Ha. For example, Hab is
generated by words akbl, k, l > 0. In general for each even n there two
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invariant 2n-particle spaces H(ab)n , generated by words a
k1bl1 ...aknbln ,
and H(ba)n . Similarly for odd n there are two invariant (2n+1)-particle
spaces Hb(ab)n ,H(ab)na. For arbitrary r > 2 with substitutions i →
ii, ii → i for each i = 1, 2, ..., r we have r(r − 1)n−1 n-particle spaces.
Thus, the standard spectrum of tensor products has the corresponding
multiplicities. This example supports the name ”one-particle” in the
first example, because we get here a Fock space OVER these two one-
particle spaces.
This shows a rich structure of the introduced Hamiltonians.
4.3 Short overview of evolution types
We give here a very short overview of other papers where related dynamics
of discrete structures were considered. Note that most papers have more
geometric and algebraic aspect than analytic one. In our paper we considered
mainly analytic problems.
Deterministic evolution Deterministic evolution of words is one of the
main subjects of the computer science. In computer science marked graphs
and their deterministic evolution were known since Kolmogorov-Uspenskij
paper [4]. Now there is a large field in computer science, which studies
graph grammars - local dynamics of the marked graphs. In [20] deterministic
evolution of classical spin systems on graphs is defined. The basic graph is
fixed or taken randomly via random graph theory procedure, that is for
fixed set of vertices each bond is drawn independently with some probability
0 < p < 1.
Markov processes Random grammars were considered earlier in com-
puter science context, as Markov processes. But questions related to the
thermodynamic limit appeared only in [1, 2].
Unitary evolution and causal structure Such evolution is the main ob-
ject in quantum computing in the computer science context and in quantum
gravity in a physical context. The latter considers spin graph as a quantum
object, thus one deals with the wave function on the set of all possible spin
graphs. The square of the wave function defines a probability distribution
on spin graphs.
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Spin networks (graphs with spins, half-integers, living on the links, and
some operators in the vertices) were introduced in physics by R. Penrose [17].
In physics now there are many variants of the quantum evolution, discussed
in [26, 27, 30, 10, 15, 23, 24, 31] as well as in earlier papers, see [7]. Wider
generalization are discrete complexes with a causal structure which could
model Lorentzian structure on manifolds.
Completely positive semigroups This case is interesting due to in-
evitable noise coming from the environment of the quantum system. See
discussion of these problems in [33].
Nonlinear Markov processes There can be transformations of proba-
bility measures on spin complexes, which cannot be reduced to a Markov
process (that is they are not given by random point transformations) and
they are not of quantum mechanical nature. Examples of such dynamics one
can find in two-dimensional quantum gravity, see [3].
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