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osting by EAbstract Two-sided assembly lines are common industrial practice in the assembly of large-sized
products. In this paper a Genetic Algorithm (GA) is developed to solve the two-sided assembly line
balancing problem. The developed GA speciﬁes a new method for generating the initial population.
It applies a hybrid crossover and amodiﬁed scramblemutationoperators.Aproposed stationoriented
procedure is adopted for assigning tasks tomated-stations. It speciﬁes the side of theEither tasks based
onproposed side assignment rules rather than assigning them randomly. These rules are effective espe-
cially in large problems. The proposed method of generating the initial population is able to generate
feasible solution in different areas of the search space. The applied genetic operators are able to pre-
serve the feasibility of all solutions throughout all the developed generations. The proposedGA is able
to ﬁnd the optimum and near optimum solutions within a limited number of iterations.
 2011 Ain Shams University. Production and hosting by Elsevier B.V.
All rights reserved.1. Introduction
The two-sided assembly line is a line where tasks on the same
product item can be performed in parallel at both sides of the001412880.
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lsevierline. It provides shorter line length, reduced throughput time,
lower cost of tools and ﬁxtures, and less material handling
[1]. Bartholdi [2] was the ﬁrst to address the problem in 1993
with the objective of minimizing the number of stations apply-
ing a simple assignment rule. Lee et al. [3] developed a group
assignment procedure for TALBP where assignments were car-
ried out based on task groups rather than individual tasks in
order to maximize work relatedness and work slackness.
Baykasoglu and Dereli [4] proposed an ant-colony-based
heuristic algorithm for solving TALBP with zoning constraints
while minimizing the number of stations and maximizing the
work relatedness within a given cycle time. The results indi-
cated that the algorithm performed well in most of the test
problem. Simaria and Vilarinho [5] proposed a mathematical
programming model for mixed-model TALB with zoning
and synchronism constraints. The objective was to minimize
the number of workstations of the line and balancing the
workloads between and within the workstations for the
228 R.B. Taha et al.different models. Further, they also developed an ant colony
optimization algorithm for balancing the mentioned problem.
It outperformed the procedure of Lee et al. [3] for a single
model TALBP. Hu et al. [6] developed a station-oriented enu-
merative assignment procedure integrated with the Hoffman
heuristic to develop a system for solving the TALBP. The
experimental results demonstrated that the proposed proce-
dure was efﬁcient.
Kim et al.[7] was the ﬁrst to address the TALBP using the
GA with an objective of minimizing the number of stations
within a given cycle time with positional constraints. The per-
formance of the proposed GA was compared with the results
of the mathematical model proposed by Kim et al. [8], and
the heuristic proposed by Bartholdi [2]. Kim et al. [1] presented
a mathematical model and a Genetic Algorithm for the TAL-
BP with the objective of minimizing the cycle time. They
adopted the strategy of localized evolution and steady state
reproduction to promote population diversity and search efﬁ-
ciency. The proposed mathematical model found optimal solu-
tions for small sized problems. The experimental results
showed that the proposed GA outperformed the compared
algorithms in terms of solution quality and convergence speed.
O¨zcan and Toklu [9] proposed a tabu search algorithm for
solving a TALBP with an objective to maximize the line efﬁ-
ciency. The computational results when compared with the re-
sults of various algorithms [3,4,6,7]. The results indicate that
the proposed algorithm performed well but consumed more
computation time. O¨zcan and Toklu [10] presented a mathe-
matical model based on the model of Kim et al. [1] as well
as a simulated annealing algorithm to solve the mixed-model
TALBP Type-1 considering two objectives simultaneously;
maximizing the weighted line efﬁciency and minimizing the
weighted smoothness index. O¨zcan [11] proposed a mathemat-
ical model (Chance-constrained, Piecewise-linear, Mixed Inte-
ger Programming) and a simulated annealing approach for
solving the TALBP with stochastic task minimizing the
weighted smoothness index.
The latest research presented by O¨zbakyr and Tapkan [12]
adopted Bees Algorithm to solve TALBP with and without
zoning constraints with the objective of minimizing the num-
ber of stations for a given cycle time. The results were com-
pared with the results of several algorithms from the
literature such as ant colony optimization [4,?], tabu search
[9], enumerative algorithm [6], and group assignment proce-
dure [3]. The proposed Bees Algorithm obtained the best solu-
tions for most of the test problems.
From the previous survey, different techniques were used to
solve the TALBP, the problem formulation differs greatly in
each research. Some research used the well known priority rules
to assign priority values to the tasks, ﬁnd an initial line balance
[9,12], improvement of the solution is then made by applying
different meta-heuristic technique. They applied the different
meta-heuristic operators on the priority value rather than the
tasks themselves and thus escaping the feasibility problem asso-
ciated with the TALBP. However, this might have discarded
optimal solutions since it might be best to apply these operators
directly on the tasks and consider the feasibility problem.
Applying them directly on the task may be more effective than
repeating the same solution.
On the other hand, most of the available TALBP research
consider random selection of the side for the tasks that can be
processed on either direction of the line. This is, however, notefﬁcient especially in large problems which may result in large
number of combinations that even themeta-heuristic techniques
could not cover and hence sacriﬁcing some optimal solutions.
In this paper a new set of rules is developed to efﬁciently
assign the ‘‘Either’’ tasks to its best direction. In addition, a
Genetic Algorithm approach is developed to efﬁciently search
the solution space and ﬁnd the best reachable solution. New
techniques are also developed to ensure considerable diversity
in the initial population. Moreover, hybrid genetic operators
are adopted so as to consider the speciﬁc features of the ALBP.
The objective of the present work is to minimize the number of
mated stations and the number of stations in order to increase
the line efﬁciency.2. Description of the TALBP
In a two-sided assembly line, the products wait during the
cycle time at each mated-station where there are two opera-
tors working at the opposite sides of the line simultaneously
performing the different tasks on the same individual product.
The tasks are performed according to certain operation
sequence of tasks and may have restrictions on the operation
directions. Some assembly operations should be performed
on one of the two sides, while others could be performed at
either side of the line. Therefore, the tasks are classiﬁed into
three types: Left (L), Right (R), and Either (E) tasks. A task
can only be assigned to a station if both the sum of the task
time and the total task times of the tasks performed before
that task in the same station as well as the sum of the task
time and the ﬁnishing time of its predecessor in the oppo-
site-side of that mated-station is less than or equal the cycle
time. A precedence diagram deﬁnes the tasks precedence rela-
tionships. For each task the operation time th and the opera-
tion direction whether it is R, L or E are shown on the
precedence diagram.
The TALBP solved in this study follows the general
assumptions of the TALBP with deterministic operations times
and with no assignment restrictions except the precedence con-
straints. The notations and abbreviations of the developed
algorithm is given in Table 1.3. The developed Genetic Algorithm
Genetic Algorithms offer a particularly attractive approach
since they are generally quite effective for rapid global
search of large, non-linear and poorly understood spaces
[13,14]. The GA presented in this paper for solving the
TALBP differs from the GAs presented by Kim et al. [1].
It introduces a new concept for generating the initial popu-
lation. It also applies a hybrid crossover operator and a
modiﬁed mutation operator. This modiﬁcation allows for
searching the solution space more effectively than other
known procedures. Moreover due to the TALBP nature, a
station oriented procedure is developed to assign tasks to
mated stations. This procedure speciﬁes the side of the either
tasks based on certain rules rather than assigning these tasks
randomly. In the TALBP the operation sequence of tasks in-
side the stations must be determined. Therefore, a task
based representation is the best scheme for the developed
Genetic Algorithm. Each gene of the chromosome represents
Table 1 Notation and abbreviations.
i, j, h, k Tasks number 1, 2, 3 . . . n




NM Number of mated-stations
NR Number of right-side stations
NL Number of left-side stations
NS Number of stations where, NS= NR+ NL
P Precedence matrix P= [Pi,j], where Pi;j
1 if j is a predecessor of i
0 otherwise

th processing time for task(h)
FTh Finishing time for task h
CT Cycle time
TFTL,NM Total ﬁnishing time for the left-side of the current mated-station
TFTR,NM Total ﬁnishing time for the right-side of the current mated-station
TPTL,NM Total processing time for tasks requiring the left-side of the current mated-station
TPTR,NM Total processing time for tasks requiring the right-side of the current mated-station
PFTR,NM Predecessor ﬁnishing time for the predecessors assigned to right-side of the current mated-station
PFTL,NM Predecessor ﬁnishing time for the predecessors assigned to left-side of the current mated-station
WLL,NM Workload of the left-side of the current mated-station
WLR,NM Workload of the right-side of the current mated-station
SATNM(i) Set of assignable tasks(i) to the mated-station(NM)
SLTNM(i) Set of tasks(i) requiring the left-side of the mated-station(NM)
SRTNM(i) Set of tasks(i) requiring the right-side of the mated-station(NM)
SETNM(i) Set of tasks(i) that does not require a speciﬁc side of the mated-station(NM)
TLNM(i) Set of tasks(i) assigned to the left-side of the mated-station(NM)
TRNM(i) Set of tasks(i) assigned to the right-side of the mated-station(NM)
SCT(i) Set of candidates tasks(i) that have no predecessors or all its predecessors have been assigned
Figure 1 An example of chromosome representation.
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population represents a sequence of tasks by which these
tasks are assigned to the stations. All the generated individ-
uals are made to represent feasible solution only for the
problem. The individuals are then evaluated by assigning
tasks to workstations according to a station-oriented proce-
dure and ﬁnding the number of mated-stations as well as the
number of stations. The sequence of the individual must not
be violated through all the assigning procedure. The proce-
dure starts with the ﬁrst mated-station with its
left-side and its right-side stations. The other mated-stations
are considered successively. The tasks are assigned to the
current mated station according to the task-sequence in
the chromosome. The left and right side of the current ma-
ted station are loaded as much as possible, then they are
closed and the next mated station is opened. The best indi-
vidual is the chromosome with a sequence of tasks that min-
imizes the number of mated stations as well as the number
of stations. To have feasible individuals, the initial popula-
tion as well as the genetic operators are formulated accord-
ing to task predecessors as given in the precedence matrix.The steps of the developed GA is summarized in Table 2.
The following are the particulars of the developed algorithm.
3.1. Initial population
In order to have diversity in the population, the initial popu-
lation is generated randomly in three different methods. The
ﬁrst method is the forward method where feasible solutions
are randomly generated according to the precedence con-
strains The chromosomes assigned by this method have high
randomness in the genes at the beginning and randomness
decreases along the chromosome. The second method to gen-
erate the chromosomes is the backward method. This method
begins by assigning the chromosome from the last gene and
chooses randomly from the set of all candidate tasks that
have no followers. The chromosomes assigned by this method
have low randomness in the genes at the beginning and the
randomness increases along the chromosome. The last meth-
od is a combination between the ﬁrst two methods (combined
method). In this method the genes are ﬁlled from the forward
and backward direction simultaneously by the same proce-
dure. The chromosomes of this method have high randomness
at the beginning and at the end of the chromosome and the
randomness decreases in the middle. The initial population
is divided into four divisions. The ﬁrst quarter is formulated
by the forward method while, the second quarter is formu-
lated by the backward method. The rest of the initial popula-
tion is formulated by the combined method. Forming the
initial population in this way helps in considering solutions
in different areas of the solution space and not to be trapped
Table 2 The general procedures of the developed algorithm.
Step1: Generate the initial population randomly from the precedence matrix
Step2: Decoding all individuals and assigning tasks to stations according to a station-oriented procedure
Step3: Evaluating the ﬁtness function of each individual in the population
Step4: Selection of parents for crossover and mutation (Remainder selection)
Step5: Apply crossover operators to the selected pairs in order to obtain new pairs of chromosomes(oﬀsprings)
Step6: Apply mutation operator to obtain mutated children
Step7: Forming a new generation from the elite individuals, the oﬀsprings from crossover and mutated children
Step8: Decode all individuals in the new generation and evaluate the ﬁtness function of their corresponding solutions
Step9: If termination criterion is satisﬁed go to Step10, else go to Step4
Step10: Terminate the algorithm and present best solution
230 R.B. Taha et al.in a certain area. The details of the initial population is illus-
trated in Algorithm 1.
Algorithm 1. Initial population generation algorithm
1. For m= 1:Ps/4
Set the P= [Pij]





Then SCT= SCT+ {i}
Randomly select a task(h) from SCT
chromosome= chromosome+ {h}
Delete the row and column of task(h) from P
2. For m= (Ps/4) + 1:Ps/2
Set the P= [Pij]





Then SCT= SCT+ {j}
Randomly select a task(h) from SCT
chromosome= {h} + chromosome
Delete the row and column of task(h) from P
3. For m= (Ps/2) + 1:Ps
Set the P= [Pij]





Then SCT= SCT+ {i}
Randomly select a task(h) from SCT
chromosome= chromosome+ {h}





Then SCT= SCT+ {j}
Randomly select a task(h) from SCT
chromosome= {h} + chromosome
Delete the row and column of task(h) from PFigure 2 Two points crossover.3.2. Selection
Several selection techniques are tested and a selection proce-
dure known as Remainder is used in this model to select par-
ents for crossover and mutation. The individuals of the
population are scaled according to their ﬁtness function. Par-
ents are assigned deterministically from the integer part of each
individual scaled value and then a roulette selection on the
remaining fractional part is used.3.3. Crossover
In the developed algorithm, two types of crossover operators
are used to generate new children. Different crossover opera-
tors differs in performance due to the fact that each one have
its own way of inheriting genes structure from parents to off-
spring. The application of more than one type of crossover
prevents premature convergence; the loss of population diver-
sity before optimal or at least satisfactory values is found.
3.3.1. Two points crossover
In this type of crossover [15], two points, which cut each of the
parent into three parts (head (H), middle (M), and tail (T)) are
selected randomly. New children are created by swapping the
middle sections of the parent’s chromosomes. That is if par-
ent-1, represented by H1M1T1, is recombined with parent-2,
represented by H2M2T2, the new offspring created will be
H1M2T1. In the assembly line balancing problem the recombi-
nation is not that simple because of the precedence restrictions.
So in order to have feasible children a special two point cross-
over is applied as the example in Figure 2.
3.3.2. Precedence preservative crossover
In this type[16], a binary vector is generated randomly.
According to the binary vector, if the binary gene is (0) the
genes in the new offspring are selected from parent-1 and if
it is (1) then they are selected from parent-2.Figure 3 illustrates
an example of the precedence preservative crossover.
These two crossover operators are used simultaneously
such that half of the new children are formulated by the ﬁrst





Figure 3 Precedence preservative crossover.
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The mutation operator is applied in the Genetic Algorithm in
order to explore new areas in the search space and prevent
pre-mature convergence. A modiﬁed scramble mutation is
developed to ﬁnd mutated children. The mutated children
are generated by both forward and backward methods. The
procedure of the forward mutation is given in three main steps:
 A random point, where the mutation occurs, is selected.
 The head from the chosen parent is placed on the new
mutated offspring.
 The tail of the new offspring is reconstructed according to
the precedence matrix after removing all the tasks that have
been assigned to the head of the new offspring.
As in the initial population, there is a backward method to
obtain the mutated offspring. In this method the tail from the
chosen parent is placed on the new mutated offspring and the
head of the offspring is reconstructed according to the prece-
dence matrix after removing the tasks that have been assigned
to the tail of the new offspring. The mutation method is chosen
randomly for each mutated offspring.
3.5. Task-assignment heuristic
Tasks are assigned to stations according to a station-oriented
procedure (Algorithm 2). Each chromosome in the population
represents a sequence of tasks that must not be violated. For
this sequence, a new mated station is opened. Then tasks are
selected according to their sequence and according to the pre-
ferred operation direction to ﬁll this mated station as much as
possible considering the cycle time. However for tasks that do
not require a certain operation direction assigning these tasks
randomly is very exhaustive and for each sequence there is aTable 3 Parameters used in the developed GA.
Parameter Small-sized problems Large-sized problems
Population size (Ps) 20 100
Crossover rate (Rc) 0.8 0.8
Mutation rate (Rm) 0.2 0.2
Elite (e) 2 5huge number of possible side assignment for these Either tasks.
A new set of rules are formulated to ensure that the best side
assignment is considered for each sequence. These rules
reduce the solution space and the number of iterations needed
since for each sequence there is only one assignment. These
rules are mainly related to the workloads of the current
mated station and to the predecessors of that task. The proce-
dure is repeated until all tasks are assigned.
Algorithm 2. Task assignment algorithm
1. Set NM= 1, NL= 0, NR= 0, WLL, NM= 0 and WLR, NM= 0
2. Determine SATNM, SLTNM, SRTNM and SETNM If SATNM =
{/},
then go to step(5).
3. For each task(h) in the SATNM
if h 2 SLTNM or h 2 SRTNM then, calculate the FTh where
FTh =Max{FTh +WLL(R), NM, FTh + PFTR(L), NM}
if FTh 6 CT Assign task(h) to its side
Otherwise, open new mated-station and go to step(4)
if h 2 SETNM
Follow the appropriate side assignment rule (Section 3.6)
4. if task(h) could not be assigned to the current mated-station
then, open a new mated-station and
If TLNM „ {/} then, NL= NL+ 1
If TRNM „ {/} then, NR= NR+ 1 and go to Step(2).
5. Stop.3.6. Side assignment rules
According to the previous algorithm, tasks may have an as-
signed direction or can be performed on either side of the line.
For these tasks that does not require a certain direction, few
rules are developed to effectively assign them. The rules are ap-
plied sequentially for each of the Either tasks. If th 2 SET does
not follow the ﬁrst rule it will be checked for the second rule
and so on until we reach rule ﬁve which is a general rule if
all the previous rules failed to assign the task to a side.
Side assignment rule 1. Relation of the TFT to the CT
1. If TFTL,NM > CT and TFTR,NM 6 CT and both sides are occu-
pied, then assign task(h) to the right-side of the current mated
station.
2. If TFTL,NM 6 CT and TFTR,NM > CT and both sides are occu-
pied, then assign task(h) to the left-side of the current mated
station.
3. If TFTL,NM > CT and TFTR,NM > CT for the task(h),then open a
new mated-station and follow Task assignment rule 4.
4. If TFTL,NM 6 CT and TFTR,NM 6 CT for the task(h) at both side
of the station follow Task assignment rule 2.
Side assignment rule 2. Relation of the TFT at both sides
1. If TFTL, NM < TFTR,NM and both sides are occupied, then assign
task(h) to the left side station of the current mated station.
2. If TFTL, NM > TFTR,NM and both sides are occupied, then assign
task(h) to the right side station of the current mated station.
3. If TFTL, NM < TFTR,NM but the left-side station is empty, then
assign task(h) to the right-side station of the current mated station.
4. If TFTL, NM > TFTR,NM but the right-side station is empty, then
assign task(h) to the left-side station of the current mated station.
Figure 4 The best and the mean ﬁtness value plotted against the
generation for the P148 using random side assignment.
Figure 5 The best and the mean ﬁtness value plotted against the
generation for the P148 using side assignment rules.
Figure 6 Example on calculating the similarity between the
chromosomes.
232 R.B. Taha et al.5. If TFTL, NM = TFTR,NM and both sides are occupied, then follow
Task assignment rule 3.
6. If TFTL, NM = TFTR,NM and both sides are empty, then follow
Task assignment rule 4.
Side assignment rule 3. Relation of the TFT to the PFT
1. If TFT is dependent on the last predecessor assigned to the current
mated station, then If TFT= th + PFTR,NM, then assign task(h) to the right-side
station of the current mated station.
 If TFT= th + PFTL,NM, then assign task(h) to the left-side
station of the current mated station.
2. If TFT is independent on the last predecessor assigned to the cur-
rent mated station, then follow Task assignment rule 4
Side assignment rule 4. Relation of the TPTL,NM and
TPTR,NM of the successors that are candidates to the current
mated station.
1. If TPTL,NM < TPTR,NM,then assign task(h) to the left-side station
of the current mated station.
2. If TPTL,NMP TPTR,NM, then assign task(h) to the right-side
station of the current mated station.
Side assignment rule 5. None of the above rules are
applicable.
 If NLP NR, then assign task(h) to the right-side station of the
current mated station.
 If NL< NR, then assign task(h) to the left-side station of the
current mated station.
3.7. Fitness function
Genetic Algorithms aim at ﬁnding the most ﬁtted chromosome
over a set of generations. The ﬁtness function provides a mea-
sure of individual’s performance. The developed GA employs
the function given in Eq. (1) as the ﬁtness function. This func-
tion evaluates the number of mated-stations as well as the
number of stations so that if there are two different solutions
with the same number of mated-stations, one of these solutions
may be better balanced than the other one, since one of them
may have fewer stations than the other. Therefore, the number






Several stopping conditions can be applied for the GA. In the
developed GA two conditions are applied, the ﬁrst condition is
reaching a determined number of generations as given in Table
3, and the second condition is the lower bound, after which
the algorithm will stop. The lower bound is calculated for
the number of stations from Eqs. (2) and (3) and the number

































































Figure 8 Relationship between the average similarity percentage
of the chromosomes of the initial population and the order of
strength for both forward and forward–backward methods in
large size problem (P148).
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4.1. Evaluating the effectiveness of the proposed side assignment
rules
In this section the results obtained using the proposed side
assignment rules is compared with the results of using random
assignment. A large problem P148 is used in this study. All the
genetic operators, parameters and random numbers were kept
ﬁxed for comparison. The results of using random assignment
and the results of using side assignment rules are shown in Fig-
ures 4 and 5. The following points could be concluded: From
Figures 4 and 5 the following points could be concluded:
 Random assignment fails to ﬁnd a good solution since for
large problems there is a huge number of combinations
available for side assignment. Meanwhile, there is a very
small probability of choosing the right side assignment cou-
pled with the sequence that gives the best solution.
 The best ﬁtness value obtained when using the side assign-
ment rules is (36). This value is much less than that obtained
when using random side assignment which is (60).
 GA in nature is a stochastic procedure and most of its
search operators depend on random numbers. Considering
random side assignment will add more randomness to the
GA search procedure with no possible convergence of the
results to take place.
 The developed side assignment rules ensures that each of
the
E-tasks is assigned to its best place that minimizes the value
of the ﬁtness function.
4.2. The proposed population similarity measure
The population initialization has not received much attention
from researchers so far. A new measure called the measure
of similarity is introduced in this work. This measure is ex-
















































Figure 7 Relationship between the average similarity percentage
of the chromosomes of the initial population and the order of
strength for both forward and forward–backward methods in
small size problem (P24).The similarity is assumed to be the probability of having sim-
ilar chromosomes in the same population. A zero similarity
means that all the chromosomes are different and a gene does
not repeat its position more than once in the whole population.
A similarity of 100% means that all the chromosomes are sim-
ilar, i.e. genes are located in the same position in any chromo-
some in the population under consideration.
To measure the similarity between individuals, the similar-
ity of the chromosomes in the initial population is measured
following the procedure shown in Figure 6. If one gene in the
chromosome under consideration is repeated in another
chromosome in the same position, then this chromosome is
considered similar to the other chromosome by 1 over the
chromosome length. This process is repeated for each gene
in the chromosome. Each chromosome is compared with
the rest of the chromosomes in the population and the value




















































Figure 9 Average similarity percentage against the number of
generations for P24.




















































Figure 10 Average similarity percentage against the number of
generations for P148.
Figure 13 A bar chart of the ﬁtness value for the individuals in
the population using tournament selection at the 20th generation.
Figure 11 The best and the mean ﬁtness value plotted against
the generation for the forward method.
Figure 12 The best and the mean ﬁtness value plotted against
the generation for the forward–backward method.
234 R.B. Taha et al.chromosome divided by the population size. The average sim-
ilarity is then calculated for the whole population. The simi-
larity measure is used to study the effect of the proposed
method in generating the initial population on the population
diversity.
4.3. Evaluating the effectiveness of the proposed initial
population generation method
In order to evaluate the effectiveness of the proposed forward–
backward initial population generation method, the results of
its application to TALBP of different sizes are compared to
that obtained using forward generation method only. Two
problems representing the small size problems and large size
problems are P24 and P148. The problems are solved using
the forward method only and the proposed forward–backward
method. The random number used in generating the initial
population is ﬁxed for both procedures. The percentage of sim-
ilarity between the individuals of each population is deter-mined. This process is repeated for different values of order
of strength which represents a measure for precedence restric-
tion. Also the percentage of similarity is measured at different
number of generations to study the effect of using the pro-
posed initial population over the generations.
4.3.1. Testing the diversity of the proposed initial population
with different order of strength
The order of strength D which was proposed by Mastor [17] is
the number of precedence relations divided by the total possible
number of precedence relations. It is calculated from Eq. (5).
D ¼ 2E
MðM 1Þ ð5Þ
where E is the number of ones in the precedence matrix andM
is the number of tasks included in the problem. Values of D
close to 1 indicate highly interconnected network, and fewer
alternatives available for assigning work elements to work
stations.
Figure 16 A bar chart of the ﬁtness value for the individuals in
the population using roulette selection at the 100th generation.
Figure 15 A bar chart of the ﬁtness value for the individuals in
the population using roulette selection at the 20th generation.
Figure 14 A bar chart of the ﬁtness value for the individuals in
the population using tournament selection at the 100th generation.
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tion is plotted against the order of strength in Figure 7 for
small size problem, Figure 8 for large size problem.
The following remarks are concluded:
 The percentage of similarity between the individuals at
small values of order of strength is considerably small for
both small size problems and large size problems. At small
values of order of strength there is almost no precedence
restrictions between different tasks and therefore, the initial
generated chromosomes (individuals) are mostly dissimilar
due to the fact that there are large number of feasible com-
binations, whatever the size of the problem is.
 As the value of the order of strength increases, the number
of possible feasible chromosomes decreases due to too
many precedence restrictions. Hence the probability of gen-
erating similar chromosomes increases. This can be deduced
from the shown ﬁgures as the percentage similarity reaches99% at high values of order of strength where almost all the
created chromosomes (individuals) are similar regardless of
the size of the problem being studied.
 It was observed that in small and large problems the for-
ward–backward method yields less similarity compared to
the forward method only. In the forward–backward
method more than one technique is used to generate the
chromosomes. The chromosomes generated with the for-
ward method differs greatly at the beginning of the chromo-
some (head) due to the fact that many tasks have not been
assigned yet, while in the end (tail) most chromosomes seem
to have the same ending. The chromosomes generated with
the backward method is completely different since we begin
with assigning the end of the chromosome and the head of
the chromosome may be similar while the genes in the tail
are completely different.
 It can also be deduced that for very low (near to zero) or
very high order of strength (near to one), the forward–back-
ward method and the forward method yield approximately
the same percentage of similarity between individuals of the
initial population regardless of the size of the problems.
This is due to the fact that at very low order of strength
the chromosomes are very random so the technique used
in generating the chromosomes has no effect on the solu-
tion. While In case of considerably high order of strength
there are too many restrictions on the created chromosomes
and therefore the technique used in generating the chromo-
somes has no effect on the solution.
In general the higher the order of strength the higher the
percentage of similarity of individuals in the initial population.
Although the differences are not high, the forward–backward
method proved to yield less similarity between individuals of
the initial population compared to the forward method. There-
fore the froward and backward method ensures individuals of
initial population of higher diversity and hence widening the
search space. This will ensure lower probability that the
solution be trapped to a local minimum. For that reason, it
is expected that the forward–backward method is of more
Figure 17 A bar chart of the ﬁtness value for the individuals in
the population using remainder selection at the 20th generation.
Figure 18 A bar chart of the ﬁtness value for the individuals in
the population using remainder selection at the 100th generation.
Figure 19 The best and the mean ﬁtness value plotted against
the generation for two-points crossover.
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only).
4.3.2. Evaluating the diversity of the proposed initial population
with different number of generations
The average percentage of similarity between individuals of the
initial population is measured at different generations using
both the forward method and the forward–backward method.
Only the hybrid crossover operator was used to create the next
generation. The results of P24 are illustrated in Figure 9 while
that of P148 are illustrated in Figure 10. From these graphs the
following points can be concluded:
 For P24 the forward and the forward–backward method
have approximately the same percentage of similarity of
individuals at the ﬁrst number of generations. As number
of generation increases the similarity increases but the for-ward–backward method exhibit less percentage of similarity
at large number of generations. Having three methods in
generating the initial population, as in the forward–back-
ward method, can result in new different chromosomes
upon applying crossover operator between forward chro-
mosomes and backward chromosomes. These new chromo-
somes cannot be created using only one technique in the
generation of initial population.
 For P148 the percentage of similarity differs greatly when
using the forward method and the forward–backward
method. For small number of generation the difference in
the percentage of similarity is around 8% and as the num-
ber of generations increases this percent increases to reach
32% at the 31 generation then it decreases again to 7% as
the algorithm converges toward the best solution.
 The effect of using the proposed technique in generating the
initial population is so evident in large size problems. For
the problem used in this study (P148) using the proposed
technique ensures that the generated chromosomes are ran-
dom enough and have more diversity (the initial population
percentage of similarity is 3% for the forward–backward
and 11% for forward only).
 As the number of generation increases the similarity between
individuals increases. This is expected with GA behavior
which goes from exploration at the beginning of the
algorithm (where the search considers new areas) to exploi-
tation (where known good areas are intensely explored when
the algorithm is close to ﬁnd the best solution).
 At the 300th generation the forward method yields similar-
ity of 97.64% and the forward–backward method yields
95.86% while at the 500th generation both techniques have
a 100% percent similarity. This means that the algorithm
stops searching for better solutions since there is no muta-
tion in the present experiment.
For the large size problems such as P148, using the for-
ward–backward method is essential in order to reach global
optimum rather than local optimum solution. Figure 11 shows
the ﬁtness values of the best solution and the mean of each iter-
ation for P148 when using the forward method only. At the
60th generation the best value and the mean were equal and
Figure 20 The best and the mean ﬁtness value plotted against
the generation for precedence preservative crossover.
Figure 21 The best and the mean ﬁtness value plotted against
the generation for hybrid crossover.
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mature convergence occurs which result in a local minimum
solution. As for the forward–backward Figure 12 the conver-
gence occurs at the 84th generation and there was still some
variation after this generation. The best value is 37 which isFigure 22 Mean ﬁtness value plottedless than the forward method. This means that the diversity
of the initial population in forward–backward method enables
the algorithm to reach solutions that could not be reached with
forward method only. Moreover, using a mutation operator
that depends on the forward–backward method will ensures
that even for very large problem and with a small population,
optimum solutions could be reached.
4.4. Evaluating the effectiveness of the applied selection operator
The most common selection operators used for the ALBP are
the Roulette–Wheel and Tournament Selection. In the pro-
posed algorithm a Remainder selection procedure is used. This
procedure is expected to escape the local minimum problem
and also have some convergence on the long run. In order to
measure the effect of changing the selection procedure the
problem P148 is solved with the different selection operators.
The ﬁtness values of the individuals in the population at
20th and the 100th generation are illustrated in Figures 13
and 14 for the case of tournament selection, Figures 15 and
16 for the case of roulette wheel selection and in Figures 17
and 18 for the case of remainder selection. From these graphs
the following observations and conclusions are made:
 The individuals of the remainder selection exhibited the
minimum ﬁtness value which is 36, while for the roulette
wheel the value is 37 and for the tournament 38.
 It is found that by using the tournament selection almost all
individuals in the population have the same ﬁtness value
except that for the mutated children. Thus premature con-
vergence occur and most of the time the solution is trapped
in a local minimum.
 On the other hand, using the remainder selection avoids the
occurrence of such phenomena since the selection is not
restricted only for the best individuals but also a fraction
of the parents are selected randomly.
 For the roulette wheel selection, which is almost random the
minimum ﬁtness value changed from 45 to 37 between the
20th and 100th generation which is considered as an advan-
tage and it means the algorithm was not trapped in local
minimum. However the 45 ﬁtness value was the worst value
at the 20 generation compared with the other two methods.
 From all the previous points, the remainder selection can be
considered as a better selection operator than the other two
methods since it has the lowest ﬁtness value at the 20th and
100th generation and it has enough randomness so as not to
be trapped in local minimum.against different crossover rates.
Table 4 TALBP results.
Prob. C.t. LB GA GAPR ACO EA 2-ANTBAL TSA BA Proposed GA
NS NM LE%
Min Avg Max
P9 3 6 6 6 6 6 6 6 6 3 94.4
4 5 5 5 5 5 5 5 5 5 3 85.0
5 4 4 4 4 4 4 4 4 4 2 85.0
6 3 3 3 3 3 3 3 3 2 94.4
P12 4 7 7 7 7 7 4 89.3
5 5 6 6 6 6 6 6 6 3 83.3
6 5 5 5 5 5 5 5 5 5 3 83.3
7 4 4 4 4 4 4 4 4 4 2 89.3
8 4 4 4 4 4 4 4 2 78.1
P16 15 6 6 6 6 6 4 91.1
16 6 6 6 6 6 6 6 4 85.4
18 5 6 6 6 6 3 75.9
19 5 6 5 5 5 5 5 3 86.3
20 5 5 5 5 5 3 82.0
21 4 5 5 5 5 5 5 3 78.1
22 4 4 4 4 4 4 4 4 2 93.2
P24 18 8 8 8 8 8 8 8 4 97.2
20 7 8 8 8 8 8 8 8 8 4 87.5
24 6 7 6 6 6 6.05 7 3 97.2
25 6 6 6 6 6 6 6 6 6 3 93.3
30 5 5 5 5 5 5 5 5 3 93.3
35 4 5 5 4 4 4 4.15 5 2 100.0
40 4 4 4 4 4 4 4 4 2 87.5
P65 326 16 17 17 17 17 17 17 17.35 18 9 92.0
381 14 15 15 14 15 14 14 14.8 15 8 95.6
435 12 13 13 13 13 12 13 13 13 7 90.2
490 11 12 12 12 11 11 11 11.45 12 6 94.6
544 10 10 10 10 10 10 10 10 10 5 93.7
P148 204 26 27 26 26 26 26 27 27.55 28 14 93.0
255 21 21 21 21 21 21 21 21.95 23 11 95.7
306 17 18 18 18 18 17 18 18 18 9 93.0
357 15 15 15 15 15 15 15 15.25 16 8 95.7
408 13 14 14 14 13 13 13 13.4 14 7 96.6
459 12 13 12 12 12 12 12 12 12 6 93.0
510 11 11 11 11 11 11 11 11 11 6 91.3
P205 1133 21 23 24 22 24 22 22 23.2 24 13 93.7
1322 18 20 22 20 21 20 20 20.1 21 10 88.3
1510 16 20 18 17 18 17 17 17.55 18 9 90.9
1699 14 16 18 15 17 16 15 15.75 16 8 91.6
1888 13 16 15 13 16 14 14 14 14 7 88.3
2077 12 14 14 12 14 12 12 12.9 13 6 93.7
2266 11 13 12 12 13 12 11 11.7 12 6 93.7
2454 10 12 12 10 12 11 10 10.95 11 5 95.1
2643 9 12 11 10 11 10 10 10 10 5 88.3
2832 9 10 10 10 10 10 9 9.2 10 5 91.6
238 R.B. Taha et al.4.5. Evaluating the effectiveness of the proposed crossover
operators
The crossover operator used in the developed GA is a hybrid
crossover operator. This operator incorporates two types of
crossover which are the two-points crossover and the prece-
dence preservative crossover. To evaluate the effectiveness of
the proposed hybrid crossover the problem P148 is solved with
the different crossover operators. The two-points crossover,the precedence preservative crossover and the hybrid crossover
are used. The results of the population mean and best value is
plotted against the generations. Figure 19 shows the effect of
two-points crossover on the results of the different generations,
Figure 20 shows the effect of precedence preservative crossover
on the results of the different generations while Figure 21
shows the effect of hybrid crossover on the results of the differ-
ent generations From the previous graphs the following points
can be concluded:



























Figure 23 The number of stations plotted against the cycle time
for P65.


























Figure 24 The number of stations plotted against the cycle time
for P148.


























Figure 25 The number of stations plotted against the cycle time
for P205.
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crossover while the minimum value for the other two oper-
ators is 37.
 For the two-point crossover the mean value decreases more
than the two other operators. As for the precedence preser-
vative crossover the mean value has the highest ﬂuctuation.
 The hybrid crossover is considered the best crossover since
each crossover operators differs in performance due to the
fact that each one have its own way of inheriting genes
structure from parents to offspring. The application of
more than one type of crossover allows the chromosome
to have crossover in one generation by a method and in
the next generation with the another method. This prevents
premature convergence and ensures that the new generation
is diverse enough to include solutions in different areas of
the search space.
To choose the suitable crossover rate, a number of cross-
over rates were tested and the one with the best results (0.8)
is chosen as shown in Figure 22.5. Results and discussion
In order to assess the effectiveness of the developed GA, a set
of test problems are solved: four small-sized problems, P9,
P12, P16, and P24; three large-sized problems, P65, P148
and P205. P9, P12, and P24 are taken from Kim et al. [7].
P16, P65 and P205 are taken from Lee et al. [3], and P148
which is taken from Bartholdi [2] and modiﬁed by Lee et al.
[3]. Preliminary experiments are performed to determine the
parameters of the developed Genetic Algorithm that improve
the solutions. The parameters are given in Table 3. The Genet-
ic Algorithm and Direct Search Toolbox in Matlab7.6.0 was
used to test developed GA on the different benchmark prob-
lems. Table 4 summarizes the results of two-sided assembly
lines obtained by the developed GA, as well as that of using
the heuristics presented by Kim et al. [7] using a Genetic Algo-
rithm (GA), Lee et al. [3] using group assignment procedure
(GAPR), Baykasoglu and Dereli [4] using an ant colony-based
heuristic (ACO) algorithm, Hu et al. [6] using enumerative
algorithm (EA), Simaria and Vilarinho [5] ant colony algo-
rithm (2-ANTBAL), O¨zcan and Toklu [9] using Tabu Search
Algorithm (TSA), and Ozbakr and Tapkan [12] using bee algo-
rithm (BA). Three solution evaluation criteria are considered
which are, the number of stations (NS), the number of mated
stations (NM), and the line efﬁciency (LE). Each test problem
was solved 20 times. The best, the average and the maximum
solutions of NS are reported. Also NM and LE are reported
in the last two columns in Table 4. For small size problem
P9, P12 and P16 the proposed GA found the best solution in
all of the trials. While for P24 the proposed GA found the best
solution in 98.8% of the trials. This proves the consistency of
the proposed GA. However, it may differ slightly in case of
large problems. The results of the number of stations against
the cycle time is plotted in Figures 23–25. The results shows
that the developed algorithm performed well for the large size
problem through out the different cycle times and that the
deviation is within an acceptable range.
The computational study shows that the developed GA is
able to ﬁnd optimum and near optimum solutions within a lim-
ited number of iterations. This proofs that applying the pro-
posed method of generating the initial population and the
240 R.B. Taha et al.hybrid crossover technique are efﬁcient in solving the TALBP.
The generation method of the initial population allows consid-
ering solutions in different areas of the solution space. The
hybrid crossover technique allows the new generation to have
diversity since each crossover type has its own way of inheriting
genes structure from parents to children. Considering the feasi-
ble solution only through all the solution procedure reduces the
time and number of iterations for solving the problem. The pro-
posed side assignment rules improves the performance of the
developed GA. It reduces the solution space and consequently
reduces the computational time. On the other hand, random
assignment of the side for the either tasks is inefﬁcient and con-
sumes a considerable amount of computational time. The devel-
oped algorithmmay not able to ﬁnd the best solution in the large
problemswith small cycle time such as that of P148. In this prob-
lem the ratio between the maximum task time and the cycle time
is approximately 1:2. For that reason each station considers only
a small number of tasks on an average of six tasks per stations.
The developed Genetic Algorithm is able to ﬁnd only a near
optimum solution since it is a random search procedure and
the search space is very huge to ﬁnd the optimum solution for
this problem. Further iterations and larger population size
should be considered in order to ﬁnd the optimum solution on
the expense of the computational time.
6. Conclusion
The developed GA obtained the best solution for more than
90%of the test problems. The results showed that the developed
side assignment rules were efﬁcient specially in large scale prob-
lems. Moreover, the proposed method in generating the initial
population was able to generate feasible solution in different
areas of the search space. The applied hybrid crossover as well
as the modiﬁed scramble mutation were able to preserve the fea-
sibility of all solutions through all the generations. The tech-
niques applied in the developed Genetic Algorithm were able
to ﬁnd optimum and near optimum solutions within a limited
number of iterations.
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