Vis-NIR spectroscopy is a low-cost method for proximal soil sensing, enabling rapid analysis of soil texture as an alternative to more laborious analytical methods. In this study we used partial least squares regression (PLSR) and random forest (RF) models trained on vis-NIR spectra of 173 soil samples from across Germany to estimate soil sand (63-2000 μm), silt (2-63 μm) and clay (< 2 μm) contents. Models were trained with different spectral processing methods. Texture was also estimated by averaging results across different models and by calculating each fraction as the difference from 100% of the sum of the other fractions. The PLSR models predicted clay and sand best, whereas RF performed better for predicting silt fractions. Spectral processing did not improve clay predictions, but standardized normal variate spectra predicted the silt fraction best, and log-inverse spectra improved modelling of the sand fraction. The best models explained > 90% of variance in the evaluation samples of the textural fractions. Residual prediction deviations were > 3 for all fractions, which together with good accuracy indicated excellent model performance. Model averaging across the top three performing models improved the predictive performance of all fractions. Calculating each fraction from the sum of the other two fractions predicted only the sand fraction well, but increased model bias. In addition, we evaluated the models for their reliability at predicting the cumulative sum of the three fractions for samples of unknown textural composition (n = 1186). In a novel approach, we identified poorly predicted samples by propagating errors from the model uncertainties for the individual soil fractions, namely those samples whose cumulative sum lies outside the range covered by 100% ± propagated error from the three fractions. This new method provides the opportunity to optimize analyses efficiently because these samples can be prioritized and used to check and update the models.
Introduction
Texture (i.e. the primary particle-size distribution of a soil) is a key soil characteristic, influencing soil water transport and storage, gas exchange, rooting depth, soil biological activity and organic matter storage (Hassink et al., 1993; Emerson, 1995; Schenk & Jackson, 2005) . Despite its fundamental importance as a controlling factor in many soil ecological functions, reliable determination of soil texture is difficult. Soil texture can be estimated by hand in the field, Correspondence: E. Hobley. E-mail: nellie.hobley@wzw.tum.de Received 10 November 2017; revised version accepted 1 August 2018 but this requires considerable training to master accurately and is less precise than laboratory methods. On the other hand, laboratory methods give more precise results, but are time consuming and costly.
Standard laboratory methods for determining soil texture involve isolation of primary particles (i.e. disaggregation and dispersal) followed by their separation into particle-size fractions. To isolate primary particles accurately and achieve complete dispersal, removal of organic material and other aggregate-promoting components (e.g. Ca and Mg carbonates) is a prerequisite (Olmstead et al., 1930) , although sometimes considered optional. Because of the wide range of particle sizes separated, which span several orders of magnitude (2 mm to < 2 μm), a combination of isolation techniques involving wet-sieving and sedimentation is used. Hydrometer and pipette methods are used for sedimentation (Olmstead et al., 1930; Bouyoucos, 1962; Gee & Or, 2002) , and automated laser light scattering or X-ray absorption (Welch et al., 1979; Konert & Vandenberghe, 1997) complete the standard suite of techniques available for analysis of ultrafine soil particles.
Each of these preparation and separation steps is associated with analytical limitations, resulting in reduced accuracy and reproducibility of results (e.g. Christensen, 1992; Mikutta et al., 2005) , and increasing the time and costs of analysis. In particular, the sedimentation step is limiting because it takes over 7 hours for a clay particle to settle a distance of 10 cm. This introduces the potential for re-coagulation of clay particles during sedimentation and the distortion of results, in particular for the pipette and hydrometer methods. Laser-light scattering and X-ray absorption provide more rapid estimation of clay content but these instruments are costly, which limits their application in many laboratory settings. Development of simpler, more rapid methods for the accurate estimation of soil texture is therefore attractive to save both time and costs spent in the laboratory.
Spectroscopy in the visible (vis) and infrared (IR) light spectrum enables rapid, timely, low-preparation, less expensive analysis of soil samples than many traditional laboratory analyses. Because of their sensitivity to the vis, near infrared (NIR) and mid infrared (MIR) portions of the electromagnetic spectrum, both organic and inorganic soil components can be qualitatively and quantitatively assessed using vis-NIR-MIR (or subsets thereof) spectroscopic analysis. Spectroscopy is routinely used to estimate numerous soil properties, including soil organic carbon contents (Viscarra Rossel et al., 2006; Stenberg et al., 2010; Stevens et al., 2013) and its components such as charcoal or particulate organic carbon (Hobley et al., 2016; Hobley et al., 2017) , mineralogical properties (Viscarra Rossel et al., 2009; Viscarra Rossel, 2011) and textural composition (Ben-Dor & Banin, 1995; Viscarra Rossel et al., 2009; Lacerda et al., 2016) .
Although MIR spectroscopy may outperform vis-NIR for predictive purposes (Viscarra Rossel et al., 2006) , MIR spectroscopy requires samples to be ground to ensure optimal results (Baldock et al., 2013) , making it a more time consuming and costly analysis. In contrast, vis-NIR spectroscopy has been shown to produce robust estimates for numerous soil properties on unground, dried samples, or samples rewetted after drying with or without settling effects (Stenberg, 2010) , in particular for the prediction of soil texture. Thus, vis-NIR spectroscopy appears an attractive method for rapid analysis and quantification of soil texture.
Although vis-NIR spectroscopy has been shown to predict clay and sand contents of soil adequately (Viscarra Rossel & Webster, 2012; Lacerda et al., 2016) , predictions of silt content can be less reliable (Viscarra Rossel & Webster, 2012) . Furthermore, the cumulative sum of these three independently modelled fractions might not be 100%, which is required for soil classification. Consequently, one fraction is sometimes calculated as the difference from 100% of the sum of the other two (Lacerda et al., 2016; Nussbaum et al., 2018) . This has drawbacks for error estimation and robustness of estimates, which may affect soil classification.
A further issue remaining in the application of vis-NIR spectroscopy for predicting soil textural content is the appropriate transformation of spectral data for model calibration as well as model selection (Stevens et al., 2008; Viscarra Rossel & Behrens, 2010; Grinand et al., 2012) . Spectral processing and transformation generate models with different predictions and different reliabilities, as do different algorithms used in model fitting. It is usual to select a 'best' model for prediction, but averaging results across models may be preferable to the selection of one single best model (Hastie et al., 2009) because it might overcome individual shortcomings of models trained on differently treated spectra.
In this study we investigated optimal methods of spectral processing in combination with model algorithms, together with model averaging approaches for predicting sand (63-2000 μm), silt (2-62 μm) and clay (< 2 μm) fractions in soil by partial least squares regression (PLSR) and random forest (RF) models trained on vis-NIR spectra of German soil samples covering a variety of textural classes. In addition to assessing model predictive performance based on the evaluation of samples, we assessed the implications of predicting textural fractions as the difference from 100% of the sum of the other two fractions for model uncertainty and soil textural classification for samples whose textural composition was unknown. Lastly, we investigated a new approach to assess uncertainty in spectroscopic models for soil texture, evaluated the models with unknown standards using the cumulative sum of the three predicted fractions and propagated model uncertainties to identify samples poorly predicted by the models.
Material and methods

Soils
Soils spanning a wide range of textural classes from sand through to loam to clay, (Table S1 , Supporting Information) were sampled from 10 long-term field experiments in three states across Germany in 2016 (Figure 1 ). Samples were collected using a hydraulic steel core with an inner diameter of 6 cm. At each site, samples were divided into discrete depth increments. Nominal increments were 0-30, 30-50, 50-70 and 70-100 cm. However, if a profile had distinct horizons (e.g. textural change or presence or absence of carbonate), samples were taken at additional depth increments (maximum of seven depth increments per core). At each site, several management systems covering different cropping, fertilization and organic amendment treatments were sampled with three to five field replicates depending on the site, giving a total of 1338 samples. Samples were taken with equal representation of the sampled plots (e.g. control and fertilized), with cores randomly sampled within a replicate plot. Bulk samples were dried at room temperature and sieved at 2 mm prior to analysis. 
Vis-NIR spectroscopy
All samples were scanned using an SVC HR1024 spectroradiometer (Spectra Vista Corporation, Poughkeepsie, NY, USA) in a dark laboratory using two halogen lamps for sample illumination at a distance of 35 cm. The fibre optic sensor was fixed at 30 cm above the sample surface. Prior to initial analysis, the instrument background and baseline were corrected in dark mode and by scanning a Spectralon 99% reflectance target. Samples were scanned in the region from 350 to 2500 nm at a resolution of 2 nm in reflectance mode with auto baseline correction. Each sample was mixed thoroughly by shaking before it was levelled on a 9 cm by 6 cm surface. Analyses were performed in triplicate with thorough mixing between repeated scans. Prior to scanning a sample in triplicate, the Spectralon reference target was analysed for possible correction for instrument drift by normalization in spectral processing (Figure 2 ).
Textural analysis
Of the total sample set, 173 samples were selected for texture analysis (Table S1 ). At some field trials sample quantities were limited, therefore inclusion of samples in texture analysis depended on sample availability; a minimum of one entire core was analysed for textural composition per site. For each site, samples were selected randomly within depth strata, with equal sample numbers from all sampling depths. Where a textural gradient was expected across a field (e.g. a fluvial depositional gradient or slope), the extreme points were selected for textural analysis to ensure their inclusion in the calibration.
Samples (n = 173) were analysed for textural composition by wet-sieving and particle-size analysis with X-ray absorption in a sedimentation cell. Before analysis, primary particles were isolated by heating samples at 60 ∘ C in 30% H 2 O 2 to remove organic matter, followed by treatment with 1 m HCl to remove secondary carbonates, with subsequent neutralization in 1 m NaOH (pH > 3) and removal of salts with distilled water (centrifugation and decanting of supernatant). Particles were then dispersed ultrasonically (450 J ml −1 , 5 s) in a solution of 3.6% sodium pyrophosphate and 0.7% sodium carbonate prior to wet-sieving over 630-, 200-and 63-μm sieves. The mass of the retained fractions on each sieve was determined after drying in an oven (105 ∘ C), whereas the smallest fraction (< 63 μm) was freeze-dried prior to determination of mass. The particle-size distribution of the < 63-μm fraction was then analysed in a Micromeritics Sedigraph III (Norcross, GA, USA) after re-dispersing ultrasonically in the solution of sodium pyrophosphate and sodium carbonate.
Spectral processing
Five different data processing techniques were explored for predictive modelling (Figure 3) . First, the raw spectra from the spectroradiometer were used in the models. Second, each spectrum was normalized by dividing by the reference spectrum of the Spectralon target obtained immediately prior to sample analysis to correct for potential instrument drift during analysis before model fitting. Third, spectra were standardized by z-scores; that is, mean centred and divided by the standard deviation before data analysis. These spectra are referred to as standardized normal variate (SNV) spectra. Fourth, soil spectra were normalized to Spectralon spectra then standardized prior to model fitting. These spectra are referred to as normalized + SNV spectra. Last, the inverse reflectance (1/R) spectra were transformed to common logarithms (log 10 (1/R) spectra) after truncating the region < 450 nm, because of analytical artefacts in some samples. 
Textural proportion modelling and calculations
For each spectral processing method, sand, silt and clay mass proportions of the samples analysed for texture were modelled using the spectra as predictors and mass proportion of each fraction as response variables by PLSR (Janik & Skjemstad, 1995) and RF models (Breiman, 2001 ). Models were fitted using individual spectra of texture samples (i.e. three replicates per sample, n = 3 × 173 = 456), but model performance statistics were calculated from the mean response of triplicate estimates for each textural sample (n = 173).
Partial least squares models were first optimized to select the ideal number of components using five runs of five-fold cross-validation. Hereby, all spectra from a given sample were assigned either to the training or evaluation dataset to prevent inflation of goodness-of-fit. The optimal number of components was selected by averaging the predictions of the evaluation training set over the five runs of five-fold cross-validation. The model with no further reduction to the adjusted R 2 after the addition of extra components was regarded as having the optimal number of components. Subsequently, a single model was specified using the full dataset and this number of components.
In each RF, 500 trees were grown. The number of random predictors selected from the spectra for modelling of each tree was set to the square root of the total number of predictors in the spectra (31). The proportion of the dataset used to fit each individual tree was set to 70%.
In addition to predictive modelling of each textural fraction with vis-NIR spectra, each fraction was calculated as the difference between 100% and the sum of the other two fractions (e.g. clay proportion = 100% -sum of sand and silt) using the validation estimates from the best predictive models. Further, estimates were averaged across the above-mentioned ten models, weighted by the proportion of the root mean squared error (RMSE) of the corresponding model to the sum of all RMSEs of all models:
Finally, estimates were averaged from the top three performing models and weighted according to Equation (1). This produced a total of 13 different predictions per texture fraction for each sample.
Model evaluation
Model evaluation was based on five runs of five-fold cross-valuation. To avoid inflation of the goodness-of-fit during cross-validation, all triplicate spectra from a given sample were randomly assigned to the same fold and used for either fitting or evaluation. The model was then trained on four folds and evaluated on the fifth fold. This process was repeated five times using separately randomized fitting and evaluation datasets each time. Results were then averaged over the five cross-validation runs. Models were evaluated using the following statistics: bias (i.e. the mean error of the model); the RMSE (units of the response variable, i.e. %); normalized root mean squared error (nRMSE, = RMSE/(range of regressor), unitless); the coefficient of variation of the root mean squared error (cvRMSE, = RMSE/(mean of regressor), unitless); mean absolute error (MAE, units of the response variable, i.e. %), which gives less weight to outliers during calculation than the RMSE; the normalized mean average error (nMAE, = MAE/(range of regressor), unitless); the coefficient of variation of the mean average error (cvMAE, = MAE/(mean of regressor), unitless); the residual prediction deviation (RPD, unitless), calculated as the standard deviation of the modelled variable divided by the standard error of prediction (i.e. RMSE); and the coefficient of determination (R 2 = 1-MSE/Variance), where MSE is the mean square error of the model and Variance is the variance of the response variable modelled.
Model predictions for entire samples were also evaluated, with the sum of the individual texture fractions predicted by each model for samples analysed with vis-NIR spectroscopy that were not used to create the models (n = 1165). To do this, the sum of the three fractions was calculated for models obtained by the same data processing and model fitting algorithms. The distribution statistics were then calculated for each fraction as well as the propagated errors of each model:
using both the RMSE ('mean error') and MAE ('absolute error') as error estimates. It should be noted that this error propagation is a simplification because the assumption of independence of errors for classical error estimation is not met for this dataset. Specifically, although errors associated with fitting the models might be uncorrelated (as the algorithms build unique trees in each RF), the underlying analytical error is probably correlated because the spectra used in model fitting are the same. Traditionally, errors are propagated using the standard deviation, which is the RMSE for unbiased estimators. Our use of the MAE is statistically less correct, but may help to identify outliers, which are given more weight in calculating the RMSE than the MAE. From the propagated errors, poorly predicted samples were defined as those whose cumulative sums of fractions were outside the range of 100% ± propagated error. Finally, soil texture was classified and evaluated graphically for the best and worst predicted samples in the vis-NIR dataset of the samples not used in model fitting, namely the samples whose sum of the three textural fractions was closest to and furthest from 100%, respectively. For the best predicted sample, the proportion of each texture fraction and the extreme values (mean + RMSE or mean − RMSE) of each textural fraction were estimated, resulting in a mean, maximum and minimum for each fraction. The sum of the three fractions from these individual estimates was then calculated, resulting in nine possible textural classifications (Table  S2 , Supporting Information). These were then normalized to 100% and plotted within the soil textural triangle. For the worst predicted sample, the sum of the individual fractions was normalized to 100% to assign a textural class for the mean prediction. In addition, each fraction (sand, silt or clay) was calculated individually as the difference from 100% of the sum of the other two fractions. This gave a total of four estimates for this sample. From these four estimates, the extreme values were calculated by the methodology for the best estimates, giving a total of 36 individual estimates of textural classification. These were then plotted in the soil texture triangle.
In addition to assessing the predictive performance of the models, we evaluated the spectral regions relevant to the prediction of the different texture fractions, whether they differed from one another and how they were affected by spectral processing. To do this we extracted the variable importance from the RF models and compared this between modelling approaches and between the three particle-size fractions. We used the relative variable importance (Hobley et al., 2015) to identify which spectral regions were important for the quantification of sand, silt and clay, and assigned these regions to their characteristic components based on IR peak analysis reported in Viscarra Rossel & Chen (2011), Viscarra Rossel & Webster (2012) and Stenberg et al. (2010) .
Results
Soil texture classes
The samples analysed for texture covered a range of soil types, from sands, through loams to clays, covering a wide range of contents of each fraction (Table 1) . However, the distributions of the texture classes were neither normal nor unimodal, and the sand fraction in particular had a strong (approximately) bimodal frequency distribution (Figure 4) . The silt fraction was also bimodal, although with better cover of its range, and the clay fraction, although not normally distributed, was represented across its entire range.
Vis-NIR spectra
In general, the vis-NIR spectra showed an increase in reflectance from 400 to ∼ 1000 nm, with several bands detected in the region between 1000 and 2500 nm ( Figure 5) . Normalization of the spectra to the Spectralon reference target did not markedly alter the average shape of the spectra, whereas scaling 'stretched' the spectra vertically and enhanced features without altering their position. Log 10 -transformation of the inverse spectra resulted in smaller peaks at locations with decreased reflectance, whereas peaks became valleys in the inverse spectra. 
Evaluating predictive models of soil texture with different algorithms and spectral processing
The models based on the vis-NIR spectral properties of the 173 calibration samples explained between 80 and 95% of variance in the texture fractions (Table 2) , with deviations of residual predictions ranging from 2.15 to almost 5, but with generally good linearity between predicted and measured values (Figure 6 ). Overall, the variance was best explained for the sand fraction and worst explained for the clay fraction (Table 2, Figure 7) . However, the root mean squared error and mean absolute error were largest for the sand fraction and smallest for the clay fraction, although once normalized to the range or mean the errors were similar for all three fractions (Table 2) . Further, the non-normal distribution of the sand fraction resulted in reduced linearity in predictions, especially for samples with smaller sand contents (Figure 7) . Model bias was very small for all three fractions; the best models had a bias < 0.1%. In general, the PLSR models outperformed the RF models for the clay and sand fractions, but not for the silt fraction, which was predicted best by RF modelling.
Spectral processing provided little benefit to the predictive power of the PLSR models, except for the sand fraction where log-inverse spectral transformation improved predictive performance (Table 2) . In contrast, spectral processing greatly affected the performance of the RF models. The predictive power of the RF models did not improve when trained on spectra normalized to a reference obtained prior to each sample measurement compared with raw spectra. However, the RF models trained on the SNV spectra were notably improved for all three texture classes. They had Data refer to spectral pre-processing algorithms used: Raw, unprocessed spectra; Normalized, divided by Spectralon reference spectrum; SNV, standardized normal variate spectra (i.e. standardized by subtracting the mean and dividing by standard deviation); Normalized + SNV, divided by Spectralon reference spectrum then standardized to mean and standard deviation. Prediction refers to the method of calculation: RF, random forest model; Δ, calculated from the difference from 100% of the sum of the other two fractions from the best random forest models. Bias, mean error of the model (same unit as response); RMSE, root mean squared error (same unit as response); nRMSE, root mean squared error normalized to range of data (unitless); cvRMSE, root mean squared error divided by mean of data (unitless); MAE, mean absolute error (same unit as response); nMAE, mean absolute error normalized to range of data (unitless); cvMAE, mean absolute error divided by mean of data (unitless); RPD, residual prediction deviation; R 2 , coefficient of determination of the model. The bold values indicate the best predictive performance for each response variable. smaller errors, larger residual predictive deviation and larger R 2 values than the models trained on raw or normalized data. First normalizing and then scaling the spectra did not result in a marked improvement compared with only scaling the data. There was no spectral processing method that consistently gave the smallest model bias.
Wavelengths important for predicting soil texture with random forest models
The relative variable importance extracted from the RF models differed substantially between models trained on raw spectra, normalized spectra and SNV spectra ( Figure 6 ). Specifically, the region below 500 nm was important to the models trained on raw and normalized spectra, but unimportant to the models trained on SNV spectra. In contrast, a sharp peak centred at 530 nm appeared in the models trained on SNV spectra, which was not evident in those trained on unstandardized spectra. Similarly, the region around 950 nm was important to the models trained on raw and normalized spectra, whereas this region was unimportant to the models trained on SNV spectra, which in contrast showed a peak in importance around 1190 nm. Although the models identified different regions as important to the three fractions, the differences in the variable importance of the three fractions were not as pronounced as in the variable importance of models trained on different spectral treatments (Figure 8) . Nevertheless, the contribution of the different regions to relative variable importance differed. For the models trained on SNV spectra, the region around 530 nm was more important for predicting the sand and silt fractions than the clay fraction, the region around 1000 nm was important for predicting the silt fraction and to a lesser degree the sand fraction, but not very important for predicting the clay fraction, whereas the region around 1190 nm was more important for predicting clay than the sand and silt fractions. The region around 1910 nm was important for predicting the clay and sand fractions, but not the silt fraction, whereas the region around 2190 nm was important to the silt and clay fractions, but not the sand fraction. 
Calculating soil texture fractions from cumulative models and model averaging
Calculating the texture fractions as the difference between 100% and the sum of the other two fractions reduced model predictive performance for the clay and silt fractions, but improved the RMSE and R 2 for the sand fraction (Table 2) , although model bias was also increased.
In contrast, model averaging across all models (RF, PLSR and cumulative sum differences) resulted in better predictions than those of the models trained on soil spectra (Table 2) , although once again with increased bias. Averaging the estimates of the top three models reduced the root mean squared errors and mean average errors, resulting in best or equal best performance for all fractions, with a generally small increase in bias compared with individual models (Table 2) .
Evaluating model estimates based on the cumulative sum of fractions for all data
The distribution statistics of the model predictions based on the cumulative sum of all three fractions show that model averaging resulted in the smallest propagated error estimates (Table 3) . Nevertheless, the range of these estimates was relatively large with a moderate kurtosis (Table 3, Figure 9 ), so that model averaging also identified the largest number of poorly predicted samples.
The range and distribution of the predictions was affected by both the model algorithm and spectral transformation. In general, the range of the RF models was larger than that of the PLSR models, indicating more potential outliers predicted by RF modelling. Standardization of the spectra reduced the range and increased the kurtosis of the predictions from the RF models, resulting in a tighter distribution around the mean (Figure 9) . Combined with the reduced error estimates, this led to an increase in the number of samples predicted poorly by the RF models of SNV spectra and normalized SNV spectra (Table 3 ). In contrast, spectral transformation reduced the kurtosis of the predictions by the PLSR model, resulting in a broader spread around the mean. The smallest Figure 8 Relative importance of spectral wavelengths to the random forest models. (a) Variable importance of models trained on the sand fraction for different data treatments (raw spectra, log 10 -inverse reflectance spectra, SNV spectra) and (b) variable importance of models trained on the SNV spectra for the three textural fractions. SNV, standardized normal variate spectra (i.e. standardized by subtracting the mean and dividing by standard deviation). [Colour figure can be viewed at wileyonlinelibrary.com].
range was obtained with the PLSR model trained on the log(1/R) spectra, which also identified the fewest poorly predicted samples. Overall, the best performing RF models identified a larger number of poorly predicted samples than the best performing PLSR models. For the sample with the best estimate of texture (i.e. its cumulative sum was closest to 100%, namely 100.0016%), the cumulative sums of estimates of the individual fractions within the extremes of the range of error estimates (i.e. 100% ± error) gave a close distribution of textural classes (Figure 10 ). This sample was classified according to the German soil classification system KA 5 as a sand. In contrast, the worst estimate (cumulative sum = 82.8%) had a wide range of possible classes, including loamy sand, sandy loam, clayey silt or silty clay (Figure 10 ).
Discussion
Performance of models trained on vis-NIR spectra for estimating soil texture
The coefficients of variation of the PLSR and RF models indicated good (R 2 > 0.8) to excellent (R 2 > 0.9) predictions. The best predictive models for each fraction compared favourably with other predictions of soil texture based on IR spectra; for example, for predicting clay content, R 2 of 0.56 (Ben-Dor & Banin, 1995 ), 0.67 (Viscarra Rossel et al., 2006 ), 0.88 (Viscarra Rossel & Behrens, 2010 to up to 0.93 (Lacerda et al., 2016) ; for predicting sand content, R 2 of 0.75 (Viscarra Rossel et al., 2006) or 0.96 (Lacerda et al., 2016) ; for predicting silt content, R 2 of 0.52 (Viscarra Rossel et al., 2006) . The good prediction performance was further emphasized by the large RPDs; the best models had RPDs well above the cut-off value of 2.0 used to distinguish unreliable from reliable models (Chang et al., 2001) , and well above the values of 2.35, 1.63 and 2.06 reported for clay, silt and sand content in Australia (Viscarra Rossel & Webster, 2012) or 3.17 for clay content in Brazil (Lacerda et al., 2016) . Similarly, the RMSEs of the best performing models were around 4-5% for clay and silt, indicating excellent prediction accuracy Viscarra Rossel & Behrens, 2010) . The similarity in normalized RMSE and coefficient of variation of RMSE between fractions indicates that the larger RMSE of the sand fraction was associated with its greater range and variance compared with the silt and clay fractions.
Effect of spectral processing on model performance
For the PLSR models, our results confirm reports that spectral processing has little to no benefit for predictive modelling (Grinand et al., 2012; Viscarra Rossel & Webster, 2012) . In contrast, the models fitted with the RF algorithm were improved markedly after converting to z-scores. This resulted in the best prediction of the silt fraction, which is traditionally poorly predicted by vis-NIR (Viscarra Rossel et al., 2006; Viscarra Rossel & Webster, 2012) and is not always reported in soil textural studies (Lacerda et al., 2016) . The RF models might therefore help to overcome traditional limitations in predicting soil silt contents.
There was no clear advantage to normalization with a reference target spectrum obtained directly prior to each measurement, which is equivalent to a re-calibration of the instrument at specific intervals during analysis (Viscarra Rossel & Behrens, 2010; Viscarra Rossel & Webster, 2012; Lacerda et al., 2016) . Given the increase in analysis time required to rescan the reference target, the benefit of obtaining extra reference measurements is questionable. Our results indicated that potential baseline drift can be addressed adequately by converting the spectra to z-scores. 
Spectral regions important to prediction of soil texture using random forest models
The large difference in the spectral wavelengths important to the RF models between raw and SNV spectra highlights the importance of judicious model selection for qualitative interpretation of spectral regions important to soil fractions. Here, we limit the discussion to the best performing models (i.e. trained on SNV spectra). Spectral interpretation was based on the regions assigned by Viscarra Rossel & Chen (2011), Viscarra Rossel & Webster (2012) and Stenberg et al. (2010) .
The regions at 530 nm (green) and the NIR region of 1000 nm are associated with organic soil components and iron, in particular goethite and haematite. These regions might therefore reflect the relation between soil texture and organic matter content; coarser soils generally contain less soil organic matter than finer soils. Alternatively, these regions might be important to predicting soil texture because it and soil mineralogy are related, in particular to iron content. The smaller relative importance of the regions for predicting the clay content suggests, however, that the first explanation, namely the relation with organic matter, is more likely. The region at 1190 nm, which was important for predicting clay content, is not traditionally used for determining soil components. However, this region in the NIR is sensitive to and might potentially be indicative of water and therefore might indicate larger water contents in the air-dried samples with larger clay contents. The region at 1910 nm is associated with hygroscopically bound water in clay minerals as well as Al-OH in clay minerals such as kaolinite and illite. This suggests that these minerals are important for the prediction of sand and clay in the soils (i.e. a large content in clayey soils and small content in sandy soils). Similarly, the band at 2190 nm is associated with kaolinite, illite and smectite, potentially also indicating the presence of carbonates, which appear to be diagnostic for silt and sand, but not clay.
Model averaging for soil textural predictions
Model averaging is known to reduce RMSE (Bates & Granger, 1969; Hastie et al., 2009 ) and improve models of environmental data (Araújo & New, 2007) . This is fundamental to RF, which incorporates sample bootstrapping and repeated model fitting to obtain a final ensemble of models. However, the underlying assumption of a model averaging approach is that the models are built on independent data. This assumption is only conditionally valid for our models, which were trained on the same spectra but processed differently and fitted using different underlying algorithms. Nevertheless, this conditional independence appears sufficient to improve model performance for all three fractions, but at the cost of increased bias when averaging across models. Averaging across the top three models led to excellent predictive performance (R 2 > 0.95) with only minor effects on bias, indicating that this is a good approach to producing accurate estimates. This concurs with the findings of Nussbaum et al. (2018) , who reported that model averaging has the potential to improve predictions of some soil properties. A drawback, however, is that model averaging eliminates the potential for model interpretation.
Calculations of textural content from sums of other fractions
Estimating a fraction from the difference to 100% of the sum of the other two fractions seems an attractive method to ensure that fractions add up to 100% (Lacerda et al., 2016; Nussbaum et al., 2018) , in particular for datasets where one fraction (e.g. silt) is poorly predicted from vis-NIR spectra. Nevertheless, the attraction of this method is deceptive, because it does not allow an error estimate for the sum of the three fractions. Moreover, this method can lead to a wide range of texture classifications for poorly predicted samples (Figure 10 ). In contrast, propagating errors from individual models allows estimation of uncertainty in models and soil type classification.
Cumulative estimates of texture from individual models can be used to 'evaluate' the models in combination for samples whose textural content is unknown. Poorly predicted samples can be identified by defining criteria based on propagated error, and then prioritized for analysis by traditional methods. In our dataset, model averaging reduced the propagated error estimates while reducing the kurtosis of the distribution of estimates for the cumulative sum of the textural fractions, leading to more poorly predicted samples with this method. This suggests that model averaging is the most effective approach for identifying potentially poorly predicted samples. This methodology depends on the models and should be tested for other datasets.
When identifying samples for analysis using this method, error estimation based on propagation of the MAE, which is a statistically less correct but more conservative error estimate than the RMSE, increases detection of poorly predicted samples from the cumulative model estimates. Here we recommend initially prioritizing the analysis of samples identified by the propagated RMSE for analysis, updating the models and reassessing the poorly predicted samples. If necessary, the poorly predicted samples identified by the propagated MAE can be analysed to refine the models. In models with overall low detection of poorly predicted samples (e.g. for the PLSR trained on log-transformed inverse reflectance spectra in this study), an alternative approach to prioritizing samples for analysis can be by ranking the cumulative sum of the fractions and selecting samples furthest from 100% as priority samples.
Conclusions
Partial least squares regression models and random forest models trained on vis-NIR spectra of unground, air-dried soil samples provided excellent predictive capabilities for soil sand, silt and clay fractions. No single algorithm or spectral processing approach led to the best predictions, indicating that model comparison and optimization is necessary for all texture fractions. Random forest modelling might help to overcome traditional limitations in predicting silt contents, but provided no advantage for predicting sand or clay contents in this dataset. Model averaging across the top three performing models was a promising approach for improving overall predictive performance. Although predicting soil texture fractions as the difference from 100% of the sum of the other two fractions might provide satisfactory predictive performance, it does not enable uncertainty in the texture of the whole soil sample to be estimated. It also eliminates the possibility of identifying samples that are poorly predicted by the models and can generate disparate and unreliable texture classifications, depending on which fraction (sand, silt or clay) is calculated by this method. Therefore, this method should be used only in specific situations, such as where modelling one fraction provides inaccurate estimates. Although building uncertainty into textural estimates provides less precise soil texture classification, the result is more robust. Lastly, samples poorly predicted by the models can be identified by cumulating the sum of the three independently predicted fractions and propagating their error estimates. This enables efficient identification of samples that require traditional texture analysis in the laboratory, and can be used to update and improve the random forest models and optimize laboratory capacities.
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