AbstractÐYield enhancement through the acceptance of partially good chips is a well-known technique [1], [2] , [3] . In this paper, we derive a yield model for singlechip VLSI processors with partially good on-chip cache. Also, we investigate how the yield enhancement of VLSI processors with on-chip CPU cache relates with the number of acceptable faulty cache blocks, the percentage of the cache area with respect to the whole chip area, and various manufacturing process parameters as defect densities and the fault clustering parameter. One of the main conclusions is that the maximum effective yield is achieved by accepting as good, caches with a very small number of faulty cache blocks. One of the main conclusions is that the maximum effective yield is achieved by accepting as good, processor chips containing caches with a very small number of faulty cache blocks.
INTRODUCTION
ALL the recently developed high-performance single-chip VLSI processors incorporate one or more on-chip CPU caches [4] , [5] , [6] . The area occupied by these on-chip caches is already a great percentage of the total chip area and is expected to become greater in the near future. Cache memory can be thought as a ªredundantº resource in the sense that the correctness of the processor operation does not depend on the presence of the cache. A processor can still operate correctly, although with degraded performance, in the absence of an architecturally invisible cache memory. Thus, to enhance the yield of single-chip VLSI processors with on-chip CPU caches, the acceptance of partially good chips (chips with the faulty cache blocks disabled) has been proposed and the way that the number of faulty cache blocks affects the miss ratio of the cache for various cache sizes and organizations has been investigated [7] , [8] . It was shown in [7] , [8] that, when the number of the cache faulty blocks is very small, the performance degradation due to the application of the faulty blocks disabling technique is very small. Also, methods to further reduce the performance degradation of the processors with partially good caches were proposed in [9] , [10] , [11] . The applicability of the faulty block disabling technique depends also on the yield enhancement that can be achieved by accepting as good the chips with a very small number of cache blocks.
To the best of our knowledge, no yield expression has been given for predicting the yield of VLSI processors with a partially good on-chip cache. A cache memory consists of two parts, the tag part and the data part. A defect in a word of the tag part is equivalent (has the same consequences) to one or more defects in the corresponding block of the data part. Thus, the yield expressions derived for partially good memories [2] , [3] cannot be used in the case of cache memories. In this paper, we derive a yield model for single-chip VLSI processors with a partially good single level on-chip CPU cache. Using this model, we investigate the dependence of the yield (denoted hereafter as Y) of the partially good chips on the number of acceptable faulty cache blocks and the percentage of the chip area occupied by the cache. During the manufacture of VLSI processors with on-chip cache, chips with up to faulty cache blocks can be accepted as good for yield enhancement. The value of will depend on the required yield and the maximum cache performance degradation that can be accepted. Given the required yield, the yield expression derived in this paper can be used to determine the value of .
YIELD MODEL
It has been generally accepted [12] , [13] that the Poisson distribution cannot be used to adequately model the manufacturing defects due to the fact that, in practice, defects are clustered, rather than evenly distributed throughout the wafer. Defect clustering can be modeled by assuming that the number of defects per area unit is Poisson distributed, with the parameter ! being a random variable:
The fact that ! is a random variable and not a constant leads to increased clustering, no matter what distribution it follows. One choice often made [12] , [13] of a distribution function for ! is the Gamma distribution with two parameters, and :
Averaging ! in (1) with respect to (2) results in the defects per unit area being distributed according to the negative binomial distribution:
One of the most useful properties of the Poisson distribution, which the negative binomial one lacks, is the statistical independence between defects in disjoint areas. For overcoming this difficulty and to calculate the yield when the negative binomial distribution is assumed, we follow a method based on the wellknown total probability theorem [14, p. 23] . That is, we assume Poisson distribution for the defects, utilizing the independence property of this distribution to calculate the yield for a fixed ! value. By averaging the result over all values of !, using the Gamma density function, we obtain the yield for the negative binomial model [12] , [13] .
In our case, that is, processors with on-chip cache, we first consider statistical independence between defects in three disjoint areas, the data part of the cache, the tag part of the cache, and the rest part of the chip (processor and the cache support circuit). We then average the result over all values of ! (number of defects), using the Gamma distribution function. A chip is usable when the processor and the cache support circuits are fault-free, even if some of the tags and /or the data blocks are faulty. Thus, chips with faults in the processor and/or the cache support circuits are discarded, while those with fault-free processor and cache support circuits and some faulty tags and/or data blocks are accepted as good.
Let x denote the number of cache blocks. Then, the yield can be expressed as a probability as follows:
. where iYx ro fextly i he loks re not opertionl nd the rest hip is fult À freegX Q i cache blocks are not operational means that s tags and q data blocks are not operational. We have to note here that a tag corresponds to just one data block. Let t be the number of faulty tags that correspond to faulty data blocks. Then, H t minfsY qg and s q À t i. The assumption that the s tags and the q data blocks belong to different cache blocks, that is, t H, inserts a very small error for small values of . The yield expression that will be derived by making the above assumption will result in slightly smaller values for the yield of the chips with partially good cache than in the case that this assumption is not made. It is evident that this assumption does not affect the perfect chip yield. We call the chips that are fault-free perfect chips.
Making the above assumption we get:
iYx i sH rofextly s tgs nd q i À s dt loks re not opertionl while the rest hip is fult À freeg i sH sYq X R We consider that the faults occurring in different modules are independent (as in the case where the faults follow the Poisson distribution). We then have:
where rofthe proessor nd the rest support iruit is fult À freeg d s rofextly s tgs of the he tg prt re fultyg nd g q rofextly q loks of the he dt prt re fultygX Following Poisson distribution for the defects, we have
where ! k is the average number of defects per chip in the processor and the rest support circuits. In the case of the tag part of the cache memory, the identical modules are the tags. Considering the area requirements of a tag, which are very small (in the order of the area occupied by a few static RAM cells), it is evident that the probability of a single fault affecting more than one tag is greater than the probability of a tag containing any number, greater than one, of faults. In our analysis, we consider that one fault affects one tag. In the case that one fault affects two or more tags, we consider that two or more faults have occurred. Assuming Poisson distribution for the defects of the tag memory, we get:
where ! tg is the average number of defects per chip in the tag part of the cache.
In the case of the data part of the cache memory, the identical modules are the blocks which usually consist of 8, 16, or 32 bytes. Because of the large area of the block with respect to the area of spot defects, we consider that a module may have any number of faults. If the faults occurring in different modules are independent, using binomial distribution we can get
where y is the yield of a single data block, given by y e À!lok and ! lok is the average number of defects per block. By expanding I À y q into the following binomial series, we get
and, by substituting this in (8), we get (5), (6), (7), and (9), we have:
We next have to apply the compounding procedure [12] , [13] in order to calculate the yield when clustering of faults is allowed. We must not, however, perform three separate compounding steps (for the two types of modules and the support circuits) since the clustering of faults in one type of circuits is not independent of the clustering in the other two. Therefore, we must perform a single compounding step using the average number of faults in the complete chip, i.e., ! ! k ! tg x! lok X To simplify the integration which contains different multiples of !, we define:
Note that I , P , and Q are constants which mainly depend on the ratio of the corresponding chip areas to the area of the whole chip. The exponential term now becomes:
Then, considering as compounder the Gamma distribution with two parameters and (2), we get:
After the evaluation of the integral (hints are provided in the Appendix), we get:
Combining (3), (4), (10), and (11), we get the following yield expression for processors with a single level of partially good cache memory, when at most cache faulty blocks are acceptable: 
DISCUSSION
Having obtained an expression for the yield, we can study how the yield depends on various parameters as the acceptable number of faulty cache blocks, the percentage of the cache area with respect to the whole chip area, the values of h k , h tg , h dt , as well as the fault clustering parameter . We have to note that any yield enhancement technique that is used for the on-chip cache of VLSI processor chips requires some extra implementation area. This extra implementation area should be kept as small as possible because any additional area may be the cause for increased number of defects per chip and may result in perfect chip yield loss. Moreover, when the area of a chip increases, the number of chips per wafer tends to decrease. Therefore, we have to consider the effective yield, which is the chip yield multiplied by the area increase factor, as a most suitable metric rather than the yield itself. For applying the faulty block disabling technique, one additional bit (availability bit) should be added in each tag of the cache, whose value denotes whether the corresponding block is faulty or not. Using a large set of values for the parameters of the yield expression, we derived a large set of curves for the yield of VLSI processor chips with partially good on-chip cache as a function of the number of the accepted cache faulty blocks. Figs. 1, 2, 3 , and 4 present representative samples. The yield model presented in this paper can be applied equally well no matter which layout organization for the on-chip cache is followed. We have considered the layout organization that leads to the best cache cycle time (as computed by the model presented in [15] ). For estimating the area that the on-chip cache occupies, we used the area model presented in [16] . The choice h k h tg h dt is based on the fact that cache arrays are fabricated with the tightest feature and scaling rules available in a given technology which means that caches are more susceptible to faults [17] , [18] . Only experimental data obtained by monitoring wafers can show which values of h k , h tg , and h dt must be used in the yield expression.
. Fig. 1 presents the effective yield as a function of the number of the acceptable faulty blocks for various values of the defect densities. We can see that, in all cases, the effective yield increases significantly with the number of acceptable cache faulty blocks until we reach a value beyond which the effective yield is practically constant. Even if we accept as good chips those with just one faulty cache block, we achieve a significant yield enhancement. Specific values corresponding to Fig. 1 are given in Table 1 . We can also see that the maximum effective yield is achieved by accepting a small number of faulty cache blocks. Therefore, there is no need to accept as good, chips with a large number of faulty blocks and, hence, a significantly degraded cache performance. From Table 1 and Fig. 1 , we can also see that the effective yield enhancement is greater for small values of t h e d e f e c t d e n s i t i e s a n d e v e n g r e a t e r f o r h k`htg h dt . This implies that in mature fabrication technologies, where the values of the defect densities are smaller, the technique of accepting chips with partially good caches will be more effective. . Fig. 2 presents the effective yield as a function of the number of the acceptable faulty blocks for caches with capacity 8 KB, 16 KB, and 32 KB and constant processor area. We can see that the yield enhancement achieved by accepting as good, chips with one, two, or more cache faulty blocks increases as the percentage of the total chip area devoted to the on-chip cache increases.
As expected, keeping all other parameters constant, the perfect yield of the chips depends heavily on the cache size (that is, the area occupied by the cache). However, as the number of the accepted faulty cache blocks increases, the yield of the chips with partially good caches approximates almost the same value independently of the cache size. The number of the faulty cache blocks that should be accepted in order to approximate the value increases when the cache size becomes larger. From Fig. 2 , we can also see that, when we accept as good chips with up to one faulty cache block, the effective yield of the chips with a cache of size equal to 16 KB is greater than the perfect chip yield of the chips with a cache of size equal to 8 KB. We think that this observation is very significant and its exploitation is under investigation. . Fig. 3 presents the effective yield as a function of the number of the acceptable faulty cache blocks for caches with block size equal to 8, 16, and 32 bytes. When the block size increases, for constant cache size, the number of cache blocks, as well as the number of tags, decreases. Thus, when we move to larger block sizes, the tag memory occupies less area and the yield is increased. This can be verified from Fig. 3 . However, the effective yield enhancement that can be achieved by the acceptance of processors with partially good on-chip cache does not depend strongly on the block size. . Fig. 4 presents the effective yield as a function of the number of the acceptable faulty cache blocks with parameter the value of the defect clustering parameter . Table 2 gives characteristic values of Fig. 4 . From  Fig. 4 and Table 2 , we can see that as the value of gets significantly smaller as the achieved effective yield enhancement becomes slightly smaller. Therefore, the yield enhancement due to accepting chips with partially good cache is insensitive to the value of the defect clustering parameter . As we have mentioned earlier, every yield enhancement technique for processors with on-chip cache requires some extra implementation area. The extra area requirements for implementing the availability bit for the faulty block disabling technique are very small and, hence, the perfect chip yield degradation is negligible. For example, consider a chip in which the area occupied by the processor and the support circuits is 70 mm P , the defect clustering parameter is 2, the defect density is 0.01 defects/mm P , and the chip is fabricated in 1.0"m feature size. If the cache is 32KB and the block size is 32 Bytes, the yield of the perfect chips when no redundancy is used is 30.723 percent, whereas, when the cache is equipped with the availability bits, the effective yield is 30.609 percent, that is, only 0.37 percent lower. The corresponding values for the 16KB-16Bytes case, are 38.9 percent and 38.723 percent and the perfect chip yield loss is only 0.46 percent.
CONCLUSION
In this paper a yield model for single-chip VLSI processors with partially good on-chip cache was derived. Using this model, we have shown that by accepting as good chips with a very small number of faulty cache blocks, we achieve a significant increase of the yield. We have also shown how the yield depends on various parameters as the percentage of the cache area with respect to the whole chip area, the cache block size, and various manufacturing process parameters such as defect densities and the fault clustering parameter. The cache faulty block disabling technique can be used alone or along with the technique of spare rows and/or spare columns that was used earlier in RAMs [19] and recently in caches memories [20] . 
