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Magnetic susceptibility reflects the concentration of bio-metal elements such as iron, 
calcium or gadolinium, providing means to investigate diseases such as multiple 
sclerosis, Alzheimer’s disease, hemorrhage and calcification. Numerous approaches 
have been proposed to provide magnetic susceptibility estimation from magnetic 
resonance imaging (MRI). While those methods are designed for specific body parts 
or pathologies, a unified framework is elusive from literature for reliable susceptibility 
estimation in both normal and pathological scenarios. 
This thesis developed algorithms that improve the accuracy, robustness and 
applicability of quantitative susceptibility mapping (QSM) for both healthy and 
pathological subjects. First, a dedicated regularized model was proposed to enable 
automated zero reference for QSM using cerebrospinal fluid. Second, convolutional 
neural network was combined with numerical optimization for superior anatomical 
contrast in QSM reconstruction. Finally, a total field inversion approach was presented 
to enable QSM for both healthy subject and hemorrhage patient. 
With the technical advances in this thesis, QSM requires less manual effort in 
susceptibility quantification, admits detailed recovery of anatomical structures and 
applies to both healthy subject and patient via a unified framework.  
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CHAPTER 1 
1 INTRODUCTION 
Magnetic susceptibility is an intrinsic physical property of material that is useful for 
the identification and quantification of biomarkers such as iron, calcium and 
gadolinium. It can directly reflect the concentration of paramagnetic or diamagnetic 
materials, making a consistent and robust implementation of quantitative susceptibility 
measurement much desirable in various applications. Quantitative Susceptibility 
Mapping (QSM) has advanced MRI study of tissue magnetism in characterizing the 
pathology of various diseases (1). For instance, the susceptibility value of Multiple 
Sclerosis lesions (2-5) could be measured and compared to normal white matter. This 
measurement, as a synergy of iron accumulation and demyelination, could be used to 
characterize the progressive stage of MS. Other applications involve Alzheimer’s 
disease (6), Parkinson’s disease (6-8), Huntington’s disease (6, 8), intracerebral 
hemorrhage (9), stroke (10) and calcification (11).  
However, MRI cannot directly measure the tissue magnetic susceptibility. In order to 
estimate the susceptibility distribution from MRI signal, we need to review the 
physical model through which susceptibilities affect the phase component of the MRI 
signal. We will then introduce the basic procedure of solving the inverse problem from 
MRI signal to susceptibility recovery. Finally, we specify the limitations of the 
conventional QSM procedure and propose novel algorithms to address these 
limitations as major contribution of the current thesis.  
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1.1 Magnetic Susceptibility, Field and Phase  
In this section, we examine the forward process by which a magnetic susceptibility 
distribution generates an inhomogeneous magnetic field and in turn modulates the 
phase signal in the MRI image. 
When tissue material is placed in an external magnetic field, such as the main 
magnetic field of an MRI scanner, the relation between its magnetization 𝐌 
(magnetic moment per unit volume) and the external magnetic field 𝐇 is defined as: 
 𝜒 = 𝐌𝐇 [1.1] 
where 𝜒 is the magnetic susceptibility. It indicates the magnitude of tissue magnetic 
perturbation in an external applied field, an intrinsic property of material that 
categorizes them into paramagnetic (𝜒 > 0) or diamagnetic (𝜒 < 0) material. For 
instance, iron, as a critical metal element in many bio-physiological functions, is 
paramagnetic, while calcium as associated with mineralization and calcification 
processes, is diamagnetic. 
A distribution of spatially varying susceptibility sources will perturb the external 
applied magnetic field. We can derive the exact relation by which tissue susceptibility 
determines the field perturbation using the Maxwell’s equations (12-14) and Lorentz 
sphere correction model (15, 16), resulting in the following convolutional form for 
non-ferromagnetic tissue (𝜒 ≪ 1) (See Appendix A for the detailed derivation): 
 *+ = 𝑑 ∗ 𝜒 [1.2] 
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where 𝐵 is the external magnetic field strength, 𝑏 is the observed perturbation field 
by the tissue and 𝑑 is the dipole kernel used in the convolution operation ∗, which 
can be regarded as the magnetic field perturbed by a unit point susceptibility source: 
 𝑑(𝒓) = 345 	7 89:; <=3|𝒓|? ,								𝒓 ≠ 𝟎 [1.3] 
𝜃 is the angle between the location vector 𝒓 and the main magnetic field 𝑩. The 
dipole kernel (Eq. 1.3) has a Fourier transform: 
 𝐷(𝒌) = ℱ{𝑑} = 37 − KL;K; ,								𝒌 ≠ 𝟎 [1.4] 
which leads to the following Fourier multiplication form of Eq. 1.2: 
 ℱ M*+N = 𝐷 ∙ ℱ{𝜒} [1.5] 
If the MRI images are acquired using gradient echo sequence, the complex MRI 
signal, after de-modulation of the spatial encoding gradient field, reflects the perturbed 
magnetic field in a linear fashion via its phase component: 
 𝐼 = 𝑚𝑒=ST∗UV𝑒=WTX*UV + 𝑛 [1.6] 
where 𝑚 is the magnitude of the magnetization damped with an exponential R2* 
decay, TE is the acquisition time for the corresponding gradient echo and 𝑛 is 
random noise. Note that the phase component is proportional to the perturbation field 𝑏 with a factor of 2πTE. 
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1.2 Quantitative Susceptibility Mapping  
QSM essentially solves the inverse problem that decodes the susceptibility map 𝜒 
through processes Eq. 1.2 and Eq.1.6. Considering the presence of noise and an 
exponential decay of the signal magnitude in Eq. 1.6, a least square fitting can be 
performed on the phases at multiple TEs to obtain the raw estimate the strength of the 
perturbation field (17): 
 𝑏_`a = argmin* ∑ i𝐼j − k𝐼jk𝑒WTX*UVliTTmnojp3  [1.7] 
This least square fitting could also provide an estimate of the noise level (17, 18) in 
the field map 𝑏_`a, and use its inverse as an SNR weighting 𝑤. Eq. 1.7 is typically 
followed by a phase unwrapping algorithm (18, 19) to remove the intrinsic 2𝜋 phase 
wraps between adjacent voxels, giving a continuous field estimation 𝑏.  
Given the field estimation, the inverse problem of solving for the underlying 
susceptibility map remains nontrivial. It presents two intrinsic challenges (1, 20) that 
preclude a straightforward calculation of the susceptibility map. 
First, the estimated magnetic field contains two components: background field and 
local field. The background field is defined as the field contribution of sources outside 
the region of interest (ROI), where a reliable measurement of phase signal is absent 
due to low or negligible MR signal. Examples include air surrounding the head and 
inside the sinus system, and the cortical bone in the skull and neck. Background field 
contribution might also include macroscopic field modulation such as B0 field 
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imperfection or the shimming field from the MR scanner. On the other hand, the local 
field is defined as the field generated by the tissue inside the ROI, such as the 
gray/white matter, veins or CSF. The correct separation of background field and local 
field is essential to the accurate depiction of the brain tissue susceptibility map, which 
has been shown to be challenging: the background field is usually by orders of 
magnitude stronger than the local field, such that it requires dedicated approaches (21-
23) to efficiently extract and remove this background field in the presence of a much 
weaker local field. More details on those approaches will be discussed in Chapter 4: 
Preconditioned Total Field Inversion.  
Second, upon a successful estimation of the local tissue field, we need to solve an 
inverse problem for the tissue susceptibility distribution. This is an ill-posed inverse 
problem, due to the singularity of the dipole kernel in the Fourier domain (Eq. 1.4). 
Specifically, the dipole kernel 𝐷 is zero on a pair of opposing cone surfaces at the 
magic angle 𝜃~54.7° (or equivalently, KL;K; = 37) with respect to the main magnetic 
field direction (Figure 1.1).  
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Figure 1.1. The double cone surfaces for the dipole kernel in k-space. 
 
Failure to handle this singularity causes streaking artifact along the magic angle in the 
susceptibility map, hence degrading its diagnostic value. Researchers have proposed 
numerous approaches (24-27) that incorporate regularization in either k-space or 
image space to tackle this streaking artifact. Conventional regularizations such as total 
variation (20, 27) promote specific assumptions on the smoothness or sparsity of the 
image by itself, or in a transformed domain like gradient or wavelet domain. One of 
the most popular approaches is Morphology Enabled Dipole Inversion (MEDI) (18, 
26, 27): 
 𝜒∗ = argminy 3T i𝑤z𝑒={| − 𝑒={(}∗y)~iTT + 𝜆3‖𝑀∇𝜒‖3 [1.8]  
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which employs a total variation regularization weighted with an edge mask 𝑀 to 
maintain structural consistency with the magnitude MR image. Here 𝑓 = 𝑏/𝐵 is the 
normalized local field. However, such built-in assumption might overlook the fine 
structure in the susceptibility map that has high spatial frequencies. Therefore, in 
Chapter 3 we design a machine learning based regularization to exploit the capacity of 
deep learning, in order to achieve better structural recovery.  
Even with proper regularization, the streaking artifact might intensify with the 
presence of strong susceptibility sources (e.g. hemorrhage) and over-shadow the 
surrounding normal gray/white matter (28-30). Chapter 4 presents a novel concept 
called preconditioning that suppresses shadowing artifact in both normal and 
hemorrhage scenarios (9, 29). 
In interpretation of the susceptibility measurements, one should note the presence of 
an arbitrary constant component across the entire QSM which is indifference on the 
perturbation field. The reason is that: the dipole kernel is 0 at the origin of k-space 
(𝒌 = 𝟎) in its implementation (Eq. 1.4), thereby discarding any DC component from 
the susceptibility map 𝜒. In other words, a referencing scheme becomes essential in 
cross-subject and cross-center susceptibility study. Chapter 2 provides an automated 
procedure to determine this QSM reference. 
1.3 Summary of Contribution  
The work in this thesis is designed to develop robust numerical algorithms to reliably 
perform quantitative susceptibility mapping under various scenarios. Three new 
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technical developments are proposed, each described in a separate chapter. 
1. CSF regularization in QSM for automated zero reference. Chapter 2 presents an 
augmented QSM reconstruction model that employs a dedicated regularization design 
to enforce the homogeneity of CSF susceptibility in its solution (31). This approach 
removed the manual effort in choosing the CSF reference ROI, reduced the 
uncertainty of zero reference caused by the CSF flow or white matter anisotropy, and 
improved the image quality in the white matter adjacent to the ventricular CSF. 
Numerical analysis on MS patient suggested that this regularized approach maintained 
well agreement with a conventional approach in quantifying lesion-white matter 
contrast,. 
2. Deep learning based regularization for QSM. Chapter 3 proposes to incorporate a 
convolutional neural network (CNN) model into the traditional numerical optimization 
framework for QSM reconstruction. Unlike the direct feedforward computation 
through the network, a feedback scheme was used to enforce the consistency of the 
reconstructed susceptibility map with the actual field measurement through a fidelity 
cost; Meanwhile, the outcome of the CNN was incorporated via a regularization term, 
which penalized the deviation between the solution and the CNN reference map. It 
outperformed a traditional total variation regularized model at less computational 
costs. 
3. Preconditioned Total Field Inversion. Chapter 4 presents a novel framework that 
bypasses the separate fittings for background field and local field components. Instead, 
it fit for a susceptibility distribution over the entire field of view from the total field 
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estimation. This generalized framework, named Total Field Inversion (30), eliminated 
error propagation and improved the accuracy of the susceptibility recovery, especially 
for susceptibility source close to ROI boundaries. It also preserved the image quality 
in the presence of severe susceptibility contrasts, such as those in intracerebral 
hemorrhage (ICH) patient.  
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CHAPTER 2 
2 CSF REGULARIZATION IN QSM FOR AUTOMATED ZERO 
REFERENCE 
2.1 Abstract 
In this chapter we developed a quantitative susceptibility mapping (QSM) method 
with an automated zero reference using minimal variation in cerebrospinal fluid (CSF) 
susceptibility. 
2.2 Introduction 
QSM provides meaningful susceptibility measurement only with respect to a chosen 
reference tissue. This comes from the fact that an arbitrary constant shift in QSM 
produces no difference in the perturbation field because of the singularity of dipole 
kernel at the k-space center (Eq. 1.4). Accordingly, a common tissue is determined 
whose susceptibility is subtracted from the entire QSM. This tissue is referred to as 
zero reference tissue. It is necessary for cross-subject and cross-institute studies. For 
brain QSM, cerebrospinal fluid (CSF) is a popular zero reference choice due to its 
chemical resemblance to pure water (32). However, ventricular CSF in traditional 
QSM is often inhomogeneous, and causes uncertainty of the reference susceptibility 
(32, 33). Literature suggests that CSF flow (10, 34) and white matter anisotropy (35) 
might be the reason to this variation in susceptibility.  
Considering that regularization has been used to address streaking artifacts in QSM 
 11 
which are caused by amplified noise during the ill-posed field-to-source inversion (36, 
37) such as in current Bayesian QSM (morphology enabled dipole inversion, MEDI 
(18, 38), we could similarly use regularization to suppress ventricular CSF 
susceptibility inhomogeneity. In fact, applying scalar version of field-to-source 
inversion on field which contains contribution from anisotropic white matter, may 
have non-local influence to QSM, particularly around ventricles that are adjacent to 
white matter tracts. We design a regularization that specifically enforces the 
susceptibility uniformity inside the ventricular CSF. In this chapter, we show 
preliminary data demonstrating that minimal susceptibility variation in CSF can be 
achieved for a consistent and automated zero reference of QSM, and further provide 
improvement on image quality. This method is referred to as MEDI+0 (31). 
2.3 Theory 
The optimization problem for QSM in literature has become a MEDI type Bayesian 
framework (1, 39-43): 
 𝜒∗ = argminy 3T i𝑤z𝑒={| − 𝑒={(}∗y)~iTT + 𝜆3‖𝑀∇𝜒‖3 [2.1] 
with 𝜒 the susceptibility map, ∗ the convolution operation, 𝑤 the noise weighting, 𝑓 the measured local field, ∇ the gradient operator and 𝑀 the binary edge mask 
derived from the magnitude image (18). 𝑑 is the dipole kernel which can be defined 
in both Fourier and spatial domains:  
 𝑑 = 345 789:;(<)=3? = FT 37 − KL;K; [2.2] 
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In this work, we propose a method named MEDI+0 (31) which solves: 
 𝜒∗ = argminy 3T i𝑤z𝑒={| − 𝑒={(}∗y)~iTT + 𝜆3‖𝑀∇𝜒‖3 + 𝜆T‖𝑀(𝜒 − 𝜒)‖TT,
 [2.3] 
which adds to MEDI (Eq. 2.1) an L2-regularization where 𝑀  denotes the ROI of 
ventricular CSF and 𝜒 mean susceptibility within 𝑀 . This additional term 
penalizes susceptibility variation within 𝑀  to obtain a solution with homogeneous 
CSF susceptibility. 
An automated procedure is designed here to determine the ventricular CSF mask 𝑀  from the brain ROI mask 𝑀 and the 𝑅T∗ map, considering the fact that CSF 
typically has low 𝑅T∗ . It consists of the following stages: 
(a) Threshold 𝑅T∗: 𝑀S;∗ ≜ 𝑅T∗ < 𝑅, for a given threshold 𝑅. 
(b) Define brain centroid: 𝒄 = 3m ∑ 𝒓𝒓⊂ , where 𝑁 is the number of voxels in 𝑀. 
(c) Define central brain region: 𝑀 ≜ {𝒓|‖𝒓 − 𝒄‖T < 3cm}. 
(d) Analyze connectivity in 𝑀 ∩ 𝑀S;∗  : divide 𝑀 ∩𝑀S;∗  into connected 
components 𝑀{ (6-neighbour) and merge the largest 3 components: 𝑀 ≜{𝑀3 ∪ 𝑀T ∪ 𝑀7}. 
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(e) Analyze connectivity in 𝑀S;∗  : divide 𝑀S;∗  into connected components 𝑀{ 
(6-neighbour) and merge all components that overlap with 𝑀: 𝑀 ≜{⋃𝑀{ |𝑀{ ∩ 𝑀 ≠ ∅}. 
The proposed approach contains two new parameters: (𝜆T, 𝑅), which will be chosen 
in the numerical simulation. The problem in Eq. 2.3 is solved using Gauss Newton 
Conjugate Gradient (18). As a final step, 𝜒 is subtracted from the entire map for 
zero reference. 
2.4 Methods and Materials 
2.4.1 Numerical Simulation 
We constructed a numerical brain phantom to simulate the CSF inhomogeneity related 
to anisotropic susceptibilities from white matter (Figure 2.1). The susceptibility tensor 
was originally reconstructed from a 12-orientation acquisition (matrix 
size=256×256×126, voxel size=1×1×1.5 mm, ΔTE=2.6 ms) in (44) using 
susceptibility tensor imaging (STI) (45). The ventricular CSF region was manually 
drawn by an experienced radiologist. Under the assumption that ventricular CSF is 
homogeneous and not a source of susceptibility anisotropy, susceptibility was chosen 
to be 0 within CSF. Then the field was generated in two ways: first, a tissue field 𝑓 W:9  was generated with {𝜒37, 𝜒T7, 𝜒77} using the anisotropic forward model: 
 𝑓 W:9 = FT=3 37 − KL;K; FT[𝜒77] − K¢KLK; FT[𝜒37] − K£KLK; FT[𝜒T7]¤ [2.4] 
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Second, a tissue field 𝑓W:9  was generated merely with 𝜒77 using the isotropic 
forward model: 
 𝑓W:9 = FT=3 37 − KL;K; FT[𝜒77]¤ [2.5] 
MEDI and MEDI+0 were applied to both fields. The root-mean-square-error (RMSE) 
between the reconstructed 𝜒 and the true susceptibility map 𝜒77, ‖𝜒 − 𝜒77‖T/‖𝜒77‖T, was calculated. 𝜆3 was determined by minimizing RMSE for MEDI (Eq. 
2.1), and the same value was used for MEDI+0 (Eq. 2.3). 𝜆T and 𝑅 in MEDI+0 
were jointly determined through minimizing RMSE. RMSE within the region in 
10mm proximity to the ventricular CSF was also calculated. 
2.4.2 In Vivo Experiment: Multiple Sclerosis 
The brains of 8 patients with Multiple Sclerosis (MS) were scanned at 3T (GE, 
Milwaukee, WI). All studies in this work were approved by our Institutional Review 
Board. Imaging sequences were: 3D T2*w spoiled multi-echo GRE (Flip angle=20, 
FOV=24 cm, TE1=4.3 ms, TR=57 ms, #TE=11, ΔTE=4.8 ms, acquisition 
matrix=512×512×68, voxel size=0.47×0.47×2 mm3, BW=±62.5 kHz, A/P monopolar 
readout with flow compensation for all echoes, parallel imaging factor R=2 and a total 
scan time of ~10 min) and T2w fast spin echo (Flip angle=90, FOV=24 cm, TE=86 
ms, TR=5250 ms, slice thickness=3 mm, acquisition matrix=416×256×68 ). Nonlinear 
field map estimation and graph-cut-based phase unwrapping (19) were applied to 
obtain a total field estimation, then projection onto dipole fields (PDF) (21) was used 
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for background field removal in order to obtain the local field. Next, using the same 
input local field, MEDI+0 was compared with MEDI, which had been previously used 
for MS lesion assessment (2, 46). An experienced radiologist drew an ROI of each 
lesion on the T2w images, which were co-registered onto magnitude images of the 
T2*w scan. Reference regions for lesion susceptibility were determined by drawing an 
ROI in the normal appearing white matter (NAWM) on the contralateral side of the 
identified lesion (46). The difference of mean susceptibilities between the lesion and 
NAWM was measured and analyzed with linear regression and Bland-Altman analysis 
to quantify the agreement between MEDI and MEDI+0. 
 16 
2.5 Results 
 
Figure 2.1. Simulation result. 
(a) 𝝌𝟑𝟑. When 𝒇𝒊𝒔𝒐 is used as input field, QSM is shown for MEDI (b) and MEDI+0 
(c). When 𝒇𝒂𝒏𝒊𝒔𝒐 is used as input field, QSM is shown for MEDI (f) and MEDI+0 (g). 
(d, e, h, i) are the difference maps between (b, c, f, g) and 𝝌𝟑𝟑 (a), respectively. The 
CSF susceptibility in (f, g) is highlighted in (j, k) respectively. 
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2.5.1 Numerical Simulation 
Figure 2.1 shows the comparison of true susceptibility 𝜒77, QSM reconstructed with 
MEDI and MEDI+0 given field input 𝑓 W:9  and 𝑓W:9 , respectively. Given 𝑓W:9 as the 
input, both MEDI and MEDI+0 achieved relatively small RMSEs (22.4% and 29.1% 
respectively) with respect to 𝜒77. The standard deviation of susceptibility within the 
segmented ventricular region was 5.1ppb for MEDI and 1.7ppb for MEDI+0. While 
susceptibility anisotropy was simulated (𝑓 W:9), MEDI+0 produced a lower RMSE 
(73.7%) than MEDI (76.1%). The RMSE within a 10mm proximity of the ventricular 
CSF mask was 65.1% for MEDI+0 and 73.5% for MEDI, reflecting a reduced 
negative shadow artifact in the white matter (red arrows in Figs. 2.1h and 2.1i). The 
standard deviation of susceptibility within the ventricular CSF were 28.1ppb for 
MEDI and 9ppb for MEDI+0. This reduced variation for MEDI+0 was also reflected 
in the highlighted CSF QSM in Figs. 2.1j and 2.1k.	 
The optimized parameters values were 𝜆3 = 0.001 for MEDI and 𝜆3 = 0.001, 𝜆T =0.1, 𝑅 = 5	s=3 for MEDI+0. These values were used throughout this work.  
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Figure 2.2. In vivo QSM reconstruction. 
Examples of magnitude (left), QSM using MEDI (middle) and MEDI+0 (right). A 
hypo-intensity artifact close to anterior horn of the lateral ventricles is suppressed 
using MEDI+0 (indicated by red arrows). 
 19 
 
Figure 2.3. In vivo CSF segmentation. 
From left to right: T2w images, R2* map, segmented CSF ROI, QSM reconstructed by 
MEDI and MEDI+0. Choroid plexus is observed with low signal on T2w image 
(indicated by arrows) and high R2*. The proposed segmentation procedure excludes 
the choroid plexus by its high R2*. MEDI+0 improves the homogeneity of the CSF 
only, while preserving the paramagnetic vascular structure of choroid plexus (red 
arrows) and the diamagnetic calcification (yellow arrow). 
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Figure 2.4. Scatter and Bland-Altman analysis of MS lesion measurement. 
Scatter (left) and Bland-Altman (right) plots of QSM measurements of all 23 Multiple 
Sclerosis lesions relative to NAWM. This demonstrates strong correlation (k=1.15, 
R=0.96), a small bias of 0.24ppb and 95% limits of agreement of [-8.0, 8.5] ppb. 
 
2.5.2 In Vivo Experiment: Multiple Sclerosis 
Figure 2.2 shows an example of reconstructed brain QSMs using MEDI and MEDI+0 
for one MS patient. Hypo-intense shadow artifacts were reduced in the region under 
the horns of lateral ventricle and anterior to the substantia nigra, indicated by red 
arrows in Figure 2.2. The standard deviation of susceptibility within 𝑀±²³ was 5-fold 
lower in MEDI+0 as compared to MEDI. 
Figure 2.3 shows the T2w image, 𝑅T∗  map, segmented CSF mask, MEDI and 
MEDI+0 results in two axial cross sections of one MS patient data. It was observed 
 21 
that structures within the ventricles were heterogeneous, particularly in the choroid 
plexus which was hypo-intense T2w image and hyper-intense on 𝑅T∗ . The proposed 
segmentation procedure detected CSF while excluding the choroid plexus with 𝑅T∗ >𝑅 = 5𝑠=3, thereby only improved the homogeneity of ventricular CSF and preserved 
paramagnetic vascular structure (red arrows) and diamagnetic calcification (yellow 
arrows) in the choroid plexus. 
In measurements of lesion susceptibility relative to NAWM, MEDI+0 showed a strong 
correlation with MEDI (𝑘 = 1.15, 𝑅 = 0.96) for all 23 lesions from 8 patients 
(Figure 2.4). Bland-Altman analysis of MEDI+0 compared to MEDI suggested a small 
bias of 0.24ppb with narrow [-8.0, 8.5] ppb 95% limits of agreement.  
2.6 Discussion 
In this chapter, the MEDI+0 method is proposed using automated ventricle 
segmentation procedure combined with an L2-regularization on ventricular CSF 
susceptibility variation. Our data demonstrate that MEDI+0 reduces anisotropy related 
artifacts. Furthermore, MEDI+0 does not alter the tissue contrast between MS lesions 
and NAWM. 
Zero referencing is essential to QSM, because the measured tissue field is invariant 
with any constant shift in the susceptibility source. CSF is a common choice as zero 
reference tissue, while it is typically extracted using a manually drawn ROI in the 
posterior of the lateral ventricles (32). However, the size of the ventricles strongly 
varies across subjects (32), and CSF often appears non-uniform in QSM, rendering the 
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measured CSF value much sensitive to the choice of this segmented ROI (33). This 
induces an cross-subject uncertainty in the zero reference. The MEDI+0 method 
utilizes a known uniformity (47) to address this zero reference issue in two aspects; 
First, it removes the manual segmentation of the CSF ROI, while the ventricular CSF 
is automatically segmented and provided as zero reference region. Second, it enforces 
CSF homogeneity during numerical optimization and reduces the sensitivity of zero 
reference to the ROI.  
The insight for the described CSF-specific regularization comes from studying the 
origin of the CSF inhomogeneity in current QSM, which may be mainly induced by 
anisotropy of the surrounding white matter tracts (35). The anisotropic influence of 
white matter on the frequency map has been extensively studied in literature (44, 45, 
48-59). It is suggested that scalar dipole inversion cannot fully resolve the non-local 
influence of white matter anisotropy. The unresolved component might induce non-
local artifacts expanding towards nearby regions. In the current work, white matter 
tracts were present adjacent to the ventricles. This effect was investigated using a 
numerical phantom, where the field contribution of anisotropic components (𝜒37 and 𝜒T7), demonstrated as 𝑓 W:9 − 𝑓W:9 , generated spatially smooth shadow artifacts in 
QSM in Figs. 2.1h and 2.1i. With the CSF homogeneity enforced in MEDI+0, shadow 
artifacts were markedly reduced at the deep brain nuclei in simulation (Figure 2.1i) 
and in vivo (Figure 2.2). The L2-regularization in MEDI+0 demonstrated a non-local 
artifact suppression in both the interior and neighborhood of CSF.  
The L2-regularization of CSF susceptibility conceptually employed a Bayesian strategy 
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for streaking reduction. The CSF susceptibility inhomogeneity and related shadow 
artifacts may be considered as effects from spatially smooth errors, such as 𝑓 W:9 −𝑓W:9 . A corresponding strategy to reduce these artifacts is to employ a prior term that 
promotes CSF homogeneity, as described in MEDI+0. It is noted that de Rochefort 
(47) proposed a similar framework penalizing the L2-norm of 𝜒 itself rather than 𝜒 −?̅? as used in the current work. 
MEDI+0 may directly improve the depiction of deep gray nuclei, including the 
subthalamic nucleus, which is an important surgical target of deep brain stimulation 
(60). The zero reference in MEDI+0 might benefit longitudinal studies as in temporal 
investigation of multiple sclerosis lesion development (2), for estimating the 
oxygenation level of venous blood (7, 34, 61) and tissue (10), and for differentiating 
diamagnetic materials from paramagnetic ones (3, 11). Specifically, for measuring 
susceptibility difference between MS lesions and NAWM (Figure 2.4), the strong 
agreement between MEDI and MEDI+0 suggests that MEDI+0 does not introduce 
significant changes in this relative tissue contrast. Therefore, MEDI+0 can be readily 
applied to the lesion analysis as in literature (2, 3, 46).  
2.7 Conclusion 
In summary, the proposed MEDI+0 method uses automated segmentation of CSF and 
enforcement of susceptibility homogeneity within the ventricular CSF to reduce QSM 
artifacts from susceptibility anisotropy and provides a consistent zero reference for 
QSM. 
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CHAPTER 3 
3 QUANTITATIVE SUSCEPTIBILITY MAPPING USING A DEEP 
LEARNING PRIOR 
3.1 Abstract 
To propose a Quantitative Susceptibility Mapping (QSM) reconstruction using deep 
learning (DL) based regularization in the Bayesian approach. A 3D convolutional 
neural network (CNN) was trained to map the tissue field to susceptibility using 
healthy subject data. The CNN outcome of susceptibility was then used in a traditional 
regularized QSM reconstruction constraining the L2 discrepancy between the solution 
and the network outcome. The proposed method, named MEDI+DL, aimed to improve 
anatomical detail while maintaining accuracy of susceptibility quantification 
compared with a traditional regularized method, Morphology Enabled Dipole 
Inversion (MEDI), in healthy subjects and multiple sclerosis (MS) patients. 
3.2 Introduction 
QSM reconstruction is a Bayesian optimization problem obtaining a susceptibility 
distribution that is consistent with the tissue inhomogeneity field measurement 
through dipole convolution. Because of the ill-posed condition of the dipole 
convolution inverse problem, a structural prior is used to suppress streaking and other 
artifacts (20). However, explicit regularization is limited in defining image features 
with prior knowledge; for example, fine structures such as veins may be less well 
visualized in the typically smooth or blocky solutions using common L2 or L1 
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regularizations, respectively. 
Recently, convolutional neural networks (CNN) in deep learning have been proposed 
for QSM reconstruction (62, 63), as they are advantageous in characterizing image 
features. A CNN directly maps the local field to the susceptibility map, hence 
bypassing the traditional iterative optimization and reducing the computational cost 
down to a single forward evaluation of the network. The network can be trained on 
labeled datasets such as numerical phantoms (62), or images from healthy subjects 
reconstructed using COSMOS (63), thus demonstrating the feasibility of a deep 
learning (DL) solution for QSM. However, this approach fails to enforce the fidelity 
between a measured field and its corresponding DL susceptibility output; this failure 
may be substantial when applied on populations that are different from those used in 
training. 
In this work, we impose an explicit data fidelity in DL based QSM reconstruction such 
that the output of the CNN trained to map from field to QSM is incorporated as a 
Bayesian prior (64, 65) in the QSM optimization problem. We report preliminary 
results showing QSM improvements by this combined fidelity and DL approach.  
3.3 Theory 
The fundamental inverse problem in QSM reconstruction is to obtain a susceptibility 
distribution 𝜒 from the measured tissue field 𝑓. Given a sample dataset where 
susceptibility is known, a neural network 𝜙(∙) can be trained to simulate the 
inversion process, i.e., to learn the mapping from field to susceptibility (62, 63): 
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 𝜒º = 𝜙(𝑓)  [3.1] 
However, this network does not explicitly consider the fidelity when mapping a newly 
measured field 𝑓 to the corresponding network output. In this work, we employ a 
Bayesian reconstruction framework (64, 65) that incorporates the neural network 
outcome into an optimization problem: 
 𝜒∗ = argminy 3T i𝑤z𝑒={| − 𝑒={(}∗y)~iTT + 𝜆Ti𝐸z𝜒 − 𝜒º~iTT	 [3.2] 
The first term is the data fidelity penalty as in the traditional QSM reconstruction, with 𝑤 the noise weighting and 𝑑 the dipole kernel. The second term is an L2-
regularization that penalizes the discrepancy between 𝜒 and the estimated map 𝜒º 
given by the network 𝜙. Here, 𝐸 is a linear transformation, which can be the identity 
or a filter that enhances specific properties of the solution. The design of 𝐸 will be 
explained in the Methods section.  
The Bayesian rational for this L2-regularization is a prior that E𝜒 belongs to an 
independent and identically distributed (i.i.d.) Gaussian distribution 𝒩z𝐸𝜒º, 𝜆T=3~ at 
each voxel (64). A similar Bayesian framework can be found in Morphology Enabled 
Dipole Inversion (MEDI): 
 𝜒∗ = argminy 3T i𝑤z𝑒={| − 𝑒={(}∗y)~iTT + 𝜆3‖𝑀∇𝜒‖3	 [3.3] 
where an L1-norm of the image gradients weighted by a binary edge mask 𝑀 is used 
for regularization. This consists of a prior that 𝑀∇𝜒 should be sparse. Considering 
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the necessity of zero-referencing for susceptibility quantification, an extra L2 
regularization can enforce a uniform ventricular cerebrospinal fluid (CSF) signal, as is 
used in MEDI+0 (31): 
 𝜒∗ = argminy 3T i𝑤z𝑒={| − 𝑒={(}∗y)~iTT + 𝜆3‖𝑀∇𝜒‖3 + 𝜆±²³‖𝑀±²³(𝜒 − 𝜒±²³)‖TT	
 [3.4] 
where 𝑀±²³ is a binary mask for ventricular CSF and 𝜒±²³ is the mean susceptibility 
within it. Similarly, this CSF-specific regularization can be added to Eq. 3.2, leading 
to the final proposed objective: 
 𝜒∗ = argminy 3T i𝑤z𝑒={| − 𝑒={(}∗y)~iTT + 𝜆Ti𝐸z𝜒 − 𝜒º~iTT + 𝜆±²³‖𝑀±²³(𝜒 −𝜒±²³)‖TT [3.5] 
In this work, the proposed method (Eq. 3.5) is referred to as MEDI+DL. It will be 
compared with 𝜒º, the raw outcome of the deep learning network which is referred to 
as DL, and with MEDI+0 (Eq. 3.4), which is referred to as MEDI throughout this 
work for brevity. 
3.4 Methods and Materials 
3.4.1 Data Acquisition and Processing 
All data were acquired using a 3D multi-echo GRE sequence on a 3T GE scanner 
(voxel size 0.5 × 0.5 × 3mm3, field of view 24cm, ΔTE 4.8ms, number of echoes 8, 
TR 49ms, number of slices 50~60, bandwidth ±62.5 kHz) with matrix size 
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512 × 512 × 50~60. 20 healthy subjects and 8 patients with Multiple Sclerosis (MS) 
were scanned, according to approved Institutional Review Board protocols. All 
subjects gave written informed consent. The local tissue field was estimated through 
multi-echo phase fitting (17), phase unwrapping (19) and background field removal 
(21). 4 of the 20 healthy subjects were scanned using the same sequence at a voxel 
size of 1× 1 × 1mm3 with 5 different orientations to perform COSMOS reconstruction 
(66) for quantitative comparison. 
3.4.2 Neural Network Setup 
U-Net (62, 63, 67), a fully convolutional neural network, was chosen as the network 
structure. We used a 3 × 3 × 3 kernel, 1 voxel stride, and reflective padding at each 
convolution layer. The detailed structure regarding layer numbers, up/down-sampling 
factors, and feature dimensions can be found in Figure 3.1. The network was designed 
for an input/output patch of size 128 × 128 × 24, while the original 3D volume field 
map was segmented into overlapping patches: each patch had a 66% overlap with each 
of its neighbors in each spatial direction. The output patches were compiled to recover 
the full volume.  
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Figure 3.1. U-Net structure. 
Each convolutional block consists of a 3D convolution layer (kernel 𝟑 × 𝟑 × 𝟑), a 
ReLU activation and a Batch Normalization layer. The number of output features are 
denoted above each block. Max pooling is used for down-sampling. 
 
The network was trained on 20 healthy subjects, where for each subject the 3D 
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volumetric local field map (matrix size 512 × 512 × 60) was used as the input of the 
network. The ground truth label was chosen as the QSM of the same subject. We 
employed a patch-based approach and extracted 4199 patches (patch size 128 × 128 × 24) from those 20 cases. The target QSM was reconstructed using 
MEDI. The training/validation/test split was 0.7/0.1/0.2. The L1-norm of the difference 
map between output QSM and the ground truth was chosen as the training loss. The 
Adam optimizer (learning rate 0.001, max epoch 80) was employed for optimizing the 
loss during training. This work was implemented on a platform with Core i7 CPU, 
128GB memory and 4 GTX TITAN XP GPUs (12GB each). The network training and 
inference were programmed using TensorFlow and Python. 
3.4.3 Iterative Reconstruction: MEDI+DL  
The DL outcome, 𝜒º estimated by the network, was plugged into Eq. 3.5 in the form 
of an L2 regularization. We proposed a high-pass-filter as the linear transform 𝐸 prior 
to the penalization, as implemented using convolution with a spherical kernel 𝑆:	𝐸(𝜒) = 𝜒 − 𝑆 ∗ 𝜒. This resulted in a penalization on the high frequency 
components of the difference 𝜒 − 𝜒º. The rationale was that since our neural network 
was patched-based, spatial variations beyond the extent of a single patch could not be 
captured by the network. Therefore, by high-pass-filtering the difference map, the 
regularization allowed smooth variation across the scope. The radius of 𝑆 was chosen 
as 10 mm.  
MEDI+DL (Eq. 3.5) was minimized using the Gauss Newton method and a conjugate 
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gradient solver. An L-curve (Figure 3.2) was used to determine the regularization 
strength 𝜆T = 0.03, which is the maximum value that achieves a fidelity cost lower 
than MEDI. MEDI+DL was performed on the 4 healthy subjects excluded from the 
training set and on the 8 MS patients. For comparison, MEDI (Eq. 3.4) was performed 
with 𝜆3 = 0.001 and 𝜆±²³ = 0.1 (31). Both MEDI and MEDI+DL were performed 
in Matlab. The fidelity cost i𝑤z𝑒={| − 𝑒={(}∗y)~iTwas calculated for MEDI, DL and 
MEDI+DL, respectively, and normalized by i𝑤𝑒{|iT. 
 
Figure 3.2. L-curve for choosing the regularization strength.  𝝀𝟐 = 𝟎. 𝟎𝟑 was picked (blue triangle) as the maximum value that gave a fidelity cost 
lower than that of MEDI (red dashed line). Note that 𝝀𝟐 = ∞ corresponded to a 
solution which was the same as the raw outcome from the network, 𝝌𝝓. 
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3.4.4 Quantitative Analysis  
For both the healthy and MS subjects, three subcortical gray matter (SGM) regions, 
globus pallidus (GP), putamen (PU) and caudate nucleus (CN), were manually 
segmented, and the mean susceptibilities were measured within each segmented 
region. The susceptibilities of MS lesions were measured within manually drawn 
ROIs, and referenced to contralateral normal appearing white matter (NAWM) (2, 4). 
Agreement between the different methods was quantified using linear regression and 
Bland-Altman analysis. 
3.5 Results 
3.5.1 Healthy Subject 
QSM reconstruction for one representative healthy subject is shown in Figure 3.3 (top 
row). As seen in the yellow boxes in Figure 3.3, veins were more distinct using 
MEDI+DL as compared to MEDI or DL. The same vessels were also discernable in 
the local field (Figure 3.3, left column). 
The ROI measurements for SGM can be found in Figure 3.4a. Compared to MEDI, the 
average susceptibility suggested a difference of -5ppb (GP), 1ppb (PU), -5ppb (CN) 
for MEDI+DL, and -13ppb (GP), -4ppb (PU), -12ppb (CN) for DL. Compared to 
COSMOS, the relative susceptibility difference was -14% (GP), -30% (PU), 3% (CN) 
for MEDI, -23% (GP), -36% (PU), -20% (CN) for DL, and -17% (GP), -29% (PU), -
7% (CN) for MEDI+DL. 
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Average reconstruction time was 95 seconds for MEDI, 2 seconds for DL, and 31 
seconds for MEDI+DL (including time for generating 𝜒º).  
The average normalized fidelity cost was 0.73% for MEDI, 1.09% for DL and 0.68% 
for MEDI+DL. 
3.5.2 Multiple Sclerosis Patient 
QSM from one MS patient is shown in Figure 3.3 (bottom row). Veins close to the 
corpus callosum were better depicted using MEDI+DL, as compared to those using 
MEDI or DL. 
ROI measurements of the SGM averaged over the 8 MS patients are shown in Figure 
3.4b, indicating a difference of -23ppb (GP), -7ppb (PU), -15ppb (CN) for DL and -
6ppb (GP), 3ppb (PU), -2ppb (CN) for MEDI+DL, compared to MEDI. 
The linear regression result and Bland-Altman plot for MS lesion measurements are 
shown in Figure 3.5. The measurements between MEDI and MEDI+DL showed better 
correlation (𝑅T=0.81) than those between MEDI and DL (𝑅T = 0.62). In addition, the 
Bland-Altman analysis indicated narrower limits of agreement [-16, 10] ppb between 
MEDI and MEDI+DL, as compared to [-27,13] ppb between MEDI and DL. 
The average reconstruction time was 112 seconds for MEDI, 3 seconds for DL, and 38 
seconds for MEDI+DL (including time for generating 𝜒º).  
The average normalized fidelity cost was 1.56% for MEDI, 1.84% for DL, and 1.55% 
for MEDI+DL. 
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Figure 3.3. Example results of healthy subject and MS patient. 
One axial slice from a healthy subject (top) and an MS patient (bottom). From left to 
right: local field, QSM reconstructed by MEDI, DL and MEDI+DL. MEDI+DL shows 
superior contrast of vein structures as compared to MEDI or DL, as indicated by the 
yellow boxed regions with zoomed image shown below each QSM. The structures are 
also present in the local field. 
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Figure 3.4. ROI measurement in healthy subject and MS patient. 
Average ROI measurements of globus pallidus (GP), putamen(PU) and caudate 
nucleus (CN) on QSMs produced by MEDI, DL and MEDI+DL for healthy subjects 
(a) and MS patients (b). For healthy subjects, COSMOS measurements are also 
provided. Values shown are averaged over all subjects within each group. MEDI and 
MEDI+DL produce similar results, while DL under-estimates susceptibility compared 
to MEDI and MEDI+DL. 
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Figure 3.5. Scatter and Bland-Altman analysis for MS lesion measurement. 
Linear regression and Bland-Altman plots for MS lesion measurements for MEDI and 
DL (a) and MEDI and MEDI+DL (b). MEDI and MEDI+DL have a higher 
correlation, smaller bias and narrower limits of agreement. Each square represents a 
single lesion ROI measurement. 
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3.6 Discussion 
Our data demonstrate that QSM reconstruction based on incorporating deep learning 
(DL) neural network output into Bayesian optimization reconstruction can provide 
superior contrasts and reduce fidelity cost compared to DL alone and traditional total 
variation regularized optimization. Our data also demonstrate that DL network outputs 
have a substantially larger fidelity cost, which can be reduced by imposing data 
fidelity through Bayesian optimization. 
A traditional Bayesian QSM reconstruction consists of a fidelity term based on the 
measured data, and one or several regularization terms penalizing any deviation from 
prior knowledge about the susceptibility distribution. Typically, the regularization is 
expressed in L1 and L2 terms, which are known to have limitations. An L2-
regularization on the gradient promotes a smooth solution, and an L1-regularization on 
the gradient, also known as the total variation, promotes a piece-wise linear or blocky 
solution. Consequently, the weighted total variation term, as used in MEDI (Eq. 3.4), 
may decrease visualization of subtle structures like small veins close to the corpus 
callosum (Figure 3.3). These limitations of traditional regularizations in Bayesian MRI 
reconstruction may be addressed with a deep convolution neural network based 
regularization (64, 65, 68, 69), as deep learning outperforms traditional methods in 
defining subtle image features. We employed the framework of deep learning plus 
Bayesian optimization in the QSM inverse problem, utilizing the neural network to 
produce an estimate of the susceptibility map and to guide the optimization by 
penalizing the L2 difference between the solution and this network-estimated map. Our 
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proposed MEDI+DL produced better visualization of small veins compared to MEDI. 
Meanwhile, MEDI+DL took only ~30% of the time cost of MEDI, because the 
computationally expensive total variation in Eq. 3.4 was replaced with the L2 
regularization in Eq. 3.5. 
Neural network based image processing is fast and can resolve complex non-linear 
mapping across domains, as demonstrated in denoising (70), super-resolution (71), 
segmentation (67) and reconstruction problems (62, 63, 72). Our current network 
employs architecture from QSMnet (63) and DeepQSM (62), where feed-forward 3D 
convolutional neural networks are used to perform the direct transform from tissue 
field to susceptibility map. However, in previous work (62, 63), the fidelity to the 
measured data was not considered. In this work, we evaluated the necessity of the 
fidelity by pairing the neural network with a fidelity cost in a numerical optimization 
framework (64, 65, 68). As demonstrated here, the fidelity cost for DL based solutions 
was much higher than that of MEDI, while MEDI+DL achieved a lower fidelity cost 
than that of MEDI.  
Compared to COSMOS, a reasonable reference standard without regularization, DL 
substantially underestimated susceptibility, and MEDI+DL ameliorated this 
underestimation as demonstrated in our deep gray ROI measurements. MEDI+DL and 
MEDI provided similar susceptibility measurements in deep gray matter and in 
Multiple Sclerosis lesions. However, we observed that while MEDI+DL demonstrated 
less underestimation than MEDI in the putamen, there was greater underestimation in 
MEDI+DL as compared to MEDI in the globus pallidus and caudate nucleus. These 
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differences could be further investigated in future work. 
Instead of training a cascading network to simulate a dedicated iterative projection 
process (64, 65), we simply used a pre-trained network to provide 𝜒º and an iterative 
Gauss Newton algorithm to solve the target problem (Eq. 3.5). Potentially, the 
Gaussian distribution assumption (Eqs. 3.2&3.5) can be replaced with a stochastic 
collection of distributions, such as an aggregate of Gaussians from Monte-Carlo 
sampling a variational autoencoder-decoder (68), although this still involves an 
explicit form of L2- or L1-regularization, which forfeits the intrinsic benefit of deep 
learning. Future work should include more effective means to incorporate deep 
learning neural networks with traditional Bayesian optimization. One possible 
approach could be entirely removing the regularization term in Eq. 3.2 and embedding 
the CNN directly into the fidelity term as a preconditioning operator (73). This could 
exploit the full capacity of the CNN in characterizing the desired features in QSM as 
well as constraining the solution within the output manifold of the network.    
3.7 Conclusion 
This chapter presented a Bayesian method using a neural network to regularize the 
QSM inverse problem. The results showed quantitative consistency with a widely used 
total variation regularized method, and provided superior contrast of anatomical detail 
at less than half the computation cost. 
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CHAPTER 4 
4 PRECONDITIONED TOTAL FIELD INVERSION 
4.1 Abstract 
In this chapter, we investigated systematic errors in traditional quantitative 
susceptibility mapping (QSM) with separating fitting of background field and local 
field. We developed a total field inversion (TFI) framework for QSM reconstruction to 
reduce these errors and improved QSM quality in the presence of severe susceptibility 
contrast through a numerical preconditioning technique.  
4.2 Introduction 
Traditional QSM procedure consists of two sequential stages (1): i) background field 
removal which extracts the local field generated by tissue from the total magnetic 
field, and ii) inversion from the local field to a distribution of tissue susceptibility. 
This enables a robust and efficient mapping of the midbrain area, particularly for iron-
rich nuclei (1). However, several technical challenges remain. 
A major challenge is inaccurate separation of background and local fields in previous 
background field removal methods, particularly near the region of interest (ROI) 
boundary where a large air-tissue susceptibility difference is present (1). Laplacian-
based QSM methods have been proposed (25, 74-77) as attempts to bypass this 
separate fitting, based on the partial differential formulation of the forward signal 
equation (47, 78). However, the implementation of the Laplacian operator always 
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presents a trade-off between error suppression and the visualization of cortical brain 
tissue (79).  
The presence of a large susceptibility dynamic range within the ROI is similarly a 
challenge in QSM, often leading to streaking artifacts (9, 18, 80-82). For instance, the 
susceptibility difference between intracerebral hemorrhage (ICH) and surrounding 
normal brain tissue can exceed 1 ppm (9). Recent work has focused on this challenge 
by separating the fitting processes for sources of strong (e.g. ICH) and weak (normal 
brain) susceptibilities, hence preventing ICH-related artifact from permeating into the 
normal brain (9, 80). However, these methods require carefully choosing the 
regularization strength (80) or threshold parameter (9) in detecting ICH. 
In this chapter, we address both challenges using a unified framework, named total 
field inversion. We design a preconditioning numerical technique to enhance total 
field inversion in eliminating error propagation related to separate field fitting and in 
suppressing streaking artifacts in hemorrhage patient.  
4.3 Theory 
For QSM, the total magnetic field is typically decomposed into two components: the 
local field 𝑓Æ  defined as the magnetic field generated by the susceptibility 𝜒Æ inside 
a given ROI 𝑀 (local susceptibility), and the background field 𝑓+  defined as the 
magnetic field generated by the susceptibility 𝜒+ outside 𝑀 (background 
susceptibility) (21): 
 𝑓 = 𝑓+ + 𝑓Æ = 𝑑 ∗ (𝜒+ + 𝜒Æ) [4.1] 
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Here ∗ is the convolution operator, and 𝑑 is the the field generated by a unit dipole 
with Lorentz sphere correction (83). The components 𝑓+  and 𝑓Æ  can be estimated 
separately: estimation of 𝜒+ or 𝑓+  is referred to as background field removal. Various 
background field removal methods have been proposed, such as high-pass filtering 
(HPF)(84), projection onto dipole fields (PDF)(21) or Laplacian based methods (22, 23, 
28). 𝜒Æ is then obtained from the local field 𝑓Æ = 𝑓 − 𝑓+, typically using regularized 
inversion method (18, 26, 27, 33). This step is referred to as local field inversion (LFI). 
Errors from imperfect background field estimation propagate into the following local 
field estimation, ultimately producing errors in the tissue susceptibility 𝜒Æ. Although 
recent work (85) proposes to update the background field estimation during LFI, it 
demands a structural atlas to estimate the background susceptibility beforehand.  
Here, we propose to estimate  𝜒+ and 𝜒Æ jointly using a total field inversion (TFI) 
(30): 
 𝜒∗ = argminy 3T ‖𝑤(𝑓 − 𝑑 ∗ 𝜒)‖TT + 𝜆‖𝑀∇𝜒‖3, [4.2] 
It employs the same linear formulation as the traditional QSM inversion problem (1, 
27). Here 𝜒 = 𝜒Æ + 𝜒+ represents the total susceptibility in the entire field of view. 
The data weighting 𝑤 can be derived from the magnitude images (27). 
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Figure 4.1. Brain QSM reconstructed by TFI with and without preconditioning. 
Human brain QSM reconstructed using traditional PDF+LFI, un-preconditioned TFI 
and preconditioned TFI at different CG iterations. In order to produce a QSM similar 
to PDF+LFI with 50 iterations, TFI without preconditioning required 300 iterations. 
Preconditioning reduces this number down to 50. 
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The use of an iterative optimization solver, such as conjugate gradient (CG) (86), in 
solving Eq. 4.2 can lead to slow convergence compared to its LFI counterpart (27), as 
illustrated in a healthy brain in Figure 4.1. During early iterations, a portion of the 
background field is treated as local field, producing an artificial local susceptibility 
map (Figure 4.1d). To address this problem, we use prior-enhanced preconditioning 
(87) to improve CG convergence on Eq. 4.2. In (87), it is shown that if the solution 𝜒 
is a Gaussian random vector	with mean 𝟎 ∈ ℝÉ	and covariance matrix 𝚪 ∈ ℝÉ×É, 
then a right-hand preconditioner 𝑃 (see below) that approximates the covariance 
matrix 𝚪 , or 𝑃Ì𝑃 ≈ 𝚪 , will increase convergence speed. For TFI, a binary diagonal 
preconditioner 𝑃 can be constructed as follows: 
 𝑃(𝒓) = Î 							1,								𝑟 ∈ 𝑀						𝑃,								otherwise	 [4.3] 
where 𝒓 denotes the location for each voxel, 𝑀 is the mask for tissue ROI and 𝑃 >1 which is empirically determined for each image content. If R2* map is available, one 
can also construct P as:  
 𝑃(𝒓) = Î 							1,								𝑟 ∈ 𝑀 ∩𝑀ST∗						𝑃,								otherwise 	 [4.4] 
where 𝑀ST∗  is the region with low R2* value (𝑀ST∗ ≔ 𝑅2∗ < 30  Hz) (30). The 
difference in those weights (1 vs. 𝑃 ) represents the contrast between weak 
susceptibility of soft tissues (𝑀 ∩𝑀ST∗) and relatively strong susceptibility sources 
including air, bone and hemorrhage. 
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Figure 4.2. Flow chart for automatic generation of preconditioner. 
The Preconditioner 𝑃Ö×ØÙ is generated from total field 𝑓 and a soft tissue ROI mask 𝑀. Approximate susceptibility map 𝜒ÚÛØ was estimated using PDF and LBV+TKD for 
sources	out- and inside 𝑀, respectively. Voxels outside 𝑀 are grouped by their 
distance 𝔇 towards the boundary of 𝑀, and the median absolute susceptibility 𝜒ÝÚ} 
within each group was calculated and then fitted to a cubically decay function with 
respect to 𝔇. Voxels inside 𝑀 are grouped by their R2* value ℛ and the median 
absolute susceptibility 𝜒ÝÚ} within each group was calculated and then fitted to a 
sigmoid function with respect to ℛ. The fitted value for mean absolute susceptibility of 
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each voxel was taken as the weight in the preconditioner 𝑃Ö×ØÙ. 
 
In this chapter, we further propose a general procedure to construct 𝑃 from the total 
field 𝑓, which extends the spatial distribution of 𝑃 beyond the choice of a simple 
binary matrix and pre-determined weights. As illustrated in Figure 4.2, this procedure 
comes in two major steps: 
Step 1: Solution estimation. This step generates an approximate susceptibility solution 
from the field input 𝑓. Susceptibility of strong source outside ROI 𝑀 is estimated 
using PDF (21), while susceptibility source inside 𝑀 is calculated using LBV (23) 
followed by Truncated K-space Division (TKD) (24). These two susceptibility 
components are then combined into a single map 𝜒ß:à. 
Step 2: Weight generation. Given the estimated solution 𝜒ß:à , the absolute 
susceptibility value is used to construct the weight of a preconditioner that demonstrates 
the susceptibility level of each voxel. Considering that a single voxel in 𝜒ß:à might 
contain noise and artifact, we group voxels with similar spatial or relaxational 
properties, depending where the voxels are relative to the ROI 𝑀, and calculate the 
median 𝜒áßâ of absolute susceptibility values within each group: inside 𝑀, voxels are 
grouped by their R2* values ℛ. Each group is defined by a bin of 1-Hz width in R2* 
value. The calculated 𝜒áßâ are then fitted to a sigmoid curve with respect to ℛ: 
 𝜒áßâ	~	(𝜎T − 𝜎3) 33æÚç(ℛ(𝒓)çèé)/è;	 + 𝜎3	 [4.5] 
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This is a soft threshold function, of which [𝜎3, 𝜎T] control the output range and (𝑠3, 𝑠T) 
control the shape; This is consistent with the prior knowledge that corresponding 
susceptibility and R2* values are expected to vary monotonically. Outside 𝑀, due to 
the absence of reliable R2* measurement, voxels are grouped by their distance 𝒟  
towards the boundary of the mask 𝑀. Each group is denoted by a bin of 1-mm width 
in 𝒟 value. The calculated 𝜒áßâ  is then fitted to a cubic decay function with respect 
to 𝒟: 
 𝜒áßâ	~	𝜎 1 + 𝒟(𝒓)ë =7 [4.6] 
where 𝜎  and 𝑟  control its scale and decay rate, respectively. The final 
preconditioner 𝑃 is then constructed as: 
 𝑃(𝒓) = ì íëíé 1 + 𝒟(𝒓)ë =7 																								,								𝒓 ∉ 𝑀í;íé − 1 33æÚç(ℛ(𝒓)çèé)/è;	 + 1																	,								𝒓 ∈ 𝑀	 [4.7] 
Note that, consistent with the previous work (30), we scale 𝑃 by 𝜎3 such that the 
weight for soft tissues (low R2*) is close to 1. The generated preconditioner 𝑃  is 
provided to TFI (Eq. 4.2), which is solved using Gauss Newton method with conjugate 
gradient (CG) (26, 30). 
 
4.4 Methods and Materials 
We designed a numerical simulation to analyze the accuracy of the proposed TFI 
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approach in measuring susceptibility compared to conventional LFI. We also performed  
simulation experiment on examining the effect of automated preconditioner 𝑃 ïà9 (Eq. 
4.7) for healthy brain (non-ICH) and brain with intracerebral hemorrhage (ICH), 
compared with its empirical counterparts 𝑃ßáð (Eq. 4.3) and 𝑃ßáðæñT∗  (Eq. 4.4). We 
finally compared their performance for in vivo brain QSM of both healthy subject and 
ICH patient. 
4.4.1 Implementation Details 
For 𝑃ßáð  (Eq. 4.3) and 𝑃ßáðæñT∗  (Eq. 4.4), the weight 𝑃  was chosen as 30 for 
brain/head QSM (30). In estimating the approximate solution 𝜒ß:à, PDF was performed 
with 5 CG iterations for sources outside 𝑀. For sources inside 𝑀, LBV was performed 
with a 3-voxel erosion of the ROI mask 𝑀 to exclude noisy field measurement at the 
boundary, followed by TKD with a threshold of 0.2. At the weight generation stage, the 
nonlinear least squares fitting for parameters (𝜎, 𝜎3, 𝜎T, 𝑟, 𝑠3, 𝑠T) was performed 
using Matlab’s fmincon routine. Distance map 𝒟 was calculated using the method in 
(88). For brain/head QSM, 𝜆3 = 0.001 was used in Eq. 4.2. Susceptibility values were 
then referenced to the mean susceptibility within CSF. The Gauss Newton Conjugate 
Gradient (GNCG) solver was implemented as in (30), except for the choice of numerical 
conditioning parameter 𝜖 for calculating the weak derivative of L1-norm in Eq. 4.2: 
More specifically, 𝑀∇𝑃𝑦 was replaced with ô|𝑀𝛻𝑃𝑦|T + 𝜖 to avoid division by 
zero, see Appendix in (30). In (30), 𝜖 was chosen as 10=ö for all voxels. In this work, 
we chose 𝜖 = 𝑃T × 10=ö such that the numerical conditioning weight would remain 
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approximately 10=ö  for weak susceptibility tissue (𝑃 ≈ 1) but increase for strong 
susceptibility sources (𝑃 > 1). This increased conditioning weight was intended for 
accelerating the GNCG solver (89).  
4.4.2 Simulation 
Accuracy of LFI and TFI. We constructed a numerical brain phantom of size 80 × 80 × 64. Brain tissue susceptibilities were simplified to just 0 ppm, except for a 
single point susceptibility source of 0.1 ppm. Background susceptibilities were 0, and 
the total field was generated using Eq. 4.1. Both LFI and TFI without preconditioning 
(Eq. 4.2) were used, and the estimated value of the point source 𝜒 was compared to 
the truth 𝜒÷  (0.1 ppm). For sequential inversion, both PDF (21) and LBV (75) were 
used for background field removal and MEDI (18) for local field inversion. This 
process was repeated by moving the point source within the entire ROI, resulting in an 
error map showing the spatial variation of the estimation error |𝜒 − 𝜒÷|/𝜒÷ for 
each method, respectively. The regularization parameter 𝜆 was chosen as 10=7 for 
PDF+LFI, LBV+LFI and TFI. 
Effect of the preconditioner P in TFI. A numerical head phantom of size 
180×220×128 was constructed from Zubal phantom (90) with known susceptibilities 
simulating different brain tissues (44): white matter (WM) -0.046 ppm, gray matter 
(GM) 0.053 ppm, thalamus (TH) 0.073 ppm, caudate nucleus (CN) 0.093 ppm, 
putamen (PU) 0.093 ppm, globus pallidus (GP) 0.193 ppm, superior sagittal sinus 
(SSS) 0.27 ppm and cerebrospinal fluid (CSF) 0. Air (9 ppm), muscles (0 ppm) and 
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skull (-2 ppm) were distributed outside brain (Figure 4.4a). This phantom was then 
used to simulate two different scenarios: (A) non-ICH subject and (B) patient with 
intracerebral hemorrhage (ICH), which was represented by a spherical susceptibility 
source of 2ppm located inside the brain mask (Figure 4.5a). In both cases, the total 
field was computed from the true susceptibility map using the forward relation: 𝑓 =𝑑 ∗ 𝜒. Gaussian white noise (SNR=100) was added to this field. R2 was also simulated 
for each tissue type: WM 20 Hz, GM 20 Hz, TH 20 Hz, CN 30 Hz, PU 30 Hz, GP 45 
Hz, SSS 45 Hz, CSF 4 Hz and ICH 100 Hz. For simplicity, R2 was used in place of 
R2* in the fitting of Eq. 4.5. During reconstruction, the root mean square error 
(RMSE) ø3m ∑ z𝑀𝜒{ − 𝑀𝜒U,{~{ T between the estimated brain susceptibility 𝑀𝜒 and 
the ground truth 𝑀𝜒U, and the susceptibilities of CN and GP were calculated as 
metrics of reconstruction accuracy. 
4.4.3 In Vivo Experiment: Healthy Head 
5 healthy subjects were scanned at 3T (GE, Waukesha, WI) using multi-echo GRE 
with monopolar readout. Detailed imaging parameters were: FA = 15, FOV = 25.6 cm, 
TE1 = 5.0 ms, TR = 39 ms, #TE = 6, ΔTE = 4.6 ms, acquisition matrix = 512 × 512 × 144, voxel size = 0.5 × 0.5 × 1 mm3, BW = ±62.5 kHz and a total 
scan time of 7 min. Scan was repeated at 5 different orientations for COSMOS 
reconstruction of brain QSM (66), with the brain mask generated by BET (91). At one 
orientation, total field is estimated from multi-echo GRE images (17) followed by 
graph-cut based phase unwrapping SPURS (19). ROI mask 𝑀 for the entire head was 
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determined by thresholding the magnitude image 𝐼: 𝑀 ≔ 𝐼 > 0.15 × 𝐼á`ù. R2* map 
was estimated using ARLO (92). TFI with different preconditioner choices 𝑃ßáð  (Eq. 
4.3), 𝑃ßáðæñT∗  (Eq. 4.4) and 𝑃 ïà9 (Eq. 4.7) were used to reconstruct the whole 
head QSM. Upon QSM reconstruction, the susceptibility of CN and GP were 
measured within manually drawn ROIs. The same measurement was also applied to 
COSMOS. Linear regression on brain tissue susceptibilities between TFI and 
COSMOS was conducted for each preconditioner choice, respectively.  
4.4.4 In Vivo Experiment: ICH brain 
5 patients with Intracerebral hemorrhage (ICH) were scanned at 3T (GE, Waukesha, 
WI) using multi-echo GRE with monopolar readout. Detailed imaging parameters are: 
FA = 15, FOV = 24 cm, TE1 = 4.5 ms, TR = 49 ms, #TE = 8, ΔTE = 5 ms, 
acquisition matrix = 512 × 512 × 64, voxel size = 0.47 × 0.47 × 2 mm3, BW = ±62.5 kHz and a total scan time of 4 min. Total field is estimated from multi-echo 
GRE images followed by graph-cut based phase unwrapping (19). R2* map was 
calculated using ARLO (92). TFI with different preconditioner choices 𝑃ßáð (Eq. 
4.3), 𝑃ßáðæñT∗  (Eq. 4.4) and 𝑃 ïà9 (Eq. 4.7) were used to reconstruct the QSM of 
the brain, with the brain ROI determined by BET. Upon QSM reconstruction, the 
susceptibility of CN and GP were measured using manually drawn ROIs. The mean 
susceptibility within a 5mm-wide layer surrounding the ICH site was computed for 
each QSM, respectively, to quantify the hypo-intense artifact around ICH (30). 
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4.5 Results 
 
Figure 4.3. Error map for PDF+LFI, LBV+LFI and TFI in simulation. 
Error map in estimating the 0.1ppm point source in simulation. When the point source 
is close to the ROI boundary, the error when using TFI is significantly smaller than 
that using PDF+LFI.  
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Figure 4.4. Simulation results for healthy scenario.  
True susceptibility map 𝜒÷ (a), root-mean-square-error (RMSE) between the 
reconstructed and true QSM (b), ROI measurement for CN (c) and GP (d) at different 
CG iteration. 𝑃Ö×ØÙ achieved the lowest RMSE among three methods. Under-
estimation of CN was consistently observed for 𝑃ÚÝúæST∗  compared to 𝑃ÚÝú and 𝑃Ö×ØÙ. 
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Figure 4.5. Simulation results for ICH scenario.  
True susceptibility map 𝜒÷ (a), root-mean-square-error (RMSE) between the 
reconstructed and true QSM (b), ROI measurement for CN (c) and GP (d) at different 
CG iteration. 𝑃Ö×ØÙ achieved the lowest RMSE among three methods. At 1000th CG, 𝑃ÚÝú has a much larger RMSE than those of 𝑃ÚÝúæST∗ and 𝑃Ö×ØÙ. Under-estimation 
of CN was consistently observed for 𝑃ÚÝúæST∗ compared to 𝑃ÚÝú and 𝑃Ö×ØÙ. For GP 
measurement, 𝑃ÚÝú showed a bias of -3% at 1000th CG, while the bias of 𝑃ÚÝúæST∗ 
or 𝑃Ö×ØÙ was negligible. 
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Figure 4.6. Simulation results for ICH scenario (image). 
True brain QSM and brain QSM reconstructed by TFI using 𝑃ÚÝú, 𝑃ÚÝúæST∗ and 𝑃Ö×ØÙ at the 1000th CG iteration (top row). Difference with respect to the true QSM 
was also shown (bottom row). Strong hypo-intense artifact around the ICH was 
present in 𝑃ÚÝú result, leading to larger RMSE with respect to true brain 
susceptibilities shown in Figure 4.5b. This artifact over-shadowed part of the nearby 
GP. 
 
4.5.1 Simulation 
Accuracy of LFI and TFI. In Figure 4.3, the PDF+LFI method demonstrated an 
estimation error of less than 10% at the central brain ROI; when the source was close 
within 4 voxels of the boundary, the error increased over 40%. In contrast, the 
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maximum error for both LBV+LFI and the proposed TFI were 4.8% throughout the 
ROI, including the boundary. 
Effect of the preconditioner P in TFI. Results from non-ICH scenario were shown in 
Figure 4.4. All three preconditioner choices reached RMSE < 0.005 ppm at 1000 
CG iterations, while 𝑃 ïà9 achieved the lowest RMSE (Figure 4.4b). We compared 
the CG iteration number needed by each preconditioner in order to converge to ±5% 
range around the true value of each ROI: 170 (𝑃ßáð), 550 (𝑃ßáðæñT∗) and 180 (𝑃 ïà9) 
for CN (Figure 4.4c); 260 (𝑃ßáð), 70 (𝑃ßáðæñT∗) and 170 (𝑃 ïà9) for GP (Figure 4.4d). 
Results from ICH scenario were shown in Figure 4.5. For ICH TFI, both 𝑃ßáðæñT∗  
and 𝑃 ïà9 reached RMSE < 0.005 ppm at 1000 CG iterations with lower RMSE for 𝑃 ïà9, while the RMSE using 𝑃ßáð  failed to go below 0.010 ppm (Figure 4.5b). This 
can be appreciated from the hypo-intense artifact around ICH in 𝑃ßáð result at 1000 
CG iterations (Figure 4.6). We compared the CG iteration number needed by each 
preconditioner in order to converge to ±5% range around the true value of each ROI: 
90 (𝑃ßáð), 400 (𝑃ßáðæñT∗) and 90 (𝑃 ïà9) for CN (Figure 4.5c); 260 (𝑃ßáð), 100 
(𝑃ßáðæñT∗) and 110 (𝑃 ïà9) for GP (Figure 4.5d). 
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Figure 4.7. Example QSM of healthy subject with COSMOS.  
Top row: preconditioner maps of 𝑃ÚÝú, 𝑃ÚÝúæST∗ and 𝑃Ö×ØÙ. Bottom row: QSM for 
COSMOS, 𝑃ÚÝú, 𝑃ÚÝúæST∗ and 𝑃Ö×ØÙ. 𝑃ÚÝú and 𝑃Ö×ØÙ obtain similar results for 
the entire head and comparable results with COSMOS for the brain. The contrast 
between CN and surrounding whiter matter is less distinct in 𝑃ÚÝúæST∗ compared to 
other maps. 
 
4.5.2 In Vivo Experiment: Healthy Head 
Example of whole head TFI reconstruction of one healthy subject was shown in Figure 
4.7. It was noted that with the R2* threshold (30 Hz) used in 𝑃ßáðæñT∗ , regions with 
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higher R2* such as GP were assigned the same weight (𝑃 = 30) as the background. 
In contrast, 𝑃 ïà9 adaptively assigned weights to different regions according to their 
R2* values (Eq. 4.7). Figure 4.7 also showed the QSM reconstructed by COSMOS, 
TFI with 𝑃ßáð, 𝑃ßáðæñT∗  and 𝑃 ïà9. 𝑃 ïà9 obtained qualitatively comparable whole 
head QSM with 𝑃ßáð , as well as a comparable brain QSM with COSMOS. 
Meanwhile, the gray/white matter contrast was less distinct in the 𝑃ßáðæñT∗  outcome, 
especially at the boundary of CN. This was confirmed by the CN susceptibility 
measurement for this subject: 0.058 ppm for COSMOS, 0.054 ppm for 𝑃ßáð, 0.023 
ppm for 𝑃ßáðæñT∗  and 0.050 ppm for 𝑃 ïà9. ROI measurement for CN and GP 
across all five healthy subjects indicates an averaged difference relative to COSMOS 
measurement were estimated: -5% (𝑃ßáð), -45% (𝑃ßáðæñT∗) and -6% (𝑃 ïà9) for CN; -
9% (𝑃ßáð), -3% (𝑃ßáðæñT∗) and -4% (𝑃 ïà9) for GP. Linear regression of brain tissue 
susceptibilities between TFI and COSMOS showed a slope of 0.77 for 𝑃ßáð , 0.67 for 𝑃ßáðæñT∗  and 0.76 for 𝑃 ïà9 on average over five subjects.  
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Figure 4.8. Example QSM of ICH patient.  
Hypo-intense artifact was observed around ICH site in the output of 𝑃ÚÝú, while it 
was suppressed on both 𝑃ÚÝúæS;∗  and 𝑃Ö×ØÙ. Mean susceptibility value within a 
5mm-wide layer outside the ICH was noted at the right-bottom corner of each map. 
The increase in this susceptibility measurement, as observed in 𝑃ÚÝúæS;∗  and 𝑃Ö×ØÙ 
compared to 𝑃ÚÝú, reflected the reduced hypo-intense artifact. 
 
4.5.3 In Vivo Experiment: ICH brain 
QSM for 5 ICH patients were shown in Figure 4.8. Hypo-intense artifact around ICH 
site present in 𝑃ßáð  outcome was reduced in those of 𝑃ßáðæñT∗ and 𝑃 ïà9. The 
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mean susceptibility within a 5mm-wide layer surrounding the ICH site was noted at 
the corner of each QSM result, indicating an averaged increase of 0.061 ppm for 𝑃ßáðæñT∗  and 0.060 ppm for 𝑃 ïà9, compared to 𝑃ßáð. However, 𝑃ßáðæñT∗  
significantly under-estimated CN susceptibility compared to 𝑃ßáð  and 𝑃 ïà9: across 
5 patients, the averaged CN measurement was 0.068 ppm for 𝑃ßáð, 0.040 for 𝑃ßáðæñT∗  and 0.067 ppm for 𝑃 ïà9. Averaged GP measurement was 0.168 ppm for 𝑃ßáð, 0.219 for 𝑃ßáðæñT∗  and 0.211 ppm for 𝑃 ïà9. 
 
 
Figure 4.9. ROI measurement for healthy subject and ICH patient.  
Averaged measurements over 5 healthy subjects (left) and 5 ICH patients (right), 
respectively, for CN and GP. Underestimation was found in 𝑃ÚÝúæST∗ in measuring 
CN, compared to 𝑃ÚÝú and 𝑃Ö×ØÙ. For GP, 𝑃ÚÝú gave significant under-estimation 
for GP in ICH patients compared to 𝑃Ö×ØÙ and 𝑃ÚÝúæST∗ . 
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4.6 Discussion 
In this work, we proposed a novel total field inversion approach for improved 
accuracy and convergence in QSM reconstruction. A numerical preconditioning 
technique was designed for the total field inversion process, where the preconditioner 
was determined using the total field input through a fully automated procedure, in 
contrast to the previous implementation (30) where a binary preconditioner with fix 
weights was empirically chosen and applied for all cases. It was shown that the 
proposed preconditioner achieves the lowest error metrics in numerical simulation. By 
incorporating the R2* information adaptively into the weights, the proposed 
preconditioner suppressed ICH-related artifact and preserved brain tissue contrast at 
the same time. 
The sequential fitting of background field removal and LFI handles the same data 
using the same Maxwell’s equations but demands arbitrary assumption or 
regularization (1) to differentiate the background field and the local field. For 
example, the inherit assumption in PDF is that the Hilbert space 𝐵 spanned by all 
possible background unit dipole fields 𝑓}+  is orthogonal to the Hilbert space 𝐿 
spanned by all possible local unit dipole fields 𝑓}Æ  (21). However, this assumption 
breaks down when the local dipole source becomes close to the ROI boundary (21), 
thereby causing error in PDF. This was exemplified in our simulation result (Figure 
4.3). Our proposed TFI eliminates this unnecessary separation as well as the 
associated error propagation. It is noted that LBV+LFI performed similarly with TFI, 
but requires an accurate ROI mask with high SNR phase measurement due to the lack 
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of an SNR weighting. 
The development of preconditioning for accelerating conjugate gradient (CG) solver 
has been discussed in-depth throughout the literature of numerical optimization (86, 
93). While traditional methods involve spectrum analysis of eigenvalues of the system 
matrix, direct application of such an approach to TFI reconstruction problem is 
challenging due to the huge problem size and the intrinsic convolution operation. 
Although recent work has shown that a preconditioner can be constructed in k-space to 
approximate the inverse of dipole kernel and gradient operator (94), its 
implementation for TFI is less prominent due to the presence of SNR weighting 𝑤 
and morphology constraint 𝑀 in Eq. 4.2. Meanwhile, research has also been focused 
on developing preconditioner by leveraging prior information of the unknown 
solution, leading to a branch called prior-enhanced preconditioning (87, 95, 96). It 
relates the behavior of preconditioned CG to generalized Tikhonov regularization: 
 argminy ‖𝐴𝜒 − 𝑏‖TT + 𝜆UWþ‖Γ𝜒‖TT	 [4.8] 
The principle idea is that, one can construct a whitening operator Γ simulating the 
inverse covariance matrix Σ=3 by Γ"Γ ≈ Σ=3, if the prior distribution of 𝜒 is 
known as a Gaussian distribution 𝜒~𝒩(0,Σ). 
It has been shown (95, 96) that, if a preconditioner 𝑃 is chosen such that 𝑃=3 = Γ, it 
can improve the solution of the following problem within limited CG iterations : 
 𝜒 = 𝑃𝑦,									𝑦 = argmin# ‖𝐴𝑃𝑦 − 𝑏‖TT	 [4.9] 
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This provides a guideline for choosing preconditioner 𝑃, that the transformed variable 𝑃=3𝜒 should have unit variance: 𝑃=3𝜒	~	𝒩(0, 𝐼). In other words, 𝑃 should be 
proportional to the presumed susceptibility magnitude of each voxel. By this 
guideline, a binary preconditioner was employed in the previous TFI work (30), in 
which an empirical weight, 30, was assigned to strong susceptibility sources such as 
air, bone and hemorrhage, whereas weight 1 was assigned to weak soft tissues. The 
current work enriches the preconditioner with more flexibilities in depicting the spatial 
distribution and dynamic contrast of the susceptibility map. It efficiently generates an 
approximated solution 𝜒ß:à from the field input using PDF and LBV+TKD, and the 
absolute susceptibility value in 𝜒ß:à was used in constructing the preconditioning 
weights. It is noted that, instead of directly using |𝜒ß:à | at each voxel, we group voxels 
by their spatial (distance towards object’s boundary) or relaxational property (R2*), 
and calculate the median value of the observed absolute susceptibility value within 
each group. This approach aims to mitigate the influence of the noise and artifact in a 
single voxel, while median is chosen due to its robustness against extreme outliers.  
R2* information is essential in our preconditioning technique, since it depicts the 
location of strong susceptibility tissues within the subject, such as ICH. As seen in 
simulation (Figure 4.6) and in vivo experiment (Figure 4.8), incorporation of R2* in 
the preconditioner (𝑃ßáðæñT∗ and 𝑃 ïà9) markedly suppressed the hypo-intense 
artifact surrounding the ICH site. Otherwise the QSM may suffer from qualitative and 
quantitative degradation, especially for structures close to ICH, as observed in the 
under-estimation of GP in Figure 4.5d. Previous work (30) employed a simple binary 
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threshold framework to differentiate weak/strong sources by their R2* and assigned 
the same weight to high-R2* regions as it did to the background. The proposed 
method incorporates R2* contrast into the construction of preconditioner in a more 
adaptive manner: It treats susceptibility 𝜒{ at each voxel as a random variable 
dependent on the value of R2* value ℛ, with the conditional probability distribution 𝒩(0, 𝜎T(ℛ)). Using 𝜎(ℛ) as the preconditioning weight, 𝑃=3𝜒 presumably has 
unit variance. It is noted that if 𝜎3 = 1, 𝜎T = 30, 𝑠3 = 30, 𝑠T ≪ 1, the sigmoid 
function (Eq. 4.5) reduces to the hard threshold used in 𝑃ßáðæST∗ . Therefore, the 
proposed preconditioner can be thought as a generalized version of its empirical 
counterpart. Its scalability preserved the capability to suppress ICH-related artifacts 
(Figure 4.6 and Figure 4.8) and meanwhile addressed the under-estimation issue in the 
previous empirical choice  𝑃ßáðæST∗ for structures like CN. 
The proposed automatic preconditioner construction method is readily applicable to 
QSM problem outside the head. The previous empirical choice (30) requires 
exhaustive search for preconditioning weights every time we move to new image 
contents, then an optimal combination of weights is determined and applied to similar 
objects. This is undesirable and unnecessary in the proposed method, which achieves 
lower reconstruction RMSE (Figure 4.4b and 4.5b) and reliable ROI measurement 
(Figure 4.9) without manual determination of the weights.  
4.7 Conclusion 
In this chapter, we propose a total field inversion (TFI) algorithm with automated 
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preconditioning for QSM reconstruction. It adjusts the preconditioner to the actual 
susceptibility content, improves convergence and produces reliable susceptibility 
measurement in various scenarios. This method adaptively incorporates the R2* 
contrast into the preconditioner, therefore suppresses ICH-related artifact and 
preserves normal tissue contrast at the same time. 
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CHAPTER 5 
5 FUTURE DIRECTIONS AND CONCLUSION 
5.1 Future Directions 
Even though the techniques proposed in this work have significantly improved the 
accuracy, consistency and robustness of QSM reconstruction, there is still room for 
improvement upon the current methods. Future development areas may involve multi-
contrast QSM reconstruction, body QSM application and direct QSM reconstruction 
from the complex MRI signal.   
5.1.1 Multi-Contrast QSM 
In the current preconditioned TFI approach in Chapter 4, The R2* information is 
needed to construct the preconditioner as in Eq. 4.7. If R2* is unavailable as in the 
case of single-echo acquisition, one can replace the sigmoid function in Eq. 4.7 with a 
simple uniform value which can be the median or mean over all absolute 
susceptibilities inside 𝑀, although an inferior ability to suppress ICH-related artifact 
is expected. A more sophisticated solution would be utilizing other image contrast 
such as T1w or T2w as the variant in Eq. 4.5 in place of R2*. In this way, we could 
complement the current preconditioned TFI with multiple image contrasts, which 
could be beneficial in single echo acquisition. 
5.1.2 Body QSM 
The preconditioning scheme proposed in Chapter 4 was designed for susceptibility 
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distribution with a large dynamic range. It could be potentially beneficial to addressing 
the severe contrast associated with the susceptibility distribution outside the brain. For 
example, a preconditioner could resolve susceptibility disparity between bone, thorax 
and soft tissue, thereby enabling a reliable and clean reconstruction of the carotid or 
chest QSM. Similarly, the preconditioned TFI might also benefit cardiac, 
musculoskeletal or animal QSM. Besides, the idea of automated zero reference 
(MEDI+0) in Chapter 2 could also be applied to body QSM applications, while other 
type of tissue such as subcutaneous fat might be targeted instead of CSF as a reference 
tissue (97). 
5.1.3 Direct QSM from Complex MRI Image 
As the extension for the TFI work, where the background field removal and local field 
inversion were combined, we could further incorporate the upstream operations (field 
estimation, phase unwrapping) into a unified step. This might be coined as direct 
QSM, denoting the QSM estimation directly from the multi-echo complex MRI 
images. The remaining challenges lie in the difficulties of providing a good initial 
guess for this non-convex and non-linear optimization process. Besides, the memory 
requirement is scaled linearly with the echo number. This could be problematic for 
high resolution QSM reconstruction with many echo times. 
5.2 Conclusion 
In this thesis, three major numerical techniques for improved quantitative 
susceptibility mapping in MRI are presented. In one method, delineation of the 
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cerebrospinal fluid (CSF) is provided in an automated manner and used to improve the 
consistency of CSF based zero reference in QSM normalization. In another approach, 
a deep learning model is incorporated with QSM reconstruction to achieve improved 
recovery of fine structures. Finally, a novel framework was introduced to QSM called 
preconditioning total field inversion. It not only enables a general inverse process that 
eliminates the error propagation associated with conventional QSM procedures, but 
also provides the means to extend current QSM applications towards different 
pathologies and applications where severe susceptibility contrasts are present.  
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APPENDIX 
A. Derivation of Dipole Convolution 
According to Maxwell’s equations of static magnetism, a dipole magnetic moment 𝒎 
at origin (𝒓𝟎 = 𝟎) generates a magnetic field 𝒃&(𝒓) at location 𝒓, 
 𝒃&(𝒓) = 'ë45 	7(𝒎∙𝒓()𝒓(=𝒎? )* + T'ë7 𝒎𝛿(𝑟)	 [A.1] 
where 𝒓( is the unit vector along the direction of 𝒓. Therefore, the field perturbation 
generated by a distribution of magnetization 𝒎(𝒓) could be denoted as convolution 
with Eq. A.1. However, in MRI signal acquisition, the non-overlapping between field 
generator and observer suggests that the second term in Eq. A.1 be dropped in the 
observed magnetic field. This is also referred to as the Lorentz correction. The 
corrected magnetic field 𝒃(𝒓) (scaled to 𝐵) is, 
 𝒃(𝒓)+ë = 'ë45+ë 	∫ 7z𝒎(𝒓-)∙𝒆(𝒓𝒓-	~𝒆(𝒓𝒓-	=𝒎(𝒓-)|𝒓=𝒓-|?ℝ?𝒓-*𝒓 	𝑑7𝒓/ = (𝒅 ∗ 𝜒)	 [A.2] 
where the convolutional kernel is defined as, 
 𝒅(𝒓, 𝒓/) = 7z𝒎1 (𝒓-)∙𝒆(𝒓𝒓-	~𝒆(𝒓𝒓-	=𝒎1 (𝒓-)45|𝒓=𝒓-|? 	,			𝒓 ≠ 𝒓/	 [A.3] 
Its z-component along the direction of the applied magnetic field 𝑩𝟎 is referred to as 
the (scalar) dipole kernel, 
 𝑑(𝒓) = 345 	7 89:; <=3|𝒓|? 	 [A.4] 
giving the z-component of the observed magnetic field, 
 70 
 *(𝒓)+ë = 𝑑(𝒓) ∗ 𝜒(𝒓)	 [A.5] 
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