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SMALL-TIME SAMPLING BEHAVIOUR OF A FLEMING-VIOT
PROCESS
YOUZHOU ZHOU
Abstract. The Fleming-Viot process with parent-independent mutation pro-
cess is one particular neutral population genetic model. As time goes by, some
initial species are replaced by mutated ones gradually. Once the population
mutation rate is high, mutated species will elbow out all the initial species very
quickly. Small time behaviour in this case seems to be the key to understand
this fast transition. The small-time asymptotic results related to time scale t
θ
and a(θ)t, where limθ→∞ θa(θ) = 0, are obtained in [2],[1], [12] and [18], re-
spectively. Only the behaviour under the scale t(θ), where limθ→∞ θa(θ) = ∞,
was left untouched. In this paper, the weak limits under various small time
scales are obtained. Of particular interest is the large deviations for the small-
time transient sampling distributions, which reveal interesting phase transi-
tion. Interestingly, such a phase transition is uniquely determined by some
species diversity indices.
1. Introduction
Neutral population genetic models are concerned with evolution of species under
selectively neutral mutation pressure. Let S be the set of all allele types. For
simplicity, the type space S is usually taken to be a compact metric space. Let
r(·, ·) be the metric compatible with the compact topology in S. We, therefore, can
use a probability measure on S to describe the distribution of allele frequencies.
Denote P(S) to be the space of Borel probability measures on S and let C(S) be a
continuous function space on S. We define 〈f, µ〉 =
∫
S fdµ for µ ∈ P(S), f ∈ C(S).
Then P(S) is also compact under weak topology generated by metric
dw(µ, ν) =
∞∑
i=1
|〈fi, µ〉 − 〈fi, ν〉| ∧ 1
2i
, µ, ν ∈ P(S),
where {fi, i ≥ 1} is a countable dense subset in C(S).
One particular neutral population genetic model is the Fleming-Viot process
with parent-independent mutation in [7]. It is a P(S)-valued diffusion process Zt,
characterized by generator
(Lϕ)(µ) =
1
2
∫
S
∫
S
µ(dx)(δx(dy)− µ(dy))
δ2ϕ(µ)
δµ(x)δµ(y)
+
∫
S
µ(dx)A
(
δϕ(µ)
δµ(·)
)
(x),
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where, for a given diffuse probability measure ν0 ∈ P(S),
Af(x) =
θ
2
∫
S
(f(y)− f(x))ν0(dy)
describes the action of mutation and is called mutation operator. The domain of
generator L is
D(L) = {ϕ | ϕ(µ) = F (〈f1, µ〉, · · · , 〈fk, µ〉), F ∈ C
2(Rk), f1, · · · , fk ∈ D(A)},
where D(A) is the domain of mutation operatorA. Moreover, δϕ(µ)δµ(x) can be regarded
as directional derivative defined as
δϕ(µ)
δµ(x)
= lim
ǫ→0
ϕ(µ+ ǫδx)− ϕ(µ)
ǫ
.
More background information can be found in [10].
The Fleming-Viot process Zt is reversible(cf. [16]) and has a unique stationary
distribution (cf. [8])
Πθ,ν0(·) = P
(
∞∑
i=1
Pi(θ)δξi ∈ ·
)
,
where (P1(θ), P2(θ), · · · ) follows the Poisson-Dirichlet distribution and {ξi, i ≥ 1},
independent of (P1(θ), P2(θ), · · · ), is an i.i.d. sequence with common distribution
ν0. The Poisson-Dirichlet distribution is first introduced by Kingman in [15] and
can be defined as the law of a descending order statistics of normalized jumps of
gamma subordinator with Le´vy measure Λ(dx) = θx−1e−xdx. Also
∑∞
i=1 Pi(θ)δξi is
known as Dirichlet process, commonly used as a prior probability in nonparametric
Bayesian statistics.
Let P (t, µ, ·) be the transition probability of Zt starting with point µ. Then Zt
satisfies the following ergodic inequality(cf.[5])
(1) ‖P (t, µ, ·)−Πθ,ν0(·)‖var ≤ (1 + θ)e
− θ2 t,
where ‖·‖var is total variance norm. The parameter θ is usually defined as θ = 4Neǫ,
where ǫ is individual mutation rate and Ne is effective population size. If Ne →∞,
and ǫ is fixed, then θ →∞. Thus, for any fixed time t, however small,
lim
θ→∞
‖P (t, µ, ·)−Πθ,ν0(·)‖var = 0
due to (1). It basically says that when the effective population size is large, the pop-
ulation will reach its equilibrium very quickly. Therefore, the small-time behaviour
is quite critical for the comprehension of the whole evolution process. Furthermore,
the time scale of evolution process can be quite large compared with lifespan of hu-
man beings. Hence, the observations obtained by biologists are of small-time scale.
From this perspective, it is also interesting to look at the small-time behaviour.
To understand the small-time behaviour of Zt, we consider a time scale t(θ)
approaching 0 as θ →∞. We are going to consider the asymptotic behaviour of Zt(θ)
when θ →∞. When t(θ) = tθ , the Wentzell-Freidlin large deviations for Zt/θ have
already been established in [2],[1] and [12]. If t(θ) = a(θ)t where limθ→∞ θa(θ) = 0,
the Schilder-type large deviations for Za(θ)t have been obtained in [18]. Thus, under
two typical small time scales t(θ) = tθ and t(θ) = a(θ)t, the asymptotic behaviour
of Zt(θ) is quite clear. Clearly, the small-time scale a(θ)t is smaller than
t
θ . The
case where t(θ) is greater than tθ , however, is still untouched. Thus, our motivation
here is to understand the small-time behaviour of Zt(θ) with limθ→∞ θt(θ) = ∞
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and limθ→∞ t(θ) = 0. To this end, the weak limit of Zt(θ) as θ → ∞ is obtained.
One thing worthy of notice is that limθ→∞ t(θ) = 0 and t(θ) is not necessarily
confined with two aforementioned scales t(θ) = tθ and t(θ) = a(θ)t. To study the
asymptotic behaviour of Zt(θ) when limθ→∞ θt(θ) = ∞ and limθ→∞ t(θ) = 0, we
consider large deviations for the transient sampling distributions of Zt(θ). A simple
reason for this treatment is that biologists only know the clustering property of a
random sample from Zt(θ). By a sample from Zt(θ), we mean a sequence of S-valued
random variables {Xi, i ≥ 1} such that, for any n ≥ 1,
P(X1 ∈ dx1, · · · , Xn ∈ dxn|Zt(θ) = µ) = µ(dx1)× · · · × µ(dxn).
Therefore, {Xi, i ≥ 1} is exchangeable and a reminiscent of paintbox process
proposed by Kingman in [14]. We can therefore categorize a random sample
{X1, · · · , Xn} by their allele types. Let {A
n
1 , · · · ,A
n
k} be the partitioned subclasses
arranged decreasingly by class sizes. If we only care about species abundance, then
we should turn to integer partition (#An1 , · · · ,#A
n
k ), where #A
n
i is the class size
of Ani .
By an integer partition, we mean an integer vector η = (η1, · · · , ηl), where
η1 ≥ η2 ≥ · · · ≥ ηl. Throughout this paper, l(η) denotes the number of components
of an integer partition η and |η| =
∑l(η)
i=1 ηi. Define
αi(η) = #{j | ηj = i, 1 ≤ j ≤ l(η)}, 1 ≤ i ≤ |η|.
Then (α1(η), · · · , α|η|(η)) is another notation for integer partition η. Obviously,
l(η) =
∑|η|
i=1 αi(η) and |η| =
∑|η|
i=1 iαi(η). One may define an order “ < ” in the
partition set {η | |η| ≥ 1} as follows: η < ξ if |η| < |ξ| or |η| = |ξ| but the first
non-zero component of η − ξ is negative. In addition, two integer partition sets
J o = {η | ηl(η) ≥ 2} and J = {(1), η | ηl(η) ≥ 2} will be used repeatedly in this
paper. One may project any partition η = (η1, · · · , ηl) onto J as follows:
η 7→
{
(1), if l = α1(η)
(η1, · · · , ηl−α1(η)) if l > α1(η).
The distribution
(2) P θn(η) = P((#A
n
1 , · · · ,#A
n
k ) = η),
is called sampling distribution. We therefore have a sequence of sampling dis-
tributions {P θn , n ≥ 1} derived from {Xi, i ≥ 1}. For any positive integer n, since
{X1, · · · , Xn} is a subsample of {X1, · · · , Xn, Xn+1}, we know {P
θ
n , n ≥ 1} satisfies
the consistency condition of Kolmogorov’s extension theorem. A sequence of sam-
pling distributions like {P θn , n ≥ 1} is called a partition structure introduced in [13].
One important partition structure is the Ewens partition structure {Eθn, n ≥ 1} de-
termined by Dirichlet process
∑∞
i=1 Pi(θ)δξi . In this paper, when sample size n is
fixed, the large deviations for sampling distribution {P θn , θ > 0} is established. The
large deviations for Ewens sampling distribution have already been obtained in [9].
Compared with large deviations for Ewens sampling distribution, the large devia-
tion results in this paper reveals a new structure which indicates a phase transition
and is beyond expectation.
This paper will proceed as follows. In section 2, the sampling distributions are
discussed in detail. In section 3, the weak limit of Zt(θ), where limθ→∞ θt(θ) =
+∞, is obtained. In section 4, the large deviations for sampling distributions are
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established. The notation “ ∼ ” is used repeatedly in this paper. Here and after,
we say a(θ) ∼ b(θ) if limθ→∞
a(θ)
b(θ) .
2. Sampling Distribution
Since the probability measures on S consist of two portions, discrete part and
continuous part, we can express any probability measure µ ∈ P(S) as
µ =
∞∑
i=1
piδyi +
(
1−
∞∑
i=1
pi
)
ν,
where ν is a diffuse probability measure, (p1, p2, · · · ) and (y1, y2, · · · ) are masses
and positions of the discrete part respectively. Define D(µ) to be (p(1), p(2), · · · ),
the descending order statistics of atomic masses of µ.
Suppose that X = {X1, · · · , Xn} is a random sample from a population with
distribution µ and let D(µ) be x = (x1, x2, · · · ). Then the sampling distribution
derived from the random sample X can be calculated explicitly. To this end, we
define the following mappings:
1, G : X → (An1 , · · · ,A
n
k ) which maps a random sample to its partition.
2, T : X → (#An1 , · · · ,#A
n
k ) which maps a random sample to an integer
partition.
In particular, T (X) = (n) means that all sampled individuals are of the same type.
So
P(T (X) = (n)) = P (X1 = · · · = Xn) = ϕn(D(µ)) =
∞∑
i=1
xni .
In general, for η = (η1, · · · , ηl), {T (X) = η} means all the random samples that
can be classified as the integer partition η. One specific random sample satisfies
this condition is the partition A∗(n) = (An1 , · · · ,A
n
l ), where
(3) Ani =
{
X∑i−1
j=1 ηj+1
, · · · , X∑i
j=1 ηj
}
, 1 ≤ i ≤ l,
where all individuals in Ani share the same type. Due to the exchangeability of
sample X , it is easy to show that
P(T (X) = η) =
n!∏l
i=1 ηi!
∏n
i=1(i!)
αi
poη(x),
where poη(x) = P(G(X) = A
∗(n)). Consider a subsample
Xsub =
{
X1, · · · , X∑l−1
i=1 ηj
}
of the random sample X . Similarly, one particular partition of Xsub is A
∗(n−ηl) =
(An−ηl1 , · · · ,A
n−ηl
l−1 ), where
(4) An−ηli =
{
X∑i−1
j=1 ηj+1
, · · · , X∑i
j=1 ηj
}
, 1 ≤ i ≤ l − 1,
Then po(η1,··· ,ηl−1)(x) = P(G(Xsub) = A
∗(n− ηl)). We claim that
(5) poη(x) = p
o
(η1,··· ,ηl−1)
(x)ϕηl (x)−
l−1∑
j=1
poηj (x),
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Indeed,
po(η1,··· ,ηl−1)(x)ϕηl (x)
=P({G(Xsub) = A
∗(n− ηl)} ∩ {X∑l−1
i=1 ηi+1
= · · · = Xn})
=
l−1∑
i=1
P({G(Xsub) = A
∗(n− ηl)} ∩ {X∑l−1
i=1 ηi+1
= · · · = Xn share type in A
n−ηl
i })
+ P({G(Xsub) = A
∗(n− ηl)} ∩ {X∑l−1
i=1 ηi+1
= · · · = Xn have brand new type })
=
l−1∑
j=1
poηj (x) + p
o
η(x)
where ηj is a decreasing arrangement of (ηj1, · · · , η
j
l−1) and
η
j
i =
{
ηi + ηl, if i = j
ηi, otherwise .
In particular, when η = (1), poη(x) = ϕ1(x) = 1. Making use of (5), we can express
poη(x) in terms of ϕk(x), k ≥ 1.
Proposition 2.1. Denote π(l, d), 1 ≤ d ≤ l, to be the set of partitions of
{1, 2, · · · , l}
into d subclasses (β1, · · · , βd), satisfying
minβ1 < minβ2 < · · · < min βd.
Let |βi| be the cardinality of βi. Then, for a given integer partition η = (η1, · · · , ηl),
(6) poη(x) =
l∑
d=1
(−1)l−d
∑
β∈π(l,d)
(|β1|−1)! · · · (|βd|−1)!ϕ∑
i∈β1
ηi(x) · · ·ϕ
∑
i∈βd
ηi(x).
Remark 2.1.
1, If µ is a purely atomic probability measure, then
∑∞
i=1 xi = 1 and we claim p
o
η(x)
is equal to
(7) qoη(x) =
∑
i1,··· ,il 6=
x
η1
i1
· · ·xηlil
Indeed, it is not difficult to show that qoη(x) satisfies condition (5), q
o
(n)(x) = ϕn(x)
and qo(1)(x) = 1. Running the similar argument in Proposition 2.1 yields q
o
η(x) =
poη(x).
2, Consider
▽∞ =
{
x ∈ [0, 1]∞
∣∣∣x1 ≥ x2 · · · ≥ 0, ∞∑
i=1
xi = 1
}
and
▽¯∞ =
{
x ∈ [0, 1]∞
∣∣∣x1 ≥ x2 · · · ≥ 0, ∞∑
i=1
xi ≤ 1
}
.
Then ▽∞ is a dense subspace of ▽¯∞. Under product topology, ▽¯∞ is compact. It
is easy to see that poη is a continuous extension of (7).
Now we can easily obtain the following sampling distributions.
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Theorem 2.1. Sampling distributions {P θn , n ≥ 1} of a random sample from Zt(θ)
is
P θn(η) =
n!∏l
i=1 ηi!
∏n
i=1(i!)
αi(η)
Epoη(D(Zt(θ)))
Remark 2.2.
1, The sampling distribution {P θn(η), n ≥ 1} can also be represented as
(8) P θn(η) =
∫
▽¯∞
n!∏l
i=1 ηi!
∏n
i=1(i!)
αi(η)
poη(x)νθ(dx),
where νθ(dx) is the distribution of a descending order statistics of atomic masses
of Zt(θ). Because p
o
η(x) is continuous in ▽¯∞, the weak convergence of νθ leads to
the point wise convergence of sampling distributions.
2, The weak limit of νθ is not necessarily a purely atomic probability measure. When
µ is a diffuse probability measure, P θn(η) = δ(1,··· ,1)(η),i.e. all individuals have
different types.
Example 2.1. Let {Eθn, n ≥ 1} be a family of sampling distributions from Dirichlet
process
∑∞
i=1 Pi(θ)δξi . Then, for a given partition η = (η1, · · · , ηl),
(9) Eθn(η) =
n!∏l
i=1 ηi
∏n
i=1(i!)
αi(η)
θl
θ(n)
,
which is the Ewens sampling formula(cf. [10]).
3. Weak Limit of Zt(θ)
Let t(θ) be a small-time scale, i.e. limθ→∞ t(θ) = 0. We are going to pinpoint
the weak limit of Zt(θ). To this end, we denote P (t, µ, dν) to be the transition
probability of Zt. The explicit representation of P (t, µ, dν) obtained by Ethier and
Griffiths in [5] is the following:
P (t, µ, dν) =dθ0(t)Πθ,ν0(dν)
+
∞∑
n=1
dθn(t)
∫
Sn
µn(dx1 × · · · × dxn)Πn+θ,(n+θ)−1(
∑
n
i=1 δxi+θν0)
(dν),
where
dθ0(t) = 1−
∞∑
m=1
2m− 1 + θ
m!
(−1)m−1θ(m−1)e
−λmt
dθn(t) =
∞∑
m=n
2m− 1 + θ
m!
(−1)m−n
(
m
n
)
(n+ θ)(m−1)e
−λmt, n ≥ 1.
λ0 = 0, λm =
m(m−1+θ)
2 ,m ≥ 1. {0,−λm,m ≥ 1} are the eigenvalues of Zt. More-
over, Πn+θ,(n+θ)−1(
∑
n
i=1 δxi+θν0)
is the distribution of a general Dirichlet process∑∞
i=1 Pi(n+ θ)δξi where ξi’s are i.i.d.
n
n+θ
∑n
i=1 δxi +
θ
n+θ ν0, and (P1(n+ θ), · · · )
follows Poisson-Dirichlet distribution PD(n+ θ).
The following lemma is from [5] as well.
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Lemma 3.1. Let f1, f2, · · · , fm ∈ C(S). Define a[n] = a(a− 1) · · · (a−n+1), and
a(n) = a(a+ 1) · · · (a+ n− 1). Then an explicit formula for∫
P(S)
〈f1, ν〉 · · · 〈fm, ν〉P (t, µ, dν),
is
∞∑
n=0
dθn(t)
∑
M⊂{1,··· ,m}
1
(n+ θ)(m)


|M|∑
k=1
n[k]
∑
β∈π(|M|,k)
|β1|! · · · |βk|!
k∏
j=1
〈
∏
i∈βj
fi, µ〉


×


|Mc|∑
l=1
∑
γ∈π(|Mc|,l)
(|γ1| − 1)! · · · (|γl| − 1)!θ
l
l∏
j=1
〈
∏
i∈γj
fi, ν0〉

 .
Define αkm(t), 0 ≤ k ≤ m, to be the coefficient of the term
|β1|! · · · |βk|!
k∏
j=1
〈
∏
i∈βj
fi, µ〉

×

(|γ1| − 1)! · · · (|γl| − 1)!θl
l∏
j=1
〈
∏
i∈γj
fi, ν0〉

 ,
i.e.
αkm(t) =
∞∑
n=0
n[k]
(n+ θ)(m)
dθn(t).
By (3.15) in [5], we know that αkm(t) satisfies the following differential equations:
dαkm(t)
dt
= −λmα
k
m(t) +
m− k
2
αkm−1(t)
with initial conditions limt→0 α
k
m(t) = δk,m(0 ≤ k ≤ m). Therefore,
αkm(t) =
(m− k)!
2m−k
e−λmt
∫
· · ·
∫
0≤sk≤···≤sm−1≤t
e(λm−λm−1)sm−1 · · · e(λk+1−λk)skdsm−1 · · · dsk.
We consider a small-time scale t(θ), such that limθ→∞ θt(θ) = c ∈ (0,∞). Under
transform
si =
ui
θ
, k ≤ i ≤ m− 1,
αkm(t(θ)) =
(m− k)!
θm−k2m−k
e−
λm
θ
θt(θ)
∫
· · ·
∫
0≤uk≤···≤um−1≤θt(θ)
e
(λm−λm−1)
θ
um−1 · · · e
(λk+1−λk)
θ
ukdum−1 · · · duk
∼
(m− k)!
θm−k2m−k
e−
mc
2
∫
· · ·
∫
0≤uk≤···≤um−1≤c
e
um−1
2 · · · e
uk
2 dum−1 · · · duk
=
1
θm−k2m−k
e−
mc
2
(∫ c
0
e
s
2 ds
)m−k
=
1
θm−k
e−
kc
2 (1− e−
c
2 )m−k.
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Thus,
(10) αkm(t(θ)) ∼
1
θm−k
e−
kc
2 (1 − e−
c
2 )m−k.
If limθ→∞ θt(θ) = 0 or limθ→∞ θt(θ) = 0, however, we have
(11) lim
θ→∞
θm−kαkm(t(θ)) = 0,
and
(12) lim
θ→∞
θm−kαkm(t(θ)) =∞.
Theorem 3.1. When limθ→∞ t(θ) = 0 and limθ→∞ θt(θ) = c where c can be 0, ∞
and any positive number, then Zt(θ) converges to
mc = e
− c2µ+ (1− e−
c
2 )ν0
in probability.
Remark 3.1.
1, When t(θ) = tθ and t(θ) = a(θ)t where limθ→∞ θa(θ) = 0, this result can also be
derived from path-level large deviations in [2],[1], [12], [18].
2, When limθ→∞ t(θ) = 0 and limθ→∞ θt(θ) =∞, this result is new. Also the proof
of Theorem 3.1 is necessary because when limθ→∞(θ+1)e
−θt(θ) 6= 0 we can not use
the ergodic inequality of Zt to find the weak limit of Zt(θ).
3, Because mc is a single point in P(S), we can show that P(Zt(θ) ∈ ·) converges to
δmc weakly.
Proof. For any f ∈ C(S), we claim that the variance of Zt(θ)vanishes as θ → ∞
and
lim
θ→∞
E〈Zt(θ), fi〉 = 〈mc, fi〉.
Thus for any ǫ > 0, k > 1 satisfying 21−k < ǫ,
P(dw(Zt(θ),mc) > ǫ) ≤
k∑
i=1
P
(
|〈Zt(θ) −mc, fi〉| ≥
2i−1ǫ
k
)
≤
k∑
i=1
(
k
2i−1ǫ
)2 [
Var(〈fi, Zt(θ)〉) + (E〈Zt(θ), fi〉 − 〈mc, fi〉)
2
]
→0.
The proof is thus completed. Now we are going to show the previous claims.
By Lemma 3.1 and (10), whatever c may be, we have
E〈f, Zt(θ)〉 =e
− θ2 t(θ)〈f, µ〉+
(
1− e−
θ
2 t(θ)
)
〈f, ν0〉
→e−
c
2 〈f, µ〉+ (1 − e−
c
2 )〈f, ν0〉.
E〈f, Zt(θ)〉
2 =α12(t(θ))2!〈f
2, µ〉+ α22(t(θ))〈f, µ〉
2 + 2α12(t(θ))θ〈f, µ〉〈f, ν0〉
+ α02(t(θ))θ
2〈f, ν0〉
2 + α02θ〈f
2, ν0〉
→e−c〈f, µ〉2 + 2e−
c
2 (1− e−
c
2 )〈f, µ〉〈f, ν0〉+ (1− e
− c2 )2〈f, ν0〉
2
=(e−
c
2 〈f, µ〉+ (1− e−
c
2 )〈f, ν0〉)
2.
Therefore, as θ →∞,
Var(〈f, Zt(θ)〉)→ 0.
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
Generally, the weak convergence of the marginal laws of Zt(θ) might not neces-
sarily guarantee the weak convergence of the distributions of D(Zt(θ)). Therefore,
based on the weak convergence of the marginal laws of Zt(θ), we can not deduce the
point wise convergence of the sampling distributions {P θn , θ > 0} derived from a
random sample from Zt(θ). Ethier and Kurtz in [8] proposed weak atomic topology,
generated by metric
da(µ, ν) = dw(µ, ν) + sup
0≤ǫ≤1
∣∣∣∣∣
∫
S
∫
S
(
1−
r(x, y)
ǫ
)
+
µ(dx)µ(dy)
−
∫
S
∫
S
(
1−
r(x, y)
ǫ
)
+
ν(dx)ν(dy)
∣∣∣∣∣,
where r(x, y) is the metric function in type space S and(
1−
r(x, y)
ǫ
)
+
=
{
1− r(x,y)ǫ , if r(x, y) ≤ ǫ
0, ohterwise .
Obviously, the weak atomic topology is stronger than weak topology, it can guaran-
tees the weak convergence of D(Zt(θ)) if the law of Zt(θ) converges in weak atomic
topology.
Corollary 3.1. Under conditions of Theorem 3.1, Zt(θ) also converges to mc in
probability in (P(S), da).
In fact, define Xt = D(Zt). Then Xt is an atomic diffusion constructed in [6].
The generator of Xt is
G =
1
2
∞∑
i=1
xi(δij − xj)
∂2
∂xi∂xj
−
θ
2
∞∑
i=1
xi
∂
∂xi
.
In [6], the Poisson-Dirichlet distribution PD(θ) was proved to be the stationary
distribution of Xt. Either also obtained an explicit transition density p(t, x, y) of
Xt in [4], where
(13) p(t, x, y) = 1 +
∞∑
m=2
e−λmtQm(x, y).
Here Qm(x, y) =
∑
|η|=m χη(x)χη(y), where η ∈ J and χη(x) are orthonormal
eigenfunctions associated with eigenvalues −λm of generator G in Hilbert space
L2(PD(θ)). For a given integer partition η = (η1, · · · , ηl) and η ∈ J , we define
ϕη(x) = ϕη1(x) · · ·ϕηl(x). Ethier concluded in [4] that all orthonormal eigen-
functions χη(x) can be obtained by applying Gram-Schmidt orthogonalization to
{ϕη(x) | η ∈ J }.
Let 〈f, g〉θ =
∫
▽¯∞
fdPD(θ) be the inner product in L2(PD(θ)), and ‖f‖ =√
〈f, g〉θ be the induced norm. If we adopt the order “ < ”, the Gram-Schmidt
orthogonalization process can go as follow
ψθ1(x) = 1, ψ
θ
2(x) = ϕ2(x) −
1
1 + θ
,
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and generally
ψθη(x) =ϕη −
∑
ξ<η,ξ∈J
〈ϕη, ψ
θ
ξ 〉θψ
θ
ξ (x) η ∈ J .(14)
Define χθη(x) =
ψθη(x)
||ψθη||
, η ∈ J . Then {χθη | η ∈ J } is the set of orthonormal eigen-
functions. One can easy show the following lemma.
Lemma 3.2. ∫
▽¯∞
Qm(x, y)ψ
θ
η(y)PD(θ)(dy) = ψ
θ
η(x)δ|η|,m.(15)
To prove Corollary (3.1), we need the following lemma.
Lemma 3.3. As θ →∞,
(16)
∑
x∈S
Zt(θ)({x})
2 →
∑
x∈S
mc({x})
2 in probability .
Proof. It suffices to show that E
∑
x∈S Zt(θ)({x})
2 →
∑
x∈Smc({x})
2 and the
variance of
∑
x∈S Zt(θ)({x})
2 vanishes as θ → ∞. Since
∑
x∈S Zt(θ)({x})
2 =
ϕ2(D(Zt(θ))) = ϕ2(Xt(θ)), we have
V ar
(∑
x∈S
Zt(θ)({x})
2
)
= Eϕ22(Xt(θ))− [Eϕ2(Xt(θ))]
2.
Making use of the transition density of Xt in (13), we have
Eϕ2(Xt(θ)) =
∫
▽¯∞
ϕ2(y)p(t(θ), x, y)PD(θ)(dy)
=
∫
▽¯∞
ϕ2(y)PD(θ)(dy) +
∞∑
m=2
e−λmt(θ)
∫
▽¯∞
ϕ2(y)Qm(x, y)PD(θ)(dy)
Eϕ22(Xt(θ)) =
∫
▽¯∞
ϕ22(y)p(t(θ), x, y)PD(θ)(dy)
=
∫
▽¯∞
ϕ22(y)PD(θ)(dy) +
∞∑
m=2
e−λmt(θ)
∫
▽¯∞
ϕ22(y)Qm(x, y)PD(θ)(dy)
Due to Gram-Schmidt orthogonalization process, we have
ϕ2(x) =ψ
θ
2(x) +
1
1 + θ
(17)
ϕ22(x) =ψ
θ
2,2(x) + 〈ϕ
2
2, ψ
θ
3〉θψ
θ
3(x) + 〈ϕ
2
2, ψ
θ
2〉θψ
θ
2(x) + 〈ϕ
2
2, 1〉θ.(18)
Replacing ϕ2, ϕ
2
2 in Eϕ2(Xt(θ)) and Eϕ
2
2(Xt(θ)) by (17) and (18), we have
Eϕ2(Xt(θ)) =
1
1 + θ
+ e−(1+θ)t(θ)ψθ2(x) =
1
1 + θ
+ e−(1+θ)t(θ)
(
ϕ2(x) −
1
1 + θ
)
and
Eϕ22(Xt(θ)) =〈ϕ
2
2, 1〉θ + e
−λ4t(θ)ψθ2,2(x) + e
−λ3t(θ)〈ϕ22, ψ
θ
3〉θψ
θ
3(x)
+ e−λ2t(θ)〈ϕ22, ψ
θ
2〉θψ
θ
2(x)
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due to Lemma 3.2. Since
∫
▽¯∞
ϕ2dPD(θ) =
1
1+θ → 0 as θ → ∞, then we know
PD(θ) converges weakly to (0, 0, · · · ) as θ →∞. Therefore,
lim
θ→∞
E
∑
x∈S
Zt(θ)({x})
2 = lim
θ→∞
Eϕ2(Xt(θ)) = e
−cϕ2(x) =
∑
x∈S
mc({x})
2
and
lim
θ→∞
Eϕ22(Xt(θ)) = e
−2cϕ22(x) =
[∑
x∈S
mc({x})
2
]2
.
The proof is thus completed. 
[Proof of Corollary 3.1]:
Proof. First of all, Zt(θ) → mc in probability in (P , da) is equivalent to that, for any
sequence {θ
′
, θ
′
> 0}, there is a subsequence {θ
′
n} such that Zt(θ′n) → mc almost
surely in (P , da). Therefore, for a given sequence {θ
′
, θ
′
> 0}, it suffices to find
a subsequence {θn, n ≥ 1} such that Zt(θn) → mc almost surely in (P , da). To
this end, since Zt(θ′) → mc in probability in (P , dw), there exists a subsequence
{θ
′
n, n ≥ 1} such that Zt(θ′n) → mc almost surely in (P , dw).
By Lemma 4.2 in [7], we only need to find a subsequence {θn, n ≥ 1} such that
(19)
∑
x∈S
Zt(θn)({x})
2 →
∑
x∈S
mc({x})
2 almost surely ,
By Lemma 3.3, we know∑
x∈S
Zt(θ′n)
({x})2 →
∑
x∈S
mc({x})
2 in probability.
Therefore, we can find a subsequence {θn, n ≥ 1} such that (19) is true. Because
of Lemma 4.2 in [7], Zt(θn) → mc almost surely in (P , da). Hence, Zt(θ) → mc in
probability in (P , da). 
Because for any sequence Zt(θn) converging to mc in probability in (P , da), there
is a subsequence Zt(θ′n) which converges almost surely in (P , da). So D(Zt(θ
′
n)
) con-
verges almost surely to D(mc). This indicates that D(Zt(θn)) converges to D(mc)
in probability in ▽¯∞. We can also show that D(Zt(θ)) converges weakly to D(mc).
Therefore, due to Theorem 2.1, the point wise convergence of sampling distributions
is also true.
Theorem 3.2. Let P θn be the sampling distributions of Zt(θ). When limθ→∞ θt(θ) =
c, we have, for any integer partition η,
lim
θ→∞
P θn(η) =
n!∏l
i=1 ηi!
∏n
i=1(i!)
αi
poη(D(mc)).
In particular, when c =∞,
lim
θ→∞
P θn(η) =
{
1, if η = (1, · · · , 1)
0, otherwise .
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4. Large Deviations for Small-time Sampling Distributions
Recall that
P θn(η) =
n!∏l(η)
i=1 ηi!
∏n
i=1(i!)
αi(η)
Epoη(D(Zt(θ))).
By Theorem 3.2, we know the limiting sampling distribution is
(20)
n!∏l(η)
i=1 ηi!
∏n
i=1(i!)
αi
poη(D(mc)).
Let D(mc) be x = (x1, x2, · · · ). If
∑∞
i=1 xi > 0, the randomness in the partition
with distribution (20) presents. Clearly, this randomness arises from sampling, not
from allele frequency. When
∑∞
i=1 xi = 0, the limiting sampling distribution is
trivial. The randomness in the associated partition disappears. Therefore, when
limθ→∞ t(θ) = 0 and limθ θt(θ) = ∞, one will end up with m∞ = ν0, which
is diffuse. Then D(ν0) is x = (0, 0, · · · ). The partition associated with random
sample is always (1, 1, · · · , 1). In this period of evolution process, one should only
expect such trivial sample partition. Other partitions can be very rare. The degree
of rareness can be estimated by large deviation principle(LDP in short). In this
section, we are going to establish the large deviations for sampling distributions
{P θn , θ > 0} under the small-time scale t(θ) where limθ→∞ t(θ) = 0 and limθ θt(θ) =
∞.
Theorem 4.1. When limθ→∞ t(θ) = 0 and limθ θt(θ) = ∞, as θ → +∞, for any
given integer n ≥ 2, P θn satisfies an LDP with speed θt(θ) and rate function
I(η) = min
{
n− l(η)
k
,
n− α1(η)
2
}
,
where k = limθ→∞
θt(θ)
log θ .
Remark 4.1.
1, Since
n− l(η)
k
−
n− α1(η)
2
=
1
k
[
(n− l(η))−
k
2
(n− α1(η))
]
=
1
k
[
(n− α1(η)) − (l(η)− α1(η))−
k
2
(n− α1(η))
]
=
1
k
(l(η)− α1(η))
[
n− α1(η)
l(η)− α1(η)
2− k
2
− 1
]
,
the value of I(η) depends solely on n−α1(η)l(η)−α1(η) , which is an important index of species
diversity in population genetics (cf. [17]).
2, The rate function indicates a competition of two degrees of rareness. One is
of order exp{−θt(θ) (n−l(η))k }, which is also equivalent to exp{− log(θ)(n − l(η))};
another is of order exp{−θt(θ) (n−α1(η))2 }. Thus, the competition of these two effects
will result in phase transition. Note that the LDP for Ewens sampling distribution
(9) in [10] has speed log θ and rate function n − l(η) as well. So when k ≥ 2,
the random sample has the same degree of rareness as equilibrium case. When
1 ≤ k < 2, new features start to emerge, and the two degrees of rareness are
entangled. When 0 ≤ k < 1, the new feature dominates.
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3, Making use of the transition density of the infinite dimensional diffusion associ-
ated with the two-parameter Poisson-Dirichlet distribution in [11], we can obtain
the similar result.
The proof of Theorem 4.1 depends heavily on the following lemma.
Lemma 4.1. As θ → +∞, for any given partition η ∈ J o, we have the following
asymptotic estimations:
(21) 〈ϕη, 1〉θ ∼ (η1 − 1)! · · · (ηl − 1)!
1
θ|η|−l(η)
.
For a given partition ξ ∈ J o, we have ∀η ≥ ξ, η ∈ J o
〈ϕη, ψ
θ
ξ 〉θ ∼

l(η)∑
i=1
p(ξ)∑
j=1
(ηi + ξj − 1)!
(ηi − 1)!(ξj − 1)!
− |η||ξ|

 (η1 − 1)! · · · (ηl(η) − 1)!
(ξ1 − 1)! · · · (ξl(ξ) − 1)!
1
θ|η|−l(η)+|ξ|−l(ξ)+1
.
[Proof of Theorem 4.1]:
Proof. According to Theorem 3.2
P θn(η)→ δ(1,1,··· ,1)(η).
Then logP θn(1, 1, · · · , 1) → 0, as θ → +∞. So we only need to consider η 6=
(1, 1, · · · , 1). Suppose that |η| = n. By Theorem 2.1, we have
P θn(η) =
n!
η1! · · · ηl(η)!α1(η)! · · ·αn(η)!
Epoη(D(Zt(θ))),
where
poη(x) =
l(η)∑
d=1
(−1)l(η)−d
∑
β∈π(l(η),d)
(|β1| − 1)! · · · (|βd| − 1)!ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βd
ηi .
Let γ be the decreasing arrangement of (
∑
i∈β1
ηi, · · · ,
∑
i∈βd
ηi). We then define
ξβ to be the projection of γ onto J o. Note that we always have |ξβ | ≥ n − α1(η)
and
(22) |ξ| > |ξ| − l(ξ) = n− d ≥ 1, ∀ξ ∈ J o
By the transition density (13) of Xt = D(Zt) , we know
Epoη(D(Zt(θ))) =
∫
▽¯∞
poη(y)PD(θ)(dy)+
∞∑
m=2
e−λmt(θ)
∫
▽¯∞
poη(y)Qm(x, y)PD(θ)(dy).
We define
A1 =
∫
▽¯∞
poη(y)PD(θ)(dy)
and
A2 =
∞∑
m=2
e−λmt(θ)
∫
▽¯∞
poη(y)Qm(x, y)PD(θ).
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By Ewens sampling distribution (9), one easily show that
A1 =(η1 − 1)! · · · (ηl(η) − 1)!
θl(η)
θ(n)
∼(η1 − 1)! · · · (ηl(η) − 1)! exp{−(log θ)(n− l(η))}
(23)
Now it remains to calculate A2. If we can pinpoint the leading term in A1 + A2,
then the LDP for P θn can be followed readily. By the definition of Qm(x, y) and
the orthogonalization process with ϕη, we can conclude that the infinite sum in A2
is essentially a finite sum for there is a cutoff at the nth term. So it is possible to
determine the leading term in A1 +A2.
Substituting the explicit expression of poη(y) into A2, we have
A2 =
l(η)∑
d=1
(−1)l(η)−d
∑
β∈π(l(η),d)
d∏
i=1
(|βi| − 1)!
∞∑
m=2
e−λmt(θ)
∫
▽¯∞
ϕξβ (y)Qm(x, y)PD(θ)(dy)
By the Gram-Schmidt orthogonalization process with ϕξβ , we have
(24) ϕξβ = ψ
θ
ξβ +
∑
δ<ξβ ,δ∈J
〈ϕξβ , ψ
θ
δ 〉θψ
θ
δ .
Due to Lemma 3.2, replacing ϕξβ in A2 by the right hand side of (24) yields
l(η)∑
d=1
(−1)l(η)−d
∑
β∈π(l(η),d)
d∏
i=1
(|βi| − 1)!
∞∑
m=2
e−λmt(θ)

ψθξβ (x)δm,|ξβ | + ∑
δ<ξβ ,δ∈J o
〈ϕξβ , ψ
θ
δ 〉θψ
θ
δ (x)δm,|δ|


=
l(η)∑
d=1
(−1)l(η)−d
∑
β∈π(l(η),d)
d∏
i=1
(|βi| − 1)!

ψθξβ (x)e−λ|ξβ |t(θ) + ∑
δ<ξβ ,δ∈J o
〈ϕξβ , ψ
θ
δ 〉θψ
θ
δ (x)e
−λ|δ|t(θ)

 .
By (24), we rewrite ψθξβ as ϕξβ −
∑
δ<ξβ ,δ∈J 〈ϕξβ , ψ
θ
δ 〉θψ
θ
δ and substitute it into A2.
Then
A2 =M1 +M2 +M3,
where
M1 =
l(η)∑
d=1
(−1)l(η)−d
∑
β∈π(l(η),d)
d∏
i=1
(|βi| − 1)!ϕξβ (x)e
−λ
|ξβ |
t(θ)
,
M2 =
l(η)∑
d=1
(−1)l(η)−d
∑
β∈π(l(η),d)
d∏
i=1
(|βi| − 1)!
∑
δ<ξβ ,δ∈J o
〈ϕξβ , ψ
θ
δ 〉θψ
θ
δ (x)
(
e−λ|δ|t(θ) − e−λ|ξβ|t(θ)
)
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and
M3 = −
l(η)∑
d=1
(−1)l(η)−d
∑
β∈π(l(η),d)
d∏
i=1
(|βi| − 1)!〈ϕξβ , 1〉θe
−λ
|ξβ|t(θ) .
Recall that |ξβ | ≥ n− α1(η), the equality holds when
β = β
′
∪ {l(η)− α1(η) + 1} ∪ · · · ∪ {l(η)},
where β
′
∈ π(l(η)− α1(η), d
′
), 1 ≤ d
′
≤ l(η)− α1(η). Thus, we have
M1 ∼
[ l(η)−α1(η)∑
d=1
(−1)l(η)−(d+α1(η))
∑
β∈π(l(η)−α1(η),d)
d∏
i=1
(|βi| − 1)!ϕξβ (x)
]
e−λn−α1(η)t(θ)
=poη1,··· ,ηl−α1(η)
(x)e−λn−α1(η)t(θ), due to proposition 2.1.
∼poη1,··· ,ηl−α1(η)
(x)e−
n−α1(η)
2 θt(θ)
By Lemma 4.1, we know ∀δ < ξβ(δ ∈ J o),
〈ϕξβ , ψ
θ
δ 〉θ ∼
[
l(ξβ)∑
i=1
l(δ)∑
j=1
(ξβi + δj − 1)!
(ξβi − 1)!(δj − 1)!
− |ξβ ||δ|
]
(ξβ1 − 1)! · · · (ξ
β
d − 1)!
(δ1 − 1)! · · · (δl(δ) − 1)!
1
θ|ξ
β |−l(ξβ)+|δ|−l(δ)+1
Recall that for ξβ , δ ∈ J o we have (22). Then
|ξβ | − l(ξβ) + |δ| − l(δ) + 1 = n− d+ |δ| − l(δ) + 1 ≥ n− d+ 2.
Moreover, for 1 ≤ d ≤ l(η), |ξβ | − l(ξβ) + |δ| − l(δ) + 1 ≥ n− l(η) + 2. The equality
holds if and only if d = l(η) and δ = (2). So if ξβ = (2), then M2 = 0; if ξ
β > (2),
then
M2 ∼
[ l(η)−α1(η)∑
d=1
(ηi + 1)!
(ηi − 1)!
− 2(n− α1(η))
] l(η)−α1(η)∏
i=1
(ηi − 1)!ϕ2
1
θn−l(η)+2
e−(θ+1)t(θ)
and
M3 ∼− (η1 − 1)! · · · (ηl(η)−α1(η) − 1)!
1
θn−l(η)
e−
n−α1(η)
2 θt(θ)
Obviously, limθ→∞
M2
A1
= limθ→∞
M3
A1
= 0. Then
A1 + A2 = A1
(
1 +
M2
A1
+
M3
A1
)
+M1.
Note that
1
θt(θ)
logP θn(η) ∼
1
θt(θ)
log(A1 +A2).
By Lemma 1.2.15 in [3], we have
lim sup
θ→∞
1
θt(θ)
log(A1 +A2)
≤max
{
lim sup
θ→∞
1
θt(θ)
log
[
A1
(
1 +
M2
A1
+
M3
A1
)]
, lim sup
θ→∞
1
θt(θ)
logM1
}
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≤max
{
lim sup
θ→∞
1
θt(θ)
logA1, lim sup
θ→∞
1
θt(θ)
logM1
}
Moreover, for large enough θ, both A1
(
1 + M2A1 +
M3
A1
)
and M1 are positive. So we
also have
lim inf
θ→∞
1
θt(θ)
log(A1 +A2)
≥max
{
lim inf
θ→∞
1
θt(θ)
log
[
A1
(
1 +
M2
A1
+
M3
A1
)]
, lim inf
θ→∞
1
θt(θ)
logM1
}
≥max
{
lim inf
θ→∞
1
θt(θ)
logA1, lim inf
θ→∞
1
θt(θ)
logM1
}
If limθ→∞
θt(θ)
log θ = k, we can easily show that
lim
θ→∞
1
θt(θ)
logA1 = −
n− l(η)
k
and
lim
θ→∞
1
θt(θ)
logM1 = −
n− α1(η)
2
.
Therefore,
lim
θ→∞
1
θt(θ)
logP θn(η) = lim
θ→∞
1
θt(θ)
log(A1 +A2) = −min
{
n− l(η)
k
,
n− α1(η)
2
}
.
The LDP for P θn is established. 
[Proof of Lemma 4.1] :
Proof. For partition η ∈ J o and β ∈ π(l(η), d), we define ηβ to be the decreas-
ing arrangement of (
∑
i∈β1
ηi, · · · ,
∑
i∈βd
ηi). Since ϕη =
∑l(η)
d=1
∑
β∈π(l(η),d) p
o
ηβ ,we
have
〈ϕη, 1〉θ =
l(η)∑
d=1
∑
β∈π(l(η),d)
∫
▽¯∞
poηβdPD(θ).
By Ewens sampling distribution (9), we have
〈ϕη, 1〉θ =
l(η)∑
d=1
∑
β∈π(l(η),d)
(
∑
i∈β1
ηi − 1)! · · · (
∑
i∈βd
ηi − 1)!
θd
θ(|η|)
, .(25)
Therefore, the leading term in (25) is the term
∫
▽¯∞
poηβdPD(θ) where β = {1} ∪
{2} ∪ · · · {l(η)}. Then
〈ϕη, 1〉θ ∼ (η1 − 1)! · · · (ηl(η) − 1)!
1
θ|η|−l(η)
.
The first statement is thus proved. Now we can use mathematical induction with
respect to partition ξ(ξ ∈ J o) to show the second statement. We will complete this
in three steps.
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1 The initial case: 〈ϕη, ψ
θ
2〉θ, ∀η ∈ J
o and η ≥ (2)
Since ψθ2 = ϕ2 −
1
1+θ , we know
(26) 〈ϕη, ψ
θ
2〉θ = 〈ϕη, ϕ2〉θ −
1
1 + θ
〈ϕη, 1〉θ
Define τ to be the decreasing arrangement of (η1, · · · , ηl(η), 2). Then
〈ϕη, ϕ2〉θ = 〈ϕτ , 1〉θ.
Using Ewens sampling formula (9), we have
(27) 〈ϕη, ϕ2〉θ =
l(η)+1∑
d=1
∑
β∈π(l(η)+1,d)
(
∑
i∈β1
τi − 1)! · · · (
∑
i∈βd
τi − 1)!
θd
θ(|η|+2)
.
Substituting (27) and (25) into (26) yields 〈ϕη, ψ
θ
2〉θ = J1 − J2, where
J1 =
l(η)+1∑
d=1
∑
β∈π(l(η)+1,d)
(
∑
i∈β1
τi − 1)! · · · (
∑
i∈βd
τi − 1)!
θd
θ(|η|+2)
and
J2 =
l(η)∑
d=1
∑
β∈π(l(η),d)
(
∑
i∈β1
ηi − 1)! · · · (
∑
i∈βd
ηi − 1)!
θd
θ(|η|)
1
1 + θ
.
Then we split J1 and J2 into two parts as follows:
J1 = R
1
1 +R
1
2, J2 = R
2
1 +R
2
2,
where
R11 =
l(η)+1∑
d=l(η)
∑
β∈π(l(η)+1,d)
(
∑
i∈β1
τi − 1)! · · · (
∑
i∈βd
τi − 1)!
θd
θ(|η|+2)
R12 =
l(η)−1∑
d=1
∑
β∈π(l(η)+1,d)
(
∑
i∈β1
τi − 1)! · · · (
∑
i∈βd
τi − 1)!
θd
θ(|η|+2)
R21 =
l(η)∑
d=l(η)−1
∑
β∈π(l(η),d)
(
∑
i∈β1
ηi − 1)! · · · (
∑
i∈βd
ηi − 1)!
θd
θ(|η|)
1
1 + θ
R22 =
l(η)−2∑
d=1
∑
β∈π(l(η),d)
(
∑
i∈β1
ηi − 1)! · · · (
∑
i∈βd
ηi − 1)!
θd
θ(|η|)
1
1 + θ
.
Thus R12 and R
2
2 are at least of order
1
θ|η|+3−l(η)
. We claim that
(28) R11 −R
2
1 ∼ (η1 − 1)! · · · (ηl(η) − 1)!

 l(η)∑
u=1
ηu(ηu + 1)− 2|η|

 1
θ|η|+2−l(η)
.
Therefore, for the initial case 〈ϕη, ψ
θ
2〉θ, we have
〈ϕη, ψ
θ
2〉θ ∼ (η1 − 1)! · · · (ηl(η) − 1)!

 l(η)∑
u=1
ηu(ηu + 1)− 2|η|

 1
θ|η|+2−l(η)
.
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Now we are going to show the claim (28). To this end, we group R11−R
1
2
as K1 +K2 +K3 +K4 +K5, where
K1 =(η1 − 1)! · · · (ηl(η) − 1)!
θl(η)+1
θ(|η|+2)
K2 =(η1 − 1)! · · · (ηl(η) − 1)!
l(η)∑
u=1
(ηu + 1)ηu
θl(η)
θ(|η|+2)
K3 =(η1 − 1)! · · · (ηl(η) − 1)!
∑
1≤u<v≤l(η)
(ηu + ηv − 1)!
(ηu − 1)!(ηv − 1)!
θl(η)
θ(|η|+2)
K4 =− (η1 − 1)! · · · (ηl(η) − 1)!
∑
1≤u<v≤l(η)
(ηu + ηv − 1)!
(ηu − 1)!(ηv − 1)!
θl(η)−1
θ(|η|)(θ + 1)
K5 =− (η1 − 1)! · · · (ηl(η) − 1)!
θl(η)
θ(|η|)
1
θ + 1
.
By arithmetic calculation, we can show that
K3 +K4 = −(η1 − 1)! · · · (ηl(η) − 1)!
∑
1≤u<v≤l(η)
(ηu + ηv − 1)!
(ηu − 1)!(ηv − 1)!
θl(η)
θ(|η|+2)
2θ|η|+ |η|(|η| + 1)
θ(θ + 1)
,
and
K1 +K2 +K5
=(η1 − 1)! · · · (ηl(η) − 1)!
θl(η)
θ(|η|+2)

 l(η)∑
u=1
ηu(ηu + 1) + θ −
(|η|+ θ)(|η| + θ + 1)
θ + 1


=(η1 − 1)! · · · (ηl(η) − 1)!
θl(η)
θ(|η|+2)

 l(η)∑
u=1
ηu(ηu + 1)−
2θ + 1
θ + 1
|η| −
|η|2
1 + θ


∼(η1 − 1)! · · · (ηl(η) − 1)!

 l(η)∑
u=1
ηu(ηu + 1)− 2|η|

 1
θ|η|+2−l(η)
.
Apparently, K3+K4 is of order
1
θ|η|−l(η)+3
, so limθ→∞
K3+K4
K1+K2+K5
= 0. Then
R11 −R
2
1 =K1 +K2 +K3 +K4 +K5
=(K1 +K2 +K5)
(
1 +
K3 +K4
K1 +K2 +K5
)
∼K1 +K2 +K5
∼(η1 − 1)! · · · (ηl(η) − 1)!

 l(η)∑
u=1
ηu(ηu + 1)− 2|η|

 1
θ|η|+2−l(η)
.
The claim (28) is thus shown.
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2 Induction Conjecture:
For a given partition ξ ∈ J o, ξ > (2), we assume that ∀δ < ξ(δ ∈ J o) the
following is true for all η ≥ δ, η ∈ J o
〈ϕη, ψ
θ
δ 〉θ ∼

l(η)∑
i=1
l(δ)∑
j=1
(ηi + δj − 1)!
(ηi − 1)!(δj − 1)!
− |η||δ|


(η1 − 1)! · · · (ηl(η) − 1)!(δ1 − 1)! · · · (δl(δ) − 1)!
1
θ|η|−l(η)+|δ|−l(δ)+1
.
(29)
3 Confirm the case 〈ϕη, ψ
θ
ξ 〉θ, η, ξ ∈ J
o, η ≥ ξ.
By (14), we know
ψθξ = ϕξ −
∑
δ<ξ,δ∈J
〈ϕξ, ψ
θ
δ 〉θψ
θ
δ .
Therefore,
〈ϕη, ψ
θ
ξ 〉θ = B1 +B2,
where
B1 = 〈ϕη, ϕξ〉θ − 〈ϕξ, 1〉θ〈ϕη, 1〉θ
and
B2 = −
∑
δ<ξ,δ∈J o
〈ϕξ, ψ
θ
δ 〉θ〈ϕη, ψ
θ
δ 〉θ.
By the above assumption (29), for each partition δ < ξ, δ ∈ J o, the sum-
mand 〈ϕξ, ψ
θ
δ 〉θ〈ϕη, ψ
θ
δ 〉θ in B2 is of order
1
θ|η|−l(η)+|ξ|−l(ξ)+1
1
θ2(|δ|−l(δ))+1
. No-
tice that 2(|δ| − l(δ)) + 1 ≥ 3 for δ ∈ J o. So the leading term in
B2 = −
∑
δ<ξ,δ∈J o
〈ϕξ, ψ
θ
δ 〉θ〈ϕη, ψ
θ
δ 〉θ
is of order 1
θ|η|+|ξ|−l(η)−l(ξ)+4
.
Define ω to be the decreasing arrangement of (η1, · · · , ηl(η), ξ1, · · · , ξl(ξ)).
Then 〈ϕη, ϕξ〉θ = 〈ϕω , 1〉θ. By Ewens sampling distribution (9), we have
〈ϕη, ϕξ〉θ =
l(η)+l(ξ)∑
d=1
∑
β∈π(l(η)+l(ξ),d)
∫
▽¯∞
poωdPD(θ)
=
l(η)+l(ξ)∑
d=1
∑
β∈π(l(η)+l(ξ),d)
(
∑
i∈β1
ωi − 1)! · · · (
∑
i∈βd
ωi − 1)!
θd
θ(|η|+|ξ|)
.
〈ϕη, 1〉θ =
l(η)∑
d=1
∑
β∈π(l(η),d)
∫
▽¯∞
poηdPD(θ)
=
l(η)∑
d=1
∑
β∈π(l(η),d)
(
∑
i∈β1
ηi − 1)! · · · (
∑
i∈βd
ηi − 1)!
θd
θ(|η|)
〈ϕξ, 1〉θ =
l(ξ)∑
d=1
∑
β∈π(l(ξ),d)
∫
▽¯∞
poξdPD(θ)
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=
l(ξ)∑
d=1
∑
β∈π(l(ξ),d)
(
∑
i∈β1
ξi − 1)! · · · (
∑
i∈βd
ξi − 1)!
θd
θ(|ξ|)
We then split B1 as S1 + S2 + S3 + S4 + S5 + S6, where
S1 =(ω1 − 1)! · · · (ωl(η)+l(ξ) − 1)!
θl(η)+l(ξ)
θ(|η|+|ξ|)
S2 =

 ∑
1≤i<j≤l(η)+l(ξ)
(ωi + ωj − 1)!
(ωi − 1)!(ωj − 1)!

 l(η)+l(ξ)∏
i=1
(ωi − 1)!
θl(η)+l(ξ)−1
θ(|η|+|ξ|)
S3 =−
l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!
θl(η)+l(ξ)
θ(|η|)θ(|ξ|)
S4 =−

 ∑
1≤i<j≤l(η)
(ηi + ηj − 1)!
(ηi − 1)!(ηj − 1)!

 l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!
θl(η)+l(ξ)−1
θ(|η|)θ(|ξ|)
S5 =−

 ∑
1≤i<j≤l(ξ)
(ξi + ξj − 1)!
(ξi − 1)!(ξj − 1)!

 l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!
θl(η)+l(ξ)−1
θ(|η|)θ(|ξ|)
S6 =
l(η)+l(ξ)−2∑
d=1
∑
β∈π(l(η)+l(ξ),d)
(
∑
i∈β1
ωi − 1)! · · · (
∑
i∈βd
ωi − 1)!
θd
θ(|η|+|ξ|)
−

l(η)−1∑
d=1
∑
β∈π(l(η),d)
(
∑
i∈β1
ηi − 1)! · · · (
∑
i∈βd
ηi − 1)!
θd
θ(|η|)

 ·

l(ξ)−1∑
d=1
∑
β∈π(l(ξ),d)
(
∑
i∈β1
ξi − 1)! · · · (
∑
i∈βd
ξi − 1)!
θd
θ(|ξ|)


It is easy to see that S6 is of order
1
θ|η|+|ξ|−l(η)−l(ξ)+2
. We claim that
S1 + · · ·+ S5 ∼
l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!

l(η)∑
i=1
l(ξ)∑
j=1
(ηi + ξj − 1)!
(ηi − 1)!(ξj − 1)!
− |η||ξ|

 1
θ|η|−l(η)+|ξ|−l(ξ)+1
.
(30)
Then limθ→∞
S6
S1+···+S5
= 0. So by the claim (30)
B1 =S1 + · · ·+ S6 = (S1 + · · ·+ S5)
(
1 +
S6
S1 + · · ·+ S5
)
∼S1 + · · ·+ S5
∼
l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!

l(η)∑
i=1
l(ξ)∑
j=1
(ηi + ξj − 1)!
(ηi − 1)!(ξj − 1)!
− |η||ξ|


1
θ|η|−l(η)+|ξ|−l(ξ)+1
.
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Then limθ→∞
B2
B1
= 0. Therefore,
〈ϕη, ψ
θ
ξ 〉θ = B1
(
1 +
B2
B1
)
∼ B1
∼
l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!

l(η)∑
i=1
l(ξ)∑
j=1
(ηi + ξj − 1)!
(ηi − 1)!(ξj − 1)!
− |η||ξ|

 1
θ|η|−l(η)+|ξ|−l(ξ)+1
.
The the case 〈ϕη, ψ
θ
ξ 〉θ is thus confirmed. To complete the proof, we only
need to show the claim (30).
Notice that
(ω1 − 1)! · · · (ωl(η)+l(ξ) − 1)! = (η1 − 1)! · · · (ηl(η) − 1)!(ξ1 − 1)! · · · (ξl(ξ) − 1)!.
Factoring out the term
∏l(η)
i=1(ηi−1)!
∏l(ξ)
j=1(ξj−1)!
θl(η)+l(ξ)−1
θ(|η|+|ξ|)
in S1+ · · ·+S5
gives us
l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!
θl(η)+l(ξ)−1
θ(|η|+|ξ|)
[ ∑
1≤i<j≤l(η)+l(ξ)
(ωi + ωj − 1)!
(ωi − 1)!(ωj − 1)!
+ θ
(
1−
θ(|η|+|ξ|)
θ(|η|)θ(|ξ|)
)
−
∑
1≤i<j≤l(η)
(ηi + ηj − 1)!
(ηi − 1)!(ηj − 1)!
θ(|η|+|ξ|)
θ(|η|)θ(|ξ|)
−
∑
1≤i<j≤l(ξ)
(ξi + ξj − 1)!
(ξi − 1)!(ξj − 1)!
θ(|η|+|ξ|)
θ(|η|)θ(|ξ|)
]
By simplifying 1−
θ(|η|+|ξ|)
θ(|η|)θ(|ξ|)
, we have
1−
θ(|η|+|ξ|)
θ(|η|)θ(|ξ|)
=
∑|η|
u=1 |ξ|
u
∑
0≤i1<···<i|η|−u≤|η|−1
(θ + i1) · · · (θ + i|η|−u)
θ(|η|)
∼|ξ|
|η|−1∑
i=0
1
θ + i
.
Then
S1 + · · ·+ S5
∼
l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!
1
θ|η|−l(η)+|ξ|−l(ξ)+1
[ ∑
1≤i<j≤l(η)+l(ξ)
(ωi + ωj − 1)!
(ωi − 1)!(ωj − 1)!
− |ξ||η| −
∑
1≤i<j≤l(η)
(ηi + ηj − 1)!
(ηi − 1)!(ηj − 1)!
−
∑
1≤i<j≤l(ξ)
(ξi + ξj − 1)!
(ξi − 1)!(ξj − 1)!
]
=
l(η)∏
i=1
(ηi − 1)!
l(ξ)∏
j=1
(ξj − 1)!
[
l(η)∑
i=1
l(ξ)∑
j=1
(ηi + ξj − 1)!
(ηi − 1)!(ξj − 1)!
− |η||ξ|
]
1
θ|η|−l(η)+|ξ|−l(ξ)+1
.
This claim (30) is thus proved.

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5. Appendix
[Proof of Proposition 2.1]
Proof. We can prove this by mathematical induction on l(η). When l(η) = 1, it is
trivial; when l(η) = 2,
(31) po(η1,η2)(x) = p
o
(η1)
(x)po(η2)(x) − p
o
(η1+η2)
(x) = ϕη1ϕη2 − ϕη1+η2 .
Assume that, for l(η) = l, we have
poη =
l∑
d=1
(−1)l−d
∑
β∈π(l,d)
(|β1| − 1)! · · · (|βd| − 1)!ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βd
ηi .
Then, for l(η) = l + 1,
po(η1,··· ,ηl,ηl+1) = p
o
(η1,··· ,ηl)
ϕηl+1 −
l∑
u=1
po(η1,··· ,ηu+ηl+1,··· ,ηl)
=
l∑
d=1
(−1)l−d
∑
β∈π(l,d)
(|β1| − 1)! · · · (|βd| − 1)!ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βd
ηiϕηl+1
−
l∑
u=1
l∑
d=1
(−1)l−d
∑
β∈π(l,d)
(|β1| − 1)! · · · (|βd| − 1)!ϕ∑
i∈β1
ηui
· · ·ϕ∑
i∈βd
ηui
,(32)
where
ηui =
{
ηi if i 6= u
ηi + ηl+1 if i = u.
By switching the order of summation in (32), we have
l∑
u=1
l∑
d=1
(−1)l−d
∑
β∈π(l,d)
(|β1| − 1)! · · · (|βd| − 1)!ϕ∑
i∈β1
ηui
· · ·ϕ∑
i∈βd
ηui
=
l∑
d=1
(−1)l−d
∑
β∈π(l,d)
(|β1| − 1)! · · · (|βd| − 1)!
l∑
u=1
ϕ∑
i∈β1
ηui
· · ·ϕ∑
i∈βd
ηui
,
where, as a matter of fact,
l∑
u=1
ϕ∑
i∈β1
ηui
· · ·ϕ∑
i∈βd
ηui
=
d∑
v=1
∑
u∈βv
ϕ∑
i∈β1
ηui
· · ·ϕ∑
i∈βd
ηui
=
d∑
v=1
|βv|ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βv
ηi+ηl+1 · · ·ϕ
∑
i∈βd
ηi .
Therefore, (32) becomes
l∑
d=1
(−1)l−d
d∑
v=1
∑
β∈π(l,d)
(|β1| − 1)! · · · (|βv−1| − 1)!|βv|!(|βv+1| − 1)! · · · (|βd| − 1)!
ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βv
ηi+ηl+1 · · ·ϕ
∑
i∈βd
ηi
=
l∑
d=1
(−1)l−d
d∑
v=1
∑
βv∈π(l+1,d)
(|βv1 | − 1)! · · · (|β
v
d | − 1)!ϕ
∑
i∈βv1
ηi · · ·ϕ
∑
i∈βv
d
ηi .
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Here βv = {βv1 , · · · , β
v
d},
βvi =
{
βi if i 6= v
βi ∪ {l + 1} if i = v,
and β = {β1, · · · , βd} ∈ π(l, d). Thus, p
o
(η1,··· ,ηl,ηl+1)
is
po(η1,··· ,ηl,ηl+1)
=
l+1∑
d=2
(−1)l+1−d
∑
β∈π(l+1,d),βd={l+1}
d∏
i=1
(|βi| − 1)!ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βd
ηiϕηl+1(33)
+
l∑
d=1
(−1)l+1−d
d∑
v=1
∑
βv∈π(l+1,d)
d∏
i=1
(|βvi | − 1)!ϕ
∑
i∈βv
1
ηi · · ·ϕ
∑
i∈βv
d
ηi .(34)
Let us separate the terms associated with d = l + 1 from (33) and separate the
terms related to d = 1 from (34); then we combine other terms in (33) and (34).
Therefore, we have
po(η1,··· ,ηl,ηl+1) =ϕη1 · · ·ϕηlϕηl+1 +
l∑
d=2
(−1)l+1−d
[ ∑
β∈π(l+1,d),βd={l+1}
d∏
i=1
(|βi| − 1)!ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βd
ηiϕηl+1
+
d∑
v=1
∑
βv∈π(l+1,d)
(|βv1 | − 1)! · · · (|β
v
d | − 1)!ϕ
∑
i∈βv1
ηi · · ·ϕ
∑
i∈βv
d
ηi
]
+ (−1)l+1−1(l + 1− 1)!ϕ∑l+1
i=1 ηi
=
l+1∑
d=1
(−1)l+1−d
∑
β∈π(l+1,d)
d∏
i=1
(|βi| − 1)!ϕ∑
i∈β1
ηi · · ·ϕ
∑
i∈βd
ηi .
The proof is thus completed.

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