We compute the Hochschild homology and cohomology, and cyclic homology, of almost Calabi-Yau algebras for SU (3) ADE graphs. These almost Calabi-Yau algebras are a higher rank analogue of the pre-projective algebras for Dynkin diagrams, which are SU (2)-related constructions. The Hochschild (co)homology and cyclic homology of A can be regarded as invariants for the braided subfactors associated to the SU (3) modular invariants.
Introduction
The classical McKay correspondence appears in various contexts. It relates finite subgroups Γ of SU(2) with the algebraic geometry of the quotient Kleinian singularities C 2 /Γ [33] but also with the classification of SU(2) modular invariants and quantum subgroups of SU(2) [8, 40, 31, 32, 37, 1, 2, 4, 5] .
Minimal resolutions of Kleinian singularities can be described via the moduli space of representations of the preprojective algebra associated to the action of Γ [12] . Preprojective algebras associated to graphs were introduced in [25] , and it was shown that they are finite dimensional if and only if the graphs are of ADE type, that is, one of the simply laced Dynkin diagrams. The preprojective algebra A for an ADE Dynkin diagram is a Frobenius algebra, that is, there is a linear function f : A → C such that (x, y) := f (xy) is a non-degenerate bilinear form (this is equivalent to the statement that A is isomorphic to its dual A = Hom(A, C) as left (or right) A-modules). There is an automorphism β of A, called the Nakayama automorphism of A (associated to f ), such that (x, y) = (y, β(x)), which yields an A-A bimodule isomorphism A → 1 A β [39] . The Nakayama automorphism for each ADE graph was determined in [13, 14] (see also [7] ). The preprojective algebra A has a finite resolution as an A-A bimodule, which was used by Erdmann and Snashall to determine the Hochschild cohomology HH
• (A) of A for the ADE graphs A n , along with its ring structure [13] , and HH 2 (A) for the graphs D n [14] This finite resolution yields a projective resolution of A as an A-A bimodule, which was used by Etingof and Eu to determine the Hochschild homology and cohomology, and cyclic homology, of A for all ADE Dynkin diagrams [15] , along with the ring structure of the Hochschild cohomology [17] . The Hochschild homology and cohomology, cyclic homology, and ring structure of the Hochschild cohomology, for the preprojective algebra for the tadpole graphs T n were obtained in [18] . The Hochschild homology and cohomology for the case of the affine Dynkin diagrams, which are the McKay graphs for the finite subgroups of SU (2) , were determined in [11] .
More generally, one tries to understand singularities via a noncommutative algebra A, often called a noncommutative resolution, whose centre corresponds to the coordinate ring of the singularity [35] . The algebra should be finitely generated over its centre, and the desired favourable resolution is the moduli space of representations of A, whose category of finitely generated modules is derived equivalent to the category of coherent sheaves of the resolution. In the case of a quotient singularity C 3 /Γ for a finite subgroup Γ of SU(3), the corresponding noncommutative algebra A is a Calabi-Yau algebra of dimension 3.
Calabi-Yau algebras arise naturally in the study of Calabi-Yau manifolds, providing a noncommutative version of conventional Calabi-Yau geometry. An algebra A is CalabiYau of dimension n if the bounded derived category of the abelian category of finite dimensional A-modules is a Calabi-Yau category of dimension n. In this case the global dimension of A is n [6] . The derived category of coherent sheaves over an n-dimensional Calabi-Yau manifold is a Calabi-Yau category of dimension n and they appear naturally in the study of boundary conditions of the B-model in superstring theory over the manifold. For more on Calabi-Yau algebras, see e.g. [6, 26] .
In [26, Remark 4.5.7] Ginzburg introduced, in his terminology, q-deformed Calabi-Yau algebras. In the case where q is not a root of unity, these algebras are Calabi-Yau algebras of dimension 3. We study these algebras in the case where q is a root of unity, which are the SU(3) generalizations of preprojective algebras for the Coxeter-Dynkin diagrams ADE. We call these algebras almost Calabi-Yau algebras. In a recent work [23] , we determined the Nakayama automorphism for each ADE graph, and constructed a finite resolution of A as an A-A bimodule, see (5) .
Our interest in these almost Calabi-Yau algebras came from subfactor theory, and in particular, braided subfactors of von Neumann algebras, which provide a framework for studying two dimensional conformal field theories and their modular invariant partition functions. In the case of Wess-Zumino-Witten models associated to SU(n) at level k, the Verlinde algebra is a non-degenerately braided system of endomorphisms N X N , labelled by the positive energy representations of the loop group of SU(n) k on a type III 1 factor N, with fusion rules λµ = ν N µ λν ν which exactly match those of the positive energy representations [36] . The fusion matrices N λ = [N σ ρλ ] ρ,σ are a family of commuting normal matrices which give a representation themselves of the fusion rules of the positive energy representations of the loop group of SU(n) k , N λ N µ = ν N µ λν N ν . This family {N λ } of fusion matrices can be simultaneously diagonalised:
where 0 is the trivial representation, and the eigenvalues S σ,λ /S σ,0 and eigenvectors S σ = [S σ,µ ] µ are described by the statistics S matrix. The key structure in the conformal field theory is the modular invariant partition function Z. In the subfactor setting this is realised by a braided subfactor N ⊂ M where trivial (or permutation) invariants in the ambient factor M when restricted to N yield Z. This would mean that the dual canonical endomorphism is in Σ( N X N ), i.e. decomposes as a finite linear combination of endomorphisms in N X N . Indeed if this is the case for the inclusion N ⊂ M, then the process of α-induction allows us to analyse the modular invariant, providing two extensions of λ on N to endomorphisms α ± λ of M, such that the matrix Z λ,µ = α
is a modular invariant [4, 3, 20] . The action of the system N X N on the N-M sectors N X M produces a nimrep (non-negative matrix integer representation of the fusion rules) G λ G µ = ν N µ λν G ν , whose spectrum reproduces exactly the diagonal part of the modular invariant, i.e.
with the spectrum of G λ given by G λ = {S µ,λ /S µ,0 with multiplicity Z µ,µ } [5, Theorem 4.16] . The systems N X N , N X M , M X M are (the irreducible objects of) tensor categories of endomorphisms with the Hom-spaces as their morphisms. Thus N X N gives a braided modular tensor category, and N X M a module category.
In our work we have focused on braided subfactors associated to SU(3) modular invariants, which are labeled by a family of graphs which we call the SU(3) ADE graphs. The complete list of the SU(3) ADE graphs are illustrated in [24, . For positive integer k < ∞ we have a braided modular tensor category N X N = {λ (p,l) | 0 ≤ p, l, p + l ≤ k}, a non-degenerately braided system of endomorphisms on a type III 1 factor N, which is generated by ρ = λ (1, 0) and its conjugate ρ = λ (0,1) , where the irreducible endomorphisms λ (p,l) satisfy the fusion rules of SU(3) k :
where
Then a pair (G, W ), of a cell system W (see Section 2) on an SU(3) ADE graph G with Coxeter number k + 3 yields a braided subfactor N ⊂ M and a module category N X M , where the associated modular invariant, labeled by G, is at level k. For such a braided subfactor, the almost Calabi-Yau algebra can be constructed via a monoidal functor F , which is essentially the module category N X M , from the A 2 -Temperley-Lieb category to the category Fun( N X M , N X M ) of additive functors from N X M to itself.
The A 2 -Temperley-Lieb category constructed in [23] used ideas from planar algebras, and in particular, the A 2 -planar algebras of [22] (see also an earlier construction of the A 2 -Temperley-Lieb category in [10] , and of the Temperley-Lieb category in [34, 38] ).
For m i , n i ≥ 0, an A 2 -(m 2 , n 2 ), (m 1 , n 1 )-tangle T is a tangle on an rectangle with m 2 + n 2 , m 1 + n 1 vertices along the top, bottom edges respectively, generated by A 2 Figure 1 : A 2 webs webs (see Figure 1 ) such that every free end of T is attached to a vertex along the top or bottom of the rectangle in a way that respects the orientation of the strings, every vertex has a string attached to it, and the tangle contains no elliptic faces. We call a vertex a source vertex if the string attached to it has orientation away from the vertex. Similarly, a sink vertex will be a vertex where the string attached has orientation towards the vertex. Along the top, bottom edge the first m i vertices are source, sink vertices respectively, and the last n i are sink, source vertices respectively. Let V A 2 (m 2 ,n 2 ),(m 1 ,n 1 ) be the quotient of the free vector space over C with basis the A 2 -(m 2 , n 2 ), (m 1 , n 1 )-tangles, by the Kuperberg ideal generated by the Kuperberg relations K1-K3 [28] . Then at level k, the A 2 -Temperley-Lieb category is defined to be a quotient of the category A 2 -T L = Mat(C A 2 ) by the negligible morphisms, where C A 2 is the tensor category whose objects are projections in V A 2 (m,n),(m,n) and whose morphisms are Hom(
(m,n),(m,n) , and ρ, ρ for the identity projections in A 2 -T L (1,0) , A 2 -T L (0,1) respectively consisting of a single string with orientation downwards, upwards respectively. Then the identity diagram in A 2 -T L (m,n) , given by m + n vertical strings where the first m strings have downwards orientation and the next n have upwards orientation, is expressed as ρ m ρ n . It is a linear combination of simple projections f (i,j) for i, j ≥ 0, 0 ≤ i + j < m + n such that i − j ∼ = m − n mod 3, and a simple projection f (m,n) , where f (1,0) = ρ, f (0,1) = ρ and f (0,0) is the empty diagram. The morphisms f (p,l) = id f (p,l) are generalized Jones-Wenzl projections. The f (p,l) satisfy the fusion rules for SU(3) [23] :
At level k, the negligible morphisms are the ideal f (p,l) |p + l = k + 1 generated by
, which is semisimple with simple objects f (p,l) , p, l ≥ 0 such that p + l ≤ k which satisfy the fusion rules (1) of SU(3) k , that is we have (2) where
(k) may be identified with the braided modular tensor category N X N , where the object
where C i,j are 1-dimensional R-R bimodules, where R = (CG) 0 . The category of R-R bimodules has a natural monoidal structure given by ⊗ R . The functor F is defined on the morphisms of A 2 -T L (k) using the cell system W and the Perron-Frobenius eigenvector of G, see [23, Section 2.9] .
If G op denotes the opposite graph of G obtained by reversing the orientation of every edge of G, we have that F (ρ m ρ n ) is the R-R bimodule with basis given by all paths of length m + n on G, G op , where the first m edges are on G and the last n edges are on G op . In particular F (ρ m ) = (CG) m , so that we have the graded algebra m F (ρ m ) = (CG), the path algebra of G. The endomorphisms ρ m are not irreducible however, but decompose into direct sums of the generalized Jones-Wenzl projections f (p,0) . The natural algebra to consider is thus the graded algebra Σ = j F (f (j,0) ), where the p th graded part is
. The graded algebra Σ is isomorphic to the almost Calabi-Yau algebra A = A(G, W ) [10, 23] .
In Section 2 we introduce the almost Calabi-Yau algebra A = A(G, W ) for a pair (G, W ) of a cell system W on an SU(3) ADE graph G. Then in Section 2.1 we determine a periodic projective resolution of A as an A-A bimodule, starting from the finite resolution of A determined in [23, Theorem 5 .1], which will be used to determine the Hochschild (co)homology and cyclic homology of A in Sections 3-4. In Section 3.1 we use the projective resolution determined in Section 2.1 to construct a Hochschild homology complex for A, and introduce the cyclic homology of A in Section 3.2. We then determine the Hochschild and cyclic homology of A in Sections 3.3-3.5 for the graphs 8) and E (8) * . Finally in Section 4 we construct a Hochschild cohomology complex for A and use this to determine the Hochschild cohomology of A in the cases listed above.
The Hochschild (co)homology and cyclic homology of A can be regarded as invariants for the braided subfactors associated to the SU(3) modular invariants. Beginning with a pair (G, W ) given by a cell system W on an SU(3) ADE graph G, we construct a braided subfactor N ⊂ M which yields a nimrep which recovers the graph G as described above. Then we can construct the algebra A(G, W ) whose Hochschild (co)homology and cyclic homology only depends on the original pair (G, W ), or equivalently, on the braided subfactor N ⊂ M.
Almost Calabi-Yau algebras
Let G be a finite directed graph, and denote by G n the set of all paths on G of length n. The vertices of G are the paths of length 0. If a ∈ G 1 is an edge on G, we denote by a ∈ G op 1 the corresponding edge with opposite orientation on G op . The path algebra CG = ∞ k=0 (CG) k is the graded complex vector space with basis of the k th -graded part (CG) k given by G k , where paths may begin at any vertex of G. Multiplication of two paths a ∈ (CG) k and b ∈ (CG) l is given by concatenation of paths a · b ∈ (CG) k+l (or simply ab), with ab defined to be zero if r(a) = s(b), where s(a), r(a) denotes the source, range vertex respectively of the path a. The commutator quotient CG/[CG, CG] may be identified, up to cyclic permutation of the arrows, with the vector space spanned by cyclic paths in G. Let ∂ a : CG/[CG, CG] → CG be the derivation given by ∂ a (a 1 · · · a n ) = j a j+1 · · · a n a 1 · · · a j−1 , where the summation is over all indices j such that a j = a. Then for a potential Φ ∈ CG/[CG, CG], which is some linear combination of cyclic paths in G, we define the algebra A(CG, Φ) = CG/{∂ a Φ}, which is the quotient of the path algebra by the two-sided ideal generated by the relations ∂ a Φ ∈ CG, for all edges a of G. The Hilbert Ocneanu [31] defined a cell system W on any SU(3) ADE graph G, associating a complex number W △ in G as in Figure 2 , where a, b, c are edges on G, and i, j, k are the vertices on G given by i = s(a) = r(c), j = s(b) = r(a), k = s(c) = r(b). These cells satisfy two properties, called Ocneanu's type I, II equations respectively, which are obtained by evaluating the Kuperberg relations K2, K3 for an A 2 -spider [28] using the identification in Figure 2 : (i) for any type I frame in G we have
(ii) for any type II frame in G we have
Here (φ v ) v is the Perron-Frobenius eigenvector for the Perron-Frobenius eigenvalue α = [3] q of G. The existence of these cells for the finite ADE graphs was claimed by Ocneanu [31] , and shown in [21] with the exception of the graph E . These cells define a unitary connection on the graph G which satisfy the Yang-Baxter equation [21, Lemma 3.2] .
Two cell systems W 1 , W 2 on an SU(3) ADE graph G are equivalent if, for each pair of adjacent vertices i, j of G, we can find a family of unitary matrices (u(a, b)) a,b , where a, b are any pair of edges from i to j, such that
where a l are edges from i l to i l+1 , and the sum is over all edges a ′ l from i l to i l+1 , l = 1, 2, 3. There is up to equivalence precisely one connection on the graphs
and E (24) . For the graphs A (2m) * and E , which are obtained from each other by conjugation of the graph.
For the SU(3) ADE graphs, we define the almost Calabi-Yau algebra A(G, W ) to be the graded quotient algebra
where the potential Φ W is given by [23, equation (40) ] (see also [26, Remark 4.5.7] ):
where the summation is over all closed paths abc of length 3 on G. The grading on CG descends to the quotient algebra A = A(G, W ). These almost Calabi-Yau algebras were studied in [23] for all the cell systems constructed in [21] . Equivalent cell systems yield isomorphic almost Calabi-Yau algebras. For any cell system W , we can take its complex conjugate W to obtain another (possibly equivalent) cell system. The almost Calabi-Yau algebra for W is isomorphic to that for W . The conjugation τ : N X N → N X N on the braided system of endomorphisms of SU(3) k on a factor N, given by the conjugation on the representations of SU (3), induces a conjugation τ :
+ , this conjugation of the graph yields a conjugate cell system W − , which might be equivalent to W + . The almost Calabi-Yau algebra for W − is anti-isomorphic to that for W + . The Hilbert series H A (t) of A(G, W ), for an SU(3) ADE graph G with adjacency matrix ∆ G , Coxeter number h = k + 3 and cell system W , is given by [23, Theorem 3.1]
where P is the permutation matrix corresponding to a Z 3 symmetry of the graph. It is the identity for
, and E (24) . For the remaining graphs A (n) , D (n) * and E (8) , let V be the permutation matrix corresponding to the clockwise rotation of the graph by 2π/3. Then
The numerator and denominator in (4) commute, since any permutation matrix which corresponds to a symmetry of the graph G commutes with ∆ G and ∆ T G .
Periodic resolution for almost Calabi-Yau algebras
We define a non-degenerate form on A by setting f to be the function which is 0 on every element of A of length < h − 3, and 1 on u iν(i) for some i ∈ G 1 , where u jν(j) denotes a generator of the one-dimensional top-degree space j · A h−3 · ν(j), where ν is the permutation of the vertices of G given by the permutation matrix P in (4). Then using the relation (x, y) = (y, β(x)) this determines the value of f on u jν(j) , for all other j ∈ G 1 . We normalize the u jν(j) such that f (u jν(j) ) = 1 for all j ∈ G 1 . The image of the simple object
under the functor F given by (3) defines a unique permutation ν of the graph G, which is described as follows. The permutation ν of the graph is given by the Z 3 symmetry which defines the permutation matrix P in (4) (note that there are no double edges on the graphs G for which P is non-trivial). Then the Nakayama automorphism β of A is defined on G by β = ν [23, Theorem 4.6] . Now A has the following finite resolution as an A-A bimodule [23, Theorem 5.1]:
Here S is the A-A bimodule (CG) 0 , and V , V are the A-A bimodules generated by
is equal to A as a vector space. The left A-action is given by concatenation, but the right A-action is twisted by the inverse of the Nakayama automorphism
The connecting A-A bimodule maps are given by
where {w j } is a homogeneous basis for A, and {w * j } is its corresponding dual basis, i.e.
is equipped with the total grading which comes from the grading on the graded A-A bimodules
For each SU(3) ADE graph, the Nakayama automorphism has order 3, β 3 = id, so we can make a canonical identification
Note that for graphs with trivial Nakayama automorphism, A = N (k) as A-A bimodules, for all k ∈ Z. Applying the functor − ⊗ A N to the exact sequence (5) we obtain the exact sequence:
where ι 1 (x ⊗ y) = xy, ι 2 (a) = a j w j ⊗ w * j , where {w j } is a homogeneous basis for A and {w * j } is its corresponding dual basis, and µ i+4 = µ i . Similarly, applying the functor a second time we obtain the exact sequence:
We now construct a projective resolution of A, that is, a resolution of A by projective modules. Setting µ 4 = ι 0 ι 1 , µ 8 = ι 2 ι 3 , we obtain the following projective resolution of A, which is periodic with period 12:
where the connecting maps µ i are given by (6)- (9) for 0 ≤ i ≤ 3, µ 4 (x⊗y) = xy j w j ⊗w * j , where {w j } is a homogeneous basis for A and {w * j } is its corresponding dual basis, and
Thus we find that the Hochschild (co)homology of A is periodic with period 12, i.e. the grading is shifted by 3h (−3h) when the degree of the homology (respectively cohomology) is shifted by 12. In the case of trivial Nakayama automorphism the Hochschild (co)homology of A in fact has period 4.
3 The Hochschild homology of A(G, W )
The Hochschild homology complex
In this section we will construct a complex which determines the Hochschild homology of the almost Calabi-Yau algebra A = A(G, W ).
Let A op denote the algebra with opposite multiplication, i.e. a · b = ba, and define A e = A op ⊗ S A. Any A-A bimodule becomes a left A e -module, and vice versa, by defining the left action of A e on A by (a ⊗ b)x = bxa for all x ∈ A, a ⊗ b ∈ A op ⊗ S A. The Hochschild homology HH • (A) of A may be defined to be the derived functor HH n (A) = Tor 
For an A-A bimodule M, denote by M S the S-centralizer sub-bimodule given by all elements x ∈ M such that ix = xi for all i ∈ S. We make the following identifications, for k = 0, 1, 2 (c.f. [15] ):
where the left and right hand sides have the same total degree. Thus, applying the functor − ⊗ A e A to the resolution (10), we obtain the Hochschild homology complex:
where the connecting maps are given, for k = 0, 1, 2, . . . by
, {w j } is a homogeneous basis for A and {w * j } is its corresponding dual basis.
We will now show that this complex has a self-duality. Using the non-degenerate form, we can make the identifications
If we take the Hochschild homology sequence (11) and dualise, we get:
Proof : (i) µ
where the second equality holds since if {w * j } is a dual basis of {w j }, then {w j } is a dual basis of {β 2 (w * j )}, and j w * j β(x)w j = 0 = j w j xβ 2 (w * j ) unless |x| = 0 such that β(x) = x. The penultimate equality is given by replacing the basis {β 2 (w * j )} with the equivalent basis {w * j }, and the fact that j β 2 (w *
Note however that (µ
where the penultimate equality holds since if {w * j } is a dual basis of {w j }, then {β(w j )} is a dual basis of {w * j }. From the self-duality of the Hochschild homology complex (11) and (µ
The reduced Hochschild homology HH • (A) is defined as HH 0 (A) = HH 0 (A)/S and HH n (A) = HH n (A), n > 0.
The cyclic homology of A(G, W )
Before we determine the Hochschild homology of A(G, W ) for certain SU(3) ADE graphs, we introduce cyclic homology. We begin by introducing the differential graded algebra Ω
• A of non-commutative forms of A, and the non-commutative de Rham homology. The A-A bimodule Ω 1 A of non-commutative relative 1-forms on A is defined as the kernel of the multiplication map A ⊗ S A → A. The differential graded algebra Ω
• A of non-commutative forms of A is obtained by taking tensor powers of
where |ω| = n denotes the homological degree of ω ∈ Ω n A. The reduced non-commutative de Rham homology of A is defined by
where the natural differential Ω 
where B is the Connes differential, which is degree-preserving, and the reduced cyclic homology of A can be defined by
The usual cyclic homology is related to the reduced cyclic homology by HC 0 (A) = HC 0 (A)/S and HC n (A) = HC n (A), n > 0. The (graded) Euler characteristic of the reduced cyclic homology is the polynomial in t defined by χ HC(A) (t) = 
In [16, Prop. 3.7 .1] it was shown that for A the preprojective algebra of a non-Dynkin quiver,
where 
The identity A (n) graphs
The unique cell system W (up to equivalence) was computed in [21, Theorem 5.1]. For the graph A (n) , n ≥ 4, the space of cyclic paths (0, 0)A + (0, 0) = 0. Thus for any vertex i = (0, 0), any cyclic path x ∈ iA + i which passes through (0, 0) is a cyclic permutation of a cyclic path x ′ ∈ (0, 0)A + (0, 0). Similarly, any cyclic path x ∈ iA + i which does not pass through (0, 0) can be transformed by a combination the relations in A and cyclic permutations to a cyclic path x ′ ∈ (0, 0)A + (0, 0). Thus any cyclic path x ∈ iA + i will be zero in A/[A, A], and we obtain
The orbifold D (3k+3) graphs
We now consider the graphs D (3k+3) , k ≥ 1, which are Z 3 -orbifolds of A (3k+3) . The graph D (9) is illustrated in Figure 3 . The weights W (△) for A (3k+3) are invariant under the Z 3 symmetry of the graph given by rotation by 2π/3. Thus there is an orbifold solution for the cell system W on D (3k+3) where the weights W (△) are given by the corresponding weights for A (3k+3) [21, Theorem 6.2] . More precisely, excluding triangles △ which contain one of the triplicated vertices (k, k) l , the weight W (△ i 1 ,i 2 ,i 3 ) for the triangle
3
2 ,i
1 ,i
3 
which lie on a closed loop of length three i
1 , then we have W (△ i 1 ,i 2 ,i 3 ) = 0. The weight W (△) for a triangle △ which contain one of the triplicated vertices (k, k) l is just given by one third of the weight for the corresponding triangle on A (3k+3) . Thus the relations for D (3k+3) are given precisely by the relations for A (3k+3) , except for the relations ρ γ , ρ γ ′ , which involve the triplicated vertices (k, k) l .
Any cyclic path on A (3k+3) yields a cyclic paths on D (3k+3) by the above orbifold procedure. These cyclic paths will be zero in A/[A, A], except for those which pass along the double edge of D (3k+3) -although these paths can be made to pass through (0, 0) in
, W ), when we do this for A = A(D (3k+3) , W ) we obtain a cyclic path which passes through the vertex 1 of D (3k+3) which corresponds to (0, 0) on A (3k+3) , but also a linear combination of cyclic paths which do not pass through the vertex 1, due to the fact that relations involving the double edge are not of the form x = λx ′ for basis paths x, x ′ ∈ A. There are also cyclic paths in A which do not come from cyclic paths in A ′ by the orbifold procedure. These paths must necessarily pass along the double edge (γ, γ ′ ) of D (3k+3) . Using the relations in A and cyclic permutations, we can transform any such cyclic path, necessarily of length 3j, j ∈ N, due to the three-colourability of D (3k+3) , to a linear combination of cyclic basis paths [(i 1 i 2 k l i 1 ) j ], l = 1, 2, 3, where i 1 = s(γ), i 2 = r(γ), k l := (k, k) l , and x m denotes the path xx · · · x (m times). These basis paths are not equivalent in [A, A], except when j = k where
where the graded vector space C = k−1 j=1
and has
Hilbert series H C (t) = k−1 j=1 3t 3j + t 3k .
The conjugate A * graphs
The unique cell system W (up to equivalence) was computed in [21, Theorems 7.1, 7.3 & 7.4], and we use the same notation for the cells here. The A (n) * graphs are illustrated in [21, Figure 11 ]. We illustrate the cases n = 7, 8 here in Figure 4 . The numbering of the vertices of A (2m+1) * that we use here is the same as that in [23] , but the reverse of that used in [21] . The relations in A(A (n) * , W ) are
where p = 2, . . . , r − 1 in (16), and p = 1, . . . , p ′ in (17), (18), where r = ⌊(n − 1)/2⌋, p ′ = r − 1 for even n, and p ′ = r − 2 for odd n. 
where the graded vector space C has Hilbert series H C (t) = 2m−1 j=1 (m − ⌊j/2⌋)t j . We now consider the odd case n = 2m + 1. Again, all loops [pp] of length 1 are in A/[A, A], this time for p = 1, . . . , m − 1 (note that there is no edge from vertex m to m on A (2m+1) * ). From the Hilbert series for A, we see that d 2k is given by the same formula as for the even case n = 2m + 2, for 2k ≤ m − 1, whilst d 
where the graded vector space C has Hilbert series H C (t) = 2m−2 j=1 (m − ⌊(j + 1)/2⌋)t j .
The conjugate orbifold D * graphs
The graphs D (n) * are (three-colourable) unfolded versions, or Z 3 -orbifolds, of the graphs A (n) * , where we replace every vertex v of A 
where for n = 2m+2 the graded vector space C has Hilbert series H C (t) =
(m − ⌊(3j + 1)/2⌋)t 3j .
3.3.5
The graph E (8) for the conformal embedding SU(3) 5 ⊂ SU (6) 1 We now consider the graph E (8) , illustrated in Figure 6 . The unique cell system W (up to equivalence) was computed in [21, Theorem 9.1]. The quotient algebra A has the relations, for l = 0, 1, 2, 
The only cyclic paths in A + are of the form [2 l 2 l+1 2 l+2
] by cyclic permutation, and [232],
[323],
Clearly the single edges [22] , [33] 
where the graded vector space C = C{ [22] 
Determining the Hochschild homology of A(G, W ) for trivial Nakayama automorphism
In this section we determine the Hochschild and cyclic homology for the graphs
, and E (8) * . Here the almost Calabi-Yau algebra A has trivial Nakayama automorphism.
In this case, the Hochschild homology of A has minimal period at most 4, thus we have
From the exactness of (12) we see that ker(B : HH 0 (A) → HH 1 (A)) = 0, and since the Connes differential B preserves degrees, we have HH 1 (A) ∼ = C ⊕ X, for some graded vector space X which lives in degrees 1 to h − 2. Then
, where C ∼ = HH 0 (A) and X * [h] lives in degrees 2 to h − 1. Now B : (12) is exact, and since it preserves degrees, X only lives in degrees 2 to h − 2. A similar argument shows that ker(B : 
, we see that K ′ lives only in degree h. We will write
where K is a vector space which lives in degree 0, so that
. Thus for any almost Calabi-Yau algebra A with trivial Nakayama automorphism 0 (min deg, max deg)
where X lives in degrees 2 to h − 2, K lives in degree 0, and
Since C is known, X and K can be determined from the Euler characteristic χ HC(A) (t) as they live in different degrees.
The graphs D (3k)
We consider the cases
we see that H X (t) = t 3 + 2k−2 j=2 3t 3j + t 3k + t 6k−3 and H K (t) = 6k(k − 1) + 2, and we obtain: Theorem 3.2 The Hochschild and cyclic homology of A = A(D (6k) , W ), k ≥ 1, where W is equivalent to one of the cell systems constructed in [21] , is given by
where the graded vector spaces C, X, K have Hilbert series
, we see that
j=2 3t 3j + t 6k and H K (t) = 6k 2 , and we obtain: Theorem 3.3 The Hochschild and cyclic homology of A = A(D (6k+3) , W ), k ≥ 1, where W is equivalent to one of the cell systems constructed in [21] , is given by
and H K (t) = 6k 2 respectively.
The
) * respectively, where ∆ G denotes the adjacency matrix of G, and let
From the properties of determinants we can deduce the recursion relations
It is easy to show by induction on m that
). Then we again deduce that H X (t) = 0 = H K (t), and we obtain: Theorem 3.4 The Hochschild and cyclic homology of A = A(A (n) * , W ), n ≥ 4, where W is any cell system on A (n) , is given by
where the graded vector space C has Hilbert series H C (t) = n−3 j=1 ⌊(n − j − 1)/2⌋t j .
The graph D (3k) *
The Nakayama automorphism is trivial for the graphs D (3k) * . We consider the cases
(m−⌊3j/2⌋)t 3j , we have H X (t) = 0, H K (t) = 6k − 4, and we obtain: Theorem 3.5 The Hochschild and cyclic homology of A = A(D (6k) * , W ), k ≥ 1, where W is equivalent to one of the cell systems constructed in [21] , is given by
where the graded vector spaces C, K have Hilbert series H C (t) =
and H K (t) = 6k − 4 respectively.
(m− ⌊(3j + 1)/2⌋)t 3j , we have H X (t) = 0, H K (t) = 6k, and we obtain:
Theorem 3.6 The Hochschild and cyclic homology of
W is equivalent to one of the cell systems constructed in [21] , is given by
(m − ⌊(3j + 1)/2⌋)t 3j and H K (t) = 6k respectively.
The graph E
Then H X (t) = 0, H K (t) = 2, and we obtain:
Theorem 3.7 The Hochschild and cyclic homology of A = A(E (8) * , W ), where W is any cell system on E (8) * , is given by
where the graded vector spaces C, K have Hilbert series H C (t) = 2t + t 2 + t 3 + t 5 and H K (t) = 2 respectively.
Determining the Hochschild homology of A(G, W ) for nontrivial Nakayama automorphism
We now determine the Hochschild and cyclic homology for the graphs A (n) , n = 4, 5, 6, 7, E (8) . Here the almost Calabi-Yau algebra A has non-trivial Nakayama automorphism. By a similar argument to that used in Section 3.4, for any almost Calabi-Yau algebra A with non-trivial Nakayama automorphism, we have
where X 1 lives in degrees 2 to h − 2, X 2 lives in degrees 3 to h − 1, X 3 lives in degrees h + 1 to 2h − 3, X 4 lives in degrees h + 2 to 2h − 2, K i lives in degree 0, i = 1, 2, and
The graded vector space K 1 can be determined from the Euler characteristic χ HC(A) (t) as it is the only vector space which lives in degree h. The vector spaces X 1 , X 3 can be determined by computing HH 1 (A), HH 4 (A) respectively. Then X 2 , X 4 , K 2 can each be determined from knowledge of C ∼ = HH 0 (A), X 1 , X 3 and the Euler characteristic.
The A graphs
Here we determine the Hochschild and cyclic homology for the graphs A (n) , n = 4, 5, 6, 7. The graphs A (n) , n = 5, 6, 7, are illustrated in Figure 8 . We have not yet been able to determine the Hochschild and cyclic homology for the case of general n.
We first consider the graph A (4) , for which det(H A (t)) = (1 − t 6 )/(1 − t 3 ). Thus χ HC(A) (t) = (t 3 + t 6 )/(1 − t 12 ) and we see that H K 1 (t) = 0, and since C = 0 for all the A . Thus X 1 = X 3 = K 1 = 0, and from χ HC(A) (t) we deduce that X 2 has Hilbert series H X 2 (t) = t 3 and X 4 = K 2 = 0.
Theorem 3.8 The Hochschild and cyclic homology of A = A(A (4) , W ), where W is any cell system on A (4) , is given by
where the graded vector space X has Hilbert series H X (t) = t 3 .
We now consider the graph A (5) , for which det(H A (t)) = (1 − t 15 )/(1 − t 3 ). Thus χ HC(A) (t) = (t 3 + t 6 + t 9 + t 12 )/(1 − t 15 ) and we see that H K 1 (t) = 0, and since C = 0 for all the A graphs, H K 2 (t) = 0. We now explicitly determine HH 1 (A) and HH 4 (A).
We begin with the graded vector space Y = HH 1 (A) = ker(µ 
], using the relations in A. Thus we see that [2 l+1 2 l+2 ] ⊗ [2 l+2 2 l 2 l+1 ] = 0 in Y 3 , l = 0, 1, 2 mod 3. Thus Y 3 = 0 and we obtain HH 1 (A) = 0. Since X 1 = 0, we deduce from χ HC(A) (t) that X 2 has Hilbert series H X 2 (t) = t 3 .
We now consider Y ′ = HH 4 (A), which lives in degrees 5 to 7. Now ker(µ 
We now consider Ker(µ 
Thus Y 3 = 0 and we obtain HH 1 (A) = 0. Since X 1 = 0, we deduce from χ HC(A) (t) that X 2 is a graded vector space with Hilbert series H X 2 (t) = t 3 . We now consider Y ′ = HH 4 (A), which lives in degrees 6 to 9. Now 
= 0 and we obtain HH 4 (A) = 0. Then since X 3 = 0, we deduce from χ HC(A) (t) that X 4 = 0.
[
yield the following expressions after using the relations in A, for l = 0, 1, 2 mod 3:
, l = 0, 1, 2. Then from Im(µ ′ 2 ) 3 we obtain the following relations in Y 3 :
Thus Y 3 = 0 and we obtain HH 1 (A) = 0. Since X 1 = 0, we deduce from χ HC(A) (t) that X 2 is a graded vector space with Hilbert series H X 2 (t) = t 3 + t 6 . We now consider Y ′ = HH 4 (A), which lives in degrees 7 to 11. Now ker(µ We now determine Y 6 . A basis for ( V ⊗ S A) . Thus Y 6 = 0, and we obtain HH 1 (A) ∼ = C. Then X 1 = 0 and from χ HC(A) (t) we deduce that X 2 is a graded vector space with Hilbert series H X 2 (t) = t 3 + t 6 . We now consider Y ′ = HH 4 (A), which lives in degrees 8 to 13. Now ker(µ ′ j = 0 for j = 8, 10, 11, 13, due to the three-colourability of E (8) . We now determine Y [8] , and we obtain X 3 = (C[2 0 2 1 ] ⊕ C[3 0 3 1 ]) [8] and we deduce from χ HC(A) (t) that X 4 = 0.
To summarize:
(y ⊗ a ⊗ z) = yx a β k (z), for a ⊗ x a ∈ ( V ⊗ S N (−k) ) S , y ∈ A, z ∈ N (k) . Similarly, we identify Hom A e (A ⊗ S V ⊗ S N (k) , A) = (V ⊗ S N (−k) ) S [−2], k = 0, 1, 2, by identifying φ which maps 1 ⊗ a ⊗ 1 → y a with the element a∈G 1 a ⊗ y a . We write φ = b∈G 1 b ⊗ y b • − : A ⊗ S V ⊗ S N (−k) → A, and have φ(y ⊗ a ⊗ z) = yy a β k (z), for a ⊗ y a ∈ (V ⊗ S N (−k) ) S , y ∈ A, z ∈ N (k) . Applying the functor Hom A e (−, A) to the periodic resolution (10) ⊗ y a ) . Similarly, µ * 7 ( a∈G 1 a ⊗ y a ) = a∈G 1 (ay a − y a β(a)) = −µ 
