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Abstract 
An M x n matrix C is called Mange matrix if c,, + cTT < clr + cr, for all 1 < i -c r < rn, 
1 < j < s d n. In this paper we present a survey on Monge matrices and related Monge proper- 
ties and their role in combinatorial optimization. Specifically, we deal with the following three 
main topics: (i) fundamental combinatorial properties of Monge structures, (ii) applications of 
Monge properties to optimization problems and (iii) recognition of Monge properties. 
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1. Introduction and brief history 
In this paper we study m x n matrices C = (c;i) which fulfill the so-called Monge 
property 
Cij + Cn < C,s + Crj forall l<i<rfm, l<j<sdn (1) 
or related properties obtained from (1) e.g. by replacing the composition “+” by other 
algebraic compositions or by relaxing the set of indices for which (1) has to hold. 
Matrices with this property arise quite often in practical applications, especially in 
geometric settings. Take, e.g., a convex polygon and break it into two chains P and 
Q by removing two edges. Let PI,. . , P,,, be the points on chain P ordered in clock- 
wise order and let Ql, . . . , Q,, be the points on chain Q ordered in counter-clockwise 
order. It is easy to check that the m x n matrix C = (Cij) with entries Clj = d(Pi, Qj), 
where d(Pi, Qj) denotes the Euclidean distance between the points P, and Qj, satis- 
fies the Monge property (1). This follows from the quadrangle inequality for convex 
quadrangles. Other examples for Monge matrices can be found throughout the paper. 
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It is interesting to note that property (1) has a very long history. Already back in 
178 1 the French engineer and mathematician Gaspard Monge (1746-l 8 18) considered 
the following problem in connection with transporting earth (cf. [96]): 
Lorsqu’on doit transporter des terres dun lieu dans un autre, on a coutume 
de donner le nom de Deblai au volume des terres que I’on doit transporter, et 
le nom de Remblai h l’espace qu’elles doivent occuper aprts le transport. 
Le prix du transport dune molecule etant, toutes chases d’ailleurs dgales, 
proportionnel a son poids et a l’espace qu’on lui j&t parcourir, et par consequent 
le prix du transport total devant etre proportionnel a la somme des produits 
des molecules multipliees chacune par l’espace parcouru, il s’ensuit que le deblai 
& le remblai Ptant donnds de jigure et de position, il n’est pus indt@rent que 
telle molecule du deblai soit tranportee duns tel ou tel autre endroit du remblai, 
mais qu’il y a une certaine distribution a faire des molecules du premier dans 
le second, d’aprds laquelle la somme de ces produits sera la moindre possible, 
et le prix du transport total sera un minimum.. . . 
Quelle que soit la route que doive suivre une molecule du deblai pour arriver 
au remblai, de man&e que le prix du transport total soit un minimum, en 
supposant qu’il n’y ait point d’obstacle, cette route doit &tre une ligne droite; 
et en supposant qu’elle doive passer par des points determines, elle doit &tre 
une ligne droite d’un point h l’autre. 
Lorsque le transport du deblai se fait de maniere que la somme des produits 
des molecules par l’espace parcouru est un minimum, les routes de deux points 
quelconques A & B, ne doivent pus se couper entre leurs extrtmites, car la 
somme Ab + Ba, des routes qui se coupent, est toujours plus grande que la 
somme Aa + Bb, de celles qui ne se coupent pas. 
Je supposerai duns la suite que le deblai soit d’une densite untforme, et qu’il 
soit divise en molecules &gales entre elles, ajin que la question soit simpl@e & 
reduite d faire en forte que la somme des routes soit un minimum. 
In other words, Monge wanted to split two equally large volumes (representing the 
initial location and the final location of the earth to be shipped) into infinitely many 
small particles and then associate them with each other so that the sum of the products 
of the lengths of the paths used by the particles and the volume of the particles is 
minimized. This problem can be viewed as special continuous transportation problem 
(see also Section 9). 
For our purpose the most important observation of Monge is the following: If unit 
quantities have to be transported from locations PI and Qi to locations P2 and Q2 in 
such a way as to minimize the total distance travelled, then the route from PI and the 
route from Qt must not intersect (cf. Fig. 1). This follows again from the quadrangle 
inequality for convex quadrangles. 
In 1961 Hoffman [75] rediscovered this observation of Monge and coined the term 
Monge property. Hoffman showed that the Hitchcock transportation problem can be 
solved by a very simple greedy approach if its underlying cost matrix satisfies pro- 
perty (1). (Actually, Hoffman considered a class of matrices which is larger than the 
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Fig. I. Illustration of the Monge property 
class of Monge matrices, namely the class of matrices which allow a Monge sequence, 
see Section 8 for further details.) 
Until the mid-1980’s Monge structures did not receive much attention in the 
combinatorial optimization or computer science community. But starting with the sem- 
inal paper by Aggarwal et al. [4] on searching in totally monotone matrices, a large 
number of researchers especially in theoretical computer science became interested 
in this field. Since then an enormous number of papers on applications which lead 
to Monge structures have been published in many different areas. As a consequence 
thereof, it became very difficult for a single researcher to keep track of even a small 
proportion of the recent papers on Monge properties and their applications. What makes 
this task even more difficult is that often the connection to Monge properties is not 
made explicit. 
In this paper we give a survey on the rich literature on Monge properties and 
draw connections between results that seemed unrelated so far. Furthermore, we also 
report several new results. The main focus will be on the following three aspects: 
(i) fundamental combinatorial properties of Monge structures, (ii) applications of Monge 
structures in combinatorial optimization problems and (iii) recognition of Monge 
structures. 
We are far from claiming to give a complete account of the work which has 
been done in connection with Monge properties. This has become simply impos- 
sible. In order to restrict the field to be covered by this survey at least to some 
extent, we concentrate on the role of Monge properties in combinatorial optimiza- 
tion problems and mention applications to other fields such as continuous optimiza- 
tion problems and computational geometry only very briefly. For similar reasons we 
will be concerned only with serial algorithms and do not deal with parallel algo- 
rithms. A good starting point for the reader interested in parallel algorithms in con- 
nection with Monge properties is the thesis of Park [ 1021 and the references cited 
therein. 
This paper is organized as follows: in Section 2 we introduce Monge matrices 
and investigate their combinatorial structure, while Section 3 lists a large number of 
applications which give rise to Monge matrices. Bottleneck Monge matrices which 
are obtained by replacing “+” in the Monge property (1) by “max” are discussed in 
Section 4. In Section 5 we demonstrate that both Monge matrices and bottleneck Monge 
matrices can be embedded into the larger framework of algebraic Monge matrices. 
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Section 6 deals with Monge properties in multidimensional arrays and their relevance 
to the field of combinatorial optimization. Hoffman’s [75] notion of a Monge sequence 
and generalizations thereof are the topic of Section 8. Finally, in Section 9 various 
modifications of the Monge properties discussed in previous sections are considered. 
Among others we deal with a continuous Monge property, weak Monge matrices and 
Monge matrices with unspecified entries. The paper is closed with a short discussion 
and some concluding remarks in Section 10. 
2. Monge matrices 
2.1. Definitions 
An m x n real matrix C is called a Monge matrix if C satisfies the so-called Monge 
property 
Cij + Cr_i 6 Cis + Crj forall 1 <i<rdm, 1 dj<sdn. (2) 
In some applications we need that the inequalities in (2) hold in the reverse direction. 
This motivates the following definition: An m x n real matrix C is called an inverse 
Monge matrix if C satisfies the inverse Monge property: 
Cij + Crs 2 Cis + Crj forall l<i<r<m, l<j<s<n. (3) 
Sometimes inverse Monge matrices are also called contra Monge matrices (see e.g. 
[128]) or anti-Monge matrices (see e.g. [33] or [67]). Note that an inverse Monge 
matrix can be transformed into a Monge matrix either by multiplying all entries by -1 
or by reversing the order of its columns. 
The above concept of Monge matrices can be slightly extended by allowing infinite 
entries. In this case the entries cij are drawn from the set ~=RU{co} and the addition 
and the order < are extended to R in the natural way, i.e. by requiring a + CC = CC 
for all a E R and a < CC for all a E IR. The entry cc can be used to model forbidden 
entries of the matrix which cannot be part of a feasible solution of the optimization 
problem under investigation. 
Two important special cases of Monge matrices with infinite entries which arise 
very often in practice are upper resp. lower triangular Mange matrices which satisfy 
cij = 00 for i > j resp. ci, = co for i < j. Equivalently, C is an upper triangular Monge 
matrix iff 
Cij + Crs d Cis + Crj forallldi<r<j<,s<n (4) 
and a lower triangular Monge matrix iff 
Cij + Ci-3 d Cis + Crj for all 1 < j < s < i < r < m. (5) 
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Analogously, we can define lower and upper triangular inverse Monge matrices. Prop- 
erty (4) is also known in the literature as concave quadrangle inequality and the 
reversal of (4) is known as convex quadrangle inequality (cf. e.g. [136]). 
2.2. Fundamental properties of Mange matrices 
The class of Monge matrices has a lot of nice properties which play an important 
role in applications (cf. Section 3). Some of these properties will be summarized below. 
We mainly concentrate on Monge matrices, analogous results can easily be shown to 
hold for inverse Monge matrices as well. 
We start with the straightforward observation that for real Monge matrices it suffices 
to require that the Monge property holds for adjacent rows and adjacent columns. In 
other words, condition (2) holds if and only if 
cii + Ci+l.,+l d Ci,j+l + Ci+l,j for all 1 < i < m, 1 < j < n. (6) 
An immediate consequence of this observation is that it can be tested in O(nm) time 
whether a given m x n matrix is a Monge matrix. Note, however, that the equivalence 
above does not hold for Monge matrices with infinite entries (cf. also Section 5 for a 
theoretical explanation of this fact.) 
An important subclass of Monge matrices can be generated in the following way: 
Let D=(di,) be a nonnegative real matrix of order m x II. It is straightforward to prove 
that the matrix C obtained by 
for all 1 < i < m, 1 < _j d II (7) 
is a Monge matrix. In analogy to the notions of distribution and density matrices 
in probability theory, Gilmore et al. [66] call a matrix C which is given by (7) a 
distribution matrix generated by the density matrix D. 
It has been observed by several authors (see e.g. [26, 23)) that Monge matrices are 
in fact only slightly more general than distribution matrices. 
Lemma 2.1. An m x n real matrix C is a Mange matrix if and only ij there exists 
an m x n distribution matrix ? and two vectors u E IR” and v E IR” such that 
for all 1 < i < m, 1 < j < n. 
The following observation can be used to generate more complex (inverse) Monge 
matrices starting from very simple ones. 
Observation 2.2. Let C and D be taco m x n (intierse) Mange matrices with entries 
jrom E and let u E ]RM and v E En. Then the following matrices are (inverse) Mnnge 
matrices as well: 
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(i) the transpose CT, (ii) the matrix /zC for 1 3 0, (iii) the sum C + D, (iv) 
the matrix A = (aii) dejined by aij : =cij + ui + Uj. 
Note that (ii) and (iii) imply that the class of (inverse) Monge matrices forms 
a convex cone K in the vector space of all m x n matrices with entries from K. 
Property (iv) is an immediate consequence of (iii). 
In some applications it might be useful to know more about the cone K of Monge 
matrices. Obviously, K is a polyhedral cone and is thus finitely generated. But K is 
in general not a pointed cone since any sum matrix, i.e. any matrix C = (Cij) of the 
form cij = Ui + Vj and not only the zero matrix belongs to the intersection K n -K. The 
cone K+ of all nonnegative Monge matrices is, however, pointed. In order to describe 
the extreme rays of Kf we need the following classes of O-l matrices: 
Let H(P) denote the O-1 matrix whose pth row contains all ones while all other 
entries are zero and let V(q) denote the matrix whose qth column contains all ones 
while all other entries are zero. Obviously, the matrices H(P), p = 1,. . . , m, and V(q), 
q=l , . . . , n, span the space of all sum matrices. Furthermore, let R(Pq) be the O-l matrix 
with ~l(ip4) = 1 for i = 1,. . . , p and j = q, . . . , n and r!pq) = 0 otherwise and let L(J’q) be 
'J 
such that 8p) = 1 for i = p, . . . , m and j = 1,. . . , q and ky) = 0 otherwise. Note that 
the matrices R(J’q) are exactly those O-l distribution matrices which are generated by 
a density matrix which contains a single nonzero entry. The matrices L(Pq) can also 
be seen as a kind of distribution matrices. We only have to exchange the role of rows 
and columns in formula (7). 
The following characterization of the cone K+ can be obtained from Lemma 2.1 
and the properties of the basis matrices H(P), V(q), R(Pq) and L(J’q) mentioned above. 
A direct proof which does not use Lemma 2.1 can be found in Rudolf and Woegin- 
ger [113]. 
Lemma 2.3. For any nonnegative m x n Mange matrix C there exist nonnegative 
numbers Ki, lj, ,uL, and vpq such that 
C = 2 jciHci) + 2 Jkj Vu) + F F /J,.~L(“~) + m2 e ,PqR(J’q). (8) 
i=l j=l t-2 s=l p=I q=2 
The matrices H(p) with p= l,.. .,m, P’(q) with q= 1,. ..,n, R(J’q) with p= I,..., m- 1, 
q=2,..., n andL(Pq) with p=2,...,m, q= 1 , . . . , n - 1 generate the extreme rays of 
the cone K+. 
The matrices L(Pq) are only needed to make sure that the numbers Ki and J_j are 
nonnegative. Note that by taking the transpose of the basis matrices, Lemma 2.3 imme- 
diately yields a characterization of the cone of all nonnegative inverse Monge matrices. 
Rudolf and Woeginger [113] observed that Lemma 2.3 can be used to simplify 
optimal&y proofs for combinatorial optimization problems on (inverse) Monge matrices. 
In fact, whenever a combinatorial optimization problem has a solution which is optimal 
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for all basis matrices at the same time, this solution is also optimal for an arbitrary 
nonnegative Monge matrix. Further results on extreme rays for Monge-like matrices 
and applications thereof can be found in Burkard et al. [33], Gela, et al. [32] and in 
Girlich et al. [67]. 
While on the one hand it follows from the observations above that there are infinitely 
many Monge matrices, on the other hand the number of Monge matrices with small 
entries and distinct columns and distinct rows is rather small. More precisely, Klinz et 
al. [86] have shown that a O-l Monge matrix C with no identical rows and columns 
is of order at most 4 x 3 or 3 x 4. This result carries over to Monge matrices with two 
different entries. Using similar arguments it can be shown that a Monge matrix with 
entries from the set (0, 1, . . , k} and distinct rows and distinct columns has at most 
(k + 1)2 rows and columns. (For k 2 2 this does, however, not extend to matrices with 
k + 1 different entries since in that case the cardinality of the set of differences of two 
matrix entries is in general much larger than for the case where the entries are drawn 
from the set (0,. . , k}.) 
Another property of (inverse) Monge matrices is fundamental for many applications. 
Let C be an m x n matrix and let j(i) be the column of C which contains the leftmost 
minimum entry in row i, 1 < i d m, and let j’(i) be the column which contains the 
leftmost maximum entry in row i. We say that C is monotone, if 
j(1) <j(2) d f.. <j(m) (9) 
or 
j’( 1) f j’(2) f . . < j’(m) (10) 
holds. C is said to be totally monotone if all of its submatrices, or equivalently all 
2 x 2 submatrices, are monotone. It is easy to see that C is totally monotone if and 
only if either 
Cij > Cis * Crj > Crs forall I<i<r<m, l<j<.s<n (11) 
Cij < Ci, * crJ' < &S for all 1 < i < r < m, 1 < j < s < n. (12) 
It should be mentioned that some authors distinguish between matrices satisfying (11) 
and (12) (see e.g. [90]) while others use only one of the two properties to define 
totally monotone matrices (see e.g. [4]). 
Based on the above definition of totally monotone matrices the following result can 
be shown easily. 
Lemma 2.4. Monge matrices and inverse Monge matrices are totally monotone ma- 
trices. Monge matrices fuljill (9) and (11) and inverse Monge matrices fuljill (10) 
and (12). 
Note that Lemma 2.4 remains true if we allow infinite entries. 
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2.3. Alternative characterizations of Mange matrices 
In the following we deal with alternative characterizations of Monge matrices. We 
start with discussing the relationship between Monge matrices and submodular func- 
tions. To this end, consider a distributive lattice C=(Z, V, A), where Z=Il x 12 x. . x Id, 
d > 2, is a product space with I4 C R, q = 1,. . , d. The join and meet operations are 
defined as follows: 
h,...,xd)v(yl,...> yd) : =(max{xl,yl},...,max{xd,yd}) for all x, y E Z 
and 
(Xl,...,Xd)A(YI,...,yd) : =(min{xl,yl},...,min{xd,Yd}) for all x, y E 2. 
A function f : Z H lU is said to be submodular (or subadditive) on C if 
f(x v Y> + f(x A Y) G f(x) + f(Y) for all x, y E Z. (13) 
If the inequality (13) holds in the other direction, then f is said to be supermodular 
(or superadditive). 
Queyranne et al. [ 1051 observed the following equivalence between Monge matrices 
and the class of submodular functions defined above. 
Observation 2.5. Let Z = { 1,. ..,m} x {l,..., n}, d=2 and dejme V and A as above. 
An m x n matrix C = (cij) is a Mange matrix (resp. an inverse Mange matrix) if 
and only if the function f : Z i--7 IR dejined by f (i, j) : =cij is submodular (resp. 
supermodular) on the lattice L: = (1, V, A). 
Consequently results that are known in the area of submodular functions can be 
translated into results for Monge matrices and vice versa. 
In many cases it is, however, rather tedious to check whether or not a given function 
f from {l,..., m}x{l,. . . , n} onto the reals is submodular. The answer to this question 
becomes easier if f can be extended in a nice way to a function 7 defined on IR2. 
First note that a function f : lR2 H R is submodular if and only if 
f (x, Y> + f (x’, Y'> G f (x’, Y) + f (4 Y') for all x ,< x’, y d y’. (14) 
Similarly, f is supermodular if and only if 
“f-(x, Y> + f (x’, Y’> 3 f(X’> Y> + f (X> Y'> for all x d x’, y d y’. (15) 
Although properties (14) and (15) are nothing else than submodularity and supermod- 
ularity, respectively, they have been assigned many different names in the literature. 
Among others the terms quasiantitone and 2-antitone have been used to refer to prop- 
erty (14) and the terms quasimonotone, 2-monotone and 2-positive for property (15) 
(cf. e.g. [106, 1071 and the references given therein). 
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From ( 14) resp. (15) it is now easy to see that if the mixed second partial derivative 
S*f’/?x?y of ,f exists, f is submodular resp. supermodular on IR2 if and only if 
Z2f/axdy is d 0 resp. 3 0 for all x, y E IR. 
Below we list several examples of simple functions .f‘ which satisfy (14) or (15): 
(i) ,f(x, JJ) : =.u+~, (ii) f’(x, J)) : = min{x, Y}, (iii) f(x, v) : = max{x. _y}, (iv) .f(x, v) : 
=x y, (v) f(x. y) : =/x - yip for any p 3 1, (vi) f(x.v) : =h(x - y) for any real 
function h which is either convex or concave, and (vii) 
h,(t)dt x d _r, 
.f(x, Y) : = A _y 
s hl(t)dt y > x, 
.L 
with integrable functions hl and h2 such that h,(t) + /q(t) 3 0 for all t > 0. 
Furthermore, note that if ,f fulfills (14) (resp. (15)) and hl and h2 are two real 
functions which are monotone in the same direction, then the function f defined by 
7(x, .t,) : =f (hl(x),hz(y)) fulfills again (14) (resp. (15)). If hl and h2 are monotone 
in opposite directions, then (14) turns into (1.5) and vice versa. 
Many of the functions given above play an important role in connection with effi- 
ciently solvable special cases of the travelling salesman problem (see e.g. [66, 26, 1271). 
3. Applications of Monge matrices 
3.1. Uncupacitated transportation und Jaw problems 
Given an m x n cost matrix C with entries from il?, a nonnegative supply vector 
a = (al,. . , a,?,) and a nonnegative demand vector b = (bl , , 6,) such that cy’, a, = 
x7=, b,, the classical Hitchcock transportation problem (TP) can be formulated as 
follows: 
lTlin~~C,,X;~j (16) 
I=1 /=I 
St. 2 x;j = a; for all i= l,...,m, (17) 
/=I 
c xi; = b, for all j= l,...,n, (18) 
/=I 
Xii 3 0 for all i. j. (19) 
Since the order of the demand nodes does not play a role in (TP), it is irrelevant 
whether the cost matrix C is a Monge matrix or an inverse Monge matrix. Hence 
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we can concentrate on Monge matrices, all results can be translated to inverse Monge 
matices by reversing the order of the columns. 
The theorem below follows directly from a more general result of Hoffman [75] on 
Monge sequences (cf. Section 8). Hoffman’s result has been extended to the case of 
matrices with infinite entries by Shamir and Dietrich [117]. 
Theorem 3.1. The north-west corner rule produces an optimal solution of (TP) jbr 
all supply and demand vectors a and b with CL, ai = c/“=, bj if and only if the cost 
matrix C is a Mange matrix. 
As a consequence of Theorem 3.1 (TP) can be solved in O(n + m) time if the 
cost matrix C is (inverse) Monge, while the currently best algorithm for general cost 
matrices which is due to Orlin [ 1001 runs in O(n’ log n’(n’ log n’ + m’)) time where 
n’ = n + m and m’ is the number of finite entries in C. 
For the linear assignment problem (LAP), a special case of (TP) where n =m and 
all supplies and demands are equal to one, the north-west corner rule always yields 
the identity permutation. Hence if C is an (inverse) Monge matrix, the corresponding 
(LAP) with cost matrix C has an optimal solution with a fixed structure which does 
not depend on C. 
The results described above can be extended to uncapacitated minimum cost flow 
problems on nonbipartite graphs. Let G = (V, E) be a directed graph with vertex set 
V, edge set E and m sources sr,. . . ,s, and n sinks tl,. . , t,, and associate each edge 
(i,j) E E with a nonnegative cost cij. The basic observation due to Adler et al. [l] is 
that in the absence of capacities the flow between any source s, and any sink tj will 
be routed on a shortest path from Si to tj. Let dij be the length of the shortest path 
from source si to sink tj w.r.t. the weights cij (set dij : =CC if there is no such path 
at all). Obviously, the uncapacitated minimum cost flow problem can be transformed 
into a transportation problem with supply nodes st, . , . ,s,,,, demand nodes tl, . . , tn and 
cost matrix D = (dij), and can hence be solved by a greedy approach based on the 
north-west corner rule if and only if the shortest distance matrix D is an (inverse) 
Monge matrix. The complexity of the resulting approach is dominated by the time 
needed for computing D. Since D can be computed by solving O(min{n, m}) single- 
source shortest path problems, this algorithm is still faster than the best algorithm for 
the general uncapacitated minimum cost flow problem which requires 0( 1 VI log 1 Vi) 
shortest path computations (cf. [ 1001). 
3.2. Unbalanced transportation problems 
Unfortunately, Hoffman’s greedy algorithm cannot be extended to unbalanced trans- 
portation problems where Cy=, ai > cJ=, bj and the equality sign in constraint (17) 
is replaced by <. The standard approach of introducing an artificial demand node and 
linking all supply nodes to this new node by zero-cost edges in general destroys the 
Monge property of the cost matrix. 
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A first step towards a fast algorithm for the unbalanced transportation problem on 
Monge matrices is made in Aggarwal et al. [3] where an O(m log (cy=, a;)) time 
algorithm is given for the case of Monge matrices with bitonic rows, i.e. whenever each 
row consists of a monotone nonincreasing sequence that is followed by a monotone 
nondecreasing sequence, one of which may be empty. 
Another special case for which a faster algorithm is known is a geometric instance of 
the unbalanced transportation problem which arises if all supply and demand points lie 
on a line and the transportation cost is given by the distance of the points along the line. 
For integer supplies and demands this problem can be solved in O((n + m) log(n + m)) 
time as shown in Aggarwal et al. [3], who improved an older result of Karp and 
Li [84]. 
3.3. Minimux transportation problems 
Let a nonnegative supply vector a = (al,. . , a,,,) and a nonnegative demand vector 
b = (bl,. , b,,) such that CT”=, ui = CT_, b, be given. Eiselt and Burkard [55] consider 
the following special case of the well-known minimax transportation problem: 
minmax{xii: i= l,..., m;,j= l,..., U} 
s.t. (17) - (19). 
(20) 
Furthermore, they deal with the reshipment version of this problem where the con- 
straints Xii 3 0 are dropped and the term xii in the objective function (20) is replaced 
by lX;j/. For both problems they show that the optimal objective function value z* can 
be obtained from an explicit formula which takes the form 
z*=max{h(p,q):p=l,..., m;q=l,..., n}, 
where h(p, q) can be evaluated in constant time for any fixed p and q provided that 
a preprocessing is done, which takes O(n + m) time. It can be shown that the matrix 
C = (c;~) with entries cij = h(i,j) is an inverse Monge matrix and thus is also totally 
monotone. This property is implicitly exploited by Eiselt and Burkard to obtain an 
O(n + m) time algorithm for computing z* and an O((m + n)‘) time algorithm for 
computing an optimal transportation schedule (Xi,). The latter algorithm also solves the 
lexicographic version of the problem where we ask for a solution (xii) such that the 
vector (?lj) obtained from (xij) resp. from (IXijl) by sorting the components nonin- 
creasingly is minimal with respect to the usual lexicographic order. 
3.4. Constrained transportation problems 
Barnes and Hoffman [ 181 considered the transportation problem (TP) with the fol- 
lowing additional constraints: 
cc x, d d, for all i= l,..., m- 1, j= l,..., n- 1 (21) 
r=l s=l 
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where D = (dq) is a given (m - 1) x (n - 1) matrix. Suppose that the cost matrix C is 
a Monge matrix and that D is an inverse Monge matrix such that both the rows and 
columns of D are monotone nondecreasing. Barnes and Hoffman show that under these 
conditions a simple greedy approach yields a solution xii which is feasible and optimal, 
whenever a feasible solution exists at all. The proposed greedy approach is essentially 
the north-west comer rule with the exception that in maximizing the value of the current 
variable not only the constraints (17)-( 19), but also constraint (21) has to be taken 
into consideration. Further generalizations of the cumulative capacity constraint (2 1) 
in connection with Monge matrices are discussed in Hoffman and Veinott [78]. 
A different type of constrained transportation problem is considered by Balinski and 
Rachev [17]. They show that if C is a Monge matrix, the problem 
m n 
minCCC;jX;, 
is1 jzzl 
s.t.eexij < ?a;= : c(k for all k= l,...,m, 
;=I j=l i=l 
6 eX;j 3 &h,= : /II for all I= l,...,~z, 
j=l ix1 j=l 
Xij 2 0 for all i, j 
always has an optimal solution (x;) of the following form: Let r : = min{p : up > 0) 
and s : = min{q : b, > 0) and choose (i’,j’) such that c;‘jr : = min{ cij : Y < i 6 m, 
1 < j < s} (in case of ties take the lexicographically largest candidate pair). Then 
x* can be chosen such that X$ = 0 for all (i,j) lexicographically smaller than (i’,j’) 
and xi/j’ = min{~~=, P a , b,}. This observation leads to a simple O(nm) time greedy 
approach for solving the problem above. 
A simpler greedy approach works for the special case where the cost matrix C is 
a symmetric square n x n Monge matrix with zeros on its main diagonal. Rachev and 
Rtischendorf [ 1081 show that in that case the constrained transportation problem above 
can be transformed to an equivalent classical Hitchcock transportation problem with 
the same cost matrix C and new supplies ;Ti and demands Zj defined as follows: Let 
yi 1 = mttx{~;,_~;}, 1 < i < n, 61 = ~1 and &+t : =?;+I - y;, 1 < i <II - 1. Then set 
;ri : =a; and b; : =6i for all 1 < i < n. Since the cost matrix C remains the same, 
the new transportation problem can be solved in O(n) time by applying the north-west 
corner rule. 
3.5. Further classes of greedily solvable linear programs 
Bein et al. [ 191 study the concept of series and parallel compositions of linear 
programs and show that greedy properties are inherited by such compositions provided 
certain Monge and monotonicity properties are satisfied. Their work is inspired by 
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earlier results of Bein et al. [22] and Hoffman [77] on greedily solvable network 
flow problems on two-terminal series-parallel graphs, but drops the restriction that the 
underlying linear programs are specific descriptions of flow problems. 
3.6. Weighted bipartite matching and k-factor problems 
If capacity constraints of the form X;j 6 ui,, i = 1,. . . , m, j = 1,. . . , n, are added to 
the transportation models discussed above, the simple greedy approach does not work 
any longer. This remains true even for the special case Uij = 1 for all i and j which is 
particularly important since the weighted bipartite matching problem and the weighted 
bipartite k-fhctor problem can be formulated in this framework. For the matching 
problem we set a, = bj= 1 for all i and j (if n # m the resulting transportation problem 
is unbalanced), and for the k-factor problem we set n = m and a; = bj = k for all i 
and j. (Since in both cases the ai and bj are integral and the transportation constraints 
form a totally unimodular system, it is not necessary to require explicitly that the x,, 
are integral.) 
If n = m holds in the weighted bipartite matching problem, the problem becomes 
equivalent to the linear assignment problem and can hence be solved in O(n) time if 
C is (inverse) Monge. The best algorithm to solve the general unbalanced case m > n 
is an O((m - n + 1)n) time dynamic programming algorithm which is based on the 
simple observation that if C is Monge, there always exists a minimum weight matching 
which includes only matrix entries cij for which 1 < j - i 6 m - n + 1. If all rows of 
the cost matrix C are, however, bitonic, then an improved O(n logm) time algorithm 
can be given (cf. [3]). 
Similar ideas work for the minimum weighted bipartite k-factor problem which can 
be solved in 0((2k)4kn) time by dynamic programming (see [104]). This algorithm 
exploits the fact that if C is Monge, there always exists an optimum k-factor which 
contains only matrix entries cij with Ii - jj < 2k. 
3.7. Searching and selecting in Mange matrices 
The problem of determining the smallest or largest entries in certain rows or columns 
of a given matrix arises as subproblem in many applications and algorithms. Problems 
of this type can be solved considerably faster for (inverse) Monge matrices than for 
general matrices. 
Let C be a given m x n Monge matrix. In the following we only discuss the problem 
of finding the minimum entry for each row of C. (The problem of finding all row 
maxima can be reduced to the row minima problem by multiplying all entries of C 
by -1 and reversing the order of the columns.) Aggarwal et al. [4] proposed a very 
efficient algorithm for computing all row minima of a totally monotone matrix fulfilling 
property (11). Below we briefly sketch the main ideas of this algorithm, the so-called 
SMAWK-algorithm. 
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Let again j(i) denote the column which contains the leftmost minimum entry of row 
i, i = 1,. . , m. Recall that Monge matrices fulfill j( 1) < . . < j(m) (cf. (9)). We start 
with computing j( [y]) which takes O(n) time. Since j(k) < j([Tl) for all k =c r!fl 
and j(k) > j( [?I ) for all k > [$I, the original problem can be split into two smaller 
ones which are handled similarly. Applying this idea recursively leads to an algorithm 
which determines all row minima of an m x n Monge matrix in O(n log m) time. 
In order to obtain an even faster algorithm, Aggarwal et al. [4] combine the above 
divide-and-conquer approach with two techniques which help in reducing the problem’s 
size in each step. The first technique allows to eliminate rows of the currently investi- 
gated matrix and works as follows: Suppose the positions j(i) for even numbered rows i 
are already known. Then due to (9) the remaining positions j(i) for odd i can be com- 
puted in O(n + m) time. The second more complicated technique aims at eliminating 
columns. In [4] it is shown that, given an m x n Monge matrix C with m < M, we 
can identify in O(n) time II - m columns of C that do not contain any leftmost row 
minimum. These columns can then be eliminated. 
The combination of all ideas described above leads to an asymptotically optimal 
algorithm which finds all row minima of an m x n (inverse) Monge matrix in O(n) 
time for m < n and in O(n( 1 + log(m/n))) time for m > n. 
As an immediate consequence of the result discussed above it follows that the mini- 
mum entry and the maximum entry of an m x H (inverse) Monge matrix can be found 
in O(n + m) time. 
The above results on finding minima and maxima in (inverse) Monge matrices can 
be extended to selection problems, The kth smallest and the k-largest entry in each row 
of an (inverse) Monge matrix can be identified in O(k(n+m)) time using an algorithm 
of Kravets and Park [89] or in O(ndG + m) time due to Mansour et al. [93]. 
The kth smallest (largest) entry overall can be found in O(n + m + k log(nm/k)) time 
(cf. [89]) or in O((m + n)&logn) time (cf. [ll]). 
3.8. Dynamic programming 
Dynamic programming is an important paradigm for solving many classes of opti- 
mization problems. It turns out that quite often dynamic programming algorithms can 
be speeded up if the underlying weights satisfy the (inverse) Monge property. 
The first result in this direction is due to Wilber [133]. Let weights wjj, 1 < i < j < n, 
be given such that the matrix W = (wii) is an n x n upper triangular Monge matrix 
with wii = cc for i 3 j. Here and in the following it suffices if each WiJ can be com- 
puted in constant time. It is not necessary that the weights are given explicitly. Wilber 
considered the following dynamic programming setting: 
dij : = 
E(i) + Wij if i < j, 
00 otherwise, (22) 
where E( 1) is given and E(i), i = 2,. . . , n, can be computed in constant time from the 
minimum entry in column i of matrix D = (dij). The aim is to determine the values 
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E(2), . , E(n). Note that the value of E(i) can only be computed after the ith column 
of D has been computed. Hence the problem of computing the values E(i) can be 
regarded as on-line version of the column minimization problem discussed above. 
Recurrences of the type (22) arise in many applications, e.g. in connection with 
the concave least-weight subsequence problem (cf. [73, 1331) special cases of the 
travelling salesman problem and of economic lot-sizing problems (see [ 103, 81). The 
last two applications will be discussed in further detail below. 
It can be checked that if W is Monge, then also D is Monge. Since solving (22) is 
an on-line problem, the off-line SMAWK-algorithm of Aggarwal et al. [4] cannot be 
applied. Wilber developed, however, an extension of the SMAWK-algorithm to the on- 
line case and obtained an O(n) time algorithm for computing all E(i). A disadvantage 
of Wilber’s algorithm is that it guesses a block of values E(i) at once, then computes 
the corresponding values of dij and checks in the end of each iteration if the guessed 
values are correct. If this is not the case, the incorrect values and several values of 
d,i have to be recomputed. This property of Wilber’s approach causes problems if 
we require that the values E(i) have to be computed in order, i.e. E(j) can only be 
evaluated when all the values E(l), . . , E(j - 1) are known before. 
Eppstein [56] presented a modification of Wilber’s algorithm which circumvents this 
problems and still runs in linear time. This result is significant in that it allows the 
computation of the values E(l), . ,E( n) to be interleaved with the computation of 
another sequence F(l), ,F(n) such that E(j) depends on F(l), . ,F(,j - 1) and 
F(j) depends on E( 1 ), . . . ,E(j). For even further generalizations and extensions the 
interested reader is referred to Galil and Park [65], Larmore and Schieber [90] and the 
references given therein. 
Wilber’s approach works only if the weight matrix W is a Monge matrix. The case 
of inverse Monge matrices seems to be more difficult. What causes problems in that 
case is that the matrix D defined in (22) is not an inverse Monge matrix and does 
not fulfill the conditions which are required to apply the SMAWK-algorithm. Still, 
however, the problem can be solved more efficiently than for arbitrary weights “t’,,, as 
is shown in Klawe and Kleitman [85] where an O(na(n)) time algorithm for computing 
all E(i) is given (x(n) denotes the inverse Ackermann function). 
Larmore and Schieber [90] considered the following two-dimensional dynamic pro- 
gramming recurrence: Let weights w;i, 0 < i < ,j < 2n, be given and define 
D(i,j): = min {F(i’,j’) + M’,‘+jJ,l+, : 0 < i’ < i,O < ,i’ < ,i} for all 1 < i, j < n, 
(23) 
where it is assumed that the values F(i, 0) and F(0, i) are given for 0 < i < n and that 
the remaining values of F can be computed in constant time from the corresponding 
entries of D. That is, F(i,j) is available only after D(i,j) has been calculated. This 
problem arises in the prediction of RNA secondary structure from the primary (linear) 
RNA structure and is known as Waterman’s problem (for further details cf. [132]). 
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Relying on the results for the one-dimensional recurrence (22) discussed above, Lar- 
more and Schieber show that Waterman’s problem can be solved in optimal 0(n2) 
time if the weights Wij satisfy the concave quadrangle inequality (4) (i.e. if the 
matrix @ with t;il = wii for i < j and Wij = co for i 2 j is an upper triangular 
Monge matrix). The case of weights satisfying the convex quadrangle inequality seems 
again to be more difficult. The fastest known algorithm runs in 0(n2a(n)) time 
(cf. [90]). 
A third type of dynamic programming recurrence that can be solved faster if the un- 
derlying weights are (inverse) Monge is treated in Yao [135, 1361 (see also Park [102] 
who put Yao’s work into a Monge framework). Let an IZ x II weight matrix W = (wij) 
with wij = co for i > j be given. Yao studies recursions of the form 
i 
0 
Qi,j) ’ = 
if i=j, 
WV + iyJ:, {D(i,q) + D(q + 1, j)} if i < j, 
for 1 6 i < j G n. Yao proved that if W is (upper triangular) Monge, 
1 < i < j < n, satisfy (4), and if furthermore the following monotonicity 
Wij d Wm forall l<r<i<j<s<n 
(24) 
i.e. the wij, 
constraint: 
(25) 
holds, then the recurrence (24) can be solved in O(n2) time. Therein property (25) 
guarantees that the Monge property of W is inherited to the matrix C = (Cij) defined 
by ci, = D(i, j) for i 6 j and Cij = 00 for i > j. 
For other types of recursions different from (24) which satisfy Yao’s conditions and 
can hence be solved faster than for general weights see Borchers and Gupta [25]. An- 
other extension is due to Aggarwal and Park [5, 6, 1021, who showed that if the weight 
matrix W is (upper triangular) inverse Monge, and if the inequality in (25) holds in 
the other direction, then (24) can be solved in O(n2cc(n)) time. 
3.9. Travelling salesman problems 
Given n cities and an n x n cost matrix C, the travelling salesman problem (TSP) 
asks for a tour of minimum overall cost. Equivalently, the (TSP) can be formulated 
as follows: 
min 2 
’ i=i 
ciq5(i) : C/I is a cyclic permutation. 
Since the (TSP) is NP-hard in general, polynomially solvable special cases are of 
great importance. In the following we report on well-solved special cases of the (TSP) 
which are related to Monge matrices. 
Efficiently solvable special cases of the (TSP) almost go hand in hand with the con- 
cept of pyramidal tours: A tour $= (1, il, i2,. . . , i,., n, jl, . . . , jn+_2) is called pyramidal, 
if il < i2 < . . . < i, and ji > .. . > j,_,_,. 
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The following theorem of Gilmore et al. [66] relates pyramidal tours and Monge 
matrices. 
Theorem 3.2. If the cost matrix C of a (TSP) is a Mange matrix, then there exists 
an optimal tour which is pyramidal. 
The class of pyramidal tours is interesting because despite the fact that the number 
of pyramidal tours is exponential in the number of cities, a minimum cost pyramidal 
tour can be determined in O(n2) time by dynamic programming (cf. [66]). 
Let D(i,j) denote the length of a minimum cost Hamiltonian path from i to j which 
visits all cities in 1,2,. . . , max{i,j} and passes through the cities in descending order 
of index from i to 1 and then through the complementary set of cities in ascending 
order of index from 1 to j. A path fulfilling these restrictions will, in the following, be 
referred to as pyramidal path. Gilmore et al. gave recursive formulae to compute all 
O(i,j) and also an optimal tour in 0(n2) time. In the following we present a slightly 
different recursion due to Park [103] which turns out to be advantageous if C is a 
Monge matrix. 
Park computes only the values D(i,j) for (i -jl = 1. Observing that a minimum cost 
pyramidal path from j to j+ 1 passing through the cities 1,. . . ,j+ 1 can be decomposed 
into three parts, namely (i) an edge (i,j + 1) such that 1 < i < j, (ii) a path from vertex 
j to vertex i + 1 passing through the cities i + 1,. ,j in strictly descending order, and 
(iii) a minimum cost pyramidal path from vertex i + 1 to i passing through the cities 
l,...,i+ 1, we get 
j-l 
W,j + 1) = Ifl;lr(D(i + 1, i) + ci,,+~ + C CI+I,T} for 2 <j < n - 1. (26) 
/=!+I 
By a similar argument we obtain 
j-l 
W + l,j> = ~${Wi, i + 1) + Cj+l,i + C C/,/+1> for 2 Qj <n - 1. (27) 
/=i+ I
Obviously, we have 0(1,2) = cl2 and D(2,l) = ~21. The cost of an optimal tour is 
given by 
min{D(n- l,n)+c,,n-l,D(n,n- l)+c,-I.,}. 
Park showed that the recurrences (26) and (27) can be solved in O(n) time if C is a 
Monge matrix. He proceeds as follows: Let F(j) : =D(j, j+ 1) and G(j) : =D( j+ 1, j) 
and introduce the following (n - 1) x (n - 1) matrices A and B: 
j-l 
aij 1 = 
G(i) + G,~+I + c c/+1,/ if i < j, 
i=i+l 
ifi>j 
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and 
j-l 
bij : = 
F(i) + Cj+l,i + C C/,/+1 if i <j, 
/=i+ I 
cc if i 3 j. 
Clearly, F(j) and G(j) are the minimum entries of the jth column of A and B, 
respectively. Park [IO31 proved that if C is Monge, A and B are Monge matrices as 
well. Thus, the algorithm of Eppstein [56] can be applied to compute the values F(j) 
and G(j), j = 1,. . . ,iz, and an optimal tour in O(n) time. 
The situation becomes more difficult if the cost matrix C is not Monge, but inverse 
Monge. A direct approach to the (TSP) on inverse Monge matrices is due to Aizen- 
shtat and Kravchuk [12] and Aizenshtat and Maksimovich [13], who gave a rather 
complicated characterization of the structure of an optimal tour and derived an O(n*) 
time algorithm for finding an optimal tour. 
In the following we briefly sketch the main ideas of a more general approach which 
leads to a linear time algorithm for the (TSP) on inverse Monge matrices. Let r be the 
optimal solution of the linear assignment problem with cost matrix C and let rr , . , rq 
be the cycles in the cyclic representation of r. If q = 1, we are obviously finished, if 
q > 1 the so-called patching graph G, = (V,, E,) associated with r plays an important 
role. In G, there is a vertex Vj for each cycle rj for j = 1,. . . , q and an edge (vj, v$) 
which is labelled by (i, i+ 1) if and only if index i occurs in cycle zi and index (i + 1) 
occurs in cycle t,. G, is a connected multigraph with at most n - 1 edges (cf. [66]). 
Then the following holds (see e.g. [64, 661): 
Theorem 3.3. Let z be an optimal solution of the linear assignment problem with 
cost matrix C. If CT = (circj,) is a Mange matrix and if the patching graph G, is a 
multipath, then the travelling salesman problem with cost matri.x C can be solved in 
polynomial time. 
Sarvanov [ 1141 and Deineko [46] independently obtained an 0(n3) algorithm to solve 
the special case of the (TSP) described in Theorem 3.3. Gaikov [64] reduced the run- 
ning time of Sarvanov’s algorithm down to O(nq). Finally, Burkard and Deineko [34] 
achieved a further improvement. Their algorithm, which relies on ideas from [ 1031, 
runs in O(n) time provided that the optimal assignment r is already known. 
Since for inverse Monge matrices we can choose r such that z(i) = n + 1 - i for 
i= 1 , . . . , n, which leads to a multipath G, (there are exactly two edges between the 
nodes Uj and Vj+i, 1 < j < [(n+ 1)/2J), the assumptions of Theorem 3.3 are obviously 
fulfilled. Thus the (TSP) on inverse Monge can be solved in O(n) time. 
Further results on the travelling salesman problem in connection with Monge and 
Monge-like matrices and patching graphs can be found in Gaikov [64] and in Burkard 
et al. [36]. For a survey of results of this type and many other results on special cases 
of the (TSP) the reader is also referred to the survey article by Burkard et al. [35]. 
R.E. Burkard et al. I Discrete Applied Mathematics 70 (1996) 95-161 
3.10. Economic lot-sizing problems 
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The basic economic lot-sizing problem which arises in production/inventory systems 
can be described as follows: Let the production horizon be divided into n production 
periods and let d, be the demand that occurs during period i. This demand can be 
satisfied from the production xi during period i or from the inventory which remained 
from the production during earlier periods. Further, let c,(x) denote the cost of produc- 
ing x units of inventory during period i and let h,(y) be the cost of storing y units of 
inventory from period i - 1 to period i, i = 1,. . . , n. If we furthermore require that the 
initial and the final inventory are zero, then a feasible production schedule (xl,. ,x,,) 
can be characterized by the following system of constraints: 
Xi + ~1 - y,+l = di for i= l,...,n, 
Yl = Yn+l = 0 and &,Y, 3 0 for i= l,...,n, 
where yi represents the number of units that are kept over from period i - 1 to 
period i. 
The basic economic lot-sizing problem is to find a feasible production schedule 
which minimizes the total induced cost given by 
It is well known that this problem is NP-hard in general. If all ci and hi are concave, 
the problem can, however, as observed by Veinott [129] be solved in 0(n2) time by 
a dynamic programming approach first proposed by Wagner and Whitin [ 13 I]. In the 
following we will only be concerned with this special case. 
Let E(j) denote the minimum cost of a feasible production schedule for periods I 
through j - 1 such that the inventory yj carried forward to period j is zero. Since 
there always exists a minimum cost production schedule such that the demand in each 
period j is either fully supplied from the production in period j or from the inventory 
kept over from period j - 1, we obtain the following recurrence: 
EC j) = min 
1 <i<J 
E(i) + ci(&) + c hq(dqi) > 
q=i+l 
where d, = x&: d, for 1 < i < j < n + 1. Obviously, E(n + 1) gives the cost of an 
optimal production schedule for the original n period problem. 
Aggarwal and Park [8] deal with two special cases of the above problem. In both 
cases the storage costs are linear, say hi(y) = h! y, and the production costs are of fixed 
cost type, i.e. c/(x) = c: + c/x for x > 0 and ci(O) = 0 with cp 3 0. In the first case 
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it is additionally assumed that cj < c,‘_, + hj for i = 2,. . , n which implies that the 
n x (n + 1) matrix A with entries aij = E(i) + cp + cf d, + c&!+, htdqj for i < j and 
aij = 00 otherwise, is a Monge matrix. Since we have 
E(j - 1) if dj_1 =O 
E(j) = 
,$J%n aij if dj_1 > 0, 
the on-line matrix searching techniques described above yield an O(n) time algorithm 
for this special case of the economic lot-sizing problem. For the case of 
arbitrary coefficients c; and hi, Aggarwal and Park [8] give an O(n log n) time al- 
gorithm which combines a divide-and-conquer approach with the above dynamic pro- 
gramming setting. The basic idea is to determine a permutation x of { 1, . . . , n} such 
that CA(~) - J$, h&r) > c&) - xi=, h&,, 2 . . . 2 cficnj - Ci=, h:,,,. Reordering the 
rows of the matrix A according to r~ results in a Monge-like matrix. Further details 
can be found in [8]. 
Aggarwal and Park [8] also extend their techniques to the economic lot-sizing 
problem with backlogging. In this variation of the problem the demand may remain 
unsatisfied during some period, provided that it is satisfied eventually by production 
in some subsequent period. This means that in the mathematical formulation of the 
problem the constraints ~2,. . , yn 3 0 may be dropped. For yi < 0 the value hi(yi), 
yi < 0, now gives the cost of having a shortage of yi units at the start of period i. For 
the sake of clarity, define backlogging cost functions gi such that gi_I(-yi) : =hi(yi) 
for yi < 0, i = 2, . . . , n. 
Zangwill [ 1371 showed that the economic lot-sizing problem with backlogging can 
be solved in O(n3) time if all cost functions Ci, hi and gi are concave on [0, oo). Using 
Monge techniques and the SMAWK off-line matrix searching algorithm, Aggarwal and 
Park [8] obtain an improved 0(n2) time algorithm for this problem. Furthermore, they 
derive an O(n logn) time algorithm for the special case where hi(y) = h!y, gi(z)=gfz 
and ci(X) = c” + cjx with cp > 0 for x > 0 and ci(0) = 0 and an O(n) time algorithm 
under the additional assumption c,’ < cj_, + hi for i = 2,. . . , n and cj < cj+i + gj for 
i=l ,...,n - 1. 
These last two results as well as the results for the problem without backlogging 
discussed above have independently been obtained also by Federgruen and Tzur [60] 
and Wagelmans et al. [130] using substantially different techniques. The Monge tech- 
niques of Aggarwal and Park seem, however, to be more powerful as they yield faster 
algorithms for the general concave problem treated in Zangwill [ 1371 as well as for 
several other types of economic lot-sizing problems with periodic data discussed in 
Graves and Orlin [70] and Erickson, et al. [57] (for details the reader is referred to 
Aggarwal and Park [S]). Furthermore, as shown in Aggarwal and Park [9], Monge tech- 
niques can also be applied to special cases of capacitated economic lot-sizing problems 
with bounds on production, inventory and backlogging. 
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3.11. Geometric applications 
The Monge property and the quadrangle inequality for convex quadrangles are 
strongly related. Thus it is not surprising that Monge matrices arise in many geometric 
problems. In fact, all the examples discussed in the article of Aggarwal et al. [4] on 
searching in totally monotone arrays give rise to (inverse) Monge matrices. Since the 
main focus of this survey is on the Monge property in connection with combinatorial 
optimization problems, we will only give a few illustrative examples of applications of 
Monge matrices in geometric problems. Further details and a large number of additional 
references can be found in Aggarwal et al. [4] and Park [102]. 
Let a convex polygon P with vertices ~1,. . , u,, in clockwise order be given. Among 
others the following results can be obtained by applying Monge techniques: (i) The 
farthest/nearest neighbour Vj for each vertex v,, i = 1, . , n, can be determined in 
O(n) time overall (cf. [4]). (ii) For given d, 3 < d < n, the maximum-perimeter or 
maximum-area inscribed d-gon of P can be found in O(dn + n logn) time (cf. [4]). 
(iii) If n is even, a minimum weight perfect matching of the vertices of P where the 
weight of the edge linking vi and v, is the Euclidean distance of tii and v, can be 
computed in O(nlogn) time (cf. [94]). 
3.12. Path problems 
Let G = ( V, E) be a directed graph with vertex set V = { 1,. , n} and edge set E 
where a real weight Wij is attached to each edge (i,j) E E. G is called an (inverse) 
Mange graph if the matrix C = (cij) defined by ci, = wi, for (i,j) E E and ci, = 30 for 
(i,j) $J! E is an (inverse) Monge matrix. 
The following observation is well-known and can be proved in the same way as 
Theorem 3.2 for the travelling salesman problem. 
Lemma 3.4. In a Mange graph G there always exists a shortest path P from vertex 
1 to vertex n which visits the vertices in ascending order, i.e. P = (io, il,. , if, it+,) 
with io = 1 < il < . < if < if+] = n. 
The above lemma implies that setting wij = 00 for all i 3 j has no effect on the 
shortest path from 1 to n. We may therefore assume that G is acyclic and that (i,j) E 
E implies i < j. Since a shortest path in an acyclic graph can be determined by a 
dynamic programming recurrence of the type described in (22), Wilber’s result in 
[133] yields an O(n) time algorithm for computing a shortest 1 to n path in a Monge 
graph G. 
A similar idea can be applied to the problem of computing a shortest path from 1 
to n with exactly k edges. The first algorithm for this problem is due to Aggarwal 
et al. [4]. It combines a simple dynamic programming approach with k calls to the 
SMAWK-algorithm for matrix searching and therefore runs in O(kn) time. Using a 
parametric reformulation of the problem and a refined search technique Aggarwal 
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et al. [IO] were able to obtain an O(ndz) time algorithm which improves on 
the naive algorithm for large values of k. A further improvement was obtained by 
Schieber [115], who derived an 0(n2°(J”‘g k log log “‘) time algorithm. 
The corresponding path problems on inverse Monge graphs are more difficult to 
solve. One of the reasons is that Lemma 3.4 does not hold. Thus we need to require 
explicitly that the graph G is acyclic and that the nodes are numbered such that (i,j) E 
E implies i < j. Under this additional assumption a shortest path from 1 to n in an 
inverse Monge graph G can be found in O(ncl(n)) time by applying the algorithm of 
Klawe and Kleitmann [SS]. The best algorithm for computing a shortest 1 to n path 
with exactly k edges is still the naive dynamic programming algorithm which runs 
in O(nka(n)) time and relies on repeated applications of the algorithm of Klawe and 
Kleitman [85]. 
Now let G = (I’, W; E) denote an undirected bipartite graph with vertex set V U W, 
where V={tli ,..., ti,} and W={wl,.. .,w,}. Each edge (i,j) E E is attached a weight 
cii. Pferschy et al. [IO41 showed that if the matrix C = (cli) is a Monge matrix, a 
longest path from node ~1 to node v, can be found in O(nm) time by a dynamic 
programming approach which exploits the special structure of an optimal path. 
4. Bottleneck Monge matrices 
4.1. Dejinitions and fundamental properties of bottleneck Mange matrices 
Replacing “+” by “max” in the Monge property (2) we arrive at the so-called 
bottleneck Mange property: 
maX{cij, C,} d maX{G, Cjs} forall 1 <i<r,<m? 1 <j<s<n. (28) 
An m x N matrix C is called bottleneck Mange matrix if it fulfills the bottleneck 
Monge property. Inverse bottleneck Mange matrices and bottleneck Mange matrices 
with injinite entries are defined analogously as in the sum case. In the case of bottleneck 
Monge matrices infinite entries are, however, not necessary since they can always be 
replaced by a sufficiently large number (larger than all remaining entries) without 
destroying the bottleneck Monge property. This is not true for Monge matrices. 
It is easy to see that there exist Monge matrices which are not bottleneck Monge 
and bottleneck Monge matrices which are not Monge. Note, however, that any O-1 
Monge matrix is also a bottleneck Monge matrix. 
At first sight one might hope that bottleneck Monge matrices and Monge matrices 
have similar properties. Unfortunately, this is not true in general. While it suffices to 
require the Monge property for adjacent rows and adjacent columns, the corresponding 
property 
max {Ci, j3 G+l, j+l} G max {G+l, j Ci, j+l} forall l<i<m, l<j<n (29) 
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is not equivalent to the bottleneck Monge property as can be seen from the following 
example matrix which satisfies (29) but is not bottleneck Monge: 
C= 
Another difference between the two classes is that bottleneck Monge matrices are in 
general not totally monotone which has far-reaching algorithmic consequences as will 
turn out later on. 
Below we list several properties that Monge matrices and bottleneck Monge matrices 
have in common. Obviously, the statements in Observation 2.2 can be carried over 
directly to the bottleneck case by replacing the componentwise addition in (iii) and (iv) 
by the componentwise maximum operation. 
In order to generalize Lemma 2.1 we need to introduce the following special class 
of bottleneck Monge matrices: Given a nonnegative matrix D, the matrix C obtained 
by setting 
c,=max{dk,:i<k<m,l <e<j} forall 1 <i<m, 1 bj<n (30) 
or 
c,, = max{ dk/ : 1 d k < i, j d e d n } 
is called a max-distribution matrix. 
for all 1 < i 6 m, 1 6 ,j < n (31) 
Lemma 4.1. An m x n nonnegative matrix C is a bottleneck Mange matrix if and 
only if there exists an m x n max-distribution matrix ? and tw)o vectors u E WY und 
v E JR; such that 
C;j = tllaX{2,j,Ui,tlj} for all 1 < i < m, 1 < j 6 n. 
Note that this statement becomes wrong if the class of max-distribution matrices is 
defined only on the basis of (30). Since in bottleneck Monge matrices only the relative 
order of the entries but not their actual size plays a role, it causes no loss of generality 
that Lemma 4.1 is formulated only for nonnegative matrices. Lemma 4.1 can be used 
to obtain an analogue of Lemma 2.3: just replace every occurrence of “+” by “max”. 
Since bottlenck Monge matrices are in general not totally monotone, but this property 
is very important for many applications, Bein et al. [20] introduced a stronger prop- 
erty which leads to a totally monotone subclass of bottleneck Monge matrices. They 
call an m x n matrix C a strict bottleneck Mange matrix if for all 1 < i < Y < m, 
1 < j < s < n one of the following two properties is fulfilled: 
(i) ttKiX{Cij,C,} < maX{Cis,CYj} or 
(32) 
(ii) max{Cij,%} = max{c,,,c,} and min{ci,,cIF} 6 min{c,,,c,,-}. 
Note that in particular matrices with pairwise distinct entries fulfill property (32). 
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Strict bottleneck Monge matrices and Monge matrices are closely related. More 
specifically, given a strict bottleneck Monge matrix C, there always exists an integer 
CI > 1 such that the matrix B = (bq) obtained by setting bij : =cI~~~ is a Monge matrix. 
This transformation does not work for bottleneck Monge matrices in general, take, e.g. 
the matrix 
At first sight one might hope that one can get around this problem by applying a 
small perturbation to the elements of a given bottleneck Monge matrix such that all 
elements become distinct and hence the resulting matrix becomes a strict bottleneck 
Monge matrix, Such a perturbation, does, however, not exist in the general case as can 
be seen from the example matrix C given above. 
4.2. Alternative characterizations of bottleneck Monge matrices 
In the sequel we discuss alternative characterizations of bottleneck Monge matrices. 
We start with bottleneck Monge matrices with only two rows (or two columns). The 
following lemma from Klinz et al. [87] builds upon ideas of Burkard [31], Johnson [79] 
and Szwarc [121]. 
Lemma 4.2. Let C be a 2 x n matrix and dejine the following three sets of columns. 
J’ 1 ={J' 1 Clj < C2j }, J= : ={j : Clj = C2j } and J’ : ={j : clj > czj}. Then C 
is a bottleneck Monge matrix if and only if column j precedes column s, i.e. j < s, 
whenever one of the following three conditions is satis$ed: 
(i) j E J’ and s E J’, (ii) j E J’, s 6 J’ and clj < clS, (iii) j E J<, s $! J’ 
and c2j > ~2~. 
An immediate consequence of Lemma 4.2 is that it can be verified in O(n) time 
whether a given 2 x n matrix is bottleneck Monge. Thus an O(nm min{n,m}) time 
algorithm for recognizing m x n bottleneck Monge matrices follows: simply check 
every 2 x n or every m x 2 submatrix. It is an open question whether this result can 
be improved. (Recall that Monge matrices can be recognized in O(nm) time.) 
Let us now turn to general m x n bottleneck Monge matrices. For a given m x n 
matrix C let Ci > C2 > . . . > Cr. be the sequence of all pairwise distinct entries of C. 
With each value & we associate a O-1 matrix Tk = (tt.), k = 1,. . . ,L, by setting t$ = 0 
if cij < ck and t$ = 1 otherwise. The following characterization of bottleneck Monge 
matrices in terms of the matrices Tk is due to Klinz et al. [87]. 
Observation 4.3. C is a bottleneck Monge matrix if and only if all matrices Tk, 
k = 1,. , L, are bottleneck Monge matrices. 
Observation 4.3 motivates to investigate the class of O-1 bottleneck Monge matrices. 
In the sequel two characterizations of O-l bottleneck Monge matrices from the literature 
are summarized. 
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In order to state the first characterization we need a few definitions. An undirected 
graph G = ( V, E) is called a permutation graph, if there exists a pair (pt , ~2) of 
permutations of the vertex set V such that (i,j) E E iff vertex i precedes vertex j in 
p1 and j precedes i in ~2. 
A bipartite graph G=( Vt , V2; E) is said to be strongly ordered if for all (i,j), (i’, j’) E 
E, where i, i’ E VI and j, j’ E V2, it follows from i < i’, j’ < j that (i, j’) E E and 
(i’, j) E E. 
Given a &I matrix C, the bipartite graph B(C) = (VI, Vz; EC) associated with C is 
defined as follows: There is a vertex in VI for each row of C, a vertex in P’2 for each 
column of C and an edge (i, j) E EC joining vertices i E VI and j E Vl iff cl, = 1. 
The following observation follows directly from Theorem 3 in Chen and Yesha [45]. 
Observation 4.4. A O-l matrix C is a bottleneck Monge matrix if’ and only if’ its 
associated bipartite graph B(C) is the complement of’ a strongly ordered bipartite 
permutation graph. 
O-l bottleneck Monge matrices can also be characterized in a more direct way. Let 
C be an m x n O-l matrix with no rows of all ones. Denote by S, resp. .fi the position 
of the first resp. last zero in row i. A O-l Matrix C is said to be a double stuircase 
mutrix if s1 d s2 < . < s,, fl < fl < < f,, and qi = 0 for all j E [Si.f’l]. (Ma- 
trices with a similar property were introduced independently in Chen and Yesha [45].) 
Then we obtain (cf. [87]): 
Theorem 4.5. Let C be a O-l matrix with no all ones rows and no all ones columns. 
Then C is a bottleneck Monge matrix if and only iJ‘ it is a double staircase mutrix. 
Theorem 4.5 implies that a O-l bottleneck Monge matrix necessarily must have 
the consecutive zeros property for both rows and columns (cf. [125]). This is, how- 
ever, not sufficient, but Klinz et al. [87] show that in order to obtain the class of 
O-l bottleneck Monge matrices only two 3 x 4 matrices and their transposed ma- 
trices have to be added to the set of forbidden submatrices from Tucker’s charac- 
terization of the class of O-l matrices with consecutive zeros property for rows and 
columns. 
To conclude this subsection, let us mention that in analogy to the sum case there 
is also a continuous characterization of bottleneck Monge matrices. We simply have 
to replace “+” by “max” in property (14) i.e. let f’ : lR2 H IR be a function 
satisfying 
max {f‘(x, y), f(x’, y’)} < max{f(x’, y), f(X, y’)} for all x d x’, y < y’. (33) 
Then the matrix C = (cij) generated by cij = f(i, j), i = 1, . , m, j = 1, . . , n is bottleneck 
Monge. The class of functions satisfying (33) has, however, at least to our knowledge 
not been studied in the literature. 
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4.3. Applications of bottleneck Mange matrices 
4.3.1. Bottleneck assignment and transportation problems 
Let a real m x n cost matrix C=(c,) and a nonnegative supply vector a=(al, . . . , a,,,) 
and a nonnegative demand vector b = (bl, . . . , b,) such that Ck, ai = x7=, bj be 
given. The bottleneck transportation problem (BTP) which is also known as time 
transportation problem is to find a feasible transportation schedule which minimizes 
the largest shipping cost of a single item. More formally, the (BTP) can be written 
as 
min max Cij 
&,>O 
(34) 
s.t. (17) - (19). (35) 
Using analogous arguments as in the case of the Hitchcock transportation problem 
one can prove the following theorem (cf. [31]). 
Theorem 4.6. The north-west corner rule produces an optimal solution of (BTP) for 
all supply and demand vectors a and b with EYE, ai = EYE, bj if and only if the cost 
matrix C is a bottleneck Mange matrix. 
Thus if the cost matrix C is (inverse) bottleneck Monge the resulting bottleneck 
transportation problem can be solved in O(n + m) time and its special case, the bottle- 
neck assignment problem has again an optimal optimal solution with a fixed structure 
which does not depend on C. Since Lemma 4.2 implies that the columns of any 2 x n 
matrix can be reordered such that the resulting matrix becomes a bottleneck Monge 
matrix, any 2 x n bottleneck transportation problem can be solved in O(n log n) steps 
(cf. also [121]). A linear but more involved algorithm for this special case is due to 
Varadarajan [ 1261. 
Obviously, the greedy approach discussed above can be extended to nonbipartite 
graphs, i.e. to uncapacitated flow problems with bottleneck objective function, in the 
same way as discussed in Adler et al. [I] for the sum case. 
The unbalanced bottleneck transportation problem where CL, ai > cy=, bj can be 
solved in 0(log2 n(mdG+ n)) time if C is an m x n (inverse) bottleneck Monge 
matrix with m < n and in O(m log2 n) time if the rows of C are also bitonic (see [20]). 
4.3.2. Bottleneck travelling salesman problems 
The bottleneck travelling salesman problem (BTSP) is closely related to the clas- 
sical travelling salesman problem. Given an n x n cost matrix C, it asks for a tour 4 
which minimizes the largest edge cost max{cim(i) : i = 1,. . . , n }. 
Burkard and Sandholzer [38] showed that if the cost matrix C of a (BTSP) is 
bottleneck Monge, there always exists an optimal tour which is pyramidal. Thus an 
optimal tour can be determined in O(n2) time by a straightforward modification of the 
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dynamic programming approach discussed above for the ordinary travelling salesman 
problem (simply replace in the recurrence formula every occurrence of “+” by “max”). 
Since bottleneck Monge matrices are in general not totally monotone, the ideas of 
Park [103] which lead to a linear time algorithm in the sum case do not work in 
the bottleneck case. The situation changes, however, if the distance matrix C satisfies 
the strict bottleneck Monge property (32). In this case the corresponding bottleneck 
travelling salesman problem can be solved in O(n) time as shown by Bein et al. [20]. 
(An alternative way to obtain this result is to exploit the relationship between Monge 
matrices and strict bottleneck Monge matrices.) 
The (BTSP) for inverse bottleneck Monge matrices has been mentioned as an open 
problem in van der Veen [128]. It can, however, be shown that Theorem 3.3 on subtour 
patching can be extended to the bottleneck case. As a consequence, the bottleneck 
travelling salesman problem for inverse bottleneck Monge matrices can be solved in 
O(nq) time where q is the number of subcycles in the optimal bottleneck assignment. 
For strict bottleneck Monge matrices C the running time can be improved to O(n) by 
proceeding in the same way as Burkard and Deineko in [34]. 
4.3.3. Minimum makespan flow-shop scheduling problems 
In the how-shop scheduling problem we are given n jobs, m machines and a fixed 
ordering rc of the jobs according to which the jobs have to pass the machines. Let 
pij denote the processing time of job j on machine i. The minimum makespun ,flow- 
shop scheduling problem is to find a schedule which minimizes the maximum of the 
completion times of the n jobs. 
A famous result of Johnson [79] states that the minimum makespan flow-shop 
scheduling problem for m = 2 machines is solved to optimality by ordering the jobs 
such that a job j precedes a job s in an optimal schedule if and only if 
min {PI,, m) d min {ph P2j) 
Therefore an optimal schedule in the two-machine case can always be found just by 
sorting the jobs according to this rule. 
Johnson’s result cannot be generalized to the case of m 3 3 machines. It leads, how- 
ever, to a class of efficiently solvable flow-shop scheduling problems. Several authors 
observed that if the matrix matrix P = (pii) built up from the processing times p,i 
fulfills the property 
minh,p,} 3 min {pi$, prj} for all 1 < i < r d m, 1 < j < s f n (36) 
then the schedule obtained by processing the jobs on each machine according to the 
sequence (n, n - 1,. , 1) is minimal with respect to the makespan criterion (see e.g. 
the survey paper by Monma and Rinnooy Kan [97]). 
Obviously, condition (36) is equivalent to requiring that the matrix j = (-pii) is a 
bottleneck Monge matrix. Hence Johnson’s rule reorders the jobs such that the matrix 
of the negative processing times becomes bottleneck Monge. 
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Since the numbering of the machines does not play a role in flow-shop scheduling, 
the scheduling problem stated above can be solved efficiently not only for inverse 
bottleneck Monge matrices P, but also for bottleneck Monge matrices P. 
4.3.4. Bottleneck path problems 
Recall that the algorithm of Pferschy et al. [104] for the longest path problem in 
undirected bipartite graphs with edge weights satisfying the Monge property was the 
only one of the path algorithms mentioned in Section 3 which does not exploit total 
monotonic&y. Thus only this algorithm can be extended to the case of weights satisfying 
the bottleneck Monge property. 
The following results only apply to weights with the strict bottleneck Monge prop- 
erty: A path from vertex 1 to vertex n which minimizes the largest edge cost can be 
found in O(n) time resp. in 0(min{kn,n312 log5’2 n}) time if only paths with exactly 
k edges are feasible. Bein et al. [20] derive these results building on the work of 
Wilber [ 1331 and Aggarwal et al. [lo], respectively. 
Similar results can be obtained for edge weights satisfying the inverse strict bottle- 
neck Monge property. We refrain, however, from giving further details. 
4.3.5. Further applications 
For space restrictions we have not discussed all applications of bottleneck Monge 
matrices we are aware of. Most of the omitted applications can, however, be obtained 
directly by replacing the sum objective by a bottleneck objective. If the algorithm for 
the solution of the corresponding sum problem does not require total monotonicity, then 
the results for the respective bottleneck problem will be valid for general bottleneck 
Monge matrices while otherwise they hold only for strict bottleneck Monge matrices. 
For example, it is straightforward to see that the max-analogues of the dynamic 
programming recurrences discussed in Section 3 can be solved in the same time as 
their sum equivalents as long as the involved weights satisfy the strict bottleneck Monge 
property. Compared to the sum case, however, not so many applications which lead to 
recurrences of this type are known. 
5. Algebraic Monge matrices 
5.1. Dejinitions and fundamental properties of algebraic Mange matrices 
In this section the concepts of Monge matrices and bottleneck Monge matrices in- 
troduced in Sections 2 and 4 will be embedded into a larger framework. 
To this end, let (H, @, 5) be a totally ordered commutative semigroup such that @ 
is compatible with 5, i.e. 
ash ==+ a@cSb@c for all a,b,c E H. (37) 
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An m x n matrix C with elements c9 drawn from H is called ulgebraic Monge mutrix 
or Monge matrix w.r.t. (H, @, 3) if it satisfies the following algebraic Monge property: 
,? cl, tZ c, 3 cis 63 Crj for all 1 <i<r<m, 1 <j<s<n. (38) 
By specializing H, @ and 5 we obtain various special classes of algebraic Monge 
matrices. Below we give some examples. 
Example. (a) Monge matrices: Let H : =lR endowed with the natural order < and 
a 4 b : =a + b. Monge matrices with infinite entries result for H : =%? where + and 
6 are extended to E = IR U {cc} in the natural way. 
(b) Bottleneck Monge matrices: Set H : =R, a 9 b : =max{a, b} and take again 
< as order 5. 
(c) Inverse (bottleneck) Monge matrices: H and $ are defined as in (a) and (b), 
respectively, but instead of < the reverse order > is used. 
(d) Strict bottleneck Monge matrices: For the ease of exposition we first describe a 
setting which is slightly more general than required for modelling the strict bottleneck 
case. 
Let H be the set of ordered tuples (a,,. . , x,), p > 1, with ri E lR, 1 < i < p and 
xl 3 x2 > 3 rp. The composition 6 is defined such that (%I,.. ,ap)@(fi,,. . .,p,)= 
(Y,,... ,;‘p+,)t where (Y,,Y~,...,Y~+~ ) is the sorted sequence obtained by merging the 
sequences (xl,. ,zp) and (/I,,. .,/3,). Th e order 5 is chosen to be the usual lexico- 
graphic order, i.e. we have (XI,. , rp) + (/3,, . , p,) if and only if either p < q and 
X,=IJJ for all j=l,..., p or there exists an i E { 1,. , p} such that xi < p, and x, = p, 
for all j= l,...,i- 1. 
In the case of strict bottleneck Monge matrices as introduced in [20], H consists 
only of tuples of length 1 or 2 and all matrix elements are tuples of length 1, i.e. real 
numbers. Note that this implies that the composition of two matrix elements a and h 
is given by a 3 h : =(max{a, b},min{a, b}). 
(e) Lesicogruphic (bottleneck) Monge matrices: Let H be the set of real vectors 
with d > 2 components endowed with the lexicographic order. Depending on whether 
:I; is taken to be the usual vector addition or the componentwise maximum operation 
we obtain lexicographic Monge matrices and lexicographic bottleneck Monge matrices, 
respectively. 
An important subclass of algebraic Monge matrices results if the composition ;b 
satisfies the following so-called strong cancellation rule, i.e. 
aBc=bsc --r‘ a=b for all a, b, c E H. (39) 
Examples for such matrices are, e.g. Monge matrices and strict bottleneck Monge 
matrices, while (39) is violated for Monge matrices with infinite entries as well as for 
bottleneck Monge matrices. 
In conjunction with the compatibility axiom (37) the strong cancellation rule implies 
a@c5bBc ===+ a_ib for all a, b, c E H. (40) 
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Hence requiring (39) is equivalent to requiring the property 
a+b ==+ a@c+b@c for all a, b, c E H, (41) 
where a 4 b denotes the situation that a 3 b, but a # b. Property (41) is referred to 
as strict compatibility in Bein et al. [20]. 
It turns out that algebraic Monge matrices in strongly cancellative semigroups (i.e. 
semigroups (H,@) for which the strong cancellation rule holds) have many nice prop- 
erties in common with Monge matrices. Many of these properties do not hold for 
general algebraic Monge matrices. The lemma below is an immediate consequence of 
property (40). 
Lemma 5.1. Let C be a matrix over (H,@,i) such that (39) holds. Then we have 
(i) C is an algebraic Monge matrix if and only if 
Cij 63 Ci+lj+l 3 Ci+l,j @ Ci,j+l foralll,<i<m, l<j<n. 
(ii) If C is an algebraic Monge matrix, then C is totally monotone, i.e. 
Ci_q 4 Cij 3 Cm -x Crj forall 1 <i<rdm, 1 <j<s<n. 
The strong cancellation rule is necessary for Lemma 5.1 to hold as can be seen by 
the example of bottleneck Monge matrices which fulfill neither of the two claims (i) 
and (ii) above. 
Monge matrices with infinite entries and bottleneck Monge matrices are, however, 
examples for classes of algebraic Monge matrices which fulfill a weakened version 
of (39), the so-called weak cancellation rule 
a@c=b@c --/ a=b or a@c=c for all a, b, c E H. (43) 
5.2. Applications of algebraic Monge matrices 
5.2.1. Algebraic transportation problems 
Both the classical Hitchcock transportation problem and the bottleneck transportation 
problem fit into the much larger class of algebraic transportation problems introduced 
in Burkard [28]. The algebraic transportation problem (ATP) can be formulated as 
follows: 
Let (R, +) be a subsemigroup of (q, +) and denote by PR the set of all trans- 
portation schedules (Xij) with Xii E R, i = 1,. . . ,m, j = 1,. . ,n, which fulfill the usual 
transportation constraints (17)-( 19). In order to define the cost of a transportation 
schedule, we need to introduce an outer composition @ : H x R H H which satisfies 
the following distributive laws 
(a@b)@z=(a@z)B(b@z) foralla,bEHandzER (44) 
a@(z+z’)=(a@z)@(a@z’) for all a E H and z,z’ E R (45) 
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and is compatible with 5, i.e. 
sib ==+ a%zib@z for all a. b E H and z E R. (46) 
Given a cost matrix C = (cli) with entries Ci/ drawn from H, the (ATP) is to 
minimize the objective function 
CL.1 I tz XI I > cr (Cl2 x x12) @ . 3 (c,n,, ax,,) (47 1 
over all feasible solutions X = (Xii) E PK (note that the minimization is w.r.t. to the 
order 5). 
Example. In all examples below we take R : =nt;, but other choices are possible as 
well, e.g. setting R : =lNo leads to integral transportation problems. 
(a) Hitchcock transportation problem: Let (H, +,5) : =(E, +, < ) and let x be the 
multiplication of reals extended to E by setting x 0 = 0 and 3c, z = cx: for 2 > 0. 
(b) Bottleneck transportation problem: Let (H, F-, 3) : =(lR U { -x},max, < ) and 
definea@z:==aforz>Oanda@O:=-xx. 
(c) Time-cost transportation problem: Given two cost matrices C and C’, determine 
a feasible transportation schedule (xlj) which minimizes CT”=, c,“=, C:j~(“i,) among 
all solutions which minimize z(x) = max.,, >o c;,, where ci(x;i) = 0 if Cii < z(x) and 
6,(x,,) = 1 otherwise. 
Let H : =(lR U {-cc}) x IR and let 5 be the lexicographic order. 3‘ and :< are 
defined as follows: 
(a, 6) if a > a’, 
(a, b) CE (a’, b’) : = (a’, b’) if a < a’, 
if-_ = 0, 
(a, b + b’) if a = a’. 
ifr > 0. 
For further examples and a detailed discussion of the (ATP) we refer to Burkard [28] 
and Burkard and Zimmermann [40] where a general solution approach is given (cf. 
also [138] for more general algebraic optimization problems). In the following we will 
deal only with the special case of the (ATP) where the cost matrix C is algebraic 
Monge. 
The following theorem is a generalization of Theorem 3.1 on the Hitchcock trans- 
portation problem and of Theorem 4.6 on the bottleneck transportation problem. 
Theorem 5.2. The north-west corner rule yields an optimul solution of the algebruic 
transportation problem with cost matrix C for all .feusible supply and demmd cectors 
if und only [f C is an algebraic Mange matrix. 
Proof. “=F”: Henceforth we adopt the convention to regard a feasible solution (.Y~,) of 
the (ATP) as a vector in R”‘” where the components Xi, are arranged rowwise in the 
order (xII,xI~,...,xI~,x~I,...,~~~,...,~~I,...,~~~). 
Let us assume that the north-west comer rule produces the solution vector (xii) and 
let (vi, ) be the uniquely defined optimal solution of (ATP) for which the vector 
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(hii) defined by 6ij = xii - yij is lexicographically minimal. We have to show that all 
components 6, are zero. 
Assume the contrary and let S,, be the first nonzero component of the vector (6ij). 
Since (Xii) is obtained from the north-west comer rule, we have xPq > yPq and due to 
the transportation constraints there exists an index Y > p with yr4 > 0 and an index 
s > q with yPs > 0. Let A : = min{x, - yPq, yrq, yPs} > 0 and define a new feasible 
solution (Fij) such that 
i 
yij - A if (kj) = (r,q) or (i,j) = (p,s), 
yij : = yij + A if (U) = (p, 4) or (i,j) = (y,s), 
Yij otherwise. 
Let c(y) denote the objective function value corresponding to the solution (yij). If 
we can show that c(F) 5 c(y), then we are finished, since then the vector (&ii> with 
$ij = xii - Tu is lexicographically smaller than (6ij) which contradicts the choice of 
(yij). Hence it only remains to be shown that c(y) 5 c(y). 
To this end, we proceed as follows: By the associativity of @ and the compatibility 
assumption (37) it suffices to show that 
(cpq @ (Y,, + A)) @ (c~ @ (Yrs + A)) @ (cps @ (Yps - A)) @ (Crq @ (~rq - A>> 
3 ccpq @ Yp4) @ (c, @ Yrs) @ (cps @ Yps) @ (c,q @ Yrq) (48) 
since all the other terms in c(y) and c(F) are identical. Attaching the term (cPs @A)@ 
(c,.~ @ A) to the right of both sides of (48) yields 
(cpq @ (ypq + A)) @ (c, @ (y,s + A)) @ (cPs @ (Y, - A)) @ (crq @ (Yr4 - A)) 
@ (cps 8 A) CE (crq @I A), (49) 
(50) 
i (cpq @ Ypq) @ ( cm @ Yrs) @ (cps @ Yps) @ (crq @ Yrq) 
WC, @ A> @ (crq @ A>, 
where the step from (49) to (50) follows from applying the second distributive law (45). 
Thanks to axiom (37) and the first distributive law (44) the above inequality holds 
only if 
(cPq @ A) E-D (c, @ A) = (cPq @c,) @ A 3 (cPs @ A) @ (crq @ A) 
= (cPs @ c,.q) CC A. (51) 
Since C is an algebraic Monge matrix we have cPq @ c, 3 cPs @ crq which implies 
that inequality (5 1) holds. Combining all steps from above we arrive at the conclusion 
that c(F) < c(y) and thus we are done. 
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“+“: Suppose that there exist rows p and r, p < Y and columns q and s, q < s, such 
that cps @ crq -x cpq 63 c,. Setting up, a,., b, and b,y to one and all other supplies and 
demands to zero, yields an instance of (ATP) for which the north-west comer rule 
yields the solution xpq = 1 and x, = 1 with cost cprl % c,, while the optimum solution 
is x ps = 1 and xry = 1 with cost cps @ c,.~. 0 
We note that the theorem above and the essential parts of its proof are implicit in 
the work of Burkard [27]. The proof given here is more direct and fits better into the 
framework of this paper. 
Theorem 5.2 implies that if the cost matrix C of an (ATP) is an (inverse) algebraic 
Monge matrix, an optimal solution can be found in O(n + m) time. If also the optimal 
objective function value is required, then additionally (m + n - 1) operations of type 
@ need to be performed. 
Algebraic transportation problems with Monge cost matrices are not only of theo- 
retical interest, they arise, e.g. in the computation of lower bounds for certain classes 
of scheduling problems with algebraic objective functions (cf. [27]). 
5.2.2. Algebraic travel@ salesman problems 
Given a cost matrix C whose entries are drawn from H, the algebraic travellincg 
salesman problem (ATSP) is to find a tour 4 which minimizes @I Gi6n~i$(l). Ob- 
viously, the classical sum travelling salesman problem and the bottleneck travelling 
salesman problem are special cases of (ATSP). For further examples the reader is 
referred to Burkard and van der Veen [39]. In this paper Burkard and van der Veen 
show that if C is an algebraic Monge matrix, then the corresponding (ATSP) always 
has a pyramidal optimal tour. Hence the (ATSP) restricted to algebraic Monge matri- 
ces can be solved in O(n2) steps where each @ operation and each comparison w.r.t. 
3 counts as one step. If the algebraic system (H, @, 3) satisfies the strong cancella- 
tion rule (39) which implies the total monotonicity of the cost matrix C, Park’s idea 
from [103] leads to a reduction of the number of required steps to O(n). 
The (ATSP) for inverse algebraic Monge matrices can be handled in the same way 
as the bottleneck travelling salesman problem. Again the subtour patching approach 
originally developed for the sum case can be applied and yields an algorithm which 
takes 0(n2) steps for general inverse algebraic Monge matrices and O(n) steps for 
inverse algebraic Monge matrices in strongly cancellative semigroups. 
5.2.3. Algebraic path problems 
Given weights wij drawn from (H,@, d), the algebraic path problem asks for a 
path P such that @(i,j)Epeij is minimized. It is straightforward to show that the results 
on path problems with sum and bottleneck objective function mentioned in Sections 3 
and 4 can be extended to the algebraic setting. In those cases where total monotonicity 
is required, the results hold again only for algebraic Monge matrices in strongly can- 
cellative semigroups. For example, a shortest 1 to n path in a graph with edge weights 
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satisfying the algebraic Monge property in a strongly cancellative semigroup can be 
found in O(n) steps (see [20]). 
6. Monge arrays 
6.1. Dejinitions 
The concept of Monge matrices has been generalized to higher dimensions indepen- 
dently by several authors in different areas of mathematics resp. computer science. 
We start with a definition due to Aggarwal and Park [5, 61. An n1 x n2 x. . x nd array 
with real entries c[il, i2,. . . , id], ik = 1,. . . , nk, k = 1,. . . ,d, is called a (d-dimensional) 
Mange array if for all ik = 1,. ..,nk and J’k= I,..., nk, k= l,..., d, we have 
d~l,~Z,..., sd] + c[tl,t2,.. .,tdl < c[il,i2,. . .,idl -t ~[jl~Ji~...,jdl, (52) 
where Sk : = min{ik,jk} and tk : = max{ik,jk}, k = 1,. . . , d. Obviously this definition 
can be extended to cover infinite entries in the same way as in the two-dimensional 
case. 
Inverse Mange arrays result by reversing the inequality sign in (52). An inverse 
Monge array C can be transformed into a Monge array C’ by multiplying each of its 
entries by - 1, but unfortunately, unlike in the two-dimensional case, it is in general 
not possible to find permutations rtk, k = 1,. . . , d such that the permuted array C,,,,,.,Z, 
with entries c[rti(ii), . . , nd(id)] becomes a Monge array. 
Note that for d = 2 property (52) yields the class of (inverse) Monge matrices. The 
case d = 3 can also be written in the following equivalent form: 
{ 
c[h,h,hl + c[k_h,kd 
c[il,_A,kd + c[kh,k21 < c[h,.h,hl + 4h,A,bl (53) 
4~2,.h,kll+ c[il,_h,k21 
foralll,<il~i2~n1,1~jl~j2~n2andl,<kl~k2dn3. 
Similarly as in the case d = 2 a subclass of Monge arrays can be generated by 
borrowing an idea from statistics. Let D be an nl x . . . x nd nonnegative array with 
entries d[il, i2, . . . , id]. Then the array C obtained by 
c[il, i2,. ..,id,=-2 e... kd[tf / 1, 2 ,..., fd] for alll,<ik<nk,k=l,..., d 
/,=I P2=1 /(,=I 
(54) 
is called the distribution array induced by the density array D. It is easy to check 
that C is a Monge array and that -C is an inverse Monge array (see also [21]). 
Unlike in the two-dimensional case, for d 2 3 we cannot get rid of the minus sign 
in (54) by changing the range of the summation indices /I,. ,ed. It still holds, how- 
ever, that, given a distribution array or Monge array D and vectors Ui =(ui [ii]), . . . , ud= 
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(~[id]), the array C with entries c[il,. , id] : =d[i,, . . , id] + UI [ij] + . ’ + Ud[id] is 
a Monge array. The converse, however, is not any longer true in general for d 3 3. 
As an example of a Monge array C for which there does not exist a distribution array 
D and vectors (/I,. . , ud such that c[i, , . . , id] : =d[il,. . id] + UI [iI] + . + u,t[id] 
consider the 2 x 2 x 2 array C with lower plane Cl = (c[il,iz, I]) and upper plane 
C2 = (c[ir, i2,2]) given by 
For conditions under which a Monge array is also a distribution array, the reader is 
referred to Bein et al. [21]. 
6.2. Alternatir;e characterizations of Monge arrays 
As in the case of Monge matrices, Monge arrays and submodular functions are 
intimately related (see also [ 1 OS]). 
Observation 6.1. Let Z= {l,..., n,} x {l,..., Q} x ... x {l,..., nd}. C is u Monge 
array (resp. an inverse Monge array) zj’ and only if the junction f : Z H IR with 
,f(il,..., id) := c[il,. . .,cd] is submodular (resp. supermodular) on the lattice C = 
(2, V, A) where V and A are de$ned as in Section 2, i.e. (il , iz, . , id) 
V(j1,j2 . . . . . . jd) := (max{i~,j~>,max{i~,j~,} . . . . max{id,jd}) and (il,i2 ,... ,id)A(.j~.j?, 
. .,.jd) := (min{il,jt),min{i2,j2},. . .,min{id,jd}). 
Another class of submodular functions which play an important role in combinatorial 
optimization are submodular set-functions. A function f : 2 H IR defined on the 
subsets of a finite set S is said to be a submodular set-function if f (S’ n S”) + f (S’ U 
S”) < ,f(.S’) + f (S”) holds for any two subsets S’ and S” of S. 
Since, as shown by Lovasz [92], submodular set-functions are closely connected 
to convex functions, the following observation of Park [102] relates Monge arrays, 
submodular set-functions and convexity. 
Observation 6.2. Let C be a d-dimensional 2 x 2 x x 2 array and let f c : 2s ti 
lR with S = { 1,. ,d} denote the set-function which is associated with C by setting 
,f‘c(S’):=c[il,i2,...,id],whereik=l ifk$!S’andix=2ifkES’forall 1 <k<d. 
Then C is a d-dimensional Monge array if and only if ,fc is a submodular set-function. 
A third characterization of Monge arrays can be given in terms of its 2-dimensional 
subarrays (cf. [6]). 
Lemma 6.3. A d-dimensional real array C is an (inverse) Monge array ij and only, 
{f every two-dimensional submatrix of C is an (inverse) Monge matrix. 
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As noted by Queyranne et al. [ 1051, this lemma follows immediately from a general 
result on submodular functions in Topkis [124]. Lemma 6.3 becomes wrong when C is 
allowed to contain infinite entries. In that case requiring the Monge property for every 
two-dimensional submatrix is not sufficient to ensure that the d-dimensional Monge 
property holds. 
As in the two-dimensional case checking whether a given array C is a Monge array 
becomes often easier if C is generated by setting c[ii, . . , id] : =f(il, . , . , id) where f 
is a function from lRd onto the reals. Obviously, f is submodular (supermodular) w.r.t. 
(lRd, V, A) if and only if f satisfies property (14) (resp. (15) introduced in Section 2 
with respect to any two of its arguments. Thus, if the mixed second partial derivatives 
of f exist, f is submodular resp. supermodular on lRd if and only if a2f /axiaxj is 
< 0 resp. > 0 for all arguments x E Rd and all pairs i, j = 1,. . . , d, i # j. 
The class of functions which are submodular resp. supermodular on the lattice 
(R’, V, A) plays an important role in various branches of mathematics, in particular 
in probability theory (cf. also Section 9). Below we list several members of this inter- 
esting class of functions: (1) f (xl,. . . ,xd) : =x1 + . . . + xd, (2) f (xl,. . . ,xd) : =(x1 + 
. . . +xd)2, (3) f(x1 ,. ..,xd) : =min{xi,. ..,xd}, (4) f(xl,..., xd) : =max{x] ,..., xd}, 
(5) f (x1,. ,xd) : =x1 . x2 . . . . xd, (6) any distribution function of a nonpositive or 
nonnegative measure and (7) f (xl,. . . ,xd) : =f (hl(xl), . . . , hd(Xd)), where f is sub- 
modular (supermodular) and hi, . . . , hd are real functions which are monotone in the 
same direction. 
6.3. Fundamental properties of Mange arrays 
In this subsection we summarize several important properties of Monge arrays which 
play a fundamental role in applications. 
It is easy to see that properties (iit in Observation 2.2 can be generalized to d- 
dimensional (inverse) Monge arrays. In other words, the class of nl x . . . x nd (inverse) 
Monge arrays is closed under additions and multiplications with a positive scalar. 
Following Aggarwal and Park [6] we generalize in the following the notions of 
monotone resp. totally monotone matrices to d-dimensional arrays. Let C be an nl x 
.‘.Xnd array. For fixed il, 1 < il < nl, let j,(i,),..., jd(i,) be the second through dth 
coordinate of the first minimum entry in the (d - I)-dimensional subarray of C which 
results when fixing the first coordinate to il, i.e. 
diltjZ(il ),j3(il>, . ,jd(h 11 = min I G,k dill c[il, i2,. . . , idI, 
k=2. .d 
where in case of ties (jz(il), . . ,jd(i,)) is chosen lexicographically minimal. Analo- 
gously, let the indices j$(i,), . ,ji(i,) be such that 
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and (ji(ii),..., jL(i, )) is lexicographically minimum. Henceforth the entries c[ii,jz(ii ), 
. ..) jd(ii )] and c[ii,ji(ii ), . ,ji(i, )], respectively, will be referred to as plane minima 
resp. plane maxima. 
An ni x . x nd array C is said to be monotone if we have either 
.jk(l) Gjk(2) d . . . Gjk(nl) for all k = 2,. . , n (S-5) 
or 
j;(l) < j;(2) d . . G j,&q > for all k=2,...,n (56) 
and if every (d - 1)-dimensional subarray of C (which results when fixing one of the d 
coordinates) is monotone, too. The array C is totally monotone if every d-dimensional 
2 x 2 x . x 2 subarray of C is monotone. 
Lemma 6.4. (cJ [6]) Mange arrays and inverse Mange arrays are totally monotone 
arrays. In particular, Mange arrays fulfill (55) and inverse Mange arrays jii~fill (56). 
Similar properties as (55) and (56) hold for (inverse) Monge arrays if any fixed 
number of indices is fixed and we look for the first minimum entry resp. the first 
maximum entry in the subarray corresponding to the remaining indices (for further 
details we refer to [102]). 
6.4. Applications of Mange arrays 
6.4.1. Multidimensional assignment and transportation problems 
Since Monge matrices play an important role in greedily solvable assignment and 
transportation problems, it is not surprising that the same is true for Monge arrays and 
multidimensional transportation and assignment problems. 
In the literature several generalizations of the classical Hitchcock transportation prob- 
lem to higher dimensions have been studied. In the following we consider the so-called 
axial d-dimensional transportation problem (dTP) which can be formulated as fol- 
lows: 
mink?--.2 c[il,i2,...,id]~~,~~,,,~~, 
i,=l iz=l i,, = I 
s.t. C &li2...iif = at for all k=l,..., d andq=l,..., nk, 
8, .‘;_ .‘<, 
ji a, 
Xi,ir__.z,j 3 0 for all ii, iz,. . , id. 
Therein C is a given nl x . . x ad cost array and a’, . . , ad are given nonnegative 
supply (demand) vectors with ak E IRnk, k = 1,. . , d, such that CT=, ai = cx for all 
k=l,...,d with a>O. 
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Clearly, for any fixed d the linear program (dTP) can be solved in polynomial time. 
If the cost array is Monge, however, a simple greedy approach determines an optimal 
solution of (dTP) in O(d cf=, ni) time. This greedy approach which will henceforth 
be referred to as “lexicographical greedy algorithm” is a natural extension of the north- 
west corner rule and investigates the variables xi, ,,,.,L, according to the lexicographic 
order and maximizes each variable in turn. 
The theorem given below is a natural generalization of Hoffman’s classical result on 
the Hitchcock transportation problem (cf. Theorem 3.1). It seems to be first noted by 
Balinski and Rachev [ 171, who established the connection to a more general result in 
probability theory (cf. Section 9, Rachev [107] and Tchen [122]). Later Bein et al. [21] 
rediscovered the theorem in a purely discrete setting. 
Theorem 4.5. The lexicographical greedy algorithm determines an optimal solution 
of problem (dTP) for all feasible right-hand side vectors ak, k = 1,. . , d if and only 
if the underlying cost array C is a Mange array. 
We now turn to the axial d-dimensional assignment problem (dAP) which is closely 
related to the (dTP). In the (dAP) we have a” = 1 for all k = 1,. . . , d and i = 1,. . , nk, 
but additionally we require that all variables xi,,,,.,i,, are integral. (Note that this require- 
ment is automatically fulfilled in the two-dimensional case.) It is well known that the 
(dAP) is NP-hard in general, but if the cost array C is a Monge array, then the iden- 
tity permutation is an optimal solution of the (dAP) (this follows immediately from 
Theorem 6.5). 
As already mentioned in Section 2, the same greedy approach which solves the 
problems (TP) and (AP) for Monge matrices works also for inverse Monge matrices 
(because any inverse Monge matrix can be transformed into a Monge matrix by re- 
versing the order of its columns). Unfortunately, this is not any longer true for d 3 3, 
and even worse, Burkard et al. [37] have shown that the (dAP) remains NP-hard 
if the cost array C is inverse Monge. Their proof uses cost coefficients c[il, i2, ij] of 
the form ~(i,/&~i~ which clearly leads to a special inverse Monge array (the sequences 
formed by the numbers ai, pj resp. Yk can w.1.o.g. assumed to be nondecreasing). An 
immediate consequence of this result is that the maximization version of the (dAP), 
d 3 3, remains NP-hard for Monge arrays C. 
6.4.2. Further classes of greedily solvable linear programs 
Queyranne et al. [ 1051 considered a dual pair of linear programs where the primal 
variables are associated to the elements of a sublattice L’ of a finite product lattice L. 
They showed that a straightforward greedy approach solves the primal and the dual 
problem if the cost coefficients associated with the primal variables are submodular. 
This result has a wide range of applicability, e.g. the multidimensional axial transporta- 
tion problem including the case of cost arrays with infinite entries (“forbidden entries”) 
and various optimization problems on polymatroids and related submodular polyhedra 
can be treated within the framework of [ 1051. 
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In a recent paper by Faigle and Kern [59] which deals with submodular linear 
programs on rooted forests an even more general model is proposed. The results of [59] 
contain the results of [ 1051 as a special case. 
6.4.3. Searching in Mange arrays 
Similarly as in the two-dimensional case, various searching and selection problems 
can be solved faster if the underlying arrays are totally monotone. Generalizing the 
column minimization problem in matrices we obtain the plane minimization problem in 
d-dimensional arrays which is to find the plane minima for all (d - 1 )-dimensional sub- 
arrays (planes) which correspond to a fixed first index il. Given an n 1 x . . x nd Monge 
array C all plane minima can be found in O((Ci=, nk) nzzf lognk) time (see [5, 61). 
Thus the overall minimum entry of C can also be found in O((~~=, nk ) nirf log nk ) 
time. 
Another generalization of the column minimization problem is the tube minimiza- 
tion problem which is to find the (lexicographically first) minimum in each (d - 2)- 
dimensional subarray resulting when the first two indices il and i2 are fixed. This 
problem can be reduced to the plane minimization problem and solved in the same 
time. 
Obviously, the same algorithms work for determining the plane and tube maxima in 
inverse Monge arrays. Contrary to the case d = 2, the results above, however, do not 
carry over to computing the plane and tube maxima in Monge arrays resp. the plane 
and tube minima in inverse Monge arrays. In fact, these problems are harder as shown 
by Aggarwal and Park [6], who obtained a lower bound of fl(@=, nk /ciZ1 (nk - 1) ) 
and gave an O((nl + n2) nz=, nk) time algorithm. 
Further details and related material on searching problems and parallel algorithms 
for finding plane and tube minima can be found in Aggarwal and Park [5-71 and 
Park [ 1031. 
6.4.4. Applications of searching in Mange arrays 
Many geometric problems lead to searching problems in Monge arrays, see Park [ 1021 
and Aggarwal and Park [5-71. For example, the problem of computing for a given 
convex n-gon an inscribed d-gon with maximum perimeter which has been solved 
by applying the SMAWK-algorithm in Aggarwal et al. [4], can also be solved by 
finding the maximum entry in a specially structured d-dimensional Monge array (cf. 
Aggarwal and Park [6]). Using similar techniques Aggarwal and Park [6] obtained an 
O(nd +n log n) time algorithm for computing the minimum-area circumscribing d-gon 
of a given convex n-gon for the general case where 3 < d < d (the special case d = 3 
can be solved in O(n) time due to O’Rourke et al. [ 1011) and an O(n log n) time 
algorithm for computing the minimum-perimeter circumscribing triangle. 
Another class of problems where searching in Monge arrays turns out to be very 
helpful are shortest path problems on special grid graphs. Let G be a directed grid 
graph with vertex set V : ‘{Vii : 1 < i < n 1,l < j < n2 } and edge set E consisting of 
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all edges of the form (uij,~i+r,j), (uii,vij+i) and (uii,Vi+ij+r). The nodes Uij with i= 1 
or j = 1 are called sources and those with i = n 1 or j = n2 are called sinks. Given 
weights on the edges in E, we want to find the shortest path between each pair of 
sources and sinks. This problem has applications in optimal surface reconstruction from 
planar contours and in string editing problems in molecular biology (see Aggarwal and 
Park [7] and the references given therein). The best parallel algorithms known for 
solving the above shortest path problem on grid graphs are based on a divide-and- 
conquer approach where in each step the current grid is divided into four sub-grids 
and the resulting subproblems are then solved recursively. In merging the solutions 
of the subproblems in an efficient way, finding the tube minima of three-dimensional 
Monge arrays plays an important role (see [16, 71). 
6.5. Algebraic Mange arrays 
The concept of Monge arrays can be extended to an algebraic setting in the same 
way as done in Section 5 for Monge matrices. As was the case already for d = 2, some 
of the properties of Monge arrays do not carry over to general algebraic Monge arrays. 
For example, a characterization of d-dimensional algebraic Monge arrays in terms of all 
two-dimensional subarrays is only possible if the underlying algebraic system (H, @, 3) 
satisfies the strong cancellation rule (39). The same assumption is needed to ensure 
total monotonicity. 
Not surprisingly Theorem 6.5 for the d-dimensional axial transportation problem 
(dTP) can be generalized to the algebraic version of the problem which is defined 
analogously as the algebraic transportation problem (ATP) in Section 5. Special cases 
of the algebraic multidimensional transportation problem include the extension of (dTP) 
to the case of forbidden entries and the d-dimensional bottleneck transportation prob- 
lem. For the former problem this gives an alternative proof for its greedy solvability 
in the case of cost arrays which are Monge (another proof follows from the work of 
Queyranne et al. [105]). 
7. Permuted Monge structures 
In Sections 3-6 we discussed various classes of optimization problems which become 
easier if the underlying cost matrix or cost array has a Monge property. Many of 
these applications are invariant to permutations applied to the given cost structure. For 
example, in the transportation problem the ordering of the rows and columns of its 
cost matrix does not play a role. This motivates the following definitions: 
An m x n matrix C is said to be a permuted Mange matrix if there exists a pair (4, $) 
of row and column permutations such that the permuted matrix C4,, : =(c$ci,$cj,) be- 
comes a Monge matrix. Permuted bottleneck Mange matrices and permuted algebraic 
Mange matrices are defined analogously. 
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Similarly, an nl x . . x nd array C is called permuted (algebraic) Mange urru)’ if 
there exist permutations 41,. . , $d where $P acts on the set { 1,. . , n,}, p = 1,. , d, 
such that the permuted array C’$,,4? ,..., q,, with entries c[41(i,),&(i2),. .,4d(id)] be- 
comes (algebraic) Monge. 
In the sequel we will deal with the following general type of recognition problem: 
Given a matrix (resp. an array) C with elements drawn from a totally ordered com- 
mutative semigroup (H, @, 5) where 8 is compatible with 3, decide whether or not 
C belongs to the class of permuted algebraic Monge matrices (resp. arrays) and in the 
affirmative case, determine a set of permutations which do the transformation job. 
7.1. Permuted algebraic Mange matrices in strongly cancellative semigroups 
In this subsection we deal with the recognition of permuted algebraic Monge ma- 
trices where the underlying algebraic system (H, $, 5) satisfies the strong cancellation 
rule (39). 
Deineko and Filonenko [47] present an O(mn + m log m + n logn) time algorithm 
which, given an m x n matrix C, either finds a pair of permutations ($, $) such that 
C,#,i becomes a Monge matrix or proves that no such permutations exist. Below we 
show that a slight modification of the main idea in [47] leads to a universal recognition 
algorithm for the class of permuted algebraic Monge matrices in strongly cancellative 
semigroups. 
In order to facilitate the statement of the recognition algorithm below, we introduce 
a total order 51 on the set H x H as follows: 
(Cl,C2) 'I (c:,c;> * Cl GM; 5 c*cEx:. 
Algorithm 1. Recognition of permuted algebraic Monge matrices in strongly cancella- 
tive semigroups: 
1. Find a row r and a column s such that cl, @c, # cls @ c,l. If no such pair (r,s) 
exists, then C itself is an algebraic Monge matrix. 
2. Determine a permutation 8 of the columns such that 
3. Find the largest value p E { 1,. . , n} such that 
'IT(,) @ 'rT(j+l) = 'lll,(j+l) "$((J) 
for allj=l....,p- 1 
and the smallest value q E { 1, . . , n} such that 
'l;(j)@ cr;Z(j+l)=cl~(j+l)~ 'r;(j) 
for allj=q,...,n- 1. 
4. Determine rows r1 resp. r-2 such that 
max 
I <k,<p 
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resp. 
holds for all i = l,..., m where “max” and “min” in the lines above are taken w.r.t. 
the induced order 31. If no such rows exist, then terminate, since then C is not a 
permuted algebraic Monge matrix. Otherwise set 4( 1) : =YI and 4(m) : =Q. 
5. Find a permutation $ of the columns such that 
(Cd(l)~(l)~C~(,)~(l)) -iI (Crn(l)~(2),C~(,)~(2)) 31 ... 3 (C~(I)~(,),C~(,)~(,)). 
6. Find the remaining values 442). . . , q!~(m - 1) of the permutation 4 such that 
(C~(l)~(I),C~(I)~(n)) 51 (C~(2)~(l),C~(2)9(n)) 3 ... 3 (C~(rn)i(l),C~(rn)i(n)). 
7. Check whether c4(i)$(j) @ c4(i+i)$(j+l) ZL c4(i)i(j+i) GB Q(~+IJ$(~) holds for all 
l<i<m-l,l<j<n- 1. If this is the case, return the pair of permutations (4, $), 
otherwise C is not a permuted algebraic Monge matrix. 
Theorem 7.1. Let C be an m in matrix with entries drawn from a totally ordered and 
strongly cancellative semigroup (H, @, 5). Then Algorithm 1 needs at most O(nm + 
m log m + n log n) elementary operations, i.e. comparisons w. r. t. 3 and @ operations, 
in order to jind either a pair (4, $) of permutations uch that C$,, is an algebraic 
Mange matrix or to prove that no such permutations exist. 
Proof. Since the final step checks whether C4,$ is indeed an algebraic Monge matrix, 
it only remains to be shown that Algorithm 1 does find a pair of permutations (4, $) 
transforming C into an algebraic Monge matrix whenever such a pair exists. 
Assume for a while that $J (1) and 4(m), i.e. the rows of C which become the first 
resp. last row of C$,ti are already known. We first proof that a valid permutation $ is 
determined in Step 5. This is trivial if the choice of $ is unique. Thus suppose that 
there exist two distinct indices ei and L’2 such that 
C9( 1 Mfl 1 @ 5mMfz 1 = CdJc 1 w2 1 @ wmhw 1. (57) 
Since any submatrix of an algebraic Monge matrix has to be algebraic Monge itself, 
obviously we must have 
c+(i)ti(e,) @ c+(i)ti(f,) 5 Q(I)~~v~) @c$(i)ti(r,) and 
c4Xi)tiVl ) @ Cd(mMC2) 5 C@(i)$(fr) @ C$(m)$(f,) 
for all i = 2,. . , m - 1. Together with (57) and the strong 
C$( 1 )ti(f, ) @ anti = %+( 1)w2) CE C$(i)i(/, ) and 
C44i)ti(f~ ) @ Cd(m)i(f2) = c4(i)$(/2) @ C$(m)$(c,). 
cancellation rule this implies 
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Consequently, the mutual position of 8, and t2 in $ does not matter. In a similar way 
it can be shown that in Step 6, where a row permutation 4 is determined, ties can be 
broken arbitrarily, too. 
The only remaining problem is how to find &( 1) and 4(m). This is done in Steps 2- 
4. W.1.o.g. we can assume that in the permuted matrix C4.i row 1 precedes the row Y 
determined in Step 1. This implies that the columns in the set Jt : ={lc/( 1 ), . , II/(p)} 
are candidates for becoming the first column in C$,i, and all columns in the set 52 : 
=G(4L.&~)~ are candidates for becoming the last column in C$,$. Hence the 
following has to hold: 
for all 1 d i < i’ < m, k E J1 and ! E Jz, 
or equivalently, 
Setting i = 1 resp. i’ = m yields the decision rules used in Step 4 to determine @( 1) 
and $(m). This completes the proof of correctness for Algorithm 1. 
The complexity analysis is straightforward. Since Steps 2, 5 and 6 involve just 
sorting, they require in total O(n log n + m log m) elementary steps. Steps 1, 4 and 7 
can be performed using O(nm) elementary steps whereas O(n) elementary steps suffice 
for Step 3. 0 
In the special case (lR, +, <) which leads to Monge matrices some of the steps of 
Algorithm 1, in particular Step 4, can be performed in a modified form exploiting 
the fact that (W, +) forms a group which implies the existence of inverse elements 
(cf. [47]). 
7.2. Permuted ulgebraic Mange mutrices in weakly cancellative semigroups 
Algorithm 1 crucially depends on the strong cancellation rule; it does not even apply 
to the case of semigroups (H, &I, 3) which fulfill the weak cancellation rule (43). Thus 
Algorithm 1 can, e.g., be used for the recognition of permuted Monge matrices and 
permuted strict bottleneck Monge matrices, but it may fail for permuted Monge matrices 
with infinite entries and for general permuted bottleneck Monge matrices. Nevertheless, 
these two classes can be recognized in polynomial time as will be discussed below. 
It is not known, however, whether this polynomial&y result carries over to the entire 
class of permuted algebraic Monge matrices in weakly cancellative semigroups. 
In any case we cannot hope for a polynomial time algorithm for recognizing the 
class of permuted algebraic Monge matrices if the compatibility requirement (37) is 
the only condition the ordered semigroup (H, @, 5) has to fulfill, since this problem 
has been shown to be NP-hard by Woeginger [ 1341. The special case where the given 
matrix C has only two rows or two columns is, however, efficiently solvable, since in 
that case there always exists a pair of permutations (4, $): just sort the columns resp. 
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the rows such that the desired Monge property is fulfilled. For the sum case this has 
already been observed in Dietrich [54] and for the bottleneck case in Klinz et al. [87]. 
7.2.1. Permuted bottleneck Mange matrices 
In the following we will sketch the main ideas of a recognition algorithm which is 
specially tailored to the case of bottleneck Monge matrices and relies heavily on the 
threshold characterization of bottleneck Monge matrices given in Observation 4.3. Let 
again Ci > Zz > . . > CL denote the sequence of all pairwise distinct values of entries 
in the input matrix C and associate with each value &, 1 < k < L, its threshold matrix 
Tk = (t$) by setting t$. = 0 if clj < & and t$. = 1 otherwise. Then C is a permuted 
bottleneck Monge matrix if and only if there exists a common pair (4, $) of row 
and column permutations such that the permuted matrices T$ ,,,, k = 1,. . , L, all are 
bottleneck Monge matrices. To exploit this idea algorithmically, we need an efficient 
recognition algorithm for the special case of permuted O-l bottleneck Monge matrices. 
As discussed in Section 4, O-l bottleneck Monge matrices correspond to the com- 
plement of strongly ordered bipartite permutation graphs. Hence the class of m x n 
permuted O-1 bottleneck Monge matrices can be recognized in O(nm) time by ap- 
plying the algorithm of Spinrad et al. [11X] which decides in linear time whether a 
given bipartite graph H is a bipartite permutation graph and if so, determines a strong 
ordering of H. 
An alternative linear time algorithm for the recognition of permuted O-l bottleneck 
Monge matrices which is based on the double staircase characterization of O-1 bottle- 
neck Monge matrices is proposed in Klinz et al. [87]. 
The recognition problem for permuted bottleneck Monge matrices with arbitrary en- 
tries can now be solved by combining the following ideas: Using one of the recogni- 
tion algorithms for O-l matrices mentioned above, we can check for each k = 1,. , L 
whether the corresponding threshold matrix Tk is bottleneck Monge. This is, how- 
ever, not sufficient since there must exist a pair of permutations (4, $) which works 
for all threshold matrices at the same time. Fortunately, this problem can be solved 
rather easily by observing that the set P(C) of all pairs (4, $) of row and column 
permutations which transform a given O-1 matrix C into a bottleneck Monge matrix 
can be described in a concise and compact way (cf. Klinz et al. [87]). Therefore, it 
only remains to either find a pair of permutations (4, $) in the intersection of the sets 
‘P(Tk), k = 1,. . . , L, or to prove that this intersection is empty. Obviously, the original 
matrix C is a permuted bottleneck Monge matrix if and only if this intersection is 
nonempty. 
From the point of view of efficiency it turns out to be advantageous not to compute 
the full intersection P’ : = nf=, P(Tk), b u only a subset p’ with the property that t 
if this subset is empty also P’ is empty. The set ? is built up incrementally in a 
step-by-step fashion whenever a new threshold matrix has been investigated. A direct 
implementation of this idea leads to an O(Lnm) time algorithm which is 0(n2m2) in 
the worst case. A closer investigation shows, however, that it is not necessary to ex- 
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plore all threshold values since only at most O(n + m) of these provide a new piece of 
information about the structure of the intersection 9. This leads to an O((n + m)nm) 
time recognition algorithm for the class of m x n bottleneck Monge matrices. Further 
details can be found in Klinz et al. [87]. 
7.2.2. Permuted Monge matrices with injinite entries 
Given an m x n matrix C with entries c,j E IR U {ca} as input, the following two- 
stage algorithm either finds a pair of permutations (4, tj) such that Cg,$ is a Monge 
matrix with infinite entries or proves that no such permutations exist. 
In the first stage we associate with C a skeleton matrix T which is defined by 
setting tij : =0 whenever cij is finite and ti, : =l otherwise. It can easily be checked 
that if C is a permuted Monge matrix, then T must necessarily be a permuted bottleneck 
Monge matrix. Hence, we apply a recognition algorithm for permuted bottleneck Monge 
matrices to T and terminate if this test fails. Otherwise, the first stage delivers a pair of 
permutations (4,s) such that TTT is bottleneck Monge. In this case we continue with 
the second stage and apply Algorithm 1 to the matrix Cl;ay in order to determine the 
mutual placement of those rows and columns whose posmons are not already implied 
from the results of the first stage. In fact, it suffices to apply Algorithm 1 to those 
blocks of CT; which do not contain infinite entries. Overall we get an algorithm which 
runs in 0(&r + m log m + n log n) time. 
7.3. Permuted Monge arrays 
Permuted Monge arrays can be recognized by exploiting the characterization of 
Monge arrays in terms of its two-dimensional subarrays (cf. Lemma 6.3). Combin- 
ing this observation with the algorithm of Deineko and Filonenko [47] for recogniz- 
ing permuted Monge matrices, Rudolf [ 11 l] obtained an algorithm which decides in 
0(d2n2n3 .. .nd(nl + lognd)) time whether or not a given nl x n2 x ... x nd array 
C with nt d n2 6 . . 6 nd is a permuted Monge array. In the affirmative case, the 
algorithm furthermore delivers permutations 41,. . , dd such that C~,,.,.,~i becomes a 
Monge array. 
7.4. Permuted algebraic Monge arrays 
Permuted algebraic Monge arrays in strongly cancellative semigroups (H, b&, 5) can 
be recognized in nearly the same way as described above for the class of permuted 
Monge arrays. We only have to replace the algorithm of Deineko and Filonenko by 
Algorithm 1. This approach works because the strong cancellation rule ensures the 
essential property that a d-dimensional array is algebraic Monge if and only if all of 
its two-dimensional subarrays are algebraic Monge matrices. 
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Unlike in the two-dimensional case, nothing at all is, however, known for the recog- 
nition of permuted algebraic Monge matrices in weakly cancellative semigroups. Even 
the special case of recognizing permuted bottleneck Monge arrays is open. 
7.5. Restricted recognition problems 
In some applications an arbitrary pair (4, $) o row and column permutations which f 
transforms a given matrix C into a matrix C,,$ satisfying a specific Monge property 
is of no use. In these cases we have to pose additional restrictions on 4 and $. 
For example, in problems where the rows and columns of C may not be permuted in- 
dependently without changing the problem (take e.g. the travelling salesman problem), 
we have to require that 4 = $. There also exist problems where we are not allowed 
to permute the rows or the columns: take, e.g., the flow shop scheduling problem dis- 
cussed in Section 4 where we are not allowed to change the fixed order according 
to which the jobs have to pass the machines since this order is part of the input. In 
yet another class of restricted recognition problems we want to find $ and $ such 
that the permuted matrix has some additional properties, e.g. we might require that the 
rows or the columns are monotone increasing (or monotone decreasing). Obviously, 
in higher dimension there are even more possibilities for additional restrictions on the 
permutations applied to an array C in order to transform it into a Monge array. 
Let us briefly mention what is known about restricted recognition problems of the 
type mentioned above. 
For the restricted problem where 4 = $ has to hold, it is most important to have 
available a complete characterization of the set of all pairs (4,$) of row and column 
permutations such that the permuted matrix C$,$ has the desired Monge property. For 
the sum case such a characterization is given in Rudolf [ 11 I] and for the bottleneck 
case in Klinz et al. [87]. On the basis of these characterizations, algorithms can be 
developed which, given an n x n matrix C, either find a permutation 4 such that C+,#, is 
(bottleneck) Monge or determine that no such permutation exists. The algorithm for the 
sum case runs in O(n2) time and the algorithm for the bottleneck case in O(n3) time. 
The first algorithm can easily be extended to yield an O(n2) algorithm for permuted 
algebraic Monge matrices in strongly cancellative semigroups. 
The restriction that the row permutation 4 has to be the identity permutation usu- 
ally makes the underlying recognition problem easier. A straightforward adaptation of 
Algorithm 1 solves this problem for the sum case and for the general algebraic case 
in strongly cancellative semigroups. The running time of the resulting algorithm is 
O(mn + n logn). For the bottleneck case an O(min {n2m,nm2 logn}) time algorithm is 
derived in [87]. 
To conclude this section, let us mention that the recognition algorithms mentioned 
above can be modified in such a way that they construct permutations such that all 
rows and/or all columns are monotone in the same direction. The time complexities 
remain the same. 
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8. Monge Sequences 
8.1. Definitions and fundamental properties of Monge sequences 
In the course of his investigations on greedily solvable transportation problems Hoff- 
man [75] introduced the concept of Monge sequences. Given an m x n real matrix C, 
an ordering S = ((il ,jl ), . . . , (i,,,j,,)) of the nm pairs of indices of C is called Monge 
sequence (with respect to the matrix C) if the following condition holds: 
For every 1 < i, r < m and 1 d j,s d n, whenever (i, j) precedes both (i, s) and 
(r, j) in S, the corresponding matrix entries in C are such that 
“Ii + crs d cis + crj. (58) 
If there exist permutations n and p such that the pair (z(i), p(j)) precedes the pair 
(n(r), p(s)) in S whenever (n(i), p( j)) is lexicographically smaller than (n(r), p(s)), 
then the Monge sequence S is said to be a lexicographic Monge sequence. 
Note that any permuted Monge matrix C has a Monge sequence (take e.g. the lexico- 
graphic Monge sequence S=((4(1), 11/(l)), (4(l), 4W)), . , ($(I ), $(n)), (W), $( I)), 
. ..) (c/~(m), $(n))) where 4, $ are such that (24,~ is Monge), but not every matrix which 
has a Monge sequence is also a permuted Monge matrix, take, e.g. the matrix 
In other words, not every matrix which has a Monge sequence also has a lexicographic 
one. 
The definition (58) above can be extended to cover Monge sequences for matrices 
with infinite (forbidden) entries by just extending + and < to R U {co} in the usual 
way (see [54, 116, 1171). Note that as in the case of Monge matrices, infinite entries 
cannot be simulated by a sufficiently large real number without possibly destroying the 
Monge property. 
Dietrich [54] observed that Monge sequences and Monge sequences with forbidden 
entries can also be interpreted in terms of a special antimatroid, the so-called Monge 
untimatroid. Antimatroids form a subclass of greedoids, see Korte et al. [88]. This 
interpretation leads to a deeper understanding of the structure of Monge sequences. 
For the special case of O-l matrices Hoffman [76] gave the following nice combi- 
natorial characterization of the subclass of matrices having a Monge sequence. 
Theorem 8.1. Let C be an m x n O-l matrix and let c denote its O-l complement, 
i.e. the matrix which is obtained from C by exchanging the role of zeros and ones. 
C has a Monge sequence if and only tf c is totally balanced, or equivalently, if’ and 
only tf the rows and columns of c can be permuted such that the permuted matrix 
does not contain the 2 x 2 matrix IY = ( i A> as a submatrix. 
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Combining Theorem 8.1 with a result of Spinrad [ 1191 which states that there exist 
0(2’(” l’s2 “)) totally balanced 12 x n matrices gives a feeling for the cardinality of the 
set of O-l matrices having a Monge sequence. We are not aware of similar results for 
matrices with arbitrary entries. 
The concept of Monge sequences can be generalized in two directions. First, it is 
straightforward to define algebraic Mange sequences by proceeding analogously as in 
Section 5. Again the entries of the matrix C are taken from a totally ordered semigroup 
(H, $, 3) which fulfills property (37) and + and d in (58) are replaced by @ and 5, 
respectively. 
More difficult is, however, the step from Monge sequences for matrices to d- 
dimensional Monge sequences with respect to d-dimensional arrays for d > 3. We first 
need some notation. Let C be an ni xn2x...xnd array and define Nk : ={1,2,...,4}, 
k = 1,. . . , d. S is called a d-dimensional sequence w.r.t. the array C if it is an order- 
ing of the elements in the Cartesian product N = Ni x . . x Nd. Furthermore, let 
Z : ={ (if, it,. ..,i~)(i:EN/,lde~d,l~kdq}beasubsetofNofcardinalityq 
and define &(Z) : ={ ij,..., i; } as the multiset (list) of all integers which occur as 
&h coordinate of an element in 1. 
A set Z C N is said to be feasible with respect to the d-tuple (il, i2, . . , id) E N if 
and only if for all k = 1,. . . , q the entry ik is contained at least once in the multiset 
&(I). If Z is feasible but no proper subset of Z is feasible, then Z is said to be 
minimal. Finally, let M(Z) : ={ (il, i2,, . . , id) 1 ik E &(I)}, i.e. M(Z) contains all d- 
tuples (iI,. . . , id) E N which can be formed by choosing the kth coordinate ik from 
the multiset _&(Z) for all k = 1, . . . , d. 
Now we are prepared to introduce the notion of a d-dimensional Monge sequence. 
A sequence S is called a d-dimensional Mange sequence w.r.t. the array C if the 
following condition is satisfied (cf. [112]): 
Let(if,i:,...,i~)ES.ThenforeachsetZ:={(i~,i~,...,i~)(i~EN~,l </<d,l < 
k < q } which is minimal with respect to (i,‘, ii,. . , ii) we need to have that whenever 
(it, ii,. . . , i:) is the element which occurs first in S among all elements of M(Z) then 
.k 42(k) 
c[z1,z2 
c c[h,j2 ,...,jdl 
Lil.j2r....jd)E~ 
(59) 
has to hold, where 42,. . , C)d are bijections acting on the set (2,. . . , q}. 
In a similar way d-dimensional algebraic Mange sequences can be introduced by 
replacing + and 6 by @ and 5. 
8.2. Applications of Mange sequences 
Hoffman [75] introduced Monge sequences because matrices with a Monge sequence 
lead to a larger class of greedily solvable transportation problems. More specifically, 
given a sequence S = ((il ,j, ), . . . , (imn, j,,)) consider the following greedy algorithm 
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Greedy(S): Take the elements of S in this order and maximize the corresponding vari- 
ables in turn, i.e. in the kth step of Greedy(S) set the variable x,,~~ to the largest value 
such that the partial solution (x (, ,, , . . , xi, _, ,I _ , ,x,-j, ) does not violate the transportation 
constraints ( 17)-( 19). 
Obviously, the algorithm Greedy(S) not only applies to the Hitchcock transporta- 
tion problem (TP) but also to the bottleneck transportation problem and more gen- 
erally to the algebraic transportation problem (ATP). If the cost matrix C contains 
no infinite entries, then Greedy(S) always determines a feasible transportation sched- 
ule. 
The theorem below gives a condition on the sequence S and the cost matrix C which 
guarantees that the solution found by Greedy(S) is also optimal. For the case of the 
(TP) and cost matrices with real entries only, this theorem has already been obtained 
by Hoffman [75], while the extension to the (TP) with cost matrices containing infinite 
entries is due to Shamir and Dietrich [54, 116, 1171. More generally, this result can 
be formulated for the algebraic transportation problem (ATP) and algebraic Monge 
sequences. 
Theorem 8.2. The algorithm Greedy(S) constructs an optimal solution ef the ulge- 
hruic transportution problem (ATP) with cost matrix C for all feasible supply and 
demand vectors if and only if’s is an a!qebruic Mange sequence with respect to the 
matrix C. 
Theorem 8.2 generalizes Theorem 5.2 in Section 5, which covers only the case of 
lexicographic algebraic Monge sequences, and can be proved in an analogous way. 
The main disadvantage of the greedy algorithm Greedy(S) is that for sequences S 
which are not lexicographic, the solution (xij) determined by Greedy(S) is in general 
not a basic solution of the transportation problem. Hence it may be necessary to scan 
the whole sequence S which takes O(nm) time in the worst case, while for lexico- 
graphic sequences, as in the case of the north-west comer rule, only O(n + m) steps 
are required (in each step at least one node is eliminated). It is an interesting open 
problem whether there exists a method for preprocessing the sequence S such that the 
greedy algorithm when applied to the preprocessed sequence will take only O(n + m) 
steps for any supply and demand vectors. This would be useful if the cost matrix C 
remains the same, but the supplies and demands change, and the problem has to be 
resolved according to the new data. 
The related problem of modifying Greedy(S) such that it constructs a basic solution 
can, however, be solved by combining the greedy algorithm with a vertex elimination 
procedure as shown by Adler and Shamir [2]. This algorithm still takes O(nm) time, 
but may be useful in performing post-optimality analysis and in the construction of 
optimal solutions to the dual of the transportation problem. 
As one would expect from the results reported so far, there exists a multidimen- 
sional version of Theorem 8.2. Let Greedyd(S) denote the d-dimensional extension 
of the greedy algorithm Greedy(S) introduced above. Greedyd(S) again takes the 
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index tuples (ii,. . . , id) in the order they occur in S and maximizes the corresponding 
variables xi, ,,,_, I, in turn. 
Theorem 8.3 (Rudolf [112]). Algorithm Greedy,(S) constructs an optimal solution 
of the d-dimensional axial transportation problem for arbitrary right-hand side 
vectors if and only if S is a d-dimensional Mange sequence with respect o the cost 
array C. 
Again this result can easily be extended to the d-dimensional axial algebraic trans- 
portation problem. 
The previous results only regard optimality aspects of the greedy algorithm. If the 
cost matrix (array) C contains, however, infinite entries as well, then Greedyd(S) may 
construct a solution which is not even feasible. Therefore, Adler et al. [l] investigated 
conditions on the sequence S and the cost matrix C under which Greedy(S) always 
produces a feasible solution. To that end, they introduced the concept of a so-called 
feasibility sequence and proved a one-to-one relationship between the feasibility se- 
quences of a matrix C and the Monge sequences of the matrix C’ defined by cJj = 1 if 
clj is finite and cb = 0;) otherwise. Instead of C’ one can also use the matrix C where 
Eij is one if cij is finite and zero otherwise. This relates feasibility sequences with to- 
tally balanced matrices (cf. Theorem 8.1) and hence with chordal bipartite graphs, i.e. 
bipartite graphs which do not contain an induced chordless cycle of length six or more 
(cf. Golumbic [68] and Adler et al. [l]). It is not difficult to show that the concept of 
feasibility sequences directly carries over to d-dimensional cost arrays for d 2 3. 
8.3. Construction and detection of Mange sequences 
In this subsection we describe a simple algorithm for the detection of Monge se- 
quences which is due to Alon et al. [14]. This algorithm can also be applied to finding 
algebraic Monge sequences. 
Recall that each inequality in the condition (58) such that i # r and j # s involves 
four matrix entries which form a 2 x 2 submatrix. This submatrix has two diagonals, 
one containing the entries cq and c, and the other containing the entries cis and crj. 
If cij @ c, < Cis @ crj holds, then the diagonal corresponding to the index pairs (i,j) 
and (Y,s) is said to be a small diagonal and the diagonal corresponding to the index 
pairs (i,s) and (r,j) is said to be large diagonal. 
Obviously, an element (i,j) which lies on a large diagonal can never occur as the 
first element in a Monge sequence. Based on this idea Alon et al. [14] derived the 
following algorithm. 
Algorithm 2. Construction of Monge sequences 
1. Build a graph G whose nodes correspond to the set of all index pairs (i,j), 
1 d i d m and 1 d j d n. Connect two nodes iff the corresponding index pairs belong 
to a large diagonal. 
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2. As long as there is an isolated node (i,j) in G, place (i,j) next in the sequence 
and delete it. Additionally eliminate all edges in G which connect a node (i,s) with a 
node (r,j). 
3. If finally G is empty, we have constructed a Monge sequence, otherwise no Monge 
sequence exists. 
A straightforward implementation of Algorithm 2 performs O(m2n2) elementary steps 
(@ operations and comparisons w.r.t. 5) and requires O(mn) space. Alon et al. [14] 
considered only the classical case of Monge sequences where (H, @, 3) : =(R, +, 6 ). 
For this case they could improve the running time of Algorithm 2 to O(m2n log n) at 
the expense of increasing the space requirement to 0(m2n) where m can be assumed 
to be the smaller of the dimensions y1 and m (otherwise take the transpose of C). 
It is easy to see that this approach works for the general case of algebraic Monge 
sequences in strongly cancellative semigroups. Combining the techniques of Alon et 
al. with Lemma 4.2 an 0(m2n log n) algorithm can also be achieved for the detection 
of bottleneck Monge sequences though in that case the strong cancellation rule does 
not hold (cf. [87] and [IlO]). 
For the detection of Monge sequences in matrices with a small number t( of finite 
entries Algorithm 2 is not very efficient. Improved algorithms for this case which take 
O(emn) time and O(mn) space resp. O(emlogn) time and O(m2n) space are given by 
Shamir and Dietrich [116, 1171. 
For d > 3 only the detection of d-dimensional Monge sequences has been investi- 
gated. Rudolf [ 1121 generalized Algorithm 2 and obtained an algorithm which identifies 
a d-dimensional Monge sequence in an IZ x IZ x x II array C in O(# ) time whenever 
such a sequence exists. 
9. Other Monge-like properties 
In this section we give a brief survey of other Monge-like properties which have 
been discussed in the literature but which did not fit into the framework of the previous 
sections. We start with a kind of continuous Monge property and afterwards investigate 
Monge properties which are obtained by relaxing the classical Monge property (2). 
9.1. Continuous Mange property 
A function f : IR2 I-+ IR is said to satisfy the continuous Mange property if it is 
submodular w.r.t. the lattice (lR2, V, A) where V resp. A are again defined as the com- 
ponentwise maximum resp. componentwise minimum (cf. Section 2), or equivalently 
if 
f&Y) + fh',v') G f(x',v> + J'(x, Y’) for all x < x’, Y d Y’. (60) 
Similarly, f : Rk H IR is said to satisfy the k-dimensional continuous Mange prop- 
erty if it is submodular w.r.t. (lRk,V,r\), or equivalently if f is submodular (i.e. 
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satisfies (60)) with respect to any two of its arguments. 
Obviously, the continuous Monge property can again be embedded into an algebraic 
framework. But, at least to the authors’ knowledge such generalizations have not been 
investigated so far. The only exception is the case where k = 2 and the addition is 
replaced by the multiplication and the order is reversed which leads to the notion of 
total positivity of order 2, cf. Karlin [83]. 
Functions with the continuous Monge property already arose as generating functions 
for Monge matrices and Monge arrays in Sections 2 and 6. This class of functions 
plays, however, a much larger role in various branches of mathematics as might be 
suspected. In the following we will only deal with applications which are in some 
sense related to the discrete applications discussed in previous sections. 
Applications of the continuous Monge property. Let (Q, d), i = 1,. . , k, be separable 
metric spaces and let Fi, i = 1, . . . , k, be nonnegative Bore1 measures on (Ui,d) such 
that F1 (U, ) = Fz( U2) = . . . = Fk( Uk). Furthermore, let U denote the Cartesian product 
Ui x U2 x . x uk and let .?=(Fl,. . . ,Fk) denote the space of all nonnegative Bore1 
measures F on U whose projection to the ith coordinate is equal to Fi, i = 1,. , . , k. 
Given a continuous cost function c : U H R the continuous transportation problem 
(CTP) can be formulated as follows: 
/c@ : =J’c(.xl,..., xk)F(dxI ,..., dxk): F E F(Fl,..., Fk) 
u 
(61) 
The (CTP) belongs to the class of linear programming problems in infinite-dimens- 
ional spaces (cf. [15]). By choosing appropriate discrete measures Fi, the (CTP) turns 
into the k-dimensional axial transportation problem discussed in Section 6 and for k=2 
we obtain the classical Hitchcock transportation problem treated in Section 3. 
Apparently, Kantorovich [8 1, 821 was the first who dealt with the (CTP) in an 
abstract mathematical formulation at least for k=2 (cf. also [ 106, 1071). It is interesting 
to note, however, that the transportation problem considered by Monge [96] in 1781 is 
a special case of the (CTP) introduced above. In this case we have k = 2, Ui C IR* or 
Ui C IR3 for i= 1,2 and c(x, y)=d(x, y) where d(x, y) is the usual Euclidean metric. The 
measures F1 and F2 can be regarded as probability measures which describe the initial 
and the final distribution of mass and the space .F(Fl, F2) represents all admissible 
transference plans F. The quantity F(dx,dy) is then proportional to the amount of 
mass shipped from a neighbourhood d.x of point x to a neighbourhood dy of point y. 
Hence the objective function in (CTP) measures the total movement of mass which is 
to be minimized. 
For these historical reasons, problems of the type (CTP) are in the literature usually 
referred to as Monge-Kantorovich (mass transfer) problems (MKPs) (or sometimes 
also as Kantorovich-Rubinstein problems). The MKP arises in many areas of math- 
ematics, e.g. in differential geometry, functional analysis, linear programming, proba- 
bility theory, mathematical statistics, information theory, statistical physics, dynamical 
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systems and matrix theory (for further details see [ 1071). 
The following theorem of Tchen [122] is a continuous analogue to Theorem 6.5. 
Theorem 9.1. Let Ui = IR, i = 1,. . , k and let Fl,. . ,Fk be distribution functions on 
R. Furthermore, suppose that at least one of the following two regularity conditions 
holds for the cost function c : lRk - IR in (CTP) : 
(i) SUP { IJ&dFI: F E ~(F,,...,F~)} < 3=. 
(ii) c 2 h for some continuous function h such that SRI; h dF is jnite and constant 
for all F E 3(FI,...,Fk). 
If c satisfies the k-dimensional continuous Mange property, then an optimal 
transportation plan F* E F(F,, . , Fk) is given by the so-called HoeffXng distri- 
bution 
F*(x, ,..., xk) : =min{Fl(xl) ,..., Fk(xk)} for all (x~,...,xk) E lRk (62) 
and the optimal value of (CTP) is given by JRictif 
A slightly weaker result which requires stronger regularity conditions has already 
been proved by Lorentz [91], but Tchen’s proof is simpler. For the special 
case of k = 2 Theorem 9.1 has also been obtained by Cambanis, Simons and 
Stout [42]. 
Theorem 9.1 generalizes many results of this type in the literature, both for the 
discrete case and the continuous case. For example, the famous rearrangement theo- 
rems of Hardy, Littlewood and P6lya [72] (see e.g. Theorems 368 and 378) and the 
classical results of Hoeffding [74] and FrCchet [62, 631 on bivariate distributions with 
fixed marginals follow from Tchen’s theorem. For a brief overview of these connections 
and many additional references the interested reader is referred to the bibliographical 
notes in Rachev [107]. 
In view of Theorem 9.1 the greedy-type results of Balinski and Rachev [17] and 
Hoffman [75] (cf. Sections 3 and 6) for the discrete transportation problem can be seen 
as explicit rules for calculating the distribution H’ in the discrete case. 
As one might suspect, there also exist continuous analogues to some of the 
transportation related applications discussed in Section 3. It is beyond the scope of this 
subsection to give a full account of the work in this field. We just mention that Olkin 
and Rachev [98, 991 considered the (CTP) with additional constraints on the support 
of the feasible transportation plans and capacity constraints (cf. Section 3, [ 181 and 
[78] for similar discrete problems). Moreover, Balinski and Rachev [17] and Rachev 
and Riischendorf [108] consider variations of the (CTP) with other constraints on the 
given marginals, such as continuous analogues of the inequality constraints discussed 
in Section 3 and constraints on the sum of the marginals. 
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9.2. Weak Mange matrices and bisimplicial elimination sequences 
Let C be an m x n matrix. In some applications it suffices to require that C satisfies 
the following relaxation of the Monge property (2): 
for all 1 < i < r < m, 1 d i < s d n. (63) 
In this paper matrices fulfilling (63) will be referred to as weak Mange matrices, but 
unfortunately there is no consensus on this term in the literature. Some authors (see 
e.g. [29, 431) use instead the term Mange matrix and attach the name strong Mange 
matrix to those matrices which are called Monge matrices in this paper. 
The concept of weak Monge matrices can again be embedded into an algebraic 
setting which leads to weak algebraic Mange matrices. In accordance with the ter- 
minology introduced in Section 7 a matrix C is called a permuted weak (algebraic) 
Mange matrix if there exist permutations 4 and Ic/ such that C4,$ is a weak (algebraic) 
Monge matrix. 
It is interesting to note that the class of permuted weak Monge matrices can be 
introduced in the following alternative way: Let G = ( VJ, I’,; E) be a bipartite graph 
with Vi={1 ,..., m} and Vz={l,..., n} and let C=(c,) denote its weighted adjacency 
matrix where cq = 03 if (i,j) @ E. 
Following Derigs et al. 1531 we say that the edge (i, j) E E jiiljills the Mange 
property with respect to the graph G and the matrix C if 
Cij + Crs < Cis + Crj for all r E VI, s E 172. (64) 
Derigs et al. investigate matrices C such that the edge set E of the graph G can 
be decomposed by iteratively removing the vertices i and j of an edge (i,j) sat- 
isfying (64) and all incident edges. More precisely, they study sequences of edges 
S=((il,jl) ,..., (i4,j4)) of G such that for all p= 1,. . .,q the edge (iP,j,) fulfills (64) 
w.r.t. the graph G, where Gi : =G and G,, p 3 2, is obtained from G by deleting 
all nodes which are incident with edges from the set {(i,,jl), . . . , (iP_l,jP_~)} and 
removing all edges which are incident with nodes which are deleted in this way. If the 
final graph G,+r contains no edges, the sequence S is said to be complete. 
Note that the elimination process above bears some resemblance with Hoffman’s 
notion of a Monge sequence (cf. Section 8). Hoffman’s Monge sequence can also 
be viewed as kind of elimination sequence, but in his case in the pth step of the 
elimination process only the edge (iP,j,) itself is eliminated. Nevertheless, Derigs 
et al. [53] used the term Monge sequence for a complete elimination sequence of the 
type described above, but we do not adopt this convention here and follow instead 
Faigle [58], who used the term complete bisimplicial elimination sequence (scheme). 
This choice can be motivated as follows. 
Let C’ denote the O-1 matrix which is associated with the given bipartite graph G= 
(VI, V2;E) by setting CL = 0 if (i,j) E E and cjj = 1 otherwise. Then an edge (i,j) E E 
which fi~lfills the Monge property (64) w.r.t. the matrix C’ corresponds to a bisimplicial 
edge of G as introduced by Golumbic and Goss [69], i.e. an edge (i,j) such that the 
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bipartite subgraph induced by the neighbours of i and j is complete. Hence there 
exists a l-l correspondence between O-l matrices which allow a complete elimination 
sequence in the sense of Derigs et al. and bipartite graphs for which there exists a 
perfect edqe elimination scheme, i.e. an edge elimination scheme which transforms G 
into a graph with no edges by iteratively removing bisimplicial edges (cf. [69]). 
As was the case for Hoffman’s Monge sequences, also bisimplicial elimination se- 
quences are closely related to greedoids (cf. [58, 881). 
It can now easily be seen that the class of permuted weak Monge matrices and 
the class of matrices which allow a complete bisimplicial elimination scheme coincide. 
More precisely, we have 
Observation 9.2. Given an m x n matrix C, there exist permutations d, and $ such 
that C$%i becomes a weak Monge matrix ‘if and only f there exists u complete 
bisimpliciul elimination sequence S = ((il, jt ), . . , (i4, j,)) with respect to C. 
The sequence S and the permutations 4 and II/ correspond to each other by the 
relations 4(k) = ik und $(k) = jk, k = 1,. , q. If’ this rule leaves any values of’ 4 or 
$ unspec#ied, 4 resp. $ can be arbitrarily augmented to permututions of’ { 1,. , m} 
resp. {l,..., n}. 
The same idea can be used to show that any matrix C which has a Monge sequence 
in the sense of Hoffman is a permuted weak Monge matrix. The converse is, however, 
not true as can be seen from the matrix 
0001 
c= 
1010 
i 1 1100 0000 
which fulfills condition (63) but has no Monge sequence (this follows from The- 
orem 8.1 since C contains in the upper-right corner a 3 x 3 submatrix whose O-l 
complement is well-known to be not totally balanced). When rephrased in terms of 
bipartite graphs, we obtain the result of Golumbic and Goss [69] that for every chordal 
bipartite graph (cf. Section 8) there exists a perfect edge elimination sequence, while 
the converse is false. 
Recently, Fortin and Rudolf [61] generalized the concept of weak Monge matrices 
to d >, 3 dimensions and introduced d-dimensional weak Mange arrays which form a 
superclass of the class of d-dimensional Monge arrays introduced in Section 6. 
Recognition of weak Monge matrices. When the question comes to the recogni- 
tion of permuted weak algebraic Monge matrices, first note that there exists a trivial 
O(min{n,m}n2m2) time algorithm to solve this problem. This algorithm successively 
tries to find an edge (i, j) satisfying (64) which takes O(n*m* ) steps by checking all 
O(mn) candidate edges and then eliminates the nodes i and j and all edges which are 
incident with i or j. This process terminates after at most min{n,m} elimination steps 
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when either a complete elimination sequence has been obtained or no further edge with 
the Monge property can be found (then C is not a permuted weak Monge matrix). 
A more efficient algorithm for the recognition of II x n permuted weak Monge ma- 
trices which runs in O(n4) time is given in Cechlarova and Szabo [43]. The authors 
mention that an improvement to O(n3 logn) is possible but do not give further details 
in their paper. 
A much simpler alternative algorithm with the same running time for square matrices 
follows from the following minor adaptation of the algorithm of Alon et al. [14] for 
the detection of Monge sequences (cf. Algorithm 2 in Section 8). Instead of deleting 
only the isolated node (i,j) placed next in the elimination sequence and the edges 
linking nodes (i,s) with nodes (r,j) we also delete all nodes (i,s) and (r,j) and all 
incident edges. A straightforward implementation of this method runs in O(rt2m2) time; 
using the methods described in Alon et al. [14] the running time can be improved to 
O(m*nlogn) time (assume w.1.o.g. that m < n). 
Since Algorithm 2 also works in an algebraic setting, the class of permuted weak 
algebraic matrices can be recognized in O(n*m*) steps. For the recognition of permuted 
weak Monge matrices with infinite entries, permuted weak bottleneck Monge matrices 
and permuted weak algebraic Monge matrices in strongly cancellative semigroups the 
number of performed steps can again be brought down to O(m*n logn) (where m < n). 
The recognition problem for permuted weak (algebraic) Monge arrays can be solved 
by a modification of the ideas in Algorithm 2 for the detection of a Monge sequence. 
For a given d-dimensional array C of order IZ x II x . . x n, the algorithm of Fortin 
and Rudolf [61] runs in O(d2(d - l)!dnd2) time. 
Applications of weak Monge matrices. While Monge matrices turned out to be essen- 
tial in characterizing the greedy solvability of transportation problems, weak Monge 
matrices play an analogous role for assignment problems. For the linear sum assign- 
ment problem the theorem below follows immediately from Theorem 2.2 in Derigs 
et al. [53] and Observation 9.2. The extension to the general algebraic assignment 
problem is straightforward. 
Theorem 9.3. If the cost matrix C of the linear (algebraic) assignment problem is a 
weak (algebraic) Mange matrix, then the identity permutation is an optimal assign- 
ment. 
Proof. Assume that the identity permutation is not optimal and choose 4 among all 
optimal solutions such that i : = min{j E { 1,. . , n} : 4(j) # j} is maximum. Then 
there exist indices r > i and s > i such that b(r) = i and 4(i) = s. Since C is a weak 
algebraic Monge matrix we must have cii @ c ,.s 3 Cis @ cri. Thus the permutation 4’ 
with 4’(i) : =i, 4’(r) : =s and 4’(k) = 4(k) otherwise, is also an optimal assignment. 
But this contradicts the choice of i and hence we are done. 0 
Theorem 9.3 can be generalized to the d-dimensional axial assignment problem in 
a straightforward way by replacing weak Monge matrices by weak Monge arrays (for 
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details the reader is referred to Fortin and Rudolf [61]). 
Based on the concept of bisimplicial elimination sequences and on Theorem 9.3, 
Derigs et al. [53] furthermore derived a purely combinatorial optimality criterion for 
assignment problems and new assignment algorithms based on this criterion. Related 
results for the maximum cardinality matching problem can be found in [52]. 
4.3. Supnick matrices 
Another class of Matrices which are closely related to Monge matrices are Supnick 
matrices which are defined as follows: A symmetric n x n matrix C is called a Supnick 
mutrix if 
Clj + Crs < Cir + Cj.7 < C,s + Cjr forl<i<j<r<s<n. (65) 
Algebraic Supnick matrices can be defined analogously by replacing + by % and d 
by 5. Inverse Supnick matrices are obtained by reversing the inequality signs in (65). 
Note that property (65) does not involve the diagonal entries cli (they need not 
be given at all). This is due to the fact that Supnick matrices were introduced by 
Supnick [ 1201 in connection with polynomially solvable special cases of the travelling 
salesman problem. (A feasible tour never contains a loop.) 
Burkard and Deineko (see [30]) observed that any Supnick matrix can be turned 
into a Monge matrix. More specifically, we have 
Observation 9.4. Let C be a symmetric n x n mutrix. Then the following holds: 
(i) lf C is (I Monge matrix, then C is also a Supnick matrix. 
(ii) If C is u Supnick matrix, then the matrix C obtained from C by choosing 
the diagonal entries according to Ei:i, : =ci_i,i + c,,,+l - c;-l.i+l for i = 2,. .n - 1, 
211 : =c21 + ~12 - 222 and &,, : =cn-lTn - c,,,_I -2,,_l,n-~ is a Monge mutri.y. 
Obviously, inverse Supnick matrices and symmetric inverse Monge matrices are 
related in the same way. Statement (ii) becomes, however, false for algebraic Supnick 
matrices, e.g. bottleneck Supnick matrices can in general not be extended to bottleneck 
Monge matrices by choosing the diagonal entries in an appropriate way. 
Observation 9.4 has two important consequences. First, it can be checked in 0(n2) 
time whether or not a given n x n matrix is a Supnick matrix (first we determine the 
diagonal entries as described above and then we check whether the resulting matrix is 
a Monge matrix). 
Secondly, it follows that the travelling salesman problem on Supnick matrices always 
has an optimal tour which is pyramidal (cf. Theorem 3.2). Supnick [120] showed the 
stronger result that if the cost matrix C is a Supnick matrix (symmetric Monge matrix), 
then the tour (1,3,5,. . . , n,. . . ,6,4,2) is optimal. This result has been extended to the 
algebraic (TSP) on algebraic Supnick matrices by Burkard and van der Veen [39]. 
Similarly, it follows that the (TSP) on inverse Supnick matrices is again pyramidally 
solvable. Supnick [120] proved that if the cost matrix C is an inverse Supnick matrix 
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(symmetric inverse Monge matrix), then an optimal tour is given by (n,2,n - 2,4,n - 
4,6,. . . ) 5, n - 3,3, n - 1,l). These results were rediscovered by Rubinshtein [ 1091 and 
Michalski [95]. A simpler proof of the optimality of Supnick’s permutations which 
makes use of Lemma 2.3 can be found in Rudolf and Woeginger [ 1131. 
Supnick’s result for the (TSP) motivates to ask whether, given an n x n symmetric 
matrix C, there exists a permutation 4 such that the matrix C$,$ becomes a Supnick 
matrix. Note that in the case of the (TSP) rows and columns have to be permuted 
with the same permutation. This problem is solved in Deineko et al. [49] who give an 
algorithm which in O(n* logn) time either finds the desired permutation 4 or proves 
that no such d exists. 
9.4. Incomplete Mange matrices 
Supnick matrices can also be regarded as symmetric Monge matrices where the diag- 
onal entries may remain unspecified. The following definition from Deineko 
et al. [49] extends this concept. 
An m x n matrix C some of whose elements may remain unspecified is called an 
incomplete Mange matrix if whenever the entries cij, c,,c,, and crj, 1 < i < Y < m 
and 1 < j < s < n are all specified, they satisfy 
Unfortunately, it turns out that deciding whether, given an m x n matrix C, there 
exist permutations 4 and $ such that C$,$ is an incomplete Monge matrix, is an 
NP-complete problem (see [49]). 
9.5. Demidenko and Kalmanson matrices 
Two other Monge-like types of matrices which have been investigated in connection 
with the (TSP) are symmetric Demidenko and symmetric Kalmanson matrices. 
A symmetric n x n matrix C is called a symmetric Demidenko matrix if and only 
Cij + Cr,f d Cif + Crj for all 1 6 i < j < s < r < n. 
and C is called a symmetric Kalmanson matrix, if we additionally require that 
cir + Cjs d Cjs + CJ~ for all 1 < i < j < s < Y < n. (66) 
Demidenko [51] showed that the (TSP) restricted to the class of symmetric Demi- 
denko matrices is pyramidally solvable. For symmetric Kalmanson matrices this result 
can be strengthened to show that an optimal tour is always given by (1,2,3,. . . , n) (cf. 
Kalmanson [SO]). 
Deineko et al. [50] give an 0(n2 logn) algorithm which, given an n x n matrix C, 
either finds a permutation 4 such that matrix Cb,4 becomes a Kalmanson matrix or 
proves that no such permutation exists. The analogous problem for symmetric Demi- 
denko matrices is still open. A partial result is obtained in Deineko et al. [48] where 
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it is shown that for the special case of n x n matrices C which arise as distance ma- 
trices of n points in the Euclidean plane, the above restricted recognition problem for 
permuted Demidenko matrices can be solved in O(n4) time. 
9.6. The box inequalities 
An m x n matrix C is said to satisfy the so-called box inequalities if for all 
ldi,r<mandl<j,s<n 
Ci, + Cr.y 3 Cl, + Crj holds whenever ci/ 3 max{c,,, cr,, c,}. (67) 
Similarly, C satisfies the reverse box inequalities if for all 1 < i, r < m and 1 < j, s < n 
Ci/ + Cr.7 < Ci.5 + Crj holds whenever Cij d min{c,,, clj,cys}. (68) 
How are these box inequalities related to Monge matrices resp. Monge sequences‘? 
First, observe that if cf, =max{cis, crj, c,} holds in (67), then we necessarily must have 
Cij + Cm = cis + c,,. Hence it is easy to construct (permuted) inverse Monge matrices 
which do not satisfy the box inequalities and (permuted) Monge matrices which do 
not satisfy the reverse box inequalities. What can be shown, however, rather easily is 
that any matrix which satisfies the box inequalities or the reverse box inequalities has 
a Monge sequence. 
Applications of the box inequalities. Let G = (VI, Vz;E) be a weighted bipartite 
graph and let C = (cij) be its associated weight matrix. Suppose we are interested into 
finding a matching M C E with maximal resp. minimal weight. 
In Section 3 we have seen that this problem can be solved greedily if C has a 
Monge sequence and if 1 VI 1 = 1 V, /. Th e north-west comer rule, however, in general 
fails to find an optimal solution for the unbalanced case 1 VI / # I VZ / which arises quite 
often in practical applications. 
It turns out that the box inequalities play an important role in deriving a class 
of greedily solvable unbalanced weighted bipartite matching problems. Consider the 
following simple greedy approach: Start with M’ : =8 and El : =E. As long as E’ is 
not empty, pick an edge e in E’ with largest (smallest) weight, add e to M’ and delete 
e and all edges incident with e from E’. 
It is well known (see e.g. [71]) that for arbitrary nonnegative real weights c,, this 
approach yields a matching M’ with at least half (at most half) the weight of the 
optimum matching. Blum et al. [24] identified the following special case where the 
greedy matching M’ is optimal. 
Theorem 9.5. If the weight matrix C is nonnegative and satisfies the box inequalities, 
then the greedy algorithm, which always takes a maximum weight edge, determines 
a maximum weight matching. 
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Similarly, it can be shown that if C is nonnegative and satisfies the reverse box 
inequalities, taking successively the edge with minimum weight leads to a minimum 
weight matching. 
Matching problems where the weights satisfy the (reverse) box inequalities arise e.g. 
in connection with the shortest superstring problem which can be described as follows 
(cf. [24, 71, 1231): Given a set of strings, find the shortest string which contains each 
of the smaller strings as a contiguous substring. This problem is NP-hard, but plays 
an important role in molecular biology (DNA sequencing). In [24] two approximation 
algorithms are given, with performance ratios of 4 resp. 3, where in both algorithms a 
maximum weighted matching problem with weights satisfying the box inequalities has 
to be solved. Since the involved graphs can become quite large, a fast greedy algorithm 
is very helpful in practice. 
9.7. The quasi-convex property 
Let G = (Vi, V,; E) be a weighted bipartite graph with ( VI 1 = m and 1 V, 1 = n and 
let C = (cii) denote its associated weighted adjacency matrix. The graph G is said to 
have the quasi-convex property if the nodes in VI and VZ can be arranged on a circle 
C such that the condition cis + c,.j < cij + c, holds whenever the vertices i, r E VI and 
j, s E V2 occur in the order i, r, j, s in clockwise order around C. Viewed geometrically, 
this condition simply requires that the sum of the weights of the diagonals (i, j) and 
(T,s) of the quadrilateral with vertices i, r E VI and j,s E V2 is at least as large as 
the sum of the weights of the two sides (i,s) and (r, j). (Note that this condition is 
nothing else than the second condition (66) required for Kalmanson matrices.) 
In order to investigate the relationship between the quasi-convex property and the 
Monge property, consider the special case of the quasi-convex property where there 
exists an arrangement of the vertices along the circle C such that the vertices in Vt and 
V2 are separated from each other. It is easy to see that in that case the matrix C can be 
permuted into an inverse Monge matrix by rearranging the rows and columns according 
to the order in which the vertices in VI and V2 occur along C. Consequently, the quasi- 
convex property is weaker than the (inverse) Monge property and by the observation 
made above also weaker than the Kalmanson property. 
In Section 3 we already mentioned that the minimum cost matching problem be- 
comes easier if the underlying weights satisfy the (inverse) Monge condition. Buss 
and Yianilos [41] show that this remains true for the weaker quasi-convex property. In 
this way, they generalize or improve upon results of Marcotte and Suri [94], Karp and 
Li [84] and Aggarwal et al. [4]. Specifically, Buss and Yianilos obtain an O(nlogn) 
time algorithm for the quasi-convex balanced minimum cost matching problem where 
n = m and even a linear time algorithm for the special case where the weights cij 
fulfill an additional condition, the so-called weak analyticity condition, and where a 
quasi-convex arrangement of the vertices is given. In some cases their results even 
apply to the unbalanced case where n # m. 
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10. Summary and concluding remarks 
In this paper we gave a survey on the recently very active field of Monge properties 
and their role in combinatorial optimization and related areas. We mainly focused on 
the following three aspects: 
(i) Investigation of the fundamental combinatorial properties of Monge structures. 
(ii) Applications of Monge properties in combinatorial optimization and related 
fields. 
(iii) Recognition of Monge properties. 
Furthermore, we made an effort to present the results already known from the literature 
in a unified way. In particular, we tried to stress the connections and relationships be- 
tween the many different Monge properties known so far. Hopefully this will stimulate 
further research on Monge properties and Monge-like properties. 
Lots of problems in connection with Monge properties remain, however, unsolved. 
Let us mention just a few open questions which we consider as particularly interesting 
ones. 
(1) Since it turned out that many hard optimization problems become polynomial 
time solvable when restricted to Monge structures, the question on how this might be 
exploited for obtaining heuristics and approximation algorithms for general instances 
suggests itself. For example, we might ask the following: Given a cost matrix C which 
is not Monge and an instance I of a hard optimization problem P, find a Monge matrix 
C’ such that the value of the optimal solution of the modified instance I’ with cost 
matrix C’ is as close as possible to the optimal solution of the original instance 1. We 
are not aware of any work in this area. 
(2) Investigate further classes of NP-hard optimization problems with respect to 
the question whether they become easier if the underlying cost structure has the 
Monge property. For example, the complexity of the max-cut problem and of the 
maximum clique problem on Monge matrices is not known. Concerning the notori- 
ously hard quadratic assignment problem (QAP) some partial results have been ob- 
tained recently. Unlike for the problems treated in this survey, the presence of the 
Monge property alone does not turn the (QAP) into a polynomially solvable problem. 
In particular, the (QAP) remains NP-hard when the matrices A and B are both in- 
verse Monge matrices and hence also when both A and B are Monge matrices (see 
[33, 321). Further results concerning the (QAP) on Monge and Monge-like matrices 
are discussed in the forthcoming survey by Burkard et al. [32] and in the thesis of 
Cela [44]. 
(3) In Section 7 we gave a universal recognition algorithm for the class of permuted 
algebraic Monge matrices in strongly cancellative semigroups. Does there also exist a 
universal algorithm for weakly cancellative semigroups? 
(4) Several interesting open questions are related to searching and selection problems 
in multi-dimensional Monge arrays. For example, the best known algorithm to identify 
all plane minima of a d-dimensional n x n x x n Monge array runs in O(n logdp2 n) 
time (cf. [S, 61, but the best known lower bound is R(dn). Since the algorithm of 
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Aggarwal and Park only exploits the total monotonicity condition, but not the stronger 
Monge property, it is conceivable, that at least for the case d = 3 an algorithm with 
running time o(n log n) exists. For further open problems in this area, see Aggarwal 
and Park [5-71. 
(5) There is a deep connection between discrete and continuous Monge properties 
as can, e.g. be seen by the analogies between the discrete transportation problem and 
the continuous transportation problem treated in Section 9. These connections are not 
well investigated (cf. [ 17]), but will very likely lead to new and important results for 
both discrete and continuous problems. 
(6) Matrices and arrays arising in practical problems often will not have the desired 
Monge property. This motivates to ask for the largest submatrix or subarray with this 
property. Questions of this type seem to be hard. A first result in this regard is due to 
Woeginger [ 1341 showing that it is NP-hard to find the largest submatrix of a given 
m x n matrix which is Monge or permuted Monge, respectively. Of related interest is 
to find the largest submatrix which has a Monge sequence. 
(7) Do there exist other Monge-like properties which have not been discussed in 
this paper? Are there any other fields of mathematics where Monge structures play a 
role? 
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