Selecting from a pool of interdependent projects under certainty, when faced with resource constraints, has been studied well in the literature of project selection problem. After briefly reviewing and discussing popular modeling approaches for dealing with uncertainty, this paper proposes an approach based on chance constrained programming and utility theory for a certain range of problems and under some practical assumptions. Expected Utility Programming, as the proposed modeling approach, will be compared with other well-known methods and its meaningfulness and usefulness will be illustrated via two numerical examples and one real case.
Introduction
A common and critical issue in any organization is about how to allocate resources to candidate projects while there are som interdependencies among them. Many researchers have considered this problem for deterministic cases and one can find reliable solution for project selection problem (PSP) when all parameters are known in advance. Research and development (R&D) (Fox et al., 1984 , Heidenberger & Stummer, 1999 , Fang et al., 2008 , information technology (Santhanam & Kyparisis, 1996 , Lee & Kim, 2001 ) and capital budgeting (Goldwerger & Paroush, 1977 , Nemhauser & Ullmann, 2012 are some examples of application context for project selection. The real life is full of uncertainty, which makes it inevitable to devise models that are more complicated. In the context of project selection, anticipated costs, human resources and material supplies are often difficult to estimate in the planning stage. Therefore, managers must make decisions without full knowledge of some problem parameters (Medaglia et al., 2007) .
Chance constrained programming (CCP) (Charnes & Cooper, 1959 , Birge & Louveaux, 1997 , Huang, 2007 and expected value model (EVM) (Liu, 2007) have been used to deal with uncertainty via mathematical frameworks. As a mathematical approach, EVM tries to optimize an expected value of objective function and, at the same time, substitutes the stochastic terms in the model constraints with their expected values. In fact, this is a simplistic approach, which does not try to manage the associated risks, adequately.
When modeling PSP, CCP tries to maintain feasibility condition (e.g. not to exceed the available budget) by forcing each constraint to hold with a predetermined confidence level (De et al., 1982; Gabriel et al., 2006) . For the objective function, CCP ensures that the provided solution will yield an acceptable value again with a predetermined confidence level. Here the point is about feasibility of CCP solutions and their implications. For example, if the problem remains feasible with the probability of 95 percent, what about cases that can occur with the probability of 5 percent? In fact, we need to know whether the CCP solutions will be feasible or not after realization of some uncertain parameters. Furthermore, when deciding on confidence levels, what can the model tell the decision maker (DM) about the tradeoff between maintaining feasibility and having a better return from objective function? CCP is silent about these issues because it does not take into account the phenomenon of infeasibility occurrence (i.e. violation of stochastic constraints). With this background, Expected Utility Programming (EUP), as the proposed approach, can cope with the above issues and is capable of solving PSP appropriately under these assumptions: 1) Some parameters in PSP can be uncertain.
2) The uncertainty can be modeled via probability theory. 3) Projects are constrained linearly by their use of scarce resources (e.g., capital, labor, space requirements, and personnel, among others). 4) If the required resources for implementation of any project not to be available at a requesting time, it cannot be postponed or continued using a lower level of those resources and must be canceled (delays and partially funded projects are not allowed). 5) Project cancellations will result in some measurable outcomes (e. g. contractual obligations or loss of company credit in the market). 6) Some projects can share resources and may result in additional return if implemented together. Also technical interdependencies among projects can be included.
Although PSP has been recognized as a multiobjective problem (Ghorbani & Rabbani, 2009; Rabbani et al., 2010) and the DM may wish to simultaneously satisfy several possibly conflicting corporate goals (e. g. minimizing time-to-market and maximize economic return), here the problem will be modeled as a single objective one to keep presentation of main contributions simple. Obviously one may simply apply the proposed approach for multiobjective cases. For the same reason, only interdependencies between pairs of projects will be considered and the existence of precedence relationships will not be considered in the model. Again, all of these can be extended from the given model in a straightforward manner. The reason for paring these features from the model is that the inclusion of these features will escalate the intricacy of the solution method and we may find the solution method proposed in this work an already convoluted procedure. Besides, the proposed model suffices for handling the available data for the case study.
The reminder of this paper is organized as follow: section 2 presents the problem definition along with its parameters and the deterministic model, which remains as a basis for the stochastic model. Briefly reviewing CCP and providing some required knowledge from utility theory, section 3 presents EUP and uses two numerical examples to compare it with CCP. Section 4 contains a real case to illustrate usefulness and meaningfulness of proposed approach. Finally, section 5 summarizes the results and gives the concluding remarks.
Problem definition
Suppose that N projects are available for selection. These projects need M resource types and the available amount of each one at the needed time in the implementation stage (in the future) is not known in advance. Some projects have technical interdependencies while some other may share resources or produce additional returns if implemented, simultaneously. Here the required amount of each resource type for each project can be uncertain as well as the profit of projects which would be uncovered after termination. Now, the problem is: which project should be selected and started, in the absence of full knowledge, to have the best possible financial and non-financial returns while considering unpleasant events (i.e. violation of resource constraints) which may occur after realization of uncertain parameters. Note that non-financial returns should be converted such that mathematical addition, subtraction and tradeoff with financial returns make sense for the DM.
Parameters
Number of projects, , = 1,2, … , Number of resource types, = 1,2, … , The profit from implementation of project The amount of resource type that projects and can share The amount of resource type available in the implementation stage The loss(financial and non-financial returns) from cancellation of project The set of mandatory projects The th set of exclusive projects, = 1, 2, … ,
The set of projects that the implementing of project is contingent upon the implementation of all of them The set of projects that the implementing of project is contingent upon the implementation of at least one of them
Decision variable
= 1, 0, ℎ
Deterministic PSP
When all parameters are known with certainty, the rational decision is to start a subset of projects such that all resource constraint to be satisfied. This way, the losses from cancellation of projects can be disregarded. The deterministic problem may be formulated as: Model 1: deterministic model
The objective function given in (1) represents the total profit earned from the implementation of selected projects. Constraint (2) ensures that the amount of each resource needed for selected projects will not exceed the available amount. Constraint (3) forces the implementation of mandated projects. Constraint (4) implies that at most one project from every exclusive set may be selected. Constraint (5) indicates the situation in which implementation of project is contingent upon the execution of all of the projects in a specific set (| | is the number of elements in the set ). Constraint (6) defines a condition where selection of project is contingent upon implementation of at least one of the projects in a specific set ( ). Constraint (7) limits the decision variables to be binary.
Proposed approach and its background

A brief review of CCP
Here, we address CCP and for evaluating EVM, the reader may refer to Liu (2007) . We also use CCP and EVM as a benchmark to clarify some features of EUP as the proposed method. We assume that some coefficients in the deterministic model are uncertain. Model 2: chance constrained programming
where α and β are predetermined confidence levels, and is the -optimistic return. Constraint (11) stands for constraints (3-7) in the deterministic problem, which can be repeated here unchanged. CCP tries to maintain feasibility of resource constraints with a high confidence level (e.g. = .99) and assumes that violation of constraints can be disregarded due to its very low chance of occurrence. In some cases that consequences of constraint violations are not known or are hard to estimate, CCP can be useful. In constraint (9) the DM determines his/her acceptable confidence level for objective function, which indicates his/her attitude toward risk. If > .5 the DM is risk averse, if < .5 he is risk seeker and = .5 models the neutral behavior.
Some required knowledge from utility theory
Here we examine the utility theory to see what we should do about a decision in an uncertain environment based on some rational axioms. In the classical problems of utility theory, decision maker considers a situation that stochastic events determine the payoff to him.
Assume that X is a set of "prizes" and ℓ is a lottery with payoffs in X. Lottery ℓ is a function p:
( )is the probability that the payoff is and when = , , … , for some finite number n, we will write ( ) = . The expected value of a lottery is the sum of the payoffs, where each payoff is weighted by the probability that the payoff occur (Gintis, 2009) . If the lottery ℓ has payoffs , , … , with probability of , , … , , one can write ℓ = ( , ), ( , ), … , ( , ), with expected value of:
Feller (1950) argued that the above equation is significant because of the law of large numbers, which states that as the number of times a lottery is played goes to infinity, the average payoff converges to expected value of the lottery with probability 1.
Assuming that individuals have consistent preferences over an appropriate set of lotteries, Von Neumann & Morgenstern (1944) , Friedman & Savage (1948) , Savage (1954) , and Anscombe and Aumann (1963) showed that expected utility principle will be valid in stochastic environment. The final tip from utility theory, which will be of useful for our argument is utility functions. This is especially important because in practical cases, this is not generally true that one can repeat his/her choice for infinite times, and there are many cases that one can choose a lottery only one time. To model this condition, scholars have introduced different types of utility functions. The shape of utility function depends on the risk seeking level of a specific DM. For example, ln and √ are two utility functions, which can model risk aversion and can be used for a risk seeker DM. Therefore, the revised measure for assessing the value of a lottery, which is more accurate can be written as below:
where ( ) is the utility of payoff for the DM.
The proposed approach
Consider some coefficients in the deterministic model to be uncertain. Every decision about selected subset of projects is a lottery. In the other words, for a given decision, we will have different payoffs based on realization of uncertain parameters. If after realization of uncertain parameters the resource constraints is satisfied, the payoff is the objective function in (1). Otherwise, the payoff is a combination of the profit from continued projects and the loss from cancelled ones. Here, we assume that the distribution of uncertain parameters to be discrete (if not, one can use discretization to convert continuous distributions, refer to Birge and Louveaux (1997) 
subject to
The objective function maximizes the utility of a given decision. For every states of the world, a started project may or may not be cancelled: If continued, its profit will be earned and if cancelled the cost of its loss will be incurred. Eq. (17) implies that those projects that are not started, will not be revised after realization of a scenario (because in such cases = 0 and so the value of objective function will be zero for them and no profit or loss can be included). The last term in Eq. (17) ensures that an additional benefit from two synergetic projects can be earned only when they have been started already and be continued after realization of a scenario. Because all variables are binary, in every situation only a profit or a loss will be the outcome and so we have considered the utility of these parameters instead of the utility of the whole term in the accolade (the utility function is assumed to be additive). Finally, the cumulative outcomes from the projects under each state of the world have been weighted and added together. Constraint (18) ensures that in all situations the available amount of resources will not be exceeded. If after realization of uncertain parameters the required amount of resources for completion of all started projects do not be available, some projects will be cancelled so that maintain feasibility while producing the best possible value for objective function. In fact, decision variables , are our interface between primary decision variables and states of the world. In the other words we take a specific decision and start a subset of projects while we know that we have managed uncertainty by , . Then after realization of scenario we will act based on , to cancel some projects if there is any , = 0.
One may simply think that EUP works in the sense of expected value operator. This is totally wrong because EUP brings the tradeoff between feasibility of the original problem and consequences of implementation of projects (profits and losses) in a single term and uses a set of constraints, which will hold almost surely. Note that Eq. (17) is still an uncertain term due to , and . This term should be converted to a deterministic one based on the attitude of DM (like what was stated for CCP).
Numerical example
Here we use two very simple examples to compare EUP with CCP and EVM. Example1. Consider the following problem with ( ) = (profit and loss are in million dollars): 
The above model is a mixed integer programming, which can be solved very easily. The optimal solution is = , = , = 1 with all remaining variables equal to zero. This solution states that we should start project 1 and we have to cancel it only when tends to zero. In fact, EUP compares the utility of these four possible primary decisions: 
The only digit, which may need more attention, is -1, which represents the utility of starting both projects when tends to 1. In this case, the model compares cancelation of project 1 and 2 and decides to continue with project 2. As it was expected, the decision (1,0) is optimum. Because the cost of purchasing extra resource is 9 million dollars, it is always better to cancel projects when there is a shortage. Certainly, this is not always the case and the best method is to consider cancelation option and provision of extra resources simultaneously.
Using CCP one can write:
, ∈ 0,1
With > .75, one should not start any project, with . 50 < ≤ .75, the optimal solution is = 0, = 1 and with ≤ .50, one may start both projects. Putting aside this fact that CCP cannot consider the cost of cancellation, one can obviously see that the quality of CCP solutions, compared with the rational approaches of utility theory, is very low. The following example, for some problems with parameters having continuous distribution, compares EUP, CCP and EVM. Although this paper addresses those problems with discrete distribution for uncertain parameters, the following example can show a feature of EUP for both discrete and continuous distribution cases. Example2. Consider following uncertain programming problems:
where ~U[1,3], ~U[2.5,5.5]. Without considering consequence of constraint violations (i.e. the cost of cancellation= 0), the problems will be solved by EVM, CCP and EUP. By this assumption, although the solutions remain incomparable, it will be possible to investigate some comparable features of above modeling approaches.
Here because of the special form of problems in this example, we use the following technique to compute the EUP solutions:
where ( ) is the expected utility of decision . The above method can be used for continuous cases and is similar to the EUP method described earlier for discrete cases. For example for problem 3 one can write:
which yield ≈ 1.87 as the optimum. Table 2 shows the optimum solutions and optimum returns from the objective functions for the problems 1, 2 and 3, using three deferent modeling approaches. For different objective functions, , , + , EVM and CCP have provided identical solutions * = 2 and * = 1.2, respectively. Here the optimal solution for EVM and CCP will not depend on ( ), and only will be determined by the uncertain constraint − ≤ 0. However, when using EUP, the tradeoff between the value earned from objective function and the probability of maintaining feasibility condition will be possible. From table 2, one can see that different decisions have been produced as a result of this feature of EUP. In fact, the other approaches have no idea about the possibility of taking a rational risk in pursuit of greater returns from objective function.
From analysis of problem (4) another feature of EUP can be observed. Using EVM, we will have:
which is obviously infeasible. By the CCP, assuming and to be independent, the stochastic constraints can be converted to:
The maximum of the left hand side is ". 01042" in = 2.75. Therefore, if > .01042 then there will be no feasible solution. Here the conclusion is: by CCP one can obtain a feasible solution only with some values of and there are many cases that using CCP yields an infeasible solution while the original uncertain problem itself is not infeasible (for example consider problem (4) by = .9). It is not easy to repeat the above computations for practical problems when applying CCP, therefore adjusting confidence level for obtaining a feasible solution can be a struggle. Now we solve problem (4) 
and because the second derivative of ( ) in = 2.7613 is negative, this point is the maximum and therefore is the optimum solution for the problem (4) with ( * ) = 0.0287. Here, another feature of EUP can be explained this way: using EUP the resulting deterministic problem will have the extermum of * such that ( * ) = 0 only if the original uncertain problem is infeasible for all values of uncertain parameters. Comparing with EVM, EUP never omits feasible space. Furthermore, comparing with CCP, one must find a confidence level that is acceptable for the DM and simultaneously yields a feasible space. EUP does not need such investigations and automatically provides a feasible space (if the related uncertain problem has a nonempty feasible space) and using a tradeoff between the earned value from objective function and the chance of feasibility for the solutions, EUP tries to maximize the utility of decisions.
A case study
Saipa is a reputable automobile manufacturer in Iran and has 10 subsidiaries and many more suppliers and contractors. Recently government of Iran has decided to remove all energy subsidies and all auto industries have faced a significant move on energy prices. Therefore, the management team of this firm has decided to respond to this change by implementation of some improvement projects across the entire company and 24 projects have been proposed where each one has an uncertain annual profit. The cost of implementation of projects is almost fixed and specified in project contracts and the required manpower needed for implementation of them is known. The management team is not sure about the availability of the required financial resources in implementation stage because some customers may place a high volume order but delay their payments. In addition, skilled employees needed for the implementation of projects are not always available to participate in projects and may be involved in more important tasks (e.g. satisfying key customer demands). At the needed time, extra amounts of these resources cannot be acquired with acceptable cost. The management team has appointed a project manager for selection and supervision of improvement projects and agreed to use discrete distributions, based on historical data, for available financial resources and skilled employee in implementation stage. These distributions are shown in Table 3 and the other information about projects are given in Table 4 and Table 5 . 2 -3 -5 -10 -15 -20 and are assumed to be independent, so, there are 12 possible states of the worlds ( = 1, 2, … , 12) with probability of Pr( ). Pr( ). For instance, = 12 implies that = 130 and = 7800 with probability of Pr( = 12) = .0525. Furthermore, there are three cancellation results: contractual obligation (in million dollars) , dissatisfaction of contractors, consultants and some related customers or loss of company credit (stated as very low, low, medium, high and very high) and inter organizational disorder and dissatisfaction of people benefiting from the project(again, stated as very low, low, medium, high and very high). For the outcomes stated as dollars, project manager decides to use ( ) = , bututility of the other results is given in Table 6 . For example if project 21 be cancelled, the loss of credit will be very high , the resulting disorder will be medium and the compensation will cost20 million dollars and the total utility can be computed as -45.
Application of EUP
Using the above information, the problem can be written as:
subject to , ,
, ≤ , , = 1, … , 12
, ,
Because the project manager expects to gain from implemented projects for several years, in Eq. (39), he has substituted the random profit of projects by their expected values. This problem has 24 primary decision variables for selection of projects and 288 secondary variables for cancellation decisions for projects under12 possible scenarios. Eq. (40) and Eq. (41) stand for 24 resource constraints, which must hold for sure. Eq. (42) ensures that all interactions among projects have been considered and all variables are limited to be binary.
2. Solution method
The proposed model in this section integrates two interdependent decision phases. The first one is selection decision, which states which projects will be started. The second one is cancellation decision, which determines which started projects should be cancelled due to shortage in some resource types. Here, we have 12 independent scenarios and for each selection decision, there are 12 cancellation decisions. In fact, the cancellation decisions, for each state of the world, only depend on the set of selected projects. Therefore, one may consider the following procedure to solve the problem:
Step1: Select a set of project satisfying deterministic constraints stated in (42),
Step 2: Cancel some selected projects under each scenario and based on available resources,
Step 3: Check the stopping criterion and if confirmed go to step 4. Otherwise return to step 1,
Step 4: Stop.
Obviously, one needs some efficient methods or algorithms to find the optimal or near optimal decisions in step 1 and 2. As stated, there are 12 independent cancellation decisions where each of them is similar to a two-dimensional knapsack problem. Because the knapsack problem is regarded as NPhard (Kumar & Singh, 2010; Angelelli et al., 2010; Akbari et al., 2011) , here, the entire problem consists of these sub-problems will be NP-hard. Therefore, this paper uses a heuristic method to solve the problem. Genetic algorithm (GA) is one of the modern metaheuristic algorithms and it has been successfully applied to many NP-hard problems like the knapsack problem (Lin, 2008; Alves & Almeida, 2007; Khanzadi et al., 2011) .
In addition, GA has been used to solve PSP with satisfactory results compared with other available solution methods (Li et al., 2009; Ghorbani & Rabbani, 2009) . GA uses the concept of evolutionary computation imitating the natural selection and biological reproduction of animal species. It originates from Darwin's "survival of the fittest" concept, which means good parents produce better offspring.
Here in algorithm 1, we use GA separately for selection decision and 12 independent cancellation decisions.
Algorithm 2
Step1: Candidate an initial population of feasible solutions using genetic algorithm respect to constraints represented by (42), Step 2: Simplify the objective function in (39) using proposed solution for selection decision,
Step 3: Optimize all 12 cancelation sub-problems and return the value of simplified objective function,
Step 4: Check the stopping criterion and if confirmed go to step 6. Otherwise go to step 5,
Step 5: Generate the next population using crossover and mutation operators and return to step 2.
Step 6: Stop.
More details about GA can be found in Alves & Almeida (2007) , Lin (2008) and Li et al. (2009) . In step 3, the sub-problems are solved to optimize the simplified objective function respect to each scenario. The following algorithm may be used for this matter:
Algorithm 3
Step1: Candidate an initial population of feasible solutions using genetic algorithm subject to resource constraints under each scenario,
Step 2: Compute the simplified objective function,
Step 3: Check the stopping criterion and if confirmed go to step 5. Otherwise go to step 4,
Step 4: Produce the next population using crossover and mutation operators and return to step 2,
Step 5: Stop.
In all algorithms the stopping criterion is based on improvement in objective function, i.e. if for two successive iterations the improvement fall below a predetermined value, the algorithm will be terminated. Here, the solution method decomposes the original problem into many smaller and easier sub-problems to decrease the computation time significantly. Table 7 shows the solution provided for the case problem.
For example, project 5 is selected and under scenario 5 may be continued and under scenario 6 should be cancelled. Therefore, the best decision is to start with projects 1, 2, 3, 5, 7, 9, 11, 12, 13, 14, 17, 18, 22 and 23 . EUP ensures that uncertainty has been managed and the utility of this decision is equal to 575.7425. 
Conclusion
This paper proposed EUP as an appropriate modeling approach for project selection problem under uncertainty and based on certain practical assumptions. It was discussed that EUP can take into account consequences of infeasibility of decisions, which might be revealed after realization of some unknown parameters. Utility theory and CCP formed the foundation of proposed approach and two numerical examples clarified some features of EUP compared to other popular modeling approaches like CCP and EVM. Finally, to show its practical meaningfulness, EUP was applied to a real case and the results were presented.
