Abstract
The automatic classification of natural language texts has become one of the most important applications in data mining, especially due to the steadily growing amount of unstructured digital content available on the Web. In general, text classifiers are constructed by learning characteristic patterns from already labeled documents [1] . However, learning on a specific domain generates a classifier model that reflects the patterns of exactly the domain the classifier was trained on. In context of text classification, especially the vocabulary is important and significant to distinguish between classes because in the vector space model (VSM), each unique term corresponds to a feature in the vector space. Naturally, each classifier trained on this vector space heavily depends on the terms and the vocabulary used in this domain. Also, classifiers usually need a lot of training data in order to fully capture a domain's characteristics.
When no training data is available for a domain, a possible approach is to train a classifier on a domain with similar features and characteristics. However, it is not clear whether a trained model generated on one domain can be generalized to another domain. Classifiers usually try to avoid over-fitting on the training set to maximize the generalization capabilities. Clearly, in case of cross-domain classification, an implicit fitting to the training corpus vocabulary is unavoidable. One approach to overcome this is to exploit the latent semantic structures of texts. Based on this, a more domain independent latent semantic feature space can be created. Also, the semantic relations between different domains can be exploited to transfer knowledge from a source domain to a target domain. In [2] , an algorithm based on Latent Semantic Analysis (LSA) [3] is proposed to exploit common topics and their semantic relations between domains. This knowledge is then used to boost text classification in the target domain. The algorithm performs well, yet its computational complexity is very high. In [4] , an algorithm is proposed that explicates the latent semantic relations between two domains in combination with a co-clustering approach. However, this method is also computationally complex and therefore hardly applicable for a highly dynamic setting. In our work, we aim to classify weblogs (further referred to as blogs) into commonly agreed upon newspaper categories. In general, there is usually little training data available for blogs, even though blogs are often tagged by users. Yet, this tagging information is mostly subjective and not consistent across blogs [5] , and most important, the tagging information does not match the predefined newspaper categories. Besides, the tagging vocabulary of each individual blog is different and dynamically changing. These are the reasons why we cannot exploit folksonomies 1 either. We would need to first learn a mapping from the evolving tagging vocabulary or folksonomy to our categories which would result in another text classification problem. Consequently, it is not possible to directly exploit individual blog tagging information, folksonomies respectively in our text classification setting.
Besides, in our project, we already are provided with high quality labeled articles from a German news corpus [6] . The articles were manually assigned to well known and commonly agreed upon newspaper categories by newspaper editors.
Also, the blogs contained in our blog corpus are quite similar to news articles [7] , because in our project setting, we are primarily interested in blogs highly correlated with news articles. An analysis of the term distributions of both corpora revealed significant differences, yet, we also identified that significant terms for a topic remain the same across both corpora. This is in fact a crucial property for cross-domain text classification. Given the labeled news articles and the unlabeled blog corpus, the question is: can we use the news data to apply high quality cross-domain classification from news to blogs? Our corpora are highly dynamic and daily growing with a topic drift. Therefore, a fast and efficient solution is needed for our work.
To derive an efficient solution, we apply several text classification algorithms, among others a novel centroid-based algorithm, on the problem setting and evaluate the performance of these algorithms for different scenarios. Note that our methodology was first introduced in [8] .
We claim that the generalization abilities of text classification algorithms are sufficient when the classifiers implicitly concentrate only on the most important textual features. Our features are weighted with state-of-the-art techniques. In addition to the performance evaluation, we conduct a visual evaluation with the classifier visualization proposed in [9] . This visualization enables us to investigate classifier decisions and mis-classifications in more detail and to deeply analyze the generalization abilities of the algorithms on the different scenarios.
The remainder of this paper is structured as follows: Section 2 describes the cross-domain problem setting of our work and the centroid-based classifier we used among others. In Section 3, the classifier visualization is described and its application to our classification task is explained. Section 4 describes the experimental settings, our data sets and the parameter settings. In Section 5, our results are described and discussed. Finally, we conclude the work in Section 6 and give directions for future work.
Problem Setting
In our problem setting, the goal is to solve a cross-domain multi-class problem with five classes. We are provided with a corpus that consists of two sub corpora: The first sub corpus is collected from Austrian newspapers. We refer to this corpus as news corpus. Note that newspaper editors manually labeled the corpus according to five common newspaper categories: politics, economy, sports, culture and science. The second sub corpus was crawled from the World Wide Web using a Web crawler developed at our institution [10] . We further refer to this sub corpus as blog corpus.
For our project setting, it is crucial to be provided with a classification system with low computational complexity due to the highly dynamic nature of our data. Consequently, it is natural to use a centroid-based text classifier because centroid-based classifiers are known to achieve good results in terms of accuracy and time complexity [11, 12] . In this work we implemented a novel centroid-based text classifier, the Class Feature Centroid (CFC), recently introduced in [13] . The algorithm is described in more detail in Section 2.1. The CFC is extremely fast and is reported to outperform SVM -which is one of the best performing text classifiers -and all other centroid based text classifiers. To compare the performance of the cross-domain classification task, we evaluated CFC, and two standard text classifiers: Firstly, a k-Nearest Neighbor algorithm (k-NN) [14] and secondly, a Support Vector Machine (SVM) [15] based on LibLinear [16] . As outlined by Sebastiani [1] , SVMs and k-NN algorithms are among the best performing standard text classification algorithms.
CFC Algorithm
The Class Feature Centroid (CFC) classifier, proposed by Guan et al. in [12] , is a novel approach to centroid-based text classification. The advantage of centroid-based classifiers is clearly their computational efficiency and their simplicity [11] . However, their accuracy strongly depends on the quality of the centroids representing each class [12] . In addition to the CFC algorithm, in [13] a novel centroid weight representation is proposed which takes into account both the inter-class term distribution and the inner-class term distribution. Both are then combined to generate the term weights for the centroids. The weight representation is given in Formula (1)
For each class, a centroid vector is constructed using this weighting scheme. Since only highly discriminative terms result in a weight larger than 0, highly discriminative centroids are derived. In addition to this weighting, a denormalized cosine similarity is used to compute the distance of the test documents to the class centroids. The denormalized cosine similarity computes the similarity between a document vector and a centroid vector using a standard cosine similarity whereas the centroids are not normalized to unit length as in tf-idf. The authors claim that not normalizing the centroids to unit length preserves the discriminant capabilities of the centroids.
Apart from the novel weighting representation, the memory consumption of the CFC is very low because one has only to store one highly sparse centroid vector per class. Guan performance to a SVM and other centroid-based approaches whereas the experiments were conducted on the Reuters-21578 corpus and on the 20-newsgroup corpus. In these experiments, the algorithm outperforms both the SVM and other centroid-based approaches.
Classifier Visualization
To get more detailed insights into a classifier's quality and decisions, we used the visualization of classifiers proposed in [9] . The visualization is applicable for all classifiers whose output corresponds to or can be mapped to an a-posteriori distribution. Our k-NN implementation outputs probabilities per se, for SVM and CFC, the classification outputs need to be mapped to a probability distribution, as described by Platt in [17] . The visualization shows the quality and decisions of a classifier for a fixed split of the data set. In practical applications, this split is given beforehand, since only a subset of the data contains samples with class information (so-called labeled samples).
In our scenario, all items exhibit class information. Thus, we randomly split the data set into training, test and evaluation subsets. Figure 1 shows the general visualization process using these three subsets. In the visualization, the classes are represented by unique colored squares that are placed equally distributed around the perimeter of a circle. As shown in Figure 1 , the classifier is learned on the training items and visualized on the test set whereas the visualization shows the a-posteriori probabilities for all test items. Items with low confidence are placed in the middle of the circle and items with high confidence are placed near their according class squares. Consequently, the classifier visualization provides us with the possibility to interactively identify problematic classes and items at a glance.
Additionally, common performance measures like accuracy or precision/recall are calculated and provided in form of a tabular view and a performance plot. With the performance measures, we are able to compare different algorithms and rank them in terms of, for instance, accuracy. Besides, if the correct class label information is available also for the test set, the mis-classifications of the classifier on the test set can be investigated in detail. In the mis-classification view, correctly classified items are represented by a green "+"and mis-classified items are denoted by a red "x". Naturally, the mis-classification view can be used to indicate problem samples and to identify classes which are hard to separate.
In general, when evaluating classification results, especially the generalization abilities of classifiers are of great interest. If a classifier exhibits no generalization abilities at all, it cannot be applied to another domain. This is referred to as overfitting, which means that the classifier adapts the classification model to exactly the used training data. Naturally, if the test set differs from the training set, the application of such a classifier results in a bad performance. The overfitting behavior of a classifier can be assessed by comparing the confusion matrix of the training set with the confusion matrix of the test set. A confusion matrix shows for each pair of classes how many items of the one class were assigned to the other class. The diagonal of the confusion matrix contains the correctly classified items. When analyzing the confusion matrix of the classifier performance on the evaluation set, a classifier with good generalization abilities should output a similar confusion matrix like on the training set. Note that in order to compare both matrices, it is necessary to normalize them to the number of documents in the respective data set.
In our work, we visually analyze the overfitting behavior of a classifier using a heatmap-based visualization of the confusion matrix. Note that different basis colors are chosen for the training and the evaluation set. The cell containing the maximum value is colored using the darkest color whereas the cell with the minimum value is colored white. Consequently, two confusion heatmaps can be visually compared because the absolute value in the cell is irrelevant. This is important as in general, the number of items in the training and the test set differ to a great extent.
Experimental Settings
Four our experiments and the evaluation of our classification task, we split our data sets into a fixed training and test set. To measure the performance of our classifiers, we then evaluated the algorithms on the following four scenarios: NB NewsNews: The training set of the news corpus was used to train the classifiers and we report the performance on the news evaluation set. Copyright © 2010, Infonomics Societycorpus was used to train the classifiers and we report the performance on the news evaluation set.
NB NewsBlog: The training set of the news corpus was used to train the classifiers and we report the performance on the blog evaluation set.
BN
BlogNews: The training set of the blog corpus was used to train the classifiers and we report the performance on the news evaluation set.
Dataset Properties
The news corpus contains about 28k documents with about 237k nouns in total and an average document length of 92.5 nouns. Each class of the news corpus contains nearly the same number of documents (~5600). The blog corpus consists of about 11k blog entries from 56 blogs which are selected according to the given newspaper sections: 10 politics blogs, 10 economy blogs, 10 sports blogs, 11 culture blogs, and 15 science blogs. In the blog corpus, the classes are represented by about 2800 politic blog entries, 2800 economy blog entries, 2400 sports blog entries, 1400 science blog entries, and 1100 culture blog entries. The blog entries were labeled with the class of the blog, and therefore all blog entries within a single blog belong to the same class. The blogs were chosen by their news categories and their blog entries were randomly checked whether they really belong to the class. Note that we did not examine all blog entries per blog therefore we cannot completely ensure that there is no mislabeled data. This naturally limits the theoretically achievable accuracy to less than 100%. The blog corpus contains about 110k nouns with an average document length of 61.5 nouns and a total noun token count of 675k. The merged corpora dictionary holds 302k different terms. Note that the sum of the distinct terms in the news and blogs dictionary is 347k, so consequently these two corpora share only 45k terms. We vectorized the data with an information extraction and vectorization module based on OpenNLP 2 . We used the Part-Of-Speech tags to construct our noun vector space. As a measure for the statistical difference between the news and blog dataset, we calculated the Kullback-Leibler divergence (KL) [18] . The Kullback-Leibler divergence, also known as relative entropy, is a measure of the difference between two probability distributions B and N. The KL divergence between two corpora (Blog B, News N) is calculated as
where P B(t) states the probability of the term t in 2 http://opennlp.sourceforge.net corpus B and P N(t) the probability in corpus N. The Kullback Leibler divergence for our cross domain corpora is shown in Table 1 . The KL divergence of 0.535 clearly reflects the statistical difference between the term statistics of these two corpora. Note that the number of documents per class is not necessarily equally distributed across the different sets (train/test) due to the purely random split procedure.
Parameter Settings
For a weighting schema, we used BM25 [19] for k-NN and SVM with the standard parameters k=2 and b=0.75. We also experimented with variants of tf-idf for both algorithms, yet the k-NN and SVM algorithms performed best with BM25. For CFC, we used a standard tf-idf weighting, as recommended by the authors. We also tested the algorithm with BM25, but the results got worse than with tf-idf, as expected. For the k-NN algorithm, we conducted a manual parameter search and identified k=10 to be the best parameter setting. For the SVM, we used a linear kernel which is reported to outperform non-linear kernels in text classification [20] . We also experimented with various values for parameter b in CFC. However, different from findings in the original publication, where b=e -1.7 , we found that b=e -1.0 performs best in our problem setting.
Results and Discussion
In our evaluations, we first computed the performance of all three classifiers on the mono-domain classification task (scenarios NN and BB). From these experiments, we determined the maximum achievable performance for all classifiers for the cross-domain task. As a performance measure, we computed the micro-averaged classifier accuracy a using the following formula:
whereas TP corresponds to the true positives, TN to the true negatives, FP to the false positives and FN to the false negatives. Note that all our results are derived following a 10-fold crossvalidation strategy. Our experiments revealed that the CFC achieves an accuracy value of 0.95 in the mono-domain task, equally well as the accuracy of the k-NN. The SVM performs slightly better with an accuracy of 0.96. We achieved similar results for scenario BB. The experiments showed that in the mono-domain settings, all algorithms achieve a nearly perfect performance. Since our computations are based on nouns which capture mostly topic related information, we can conclude that generally, a topic classification can be done with high accuracy in one domain.
For scenario NB, the most important scenario for our work, the performance of all three classifiers drops significantly, as expected. The k-NN algorithm is best with accuracy of 0.82. The CFC algorithm performs with accuracy of 0.78, and the SVM with accuracy of 0.80. The standard deviations for the 10 fold crossvalidation range from 0.001 to 0.009. These extremely low values indicate that the classifier performance is robust and independent from the actual splits. Additionally, we reduced this scenario NB to a binary classification task, taking only news articles and blog entries from the classes "politics" and "sports" into account. The results for the binary task versus the five class problem are: for the k-NN 0.85 versus 0.80, for the SVM: 0.82 versus 0.76, and for the CFC: 0.84 versus 0.78. Note, in this scenario, the accuracy dropped less from scenario NN to scenario NB, clearly due to the lower complexity of the binary task.
For completeness of our experiments, we also evaluated scenario BN. The k-NN algorithm performs slightly better (accuracy of 0.840) than CFC with accuracy of 0.838. The cross-domain experiments reveal that a topic classification based on nouns is harder across two different domains, as expected. Clearly, the vocabulary of two domains is different and so are obviously the topics, at least to a certain extent.
When comparing the results of the different classifiers, we can derive that in many cases, the k-NN algorithm works slightly better than the CFC and the SVM. All results are summarized in Table 2 whereas the accuracy means and standard deviation of the 10-fold crossvalidation are given for all algorithms and both the mono-domain and the cross-domain scenarios. Regarding the computation time, the CFC is by far the best. In Figure 2 , the training and testing time for all investigated algorithms and scenarios are given. As one can see, the CFC is slightly slower than the k-NN in training, but faster in testing. The training time of the SVM is worse even though its testing time is similarly low as the testing time of the CFC. Summing up, taking both training and testing time into account, the CFC performs best out of all three algorithms. To get deeper insights into the algorithm's decisions, we analyzed the class centroids of CFC in more detail. For this, we investigated the terms with weight w>0 (remember, these terms are claimed to be the most discriminant terms, as described in Section 3). We calculated the KL divergence between the news and blog term distributions, but for this experiment, we only took centroid terms into account. As shown in Table 3 , the KL divergence significantly decreased (by a factor 4 on average). This reveals that the CFC selects those terms which are characteristic for a class and these remain the same across both the news and the blog corpus. This indicates that the centroid weights are robustly selected by the CFC. Note that C1 corresponds to class politics, C2, to class economy, C3 to sports, C4 to culture, and C5 to science. We visually analyzed the classification results for scenario NN and NB with our visualization tool. The results are depicted in Figure 3 and 4. The visualization shows that the k-NN algorithm exhibits a discrete probability distribution. This can be derived from the fact that between two classes a maximum of 11 discrete confidence steps can occur. This also holds for the multi-class assignment. However, an interesting artifact of our dataset is that the k-NN has difficulties to make a clear decision between the classes "science" and "culture" as well as "economy" and "sports". Also, the visualization gives the impression that the SVM analyzes a set of binary classification problems since the test items are placed along the connecting lines between all classes. However, we need to investigate this artifact in more detail. The CFC algorithm exhibits a relatively balanced distribution of the test items. Comparing the image of SVM and CFC, the CFC places less test items on the outer boundaries, between the categories "politics" and "economy", as well as the categories "politics" and "science". The reason for this is that the centroid vectors overlap to a certain extent. The visualization also reveals that the CFC does not prefer any class. This better reflects the a-priori probabilities because we train on an equally distributed corpus. For the NB scenario, k-NN and CFC exhibit a very similar visual distribution -like in the NN scenario. That is why we expect that the algorithms perform similar on the cross-domain task. For the CFF and the SVM one can clearly see the worse performance for classes in the cross-domain task. The accuracy of the classifier is still quite high yet the confidence in the decision is still decreased (most items are located in the center of the circle which means their confidence is low). However, the correctness of the algorithms' decisions can only be verified when investigating the mis-classifications (as depicted in Figure 5 ). The mis-classification of k-NN is equally distributed as one can see in Figure 5 (a). The SVM has several mis-classifications in category "science" with confidence nearly 1. This indicates that the model of the SVM cannot be optimally generalized from the news domain to the blog domain. The previously discussed visual impression is reflected in the accuracy result. In contrary, the CFC has nearly no mis-classification very close to the classes whereas the actually misclassified items are placed more in the center of the visualization. Remember that this is the region where the items with low classifier confidence are placed, as described in Section 3. In reference to our dataset, we conclude that the CFC confidences are more trustworthy than the SVM and k-NN confidence values for the cross-domain task, since the CFC places misclassified items rather in the middle of the circle. Additionally, we visually investigated the generalization abilities of our classifiers in the cross-domain setting. For this experiment, we also used the classifier visualization to generate heatmaps that encode the confusion matrix of the classifiers. We refer to them as confidence heatmaps. The confidence heatmaps are shown in Figure 6 for scenario NB and NN. In the mono-domain task (NN, left in Figure 5 ) the confidence maps for the training and evaluation set are quite similar. This indicates that all classifier exhibit a good generalization behavior. In the cross-domain task (NB, right of Figure 5 ), the evaluation maps show darker colored off-diagonal elements whereas the training heatmap reveals a distinct diagonal. From this, it can be derived that the classifiers overfit towards the training data in the cross-domain task which means that their generalization abilities are lower than in the mono-domain task.
Conclusions
In this publication, we applied and evaluated a novel linear time classifier (CFC) for a cross-domain classification task. Our experiments showed that this classifier performs comparably with SVM and k-NN while being remarkably faster. Also, in terms of memory complexity the CFC definitely outperforms SVM and k-NN. In our setting, the CFC only stores the five centroid vectors, the SVM has to store about 1000 support vectors, and the k-NN the full training set (17k for scenario NN and NB). We also identified that in our setting, the CFC model is more general and therefore better applicable than SVM for the cross-domain task. Besides, the experiments revealed that the accuracy drops less for CFC from the mono-domain task to the cross-domain task. This also emphasizes that the CFC model generalizes better. The visualization shows that the confidence distribution for CFC is more trustworthy than the SVM and k-NN confidence values. The k-NN mis-classifies items to wrong classes with high confidences, significantly more often than CFC and SVM. Furthermore, the CFC and SVM rather assign low confidence values to misclassified items. This clearly reflects the decision uncertainty for such items. However, when analyzing the computation time and taking into account both training and testing time, the CFC outperforms both the k-NN and the SVM. To sum up, in our case, the CFC is an efficient solution for a cross-domain classification of weblogs. A visual analysis of the overfitting behavior of the used classifiers with confidence heatmaps revealed that in the cross-domain task, all classifiers tend to adapt their model to exactly the training data. This naturally limits their generalization abilities. In the future, we want to analyze whether incremental algorithms are applicable for our problem setting and how to improve the generalization abilities of our classifiers. Also, we plan to extend our blog set to English sources in order to address a more international setting. Besides, we want to investigate which textual and style based features are especially suited for a cross-domain classification that goes beyond topic classification. 
