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Abstract
We present one of the only known cases of the Birch and Swinnerton-Dyer Conjecture,
the so called Coates–Wiles Theorem. Let K be an imaginary quadratic field with ring
of integers O and let E be an elliptic curve defined over Q with complex multiplication
by O. The Coates–Wiles Theorem states that if the L-series attached to E/Q does
not vanish at 1 then the set of rational points of E is finite.
We explain a proof given by Karl Rubin, which uses the theory of Euler systems.
We begin the exposition reviewing the basic theory of elliptic curves over local fields
and elliptic curves with complex multiplication. After that, we study the Euler system
of elliptic units and its connection with the L-series attached to E.
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Introduction
An elliptic curve E defined over a field F is a algebraic projective nonsingular curve
of genus one with a distinguished point O. The Riemann–Roch Theorem shows that
the set of affine F -rational points of E can be identified with the locus of solutions
in A2(F ) of a Weierstrass equation
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6, (1)
where the coefficients ai ∈ F . Then, O is the point at infinity. We will denote by
E(F ) the set of points P = (x, y) with x, y ∈ F that satisfy (1) together with the
point O.
Remarkably, E(F ) can be endowed with a natural group structure. It is given by
the Chord-Tangent Method. Given two points P,Q ∈ E(F ), consider the point R of
intersection of the line passing through P and Q with E(F ). Then, define P + Q to
be the intersection of the line through R and O with E(F ).
The endomorphisms of E are the morphisms φ : E → E of algebraic curves that
respect the group structure of E. The set End(E) of endomorphisms of E is a ring
where the operations are addition and composition. Some examples of endomorphisms
are the maps multiplication-by-m for some integer m, which are naturally defined by
adding a point m times using the Chord-Tangent Method. For some curves these are
all the possible endomorphisms. For others, End(E) can have more elements, in that
case we say that E has complex multiplication: the ring End(E) can be either an
order in an imaginary quadratic field or a quaternion algebra, and this last option is
not possible if F has characteristic 0.
From now on assume that F is a number field with ring of integersOF . It is natural
to ask about the size of E(F ) and it results that we can use the group structure of
E(F ) to say something about it. A very important example of what we just said is
the Mordell–Weil Theorem which states that E(F ) is a finitely generated group, i.e.
E(F ) ∼= Zr ⊕ T where r ≥ 0 is an integer and T is a finite group. We call r = rE the
rank of E, a mysterious invariant that has been object of extensive study.
Based on computer calculations, a conjectural answer to find rE was given by
Birch and Swinnerton-Dyer in 1965, the so called BSD conjecture. It connects the
algebraic nature of rE with an analytic object attached to E, the L-series. Suppose
that every ai ∈ OF . The L-series attached to E is defined by an infinite product over
the prime ideals of OF
L(E/F , s) =
∏
p
1
Lp(E/F ,Np−s)
,
where Lp(E/F , T ) is a polynomial of degree ≤ 2 and it is called the local factor at p.
To define it, consider (1) reduced modulo p (the reader should notice that the curve
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we obtain depends on the choice of the Weierstrass equation, we will explain how
to define this reduction in the first chapter). It was proven by Hasse that whenever
the reduced equation is an elliptic curve over the field FNp, which we will denote by
E˜(FNp), we have
#E˜(FNp) = Np− ap + 1,
where −2√Np ≤ ap ≤ 2
√
Np. In that case, we define Lp(E/F , T ) = (1−apT +NpT 2).
When the reduced curve is not an elliptic curve the definition for Lp(E/F , T ) depends
on the structure of the group of nonsingular points of E˜(Fp).
Using the estimate of ap it is not hard to see that the Euler product converges on
the right half plane {s ∈ C : Re(s) > 3/2}. Birch and Swinnerton-Dyer conjectured
the following.
Conjecture (BSD Conjecture). The series L(E/F , s) admits an analytic continuation
to the entire complex plane, Moreover
rE = ords=1L(E/F , s).
At this point is worth mentioning the local global principle. The definition of the
L-series attached to E has information of the curve E defined over the residue fields
FNp, which we can call local information, and the BSD Conjecture states that it is
possible to deduce results of E over the global field F from it.
For the case where F = Q the work of Wiles et al. on the Shimura–Tanyiama–Weil
Conjecture implies that L(E/Q, s) has analytic continuation. The analytic continua-
tion for the particular case where E has complex multiplication is known since the
work of Deuring, who gave an expression of L(E/F , s) in terms of the so called Hecke
L-series (as we will see in Chapter 7) and Hecke who proved the analytic continuation
of Hecke L-series. In this project we prove one particular case of the BSD Conjecture.
Let K be an imaginary quadratic field with ring of integers O and class number
1.
Theorem (Coates–Wiles). Suppose E is defined over Q and it has complex multipli-
cation by O. If L(E/Q, 1) 6= 0 then E(Q) is finite.
We will actually prove the following result. Suppose E is defined over K and it
has complex multiplication by O. If L(E/K , 1) 6= 0 then E(K) is finite. In Chapter
7 we will see that this result implies the desired theorem (in fact the two statements
are equivalent).
We will expose a proof of this theorem given by Rubin in [Rub99]. As we said,
the analytic continuation of the L-series for our particular case was already known at
this time so we will focus on proving that E(K) is a finite group. Our exposition is
organized in the following manner.
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Chapters 1 and 2 are introductory. In the first one we study elliptic curves over
local fields with a discrete valuation while in the second one we study elliptic curves
over C. In the second part of Chapter 2 we discuss the theory of elliptic curves with
complex multiplication. We do it in detail since this theory is essential for the rest of
the exposition.
Chapter 3 consists on giving an expression of the Selmer group of certain endo-
morphisms which will allow us to determine when it they are trivial. This is the
characterization that we will use in order to prove that E(K) is finite.
Chapters 4, 5 and 6 cover the theory of the Euler system of elliptic units. We
introduce this system and explain how it is used to bound certain ideal class groups.
Chapter 7 explains the connection between elliptic units and the L-series of E.
Finally, Chapter 8 combines the previous work to prove the theorem. It shows
that if L(E/K , 1) 6= 0, we can produce a concrete system of elliptic units. Applying
the theory of Euler systems to it we will be able to give a sharp bound of the ideal
class group studied in Chapter 6. This is precisely one of the conditions to show
that certain Selmer group is trivial and with some additional work we will be able to
conclude the proof.
Recommended background
We will assume the knowledge of an introductory course on algebraic number theory,
for example [Sam70]. The basic results about local fields are also assumed as well as
the main results of local and global class field theory. A very concise document with
most of the statements that we will use is [Poo], for a detailed exposition of the topic
see [Mil13]. We also use freely the basic results of an introductory course on elliptic
curves, for example [Sil09]. However, in the first two chapters we review some parts
of this book that will be very relevant for us.
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Chapter 1
Elliptic curves over local fields and
the formal group
When studying a concrete equation over a number field it is natural to consider the
reduced equation modulo some prime. The existence of solutions and its structre on
the residue field can tell us information about the original equation. More precisely,
we can obtain information about the equation over the completion of the number
field with respect to this prime and sometimes this can be translated to information
about the original equation over the number field.
In this chapter we present the basic results of elliptic curves over local fields with
discrete valuation. To do it we introduce a basic tool to study them: the formal
group. After that, we define the corresponding formal group of an elliptic curve
which allow us to apply the results of formal groups to elliptic curves. We will be
able to extract information about the structure of the points of the curve and about
the field extensions generated by some torsion points.
We follow [Sil09] Chapters IV and VII for the first sections and [Rub99] for the
last one.
Suppose that K is a local field with respect to a discrete valuation, let O be its
ring of integers and pi ∈ O a uniformizer such that (pi) = p is the maximal ideal of
O. Denote by k the residue field of K and let p be its characteristic.
1.1 Formal groups
Let R be a ring.
Definition 1.1.1. A formal group F over R is a power series F ∈ R[[X, Y ]] of the
form F (X, Y ) = X + Y +O(X2, Y 2, XY ) satisfying:
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1. Associativity: F (X,F (Y, Z)) = F (F (X, Y ), Z).
2. Commutativity: F (X, Y ) = F (Y,X).
3. Inverses: There exists a unique power series i(T ) ∈ R[[T ]] such that F (T, i(T )) =
F (i(T ), T ) = 0.
4. Neutral element: F (X, 0) = X and F (0, Y ) = Y .
Example 1.1.2. The easiest examples of formal groups over R are the additive formal
group Ga, with formal group law F (X, Y ) = X + Y , and the multiplicative formal
group Gm, with formal group law F (X, Y ) = X + Y +XY .
We can define morphisms between formal groups.
Definition 1.1.3. Let F ,G be formal groups overR with group laws F (X, Y ), G(X, Y ) ∈
R[[X, Y ]] respectively.
1. A morphism from F to G is a power series f(T ) ∈ TR[[T ]] satisfying
f(F (X, Y )) = G(f(X), f(Y )).
2. An isomorphism of the formal groups F and G is a morphism f(T ) from F to
G such that there exists g(T ) ∈ TR[[T ]] such that
f(g(T )) = g(f(T )) = T.
Example 1.1.4. One important example is the endomorphism multiplication-by-m,
where m ∈ Z. Let [0](T ) = 0. Then, define [m](T ) ∈ TR[[T ]] as
[m+ 1](T ) = F ([m]T, T ), [m− 1](T ) = F ([m](T ), i(T )).
By induction, it is not hard to see that this is an endomorphism of the formal group
F with formal group law F (X, Y ) and that [m](T ) = mT +O(T 2).
As in the ring of power series with the product, it is easy to characterize when a
morphism has inverse with respect to composition.
Proposition 1.1.5. Let f(T ) = aT + O(T 2) ∈ R[[T ]]. Then, a ∈ R× if and only if
there exists a unique power series g(T ) ∈ TR[[T ]] such that
f(g(T )) = g(f(T )) = T.
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Proof. One implication is clear, for the other one suppose that a ∈ R×. Define
a sequence of polynomials gn(T ) ∈ R[T ] of degree n such that gn+1(T ) ≡ gn(T )
mod T n and f(gn(T )) ≡ T mod T n+1 for every n ≥ 1. We do it inductively by
taking g1(T ) = a
−1T and, if we write gn+1(T ) = gn(T ) + bT n+1 we can determine b
using the condition f(gn+1(T )) ≡ T mod T n+2. Indeed
f(gn(T ) + bT
n+1) = f(gn(T )) + abT
n+1 +O(T n+2) ≡ f(gn(T )) + abT n+1 mod T n+2.
By the inductive hypothesis, f(gn(T )) ≡ T + b′T n+1 so we just need to choose b =
−a−1b′. The desired g(T ) is the limit of the polynomials (gn(T )).
We are left to see that g(f(T )) = T . Since g′(0) ∈ R× (prime stands for deriva-
tive), using what we just proved, there exists h(T ) such that g(h(T )) = T . Then
g(f(T )) = g(f(g(h(T ))) = g(f ◦ g(h(T ))) = g(h(T )) = T.
For the uniqueness, if h(T ) also satisfies this conditions h(T ) = h(f(g(T ))) =
g(T ).
Corollary 1.1.6. Let F/R and G/R be formal groups, F (X, Y ), G(X, Y ) ∈ R[[X, Y ]]
their group laws respectively. Suppose that f(T ) = aT + O(T 2) is a morphism from
F to G and a ∈ R×. Then f(T ) is an isomorphism.
In particular, if m ∈ Z is a unit in R the multiplication-by-m map [m] is an
automorphism.
Proof. By the previous proposition there exists g(T ) ∈ TR[T ] such that f(g(T )) =
g(f(T )) = T .
From now on suppose that R = O, the ring of integers of the local field K and let
F be a formal group over O with formal group law F (X, Y ) ∈ O[[Z]]. It will become
clear why we need to assume this.
As we explained, F is a group law F (X, Y ) ∈ O[[X, Y ]] without elements. Note
that if x, y ∈ p we can evaluate F (x, y), since the series converges with respect to the
norm induced by the valuation (note that it converges to an element of p). In a similar
way i(x) ∈ p because i(T ) = −T + O(T 2) (this is a consequence of F (T, i(T ))) and
also F (x, i(x)) = 0. We can therefore construct a group where addition is specified
by F (X, Y ).
Definition 1.1.7. The group associated to F/O, denoted by F (p) is the set p en-
dowed with the group operations
x⊕F y = F (x, y), 	Fx = i(x)
for all x, y ∈ p.
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Proposition 1.1.8. Let F ,G be a formal groups over O with formal group laws
F (X, Y ), G(X, Y ) ∈ O[[X, Y ]]. Then, any morphism f(T ) ∈ TO[[T ]] from F to G
induces naturally a morphism of the associated groups f : F (p)→ G(p).
Proof. The morphism is just evaluation of the power series. It is clear that it converges
and that it is a morphism.
Corollary 1.1.9. Every element of finite order in F (p) has order a power of p.
Proof. It is enough to prove that there is no nontrivial element of order coprime to
p. For that, let m ∈ Z such that (m, p) = 1 and consider the morphism of the
formal groups multiplication-by-m. Since m ∈ O×, Corollary 1.1.6 shows that it is
an isomorphism of formal groups so by the previous proposition multiplication-by-m
is an isomorphism of the associated groups. Hence, its kernel is trivial.
It is possible to say even more about the torsion subgroup of F (p). In fact, in
some cases it is possible to determine the structure of the group F (p). In order to do
it we will define a logarithm that will be a morphism of formal groups between F and
the additive group Ga. Then, we will study in which cases this morphism becomes an
isomorphism of the associated groups, F (p) and Ga(p) ∼= pO obtaining the desired
structure of F (p).
Remark 1.1.10. What we just described is a generalization of the process that is done
to study the structure of the nth higher unit groups U (n) = 1 + pn ⊂ O× of the
local field K using the logarithm map. In fact, taking F = Gm, the associated group
Gm(p) ∼= U (1) and one recovers the well known results for the structure of U (n) for
local fields.
The next proposition is an example of what we just said in the remark: it is a
well known result for the nth higher unit groups of a local field U (n) and now we see
that it is, in fact, a general result of formal groups.
Proposition 1.1.11. Let F be the associated group to F . For n ≥ 1 the natural map
F (pn)/F (pn+1)→ pn/pn+1
is an isomorphism.
Proof. It is clear that the map is well defined. To show that it is a morphism one
just have to note that F (X, Y ) = X + Y + O(X2, Y 2, XY ). Therefore, if x, y ∈ pn
with n ≥ 1 it is plain that F (x, y) ≡ x+ y mod pn+1.
We proced to define the invariant differential of a formal group F . This will allow
us to define the logarithm.
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Definition 1.1.12. An invariant differential ω of the formal group F/O with formal
group law F (X, Y ) is a differential form
ω(T ) = P (T )dT ∈ O[[T ]]dT
such that it is invariant under addition, i.e.
ω(F (T, S)) = ω(T ),
where T and S are variables.
Proposition 1.1.13. For a given F/O formal group with formal group law F there
exists a unique normalized invariant diferential (i.e. P (0) = 1) and it is of the form
ω(T ) = FX(0, T )
−1dT,
where FX(X, Y ) stands for the derivative of F (X, Y ) with respect to the first compo-
nent. Moreover, all invariant differentials are of the form cω(T ) with c ∈ O.
Proof. If ω(T ) = P (T )dT is an invariant differential
P (F (T, S)d(F (T, S)) = P (T )dT
which implies
P (F (T, S))FX(T, S) = P (T ).
Taking T = 0 we get
P (S)FX(0, S) = P (0)
and since F (X, Y ) = X + Y + O(X2, Y 2, XY ), we have FX(0, S) = 1 + O(S) and
hence FX(0, S) is invertible. Therefore
P (S) = P (0)FX(0, S)
−1.
so any invariant differential has to be of the form
ω(T ) = cFX(0, T )
−1dT.
To conclude the proof we are left to see that ω(T ) = FX(0, T )
−1dT is an invariant
differential. This is obtained differentiating the associative law with respect to U
F (U, F (T, S)) = F (F (U, T ), S).
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The following is an easy consequence of the uniquenes of the invariant differential.
Corollary 1.1.14. Let F and G be formal groups over O with formal group laws
F (X, Y ), G(X, Y ) ∈ O[[T ]] respectively. Let f ∈ TO[[T ]] be a morphism from F to
G. Then, if ωF and ωG are normalized invariant differentials of F and G respectively
ωG ◦ f = f ′(0)ωF .
Proof. We first see that ωG ◦ f is an invariant differential of F . If T, S are variables
ωG(f(F (T, S))) = ωG(G(f(T ), f(S)) = ωG(f(T )).
Hence ωG ◦ f = cωF for some c ∈ O. To determine c, use the expression of the
normalized invariant differentials
GX(0, f(T ))
−1f ′(T )dT = cFX(0, T )−1dT
and since FX(0, T ) = 1+O(T ), GX(0, T ) = 1+O(T ) (see the expression of the formal
group law in Definition 1.1.1), evaluation at T = 0 leads to c = f ′(0).
The fact that ω(T ) is invariant under addition using the formal group law F is
the key for defining a logarithm. From now on we also assume that char(K) = 0.
Proposition 1.1.15. Denote by ω the normalized invariant differential of F/O.
Define the formal logarithm of F/O as
logF (T ) =
∫
ω(T ) ∈ K[[T ]]
Remark 1.1.16. In the process of integrating ω(T ) some denominators will appear.
Therefore the power series logF (T ) will be a morphism of formal groups over the ring
K.
Proposition 1.1.17. The power series logF (T ) ∈ K[[T ]] is an isomorphism between
the formal groups F and Ga seen as formal groups over K. We will call expF (T ) to
its inverse.
Proof. Since the normalized invariant differential ω(T ) = P (T )dT = FX(0, T )
−1dT =
(1 + O(T ))dT , the formal logarithm is of the form logF (T ) = T + O(T 2) ∈ TK[[T ]].
To see that it is a morphism we are left with proving
logF (F (T, S)) = logF (T ) + logF (S).
To do it, we use that ω is an invariant differntial
P (F (T, S))d(F (T, S)) = P (T )dT,
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integrating this with respect to T
logF (F (T, S)) = logF (T ) + C(S).
To determine C(S) just take T = 0 and use that logF (0) = 0. Hence C(S) =
logF (S). Finally, we can apply Corollary 1.1.6 to see that logF (T ) has an inverse
with coefficients defined over K.
The next step is to see when this isomorphism can induce an isomorphism of the
groups F (p) and Ga(p). This can be done by studying the expresions of the series
logF (T ) and expF (T ) to see for which z ∈ p they converge. We just state the final
result without a complete proof.
Lemma 1.1.18. The series logF and expF are of the form
logF (T ) =
∞∑
n=1
an
n
T n, expF (T ) =
∞∑
n=1
bn
n!
T n,
with an, bn ∈ O for all n.
Therefore, if z ∈ p, logF (z) converges to an element of p. If v(z) > v(p)/ (p− 1)
then expF (z) also converges to an element of order v(z).
Proof. Since the power series of ω(T ) has coefficients in O[[T ]] it is clear that its
integral, logF (T ), has the form stated in this proposition. From here it is easy to see
that if z ∈ p, logF (z) will converge.
For expF (T ) one has to first prove the expression of the power series and then
study its convergence. This can be found in [Sil09] Chapter 4, Proposition 5.5 and
Lemma 6.3.
Theorem 1.1.19. If r > v(p)/ (p− 1) the formal logarithm induces an isomorphism
logF : F (pr)→ Ga(pr)
whose inverse is the morphism induced by the power series expF (T ).
Proof. In Proposition 1.1.17 we proved that logF (T ) is an isomorphism of formal
groups, so if we restrict to a set where both logF (T ) and expF (T ) converge we nat-
urally obtain an isomorphism of the associated subgroups. Thus, the result follows
from Lemma 1.1.18.
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1.2 The formal group associated to an elliptic curve
We now introduce the formal group of an elliptic curve. This could be defined for
curves over an arbitrary field. However, as we saw in the previous section, if we want
to consider the group attached to the formal group we will be interested in formal
groups over a local ring. Therefore we assume that E is an elliptic curve defined over
K and we fix a Weierstrass equation for E
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6.
Making the substitution (x, y) 7→ (u−2x, u−3y) we obtain an isomorphic curve with
coefficients uiai. Therefore, it is possible to choose u ∈ K such that all the coefficients
of the Weierstrass equation are in O. Assume therefore that ai ∈ O for every i.
Note that a point in the projective curve with coordinates [X, Y, Z] and Y 6= 0
satisfies, [X, Y, Z] = [X/Y, 1, Z/Y ]. This motivates the following change of variables
z = −x
y
, w = −1
y
(1.1)
where the point at infinity corresponds to (0, 0). Now the Weierstrass equation has
the form
w = z3 + a1zw + a2z
2w + a3w
2 + a4zw
2 + a6w
3 = f(z, w). (1.2)
We can take the equation w = f(z, w) and substitute it in the expression of w as
an argument of f obtaining the equation w = f(z, f(z, w)). Repeating this process
leads to a power series with coefficients in Z[a1, a2, a3, a4, a6] ⊂ O that expresses w in
terms of z. Using Hensel’s Lemma on the ring Z[a1, . . . , a6][[Z]], which is complete
with respet to the maximal ideal (Z), one proves that this power series is well defined
and that it is unique.
Proposition 1.2.1. There exists a unique power series w(Z) ∈ O[[Z]] such that
w(Z) = f(Z,w(Z)). In fact, w(Z) is of the form w(Z) = Z3(1 +A1Z+A2Z+ . . . ) ∈
Z3O[[Z]] with Ai ∈ O.
Proof. See [Sil09] Chapter IV Proposition 1.1.
Computing the expression of w(Z) and using the formulas of (1.1) one obtains
the following expressions for x(Z), y(Z):
x(Z) = Z/w(Z) = 1/Z2− a1/Z − a2− a3Z − (a4 + a1a3)Z2 + · · · ∈ Z−2O[[Z]], (1.3)
y(Z) = −1/w(Z) = −1/Z3+a1/Z2+a2/Z+a3+(a4+a1a3)Z+· · · ∈ Z−3O[[Z]]. (1.4)
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Remark 1.2.2. Another way to justify thiese expressions for x(Z), y(Z) is to note
that z = −x/y is a uniformizer of the local ring of functions K[E]O, so we can write
the coordinate funtions x, y (in fact every rational function) in terms of z in the
completion of this ring.
By construction it is clear that x(Z), y(Z) will satisfy the Weierstrass equation
for E as power series. This allows us to define formally the addition of the “points”
(x(Z1), y(Z1)) and (x(Z2), y(Z2)) using the addition formula for points of E (following
the geometric law) and it is possible to compute the result in terms of Z1, Z2. Similarly
one can compute compute the inverse of (x(Z), y(Z)) in terms of Z.
Proposition 1.2.3. For the curve E with Weierstrass coordinate functions x, y and
power series x(Z), y(Z) we have:
1. There exists a unique power series F (Z1, Z2) = Z1 + Z2 + O(Z
2
1 , Z
2
2 , Z1Z2) ∈
O[[Z1, Z2]] such that
(x(Z1), y(Z1)) + (x(Z2), y(Z2)) = (x(Z3), y(Z3))
where Z3 = F (Z1, Z2).
2. There exists a unique power series i(Z) = −Z +O(Z2) ∈ O[[Z]] such that
− (x(Z), y(Z)) = (x(i(Z)), y(i(Z))) .
3. Let φ ∈ EndK(E). Then there exists a power series φ(Z) ∈ ZO[[Z]] such that
φ(x(Z), y(Z)) = (x(φ(Z)), y(φ(Z))) .
Proof. For (1) and (2) see [Sil09][p. 119,120]. For (3) one has to follow a similar
argument than in (1) and (2) which uses the Proposition 1.2.1.
The previous proposition contains the necessary information to define a formal
group.
Definition 1.2.4. The formal group associated to the elliptic curve E/K, denoted by
Eˆ, is a formal group over the ringO with the formal group law F (Z1, Z2) ∈ O[[Z1, Z2]]
of Proposition 1.2.3, that corresponds to addition of points.
Computing the expression of F (Z1, Z2) and using the fact that it comes from the
group law of an elliptic curve it is possible to verify that it satisfies the properties of
the definition of a formal group (this includes using the formula of the inverse of a
point to deduce the existence and uniqueness of the power series i(T )).
As a corollary of the previous proposition we can find morphisms of the fomal
group Eˆ.
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Corollary 1.2.5. For every φ ∈ EndK(E) there is a morphism φ(Z) ∈ ZO[[Z]] of
the formal group Eˆ/O satisfying
φ(x(Z), y(Z)) = (x(φ(Z)), y(φ(Z))).
Moreover the power series φ(Z) has the form φ(Z) = aZ + O(Z2) with a ∈ K
satisfying that φ∗(ω) = aω for any invariant differential ω of E.
Proof. The first part is Proposition 1.2.3 (3). The second part follows from Corollary
1.1.14 and the fact that
ω(z) =
dx(Z)
2y(Z) + a1x(Z) + a3
is an invariant differential of the formal group Eˆ/O.
Now, notice that we can produce points of the curve using the power series
x(Z), y(Z). Indeed, if we take z ∈ p the power series x(z), y(z) converge to ele-
ments of K because they have all coefficients in O. Since x(Z), y(Z) satisfy the
Weierstrass equation so does the point P = (x(z), y(z)). Thus, we get a map
p→ E(K), z 7→ (x(z), y(z)) . (1.5)
Here, p is just a set, but we can give it a group structure so that this map is a
morphism. It should be clear that the structure that we need is precisely the one
given in Proposition 1.2.3. This is precisely the group associated to the formal group
Eˆ.
Definition 1.2.6. The group associated to the formal group Eˆ/O is denoted by
Eˆ(p). Therefore, is the set p endowed with the group operations
z1 ⊕ z2 = F (z1, z2), 	z = i(z)
for any z, z1, z2 ∈ p.
We are interested in studying the morphism of (1.5). For example, if we find its
image in E(K), it will be possible to translate the structure of Eˆ(p) found in the
section of formal groups to its image in E(K) (we will see that the map is injective).
The reduction map introduced in the next section will give us the tools to achieve
this goal.
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1.3 Reduction modulo pi
Let E be an elliptic curve defined over K, choose a Weierstrass model of the curve
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6
where the ai ∈ K. Recall that the substition (x, y) 7→ (u−2x, u−3y) for u ∈ K leads
to a Weierstrass equation with coefficients uiai so we may assume that ai ∈ O for
every i.
We can reduce the coefficients of the curve modulo pi obtaining the equation of
a curve over the residue field k. This curve depends a lot on the value of u we
choose. For example, the previous substition changes the discriminant of the curve:
∆ 7→ u−12∆, so if we choose an element u ∈ K with a very negative valuation we will
obtain a singular curve over k. We are interested in defining a general way to do this
choice of u such that, whenever is possible, we obtain an elliptic curve over k. This
motivates the following definitions.
Definition 1.3.1. A Weierstrass equation for E is minimal if ai ∈ O for all i and
the valuation of the discriminant of this equation is minimal in the set of valuations
of all Weierstrass equations with coefficients in O.
Definition 1.3.2. Choose a minimal Weierstrass equation for E
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6.
The reduction of E is a curve E˜ over k defined by the Weierstrass equation
y2 + a˜1xy + a˜3y = x
3 + a˜2x
2 + a˜4x+ a˜6
where a˜i ∈ k is the reduction of ai modulo p for every i.
As we already said, the curve E˜ may not be an elliptic curve since it can have
discriminant equal to zero. However, in this case it is well known that it has at
most one singular point and the set of nonsingular points, Ens, has a simple group
structure.
Definition 1.3.3. Let ∆ be the discriminant of the minimal Weierstrass equation.
Then:
- If ∆ ∈ O× then E˜ is nonsingular and we say that E has good reduction.
- If ∆ 6∈ O×, then E˜ is singular. If in addition E˜ns(k) ∼= k× we say that E has
multiplicative reduction.
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- If ∆ 6∈ O×, then E˜ is singular. If in addition E˜ns(k) ∼= k+ we say that E has
additive reduction.
In the last two cases we also say that E has bad reduction. When E has multiplicative
reduction then it has a node. If the slopes of the tangent line at the node are in k we
say that that the reduction is split. Otherwise we say it is nonsplit.
Definition 1.3.4. We say that E has potential good reduction if there exists a finite
extension K ′/K such that E has good reduction over K ′.
The next step is to define a reduction map which sends points of the curve E
defined over K to points of the curve E˜ defined over k. To do it consider the corre-
sponding projective curve E with points in P2(K). Given P ∈ E(K) with coordinates
P = [X, Y, Z] we can scale these coordinates to ensure X, Y, Z ∈ O and that at least
one coordinate has valuation zero. Supposing that X, Y, Z satisify this conditions
define
P˜ = [X mod pi, Y mod pi, Z mod pi].
The fact that at least one coordinate of P has valuation zero ensures that P˜ ∈ P2(k).
It is also clear that P˜ satisfies the equation of E˜.
Following this same procedure, we can define the reduction map for points P that
are defined over L, a finite extension of K: since L is also a local field we just need
to choose a uniformizer pi′ ∈ L and proceed in the same way as we explained. The
reduced point P˜ will be a point of the curve E˜ defined over a finite extension of k.
Definition 1.3.5. Define:
E0(K) =
{
P ∈ E(K) | P˜ ∈ E˜ns(k)
}
,
E1(K) =
{
P ∈ E(K) | P˜ = O˜
}
.
Proposition 1.3.6. If E is defined by a minimal Weierstrass equation
E1(K) = {P = (x, y) ∈ E(K) | v(x) < 0}∪{O} = {P = (x, y) ∈ E(K) | v(y) < 0}∪{O}.
And if O 6= (x, y) ∈ E1(K) then 3v(x) = 2v(y) = −6r for some positive integer r.
Proof. If P = (x, y) 6= O such that P ∈ E1(K) it is clear that v(x) or v(y) have to be
negative. Suppose that v(x) < 0 and consider the minimal Weierstrass equation of E
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6.
Since v(ai) ≥ 0, the valuation on the right hand side of the equality is 3v(x) < 0.
This implies that v(y) < 0 which leads to 3v(x) = 2v(y). The case v(y) < 0 is
analogous.
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As we already said, the set of nonsingular points of a curve defined by a Weierstrass
equation forms a group with the geometric group law. The next proposition says that
the reduction map is a morphism between E0(K) and E˜ns(k) and therefore induces
the following exact sequence
Proposition 1.3.7. There is an exact sequence of abelian groups
0→ E1(K)→ E0(K)→ E˜ns(k)→ 0.
Proof. We present only an outline. For the complete proof see Silverman [Sil09]
Chapter VII Proposition 2.1.
Everything is clear except that the map
E0(K)→ E˜ns(k)
is a surjective morphism. The surjectivity follows from Hensel’s Lemma and to prove
that it is a morphism one can work directly with the definition of the geometric group
law (intersecting lines) and reduce this equations modulo p and see that they agree
with the group law of E˜ns(k).
Finally, there is also a notion of reducing an isogeny.
Definition 1.3.8. Suppose E1, E2 are elliptic curves defined over K with good re-
duction and let φ : E1 → E2 be an isogeny. Define φ˜ : E˜(k)→ E˜(k) as
φ˜P˜ = φ˜(P ).
Remark 1.3.9. The surjectivity of the map E(K) → E˜(k) allows us to define φ˜ for
points P˜ with P ∈ E(K). However, it is not easy to prove that φ˜ is well defined.
It is also true that the reduction map preserves degrees. For the proof of this last
statement (assuming that the reduction map is well defined) see [Sil94] Chapter 2
Proposition 4.4.
1.4 Applications to the study E1(K) and the tor-
sion subgroup of E/K
Let E be an elliptic curve defined over K. Choose a minimal Weierstrass equation
for E and consider the formal group Eˆ defined over O as well as the group Eˆ(p)
attached to it. We use the preciding section to find the image of the map (1.5).
Then we translate the structure of Eˆ(p) to its image which will allow us to deduce
properties about the points of E.
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Proposition 1.4.1. The following map is a group isomorphism
Eˆ(p)→ E1(K), z 7→ (x(z), y(z))
where x(Z), y(Z) ∈ O[[Z]] are the power series of (1.3), (1.4). Its inverse is
E1(K)→ Eˆ(p), (x, y) 7→ −x/y.
Proof. As it was discussed in the end of Section 1.2, if z ∈ p, then (x(z), y(z)) ∈ E(K)
and the map is a morphism. Moreover, since Z2x(Z) ∈ O[[Z]]× and Z3y(Z) ∈
O[[Z]]×, Proposition 1.3.6 ensures that (x(z), y(z)) ∈ E1(K). Therefore we have a
well defined morphism. By looking at the construction of the power series x(Z), y(Z)
we have that Z = −x(Z)/y(Z), hence
z 7→ (x(z), y(z)) 7→ −x/y
is the identity. Since this implies that (x, y) 7→ −x/y is surjective we are left to
see that it is injective as well. Let (x, y) ∈ E1(K) and write this point in (z, w)-
coordinates (recall that z = −x/y and w = −1/y). The minimal Weierstrass equation
of E can be expressed in terms of the (z, w)-coordinates
a6w
3 + (a4z + a3)w
2 + (a2z
2 + a1z − 1)w + z3 = 0.
To prove the injectivity of the map we need to see that for a given z = −x/y there is at
most one w such that (z, w) corresponds to a point of E1(K). Since (x, y) ∈ E1(K),
Lemma 1.3.6 gives us the valuations of x and y, and from here we deduce that
v(w) = 3v(z) > 0.
Now, using the Cardano relations, it is plain to see that for a fixed z with positive
valuation, the degree three equation with variable w has at most one root satisfying
that v(w) = 3v(z) proving the desired injectivity. Indeed, if we denote by w1, w2, w3
the roots of the equation and for the sake of contradiction we suppose that v(w1) =
v(w2) = 3v(z) we obtain
v(w3) = −3v(z)− v(a6)
and
0 < v(a4z + a3) = v (a6(w1 + w2 + w3)) = v(a6) + v(w3) = −3v(z)
which is a contradiction.
Now we can translate the structure of Eˆ(p) to E1(K).
Corollary 1.4.2. Suppose that E has good reduction over K. Every element of finite
torsion in E1(K) has torsion a power of p. Moreover, if (p− 1) > v(p), E1(K) ∼= pO
so it is torsion free.
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Proof. This is a consequence of E1(K) ∼= Eˆ(p) proven in Proposition 1.4.1. Now, we
just have to apply Corollary 1.1.9 for the first part and use Theorem 1.1.19 for the
second one.
Now we show some applications of the previous corollary. Recall the definition of
torsion points.
Definition 1.4.3. Let E be an elliptic curve defined over a field F . Let φ ∈ End(E).
Define the φ-torsion points as
E[φ] = {P ∈ E(F¯ ) : φP = 0}.
We also define E(F )[φ] = E[φ] ∩ E(F ).
Corollary 1.4.4. Suppose that E has good reduction over K. Let m ∈ Z be an
integer coprime to p. Then the reduction map restricted to the m-torsion points is
injective, i.e.
E(K)[m] ↪−→ E˜(k).
Proof. Let P ∈ E(K)[m] such that P˜ = O˜, i.e. P ∈ E1(K). Then P is a point of m-
torsion in E1(K), since Corollary 1.4.2 implies that there are no nontrivial elements
of order coprime to p we obtain that P = O.
Proposition 1.4.5. Suppose that E has good reduction over K. Let φ ∈ EndK(E)
such that its corresponding power series is φ(Z) = aZ+O(Z2) ∈ O[[Z]] with a ∈ O×.
If P ∈ E(K¯) such that φ(P ) ∈ E(K), then K(P,E[φ])/K is unramified.
Proof. The extension K(P,E[φ])/K is Galois, so let I be its inertia subgroup. If
σ ∈ I and R ∈ E(K¯) so that φ(R) ∈ E(K)
R˜σ −R = R˜σ˜ − R˜ = O˜,
hence Rσ −R ∈ E1(K). In addition, since φ is defined over K
φ(Rσ −R) = φ(R)σ − φ(R) = 0.
But by Proposition 1.1.8 φ(Z) is an isomorphism of Eˆ(p), hence φ is an isomorphism
of E1(F ) (Proposition 1.4.1), which implies that R
σ = R. Therefore I is trivial.
Recall the definition of the Tate module.
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Definition 1.4.6. Let ` ∈ Z be a prime. For each n ≥ 1 we have the natural map
E[`n+1]
[`]−→ E[`n].
The `-adic Tate module of E is the group
T`(E) = lim←−
n
E[`n],
where the inverse limit is taken with respect to the previous maps.
Corollary 1.4.7. Let I be the inertia subgroup of GK.
1. Suppose that E has good reduction at K. If m ∈ Z is an integer coprime to p,
the extension K(E[m])/K is unramified. Hence, I acts trivially on T`(E) for
` 6= p.
2. Suppose that E has potential good reduction over K. Then I acts on T`(E)
through a finite quotient.
Proof. 1. Apply Proposition 1.4.5 with φ = [m].
2. Let K ′ be a finite extension of K where E has good reduction. Denote by I ′
the inertia group of GK′ . By (1), I
′ acts trivially on T`(E), therefore I acts on
T`(E) through the quotient I/I
′ which is the inertia group of K ′/K and hence
finite.
There is a converse to this statement, we give the theorem without the proof
because we have not presented all the necessary tools to prove it.
Theorem 1.4.8 (Criterion of Ne´ron–Ogg–Shafarevich). Let I be the inertia subgroup
of GK.
1. If I acts trivally on T`(E) for some ` 6= p, E has good reduction over K.
2. If T`(E)
I 6= 0 for some ` 6= p, E has good or multiplicative reduction.
Proof. See [Sil09] Chapter VII Theorem 7.1 for (1) and [Rub99] Theorem 3.19 for
(2).
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Chapter 2
Elliptic curves with complex
multiplication
Let K be an imaginary quadratic field with ring of integers O. In this chapter we
study the properties of elliptic curves with complex multiplication. Using the so called
Main Theorem of complex multiplication we will be able to study the extensions of
K adjoining torsion points of the curve and their Galois group. For simplicity we
restrict to the case where the curve has complex multiplication by the ring of integers
O.
In the first section there is a quick review of the basic facts about elliptic curves
defined over C. For a more detailed exposition with proofs see [Sil09] Chapter VI.
The main references for the rest of the chapter are [Sil94] Chapter II and [Rub99]
Chapter 5.
2.1 Review of elliptic curves over C
Let E be an elliptic curve defined over C. In this case it is possible to study the group
of points of E (in particular the torsion points) from an analytic point of view. This
will allow us to give a simple description of the isogenies between two elliptic curves
defined over C and to find the possibilities for the endomorphism ring of E. In doing
this last thing we will give the definition of a curve with complex multiplication. Since
the goal of this section is to do a quick review of these basic statements there will not
be proofs of them.
The main result of the section is that we have a correspondence between ellip-
tic curves E/C modulo isomorphism and lattices L ⊂ C modulo homothety. This
correspondence comes from the analytic isomorphism between E(C) and the torus
C/L.
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Definition 2.1.1. A lattice L ⊂ C is a discrete subgroup of C that contains an
R-basis of C. Thus, there exists ω1, ω2 ∈ C, R-basis of C such that
L = {n1ω1 + n2ω2 | n1, n2 ∈ Z} .
In order to explain the relation between elliptic curves and lattices we need to
introduce the following definitions.
Definition 2.1.2. Let L ⊂ C be a lattice.
1. The Weierstrass ℘-function is
℘(z, L) =
1
z2
+
∑
06=ω∈L
(
1
(z − ω)2 −
1
ω2
)
.
2. For a positive integer k, the Eisenstein series of weight 2k is
G2k(L) =
∑
06=ω∈L
ω−2k.
Now, the following theorem precises what we have said so far.
Theorem 2.1.3. 1. Let L be a lattice. Consider its associated curve defined over C
EL : y
2 = x3 − 15G4(L)x− 35G6(L).
Then EL is an elliptic curve and it is analytically isomorphic to C/L via the map
f : C/L→ EL(C), z 7→ (℘(z, L), ℘′(z, L)/2)
where 0 goes to the point at infinity of E.
2. Coversely, given E/C elliptic curve with equation y2 = x3 + ax + b there is a
unique lattice L ⊂ C such that a = −15G4(L), b = −35G6(L) and the map f
of (1) gives an analytic isomorphism from C/L to E. Moreover, if ωE is the
normalized invariant differential of E, f identifies ωE with dz.
The next step is to study how the isogenies between curves translate to analytic
maps between the corresponding torus C/L.
Theorem 2.1.4. Let E1, E2 be elliptic curves over C with corresponding lattices
L1, L2. Let fi : C/Li
∼−→ Ei be the corresponding isomorphisms of Theorem 2.1.3
for i = 1, 2. Then we have the bijection
{α ∈ C | αL1 ⊂ L2} → {isogenies from E1 to E2} , α 7→ φα,
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where φα is defined such that the following diagram is commutative
C/L1 C/L2
E1 E2.
·α
f1 f2
φα
So an isogeny between two curves E1 and E2 translates to the map multiplication
by α. This leads to the following corollary.
Corollary 2.1.5. Let E1, E2 be two elliptic curves with corresponding lattices L1, L2.
Then, E1, E2 are isomorphic if and only if L1 and L2 are homothetic.
Remark 2.1.6. In the case that E1 = E2 the bijection from Proposition 2.1.4
{α ∈ C | αL ⊂ L} → End(E)
is an isomorphism of rings.
This expression for End(E) allow us to determine all the possibilities for this ring.
Proposition 2.1.7. Let E/C be an elliptic curve. Let L be its associated lattice with
generators ω1, ω2 ∈ C. Then, exactly one of the following is true:
1. The ring {α ∈ C | αL ⊂ L} = Z,
2. The field Q(ω2/ω1) is an imaginary quadratic field and {α ∈ C | αL ⊂ L} = o,
where o is an order Q(ω2/ω1).
Therefore the ring End(E) is either isomorphic to Z or isomorphic to an order in
Q(ω2/ω1).
Definition 2.1.8. Let E be an elliptic curve defined over C. We say that E has
complex multiplication if End(E) is isomorphic to an order in an imaginary quadratic
field.
The theory we just explained can be applied to study properties about the endo-
morphism ring of a curve and its torsion points. Recall the definition of the torsion
points of an endomorphism.
Suppose that E is defined over C and it does not have complex multiplication
(Case (1) of Proposition 2.1.7). Then, the structure of End(E) and its torsion points
is quite simple since every endomorphism corresponds to add a point m times for
some integer m ∈ Z. In the following example we can see structure of E[m].
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Example 2.1.9. Let E/C be an elliptic curve and m ∈ Z. By Theorem 2.1.3 (2)
E(C) ∼= C/L for some lattice L. Then
E[m] ∼= (C/L) [m] = {z ∈ C/L | mz ∈ L} = m−1L/L ∼= Z/mZ× Z/mZ
where we used the structure of a lattice of Definition 2.1.2 for the last isomorphism.
On the other hand, when E is an elliptic curve defined over C with complex
multiplication there are more options for φ ∈ End(E) than just multiplication-by-m.
Therefore, the structure of End(E) and its torsion points is not that simple. The goal
of the next section is to use the previous theory to study them.
2.2 Elliptic curves with complex multiplication over
C
Let K be an imaginary quadratic field with ring of integers O. Let E be an elliptic
curve defined over C with complex multiplication by O. The aim of this section
is to study the endomorphisms of E. This means finding an identification of the
ring End(E) with O. Then, we will find the structure of the torsion points of an
endomorphism of E. However, in order to justify that the following statements are
nontrivial we will start by recalling that there exists a curve with the properties of
E.
Proposition 2.2.1. There exists a curve EO defined over C with complex multipli-
cation by O.
Proof. It is plain to check that L = O ⊂ C is a lattice. Following Theorem 2.1.3 (1)
there exists EO such that C/L ∼= EO. It is easy to check that
O = {α ∈ C : αO ⊂ O}.
so the result follows from Remark 2.1.6.
Remark 2.2.2. In fact, it is not hard to see the number (up to isomorphism) of elliptic
curves defined over C with complex multiplication by O is precisely the class number
of K (see [Sil94] Chapter II Proposition 1.2).
Proposition 2.2.3. There exists a unique ring isomorphism [ ] : O ∼−→ End(E)
satisfying that, for any invariant differential ω on E,
[α]∗ω = αω
for all α ∈ O.
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Proof. By Theorem 2.1.3 (2) there exists a lattice L so that E = EL and let f :
C/L ∼−→ E be the analytic isomorphism. Using Proposition 2.1.7 we have that O =
{α ∈ C | αL ⊂ L}. Define the map [ ] as
[α] := φα,
where φα is the isogeny defined in Theorem 2.1.4. Hence we have that
C/L C/L
E E
·α
f f
[α]
is commutative. Now let ω be an invariant differential of E, since the space of invariant
differentials is one dimensional and f identifies ωE with dz we have f
∗(ω) = c dz for
some constant c. Therefore
[α]∗(ω) = f ∗ ◦ (·α)∗ ◦ (f−1)∗ (ω) = f ∗ ◦ (·α)∗(c−1 dz) = f ∗(c−1α dz) = αω.
The uniqueness of the map follows from this last equation, since we get that the
endomorphism [α] has to correspond to the map multiplication by α.
The following lemma will be used in the next sections in order to study the field
of definition of an endomorphism.
Lemma 2.2.4. For every σ ∈ Aut(C) and α ∈ O ∼= End(E)
[α]σE = [α
σ]Eσ
Remark 2.2.5. In order to explain and prove this Proposition recall the action of
σ ∈ Aut(C) on the following objects. If φ ∈ End(E), σ acts as
φσ : Eσ → Eσ, φσ = σ ◦ φ ◦ σ−1.
Similarly, if f ∈ K¯(E) the function field, σ also acts by conjugation. Now, we can
make explicit the action of σ on differentials ω as
(ω)σ =
(
n∑
i=1
fi dxi
)σ
=
n∑
i=1
fσi dx
σ
i .
Where xi are also elements of the function field. In the particular case where the xi
are coordinate functions of E, it is easy to check that xσi goes to the corresponding
xi coordinate function of E
σ. Note that the action by conjugation of σ can also
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be thought as applying σ to the expressions of φ, f or ω (in case that the xi are
coordinate functions).
From these observations, if
ωE =
dx
2y + a1x+ a3
is an invariant differential of E, it is clear that ωσE is an invariant differential of E
σ
with expression
ωσE =
dx
2y + aσ1x+ a
σ
3
.
Proof. We will use Proposition 2.1.3 that characterizes the endomorphisms with the
map [ ]. Let ω be an invariant differential of E, then ωσ is an invariant differential of
Eσ. Note that by Proposition 2.1.3
[ασ]∗Eσω
σ = ασωσ.
On the other hand, using the expressions from Remark 2.2.5, one can compute
([α]σE)
∗ ωσ = ([α]∗ω)σ = (αω)σ .
By the proof of Proposition 2.1.3 both endomorphisms correspond to multiplication
by ασ, so they are the same.
We proceed to study the torsion points of E.
Definition 2.2.6. Let a be an integral ideal of O. Define the group of a-torsion
points of E as
E[a] = {P ∈ E | [α]P = O for all α ∈ a} ,
where [ ] is the map from Proposition 2.2.3. From Definition 1.4.3 we can write
E[a] = ∩α∈aE[α].
Define E[a∞] = ∪nE[an].
Proposition 2.2.7. Let a be an ideal of O. Then E[a] is a free O/a-module of rank
1.
Proof. Let L be the associated lattice of E. We can scale this lattice so that it is a
fractional ideal of K. Indeed, if ω1, ω2 are generators of L, by Proposition 2.1.7 we see
that 1
ω1
L ⊂ K = Q(ω2/ω1) and since L is a lattice and E has complex multiplication
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by O we have that 1
ω1
L is an O-module of rank 2 contained in K and therefore, a
fractional ideal of K. Hence, we may assume that L is a fractional ideal.
Fix an analytic isomorphism ξ : C/L ∼−→ E. Then if P = ξ(z) ∈ E, [α]P = ξ(αz)
by Proposition 2.1.3. Thus
E[a] = {P ∈ E | [α]P = O for all α ∈ a} ∼= {z ∈ C/L | αz ∈ L for all α ∈ a} .
This is an isomorphism of O-modules because it is an isomorphism of groups and
multiplication by α ∈ O in C/L corresponds to apply [α] in E. Moreover, O is acting
on E[a] so multiplication by O factors through O/a. Thus, we obtain an isomorphism
of O/a-modules. Now
{z ∈ C/L | αz ∈ L for all α ∈ a} = {z ∈ C/L | az ∈ L} = a−1L/L.
The following lemma applied to the case b = a−1L completes the proof.
Lemma 2.2.8. Let a ⊂ O be an integral ideal and b a fractional ideal of K. Then
b/ab is a free O/a-module of rank 1. In particular #E[a] = NK/Qa.
Proof. It is possible to generalize the Chinese Remainder Theorem to obtain the
following group isomorphism (the proof works in the same way that for the case
b = O)
b/ab
∼−→
k∏
i=1
b/peii b, [x] 7→ ([x]1, . . . , [x]k)
where a = pe11 · · · pekk . In fact, this isomorphism respects multiplication by O/a, so it
is a O/a-module isomorphism.
Observe that the action of O/a on the component b/peii b factors through O/peii .
Therefore, if we prove that b/peii b is a free O/peii -module of rank 1 the desired result
will follow from the Chinese Remainder Theorem applied to the ring O/a.
To prove this last statement we will apply Nakayama’s Lemma ([AM69], Propo-
sition 2.8) to the following module
M = b/peii b, R = O/peii .
Note that M is an R-module and R is a local ring with maximal ideal m = pi/p
ei
i .
Consider M/mM ∼= b/pb as a R/m ∼= O/p-vector space. This is a 1 dimensional
vector space. Indeed, b 6= pb so the dimension is at least one, but any two elements
of b are O-linearly dependent, so reducing modulo p, any two elements of b/pb are
O/p-linearly dependent. Therefore, Nakayama’s Lemma tells us that M is generated
by one element as an R-module.
To prove that the module is free let [e] ∈ M be a R-generator of M and suppose
that there exists [k] ∈ R such that [k][e] = 0. In other words, ke ∈ peii b. But since e
is a generator of M it is easy to see that kb ⊂ peii b and hence k ∈ peii . So [k] = 0 in
R and we are done.
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2.3 Torsion subgroups
Let K be an imaginary quadratic field with ring of integers O. Let F be a field of
characteristic 0 that can be injected in C. Consider an elliptic curve E defined over
F with complex multiplication by O. Injecting F ↪−→ C, we can apply the results for
elliptic curves defined over C of the previous two sections to the curve E (see The
Lefschetz Principle, [Sil09] Chapter VI Section 6).
Proposition 2.3.1. Suppose that F is subfield of C. Then every endomorphism of
E is defined over the composition KF .
Proof. Let σ ∈ Aut(C/KF ) and pick any endomorphism [α]E whith α ∈ O. Lemma
2.2.4 says
[α]σE = [α
σ]Eσ .
But E = Eσ because σ fixes F . Using that σ also fixes K we conclude the proof
[ασ]E = [α]E.
Proposition 2.3.2. Suppose that F contains K. Let a be an integral ideal of K.
Then, the action of the Galois group Gal(F (E[a])/F ) on the a-torsion points induces
an injection
Gal(F (E[a])/F ) ↪−→ (O/a)× .
In particular, F (E[a]) is an abelian extension of F .
Proof. It is clear that F (E[a])/F is Galois. Every σ ∈ Gal(F (E[a])/F ) induces an
O/a-automorphism of E[a]
ρσ : E[a]→ E[a], P 7→ P σ.
To prove it, note that ρσ is clearly bijective and linear with respect to addition so we
only need to see that it is linear with respect to multiplication by O/a. This follows
from the fact that every [α] ∈ End(E) is defined over F (injecting F ↪−→ C we can
apply Proposition 2.3.1) and hence
ρσ([α]P ) = ([α]P )
σ = [α]P σ = [α]ρσ(P ).
Therefore, we have following morphism
ρ : Gal(F (E[a])/F )→ AutO/a(E[a]), σ 7→ ρσ.
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which is clearly injective. Indeed, if ρσ(P ) = P for every P ∈ E[a], σ fixes E[a], i.e.,
σ is the identity in Gal(F (E[a])/F ).
Finally, Lemma 2.2.7 proves that E[a] is a free O/a-module of rank one, therefore
AutO/a(E[a]) correspond to multiplication by an element of (O/a)× and we are done.
Corollary 2.3.3. Let p be a rational prime. Then
Gal(F (E[p∞])/F ) ↪−→ (O ⊗ Zp)× .
Similarly,
Gal (F (E[p∞])/F (E[p])) ↪−→ (1 + pO)⊗ Zp.
Proof. For every n ≥ 1, there is an injection:
Gal(F (E[pn])/F ) ↪−→ (O/pnO)× .
Taking the inverse limit with respect to n leads to the first assertion.
For the second one, note that the previous injection restricts to
Gal(F (E[pn])/F (E[p]))→ {x ∈ (O/pnO)× : x ≡ 1 mod pO}
since the automorphisms of E[pn] ∼= O/pnO that fix the p-torsion are precisely mul-
tiplication by an element x ≡ 1 mod pO. Again, taking the inverse limit in both
sides we are done.
Theorem 2.3.4. Suppose that F is a finite extension of Q` containing K, where ` is
a rational prime.
1. E has potential good reduction.
2. Let p be a prime of K not dividing `. Let m ∈ Z such that 1 + pmOp is torsion
free. Then, E has good reduction over F (E[pm]).
Proof. 1. Let p > 3 be a rational prime, p 6= `, which remains prime in K (this exists
by the Cebotarev Theorem or, more elementarily, by the study of which primes of
an imaginary quadratic field are inert). We will prove that E has good reduction
over F (E[p]).
Under this conditions, Corollary 2.3.3 says
Gal(F (E[p∞])/F (E[p])) ↪−→ U (1)
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with U (1) ⊂ O×p the 1st higher unit group. Since p > 3, the p-adic logarithm map
gives the isomorphism U (1)
∼−→ Op ∼= Z2p. Hence
Gal(F (E[p∞])/F (E[p])) ↪−→ Z2p.
But Gal(F (E[p∞])/F (E[p])) is compact, so its image in Z2p is compact too, and
therefore closed. Since the closed subgroups of Zp are either 0 or isomorphic to Zp
we conclude
Gal(F (E[p∞])/F (E[p])) ∼−→ Zdp
with d = 1 or 2. Such an extension with this Galois group is unramfied. Indeed,
if we denote OF (E[p]) the ring of integers of F (E[p]), the local Artin map gives a
surjective morphism
O×F (E[p]) → I,
where I is the inertia subgroup of Gal(F (E[p∞])/F ). On one hand we have that
OF (E[p]) ∼= ω × Zrl , where ω is a finite group and r ≥ 1 an integer. On the other
hand I ∼= Zip for i ≤ d (since it is a closed subgroup of Zdp). It is plain to conclude
that I = 0 as desired. By the criterion of Ne´ron-Ogg-Shafarevich (Theorem 1.4.8
(1)), E has good reduction over F (E[p]).
2. Let p be the rational prime below p, F∞ = F (E[p∞]) and Fm = F (E[pm]). Fol-
lowing the reasoning done in the proof of Corollary 2.3.3 one sees that
Gal(F∞/Fm) ↪−→ 1 + pmOp.
On the other hand, (1) implies that E has potential good reduction over Fm, so
by Corollary 1.4.7 (2), IFm , the inertia subgroup of GFm , acts on Tp(E) through a
finite quotient. Since E[pn] ⊂ E[pn] for every n, IFm acts on F∞ through a finite
quotient too. Therefore, the inertia subgroup of Gal(F∞/Fm) has to be finite, but,
by hypothesis, the only finite subgroup of 1 + pmOp is trivial.
We have seen that F∞/Fm is fixed by IFm and combining this with E[p
n] ⊂ E[pn]
for every n leads to Tp(E)
IFm 6= 0. By the criterion of Ne´ron–Ogg–Shafarevich
(Theorem 1.4.8 (2)) E has either good or multiplicative reduction. It is well
known that since E already has potential good reduction the only possibility is
that E has good reduction and we are done.
2.4 Main Theorem and algebraicity of CM elliptic
curves
Recall K is an imaginary quadratic field with ring of integers O. Let E be an elliptic
curve defined over C with complex multiplication by O.
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We begin this chapter by proving the Main Theorem of complex multiplication.
It gives an analytic description of how an element of Aut(C/K) acts on the torsion
points of E. There is an analog (and simpler) version of this theorem that describes
the action of an automorphism σ ∈ Aut(C/Q) on the roots of unity ζ ∈ C×. Note
that in this last case the roots of unity correspond to torsion points of C×. The proof
of the main theorem of complex multiplication can be found in [Sil94] Chapter II
Section 8.
After that, we use the Main Theorem to see that there exists a curve E ′ which is
C-isomorphic to E defined over the Hilbert class field of K. This is remarkable since
for an elliptic curve without CM it is not true in general that it is isomorphic to a
curve defined over an algebraic extension of Q.
The Main Theorem of complex multiplication will have a crucial role for the rest
of the chapter, since it will allow us to study extensions of K obtained by adjoining
torsion points via a Hecke character (which we will define in the next section).
From a given number field F with ring of integer OF we will use the following
notation. For every place v we denote by Fv the completion of v with respect to the
corresponding norm. If a is an ideal of F , we denote by av the corresponding ideal
in Fv. Denote by A×F the idele group. Their elements are sequences (xv) ∈
∏
v F
×
v
where the product is over all places (finite and infinite) such that xv ∈ O×F,v for all
but finitely many v. Recall A×F has a group structure and a natural topology. We will
denote by [·, F ] : A×F → Gal(F ab/F ) the global Artin map, where F ab is the maximal
abelian extension of F and by [·, F abv /Fv] : F×v → Gal(F abv /Fv) the local Artin map
although we will not need it in this section.
We start defining the analytic maps that will allow us to describe the action of an
automorphism σ ∈ Aut(C).
Proposition 2.4.1. Let a be a fractional ideal of K. There is the following isomor-
phism
K/a ∼=
⊕
p
Kp/ap
where the sum is over the finite prime ideals O.
Proof. See Silverman [Sil94] Chapter II Lemma 8.1.
Definition 2.4.2. Let x = (xp) ∈ A×K and denote by (x) its corresponding finite
ideal.
1. For each finite p define the multiplication by xp map
·xp : Kp/ap → Kp/xpap, y 7→ xpy.
34
2. Using the decomposition of Proposition 2.4.1 define the map ·x (sometimes we
will denote it only by x) via the following commutative diagram
K/a K/(x)a
⊕
pKp/ap
⊕
pKp/xpap
·x
∼ ∼
(·xp)
Remark 2.4.3. An elliptic curve E/C with complex multiplication by O is analyt-
ically isomorphic to C/a where the lattice a is a fractional ideal of K. Using this
isomorphism we see that the torsion points Etors correspond to K/a ⊂ C/a. Thus,
the map ·x can be seen as a map between the torsion points of two elliptic curves
with lattices a and (x)a.
Now we can state the Main Theorem.
Theorem 2.4.4 (Main Theorem of complex multiplication). Let a be a fractional
ideal of a such that
f : C/a ∼−→ E(C).
is an analytic isomorphism. Fix σ ∈ Aut(C/K) and an idele x ∈ A×K such that
[x,K] = σ|Kab. Then, there exists a unique analytical isomorphism
f ′ : C/x−1a ∼−→ Eσ(C).
such that the following diagram commutes
K/a E(C)
K/x−1a Eσ(C).
f
x−1 σ
f ′
Proof. See Silverman [Sil94] Chapter II Theorem 8.2.
We proceed to use this theorem to relate the j-invariant of E, j(E), with the
Hilbert class field of E. This can be proven without using the Main Theorem explic-
itly, see [Sil94] Chapter II Section 4. For example, the fact that j(E) is an algebraic
number is more elementary. We will not present these proofs for space reasons.
Proposition 2.4.5. The extension K(j(E)) is the Hilbert class field of K.
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Proof. Choose a fractional ideal a such that E ∼= C/a.
Let x ∈ A×K . Recall that C/a ∼= C/x−1a if and only if the lattices a and x−1a are
homothetic. By the Main Theorem
j(E) = j(E)[x,K] ⇐⇒ E ∼= E[x,K] ⇐⇒ C/a ∼= C/x−1a.
Hece the lattices are homothetic, i.e. there exists λ ∈ K× such that
λa = x−1a ⇐⇒ x ∈ K×
∏
v|∞
K×v
∏
v-∞
O×v
and by class field theory the automorphisms [x,K] with x in this subgroup are pre-
cisely the ones fixing the Hilbert class field.
Corollary 2.4.6. There exists an elliptic curve E ′ defined over the Hilbert class field
of K with complex multiplication by O which is C-isomorphic to E.
Proof. This follows from Proposition 2.2.1 and the fact that E is isomorphic (and
the isomorphism is defined over C) to a curve E ′ defined over K(j(E)) (see [Sil09]
Chapter III Proposition 1.4). Proposition 2.3.1 ensures that the endomorphisms of
E ′ are defined over K(j(E)).
2.5 The associated Hecke character
Let K be an imaginary quadratic field with ring of integers O. Let F be a finite
extension of K and denote by OF its ring of integers. Suppose E is an elliptic
curve defined over F with complex multiplication by O. In this section we define a
Hecke character on F (i.e. a continuous map from A×F → C× which is trivial on F×)
associated to E
ψE : A×F → C×.
This character is very useful because it contains the information about how the
action of [x, F ] with x ∈ A×F on the torsion points, Etors, translates to multiplication
by some element that will be related to ψE(x). Of course, the definition of ψE is
based on the Main Theorem.
The next proposition allows to define a map from the idele group of F to K×,
that, after a modification, will become the desired Hecke character.
Proposition 2.5.1. There is a unique morphism
αE/F : A×F → K×
such that if x ∈ A×F and s = NF/Kx ∈ A×K, then α = αE/F (x) is the unique element
of K× satisfying:
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1. αO = (s),
2. For any fractional ideal a and analytic isomorphism such that
f : C/a ∼−→ E(C)
we have the commutative diagram
K/a E(F ab)
K/a E(F ab).
f
αs−1 [x,F ]
f
Remark 2.5.2. Since K ⊂ F , Proposition 2.3.2 tells us that the F (E[a]) is an abelian
extension of F . Hence, F (Etors) ⊂ F ab. This shows that f(K/a) ⊂ E(F ab) as we can
see in the previous diagram.
Proof. Extend [x, F ] to an element σ ∈ Aut(C/F ) and let s = NF/K(x) ∈ A×K . Notice
that [s,K] = σ|Kab . Take a fractional ideal a such that C/a is isomorphic to E(C)
via an analytic isomorphism f . We can apply the Main Theorem (Theorem 2.4.4)
with f, σ and s to obtain a commutative diagram
K/a E(C)
K/s−1a Eσ(C).
f
s−1 σ
f ′
Where f ′ : C/s−1a → Eσ(C) is an analytical isomorphism. But since E is defined
over F and σ fixes F we have E = Eσ. Hence
C/s−1a f
′−→ E(C) f−1−−→ C/a
is an isomorphism. Therefore there exists α ∈ C× such that (·α) = f−1 ◦ f and
αs−1a = a =⇒ αOK = (s).
This proves the first assertion of the proposition (and it also implies α ∈ K×) and,
noting that ·α ◦ s−1 = αs−1 it allows us to write
K/a E(C)
K/a E(C).
f
αs−1 σ
f
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Finally, the image of K/a by f lies in Etors ⊂ F ab and σ|F ab = [x, F ] we can substitute
E(C) for E(F ab) and σ for [x, F ] obtaining the desired commutative diagram.
To see that α is unique suppose that there exists α′ ∈ K× making the diagram
commutative. This means that (αs−1) = (α′s−1) and since (α′s−1) is invertible with
inverse (sα′−1) we have
t = (αs−1) ◦ (sα′−1)t = α · α′−1t for all t ∈ K/a.
This yields
(1− αα′−1)K ⊂ a
the only possibility is αα′−1 = 1. Note that the fact that α is a morphism follows from
the unicity of α because α(x)α(y) satisfies the condition that α(xy) should satisfy.
Finally, we need to see that α does not depend on the choice of a and f . Let a′
be fractional ideal such that f ′ : C/a′ ∼−→ E(C). Note that f−1 ◦ f ′ : C/a′ → C/a is
an analytic automorphism. Therefore, there exists γ ∈ C such that the map f−1 ◦ f ′
corresponds to multiplication by γ. This is, a′γ = a and f ′(z) = f(γz). Thus, for
any z ∈ K/a′ and [x, F ], if we use that the diagram commutes for f and a
f ′(x)[x,F ] = f(γz)[x,F ] = f
(
αs−1)γz
)
= f ′
(
(αs−1)z
)
.
Theorem 2.5.3. Recall the map αE/F from Proposition 2.5.1. Then the following
map ψE/F = ψ is a Hecke character
ψ : A×F → C×, ψ(x) = αE/F (x)NF/K(x−1)∞.
Here NF/K(x
−1)∞ ∈ C× stands for the unique infinite component of NF/K(x−1) ∈ A×K
(K is an imaginary quadratic field).
Proof. Fix a an ideal of K such that f : C/a → E(C) is an isomorphism. We need
to prove that ψ is a morphism, ψ(F×) = 1 and that ψ is continuous. We will do it in
this order:
1. ψ is a morphism: the norm map is a morphism from the group A×F to A
×
K , so its
restriction to the ∞ component is still a morphism. The inversion x 7→ x−1 is
also a morphism (A×F is a topological group), thus, we obtain a morphism if we
compose this maps: NF/K(x
−1)∞. We already saw that αE/F is a morphism so we
are done.
2. ψ(F×) = 1: let β ∈ F and x = (β, β, . . . ) ∈ A×F . We have to see that α(x) =
NF/K(x)∞. Since x is a principal idele, [x, F ] = id, and by Proposition 2.5.1
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α ∈ K× is the unique element such that multiplication by αNF/K(x)−1 is the
identity on K/a. This is equivalent to α · (NF/K(x)−1)p is the identity in Kp/ap
for every p of K. Using that for all primes (finite and infinite) v of K
NF/K(β) =
∏
w|v
NFw/Kv(β) =
(
NF/K(x)
)
v
(2.1)
we see that α = NF/K(β). Applying (2.1) for v =∞ we get that ψ(β) = 1.
3. ψ is continuous: A×F is a topological group, so it is enough to find a nonempty
open set U where ψ is continuous. Note that inversion, the norm map NF/K
and its restriction to the ∞ component are continuous, hence NF/K(x−1)∞ is con-
tinuous. Therefore it is enough to find a nonempty open U ⊂ A×F such that
ψ(x) = NF/K(x
−1)∞ if x ∈ U .
Let m ≥ 3 and Bm the preimage of Gal(F ab/F (E[m])) by the Artin map. Hence
Bm is an open set. Let
Wm =
{
s ∈ A×K | sp ∈ O×p , sp ∈ 1 +mOp for all p
}
,
and
U = Bm ∩
{
x ∈ A×F | NF/K(x) ∈ Wm
}
.
which is open and nonempty. If x ∈ U then s = NF/K(x) ∈ Wm and [x, F ]|E[m] =
id. Applying Proposition 2.5.1 to determine α(x) = α we obtain the commutative
diagram
m−1a/a E[m]
m−1a/a E[m].
f
αs−1 id
f
Since s ∈ Wm the map s−1 is the identity in m−1a/a. Thus, for every t ∈ m−1a/a
f(t) = f(αt) =⇒ t− αt ∈ a for all t ∈ m−1a =⇒ m−1a(1− α) ⊂ a.
This implies α ≡ 1 mod mO. But Proposition 2.5.1 also tells us that αO = (s) =
O where the last equality follows from s ∈ Wm, therefore α ∈ O×. So we get
that α ∈ O× such that m | (α − 1), in particular NK/Q(m) | NK/Q(α − 1). Now,
Dirichlet’s unit theorem applied to an imaginary quadratic field K tells us that
the only units are roots of unity. More precisely the units can only be the roots of
unity in µ2, µ4 or µ6. For all of them 9 > NK/Q(α − 1) so the only possibility is
α = 1 and the result follows.
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Definition 2.5.4. The Hecke character associated to E, denoted by ψE/F or just ψ,
is the Hecke character of Theorem 2.5.3. We will denote by αE/F (x) or just α(x) or
α (if x is clear) its finite part.
The next lemma is useful since it will tell us when the map multiplication by
x ∈ A×K is the identity. Using the Hecke character this translates to characterize
when some automorphisms act trivially in certain torsion subgroups.
Lemma 2.5.5. Let b be an integral ideal of O and a a fractional ideal of K. Consider
an idele x ∈ A×K such that ordp(xp) = 0 for all p finite prime of K. The map
b−1a/a ·x−→ b−1a/a
is the identity if and only if xp ≡ 1 mod bp for all primes dividing b.
Proof. First note that this map is the restriction of the map in Definition 2.4.2 on
b−1a/a and it is well defined because we imposed that ordp(xp) = 0 at every prime p.
We use the decomposition
b−1a/a b−1a/a
⊕
p b
−1
p ap/ap
⊕
p b
−1
p ap/ap
·x
∼ ∼
(·xp)
to affirm that ·x is the identity if and only ·xp is the identity for every prime p dividing
b. Now, xp is the identity if and only if, for every tp ∈ b−1p ap
tpxp − tp ∈ ap ⇐⇒ tp(xp − 1) ∈ ap ⇐⇒ b−1p ap(xp − 1) ∈ ap ⇐⇒ xp − 1 ∈ bp.
Our goal for the rest of this section is to, given the Hecke character ψ, define its
corresponding character in terms of ideals. We will also relate the conductor of this
character with the primes where E has bad reduction.
Definition 2.5.6. The conductor of ψ is the largest ideal F of OF such that ψ(x) = 1
for all finite ideles x = (xP) ∈ A×F such that xP ∈ O×F,P for all P and xP ∈ 1 +FOF,P
for all P | F.
Definition 2.5.7. The Hecke character attached to E in terms of ideals, also denoted
by ψ, is defined as follows: if P is a prime ideal of F coprime to F define ψ(P) = ψ(x)
where x = (1, . . . , 1, pi, 1, . . . ) and pi ∈ OF,P is a uniformizer. Extend the definition
to ψ(B) for all ideals B of F coprime to F multiplicatively.
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Remark 2.5.8. The existence of a conductor follows from the continuity of ψ and the
topology of A×F . It can be found in Chapter 6 of [Neu13, p. 480,481] pages 480 and
481.
Proposition 2.5.9. Let P be a prime of F . Then ψ(O×F,P) = 1 if and only if E has
good reduction at P.
Proof. We will use Theorem 1.4.8: E/F has good reduction at the prime P if and
only if the inertia subgroup IP acts trivially on E[m] for infinitely many integers m
prime to P. Since the torsion points lie on abelian extensions of F , it is enough to
work with the quotient of the inertia subgroup, IabP ⊂ Gal(F ab/F ). Recall that, by
class field theory [O×F,P, F ] = IabP .
Let x ∈ O×F,P and also denote by x ∈ A×F the idele with ones in all the components
except in the P-component where it equals to x. Let m ∈ Z coprime to P. We can
take a fractional ideal a and an isomorphism f such that f : C/a ∼−→ E. The action
of [x, L] on E[m] is described as
(m)−1a/a E[m]
(m)−1a/a E[m]
f
α(x)s−1 [x,F ]
f
where (m) is the ideal generated by m in O and s = NF/K(x) ∈ A×K . Looking at the
expression of x we deduce from Lemma 2.5.5 that multiplication by s−1 acts as the
identity since P does not divide m. Using the lemma again
[x, F ]|E[m] = 1 ⇐⇒ α(x) ≡ 1 mod (m).
From here
[x, F ]|E[m] = 1 for infinitely many m coprime to P ⇐⇒ α(x) = 1.
And now the result follows because x is a finite idele so α(x) = ψ(x).
Corollary 2.5.10. If a prime ideal P of F does not divide F, then E has good
reduction at the prime P.
Proof. Let x = (xQ) ∈ A×F be a finite idele such that xP = u ∈ O×F,P and xQ = 1 for
all Q 6= P. Then, for any prime Q dividing F, xQ = 1 ∈ 1 + FOF,P, so ψ(x) = 1.
Therefore ψ(O×F,P) = 1 and Proposition 2.5.9 implies the result.
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Proposition 2.5.11. For P a prime ideal of F coprime to F let
[ ˜ψ(P)] : E˜ → E˜
be the reduction of ψ(P) : E → E introduced in Definition 1.3.8. Then [ ˜ψ(P)]
coincides with
ϕq : E˜ → E˜, (x, y) 7→ (xq, yq),
where q = NF/Q, the so called q-Frobenius endomorphism.
Proof. Choose x ∈ A×F finite such that x = (1, . . . , 1, pi, 1, . . . ) where pi ∈ OF,P is a
uniformizer. Since x is a finite idele we see that α = α(x) = ψ(P). By Proposition
2.5.1, αO = NF/KP, in particular α ∈ O. To see that α reduces to ϕq we will see
that the kernel of [˜α] − ϕq is arbitrarily large, which implies that [˜α] − ϕq = 0 since
0 is the only isogeny with infinite kernel.
Let m ∈ Z be an integer coprime to P and P ∈ E[m]. The main theorem of
complex multiplication translates the action of [x, F ] on E[m] to multiplication by
αNF/Kx
−1. But m is coprime to P so Lemma 2.5.5 shows that NF/Kx−1 acts trivially
on E[m]. Therefore
[α]P = P [x,F ].
By class field theory, since x = (1, . . . , 1, pi, 1, . . . ), [x, F ] restricts to the P-Frobenius
automorphism of the unramified extension F (E[m])/F which implies
[˜α]P˜ = ˜[α]P = P˜ [x,F ] = ϕq(P˜ )
where the reduction is modulo some prime above P. Now, since E has good reduction
at P it also has good reduction at a prime above P in the extension K(E[m]) so we
can apply Proposition 1.4.4 to see that E[m] injects on E˜. Hence
E[m] ⊂ ker([˜α]− ϕq).
Since m can be arbitrarily large the result follows
2.6 Consequences of the Main Theorem
In this chapter we present some consequences of the Main Theorem that will be very
useful in for the proof of Coates–Wiles Theorem.
Corollary 2.6.1. Suppose E is defined over K (i.e. F = K). Denote by f the
conductor of ψ. Then:
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1. The reduction map O× → (O/f)× is injective.
2. The elliptic curve E does not have good reduction at all primes of K.
Proof. 1. Let u ∈ O× be distinct from 1. Consider the idele x ∈ A×K such that x∞ = 1
and xp = u for all finite primes p. Also denote by u the constant idele of A×K that
has u in all coordinates and note ψ(u) = 1. We proceed to compute ψ(x)
ψ(x) = ψ(u)−1ψ(x) = ψ(u−1x) = α(u−1x)u−1.
Where in the last equallity we used the definition of the Hecke character in Theorem
2.5.3 and the fact that the infinte part of u−1x is u−1.
In order to compute α(u−1x) we see that u−1x = (u−1, 1, 1, . . . ) so by class field
theory [u−1x,K] = 1 (because the completion of K with respect to the infinite
prime is C). Hence, by the uniqueness part of Proposition 2.5.1 we get that
α(u−1x) = 1. Thus, ψ(x) = u−1 6= 1 so we just have to use the definition of the
conductor to conclude that u 6≡ 1 mod f.
2. For the sake of contradiction suppose that E has good reduction at all primes p
of K. Then consider the following sequence of ideles (ai)i∈N ⊂ A×K .
a1 = (1, u, 1, 1, . . . ), a2 = (1, u, u, 1, 1, . . . ), a3 = (1, u, u, u, 1, 1, . . . ), . . .
so there are only a finitely many terms distinct to 1. Using that we have good
reduction at all primes, by Proposition 2.5.9 we can deduce the ψ(ai) = 1 for all
i. This sequence converges to x (where A×K has the usual topology) and by the
continuity of ψ we should have ψ(x) = 1. This is a contradiction since we already
had ψ(x) = u−1 6= 1.
Corollary 2.6.2. Suppose E is defined over K. Let p be a prime ideal of K. Suppose
that the reduction map O× → (O/p)× is not surjective. Then E[p] 6⊂ E(K).
Proof. We are going to prove the contrapositive statement, so suppose that E[p] ⊂
E(K). Let z ∈ (O/p)×, we are going to find α ∈ O that maps to z.
We can take u ∈ O×p such that u reduces to z modulo the prime ideal of Op and let
x = (1, . . . , 1, u, 1, . . . ) ∈ A×K where xp = u. By hypothesis, [x,K] is the identity when
restricted to the elements of E[p]. Using Proposition 2.5.1 (2) and (1), this action
translates to multiplication by α(x)x−1, where α(x) ∈ O× and since α(x)x−1 is the
identity on the p torsion points Lemma 2.5.5 implies that (α(x)x−1)p ≡ 1 mod p.
Hence
α(x) = α(x)p ≡ u ≡ z mod p.
So the reduction map is surjective.
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Remark 2.6.3. In this proof we denoted as p the prime ideal of Op in order to simplify
the notation.
Theorem 2.6.4. Suppose E is defined over K and denote by f the conductor of ψ.
Let b be an integral ideal of O coprime with f and p a prime ideal of O not dividing
f. Then,
1. The torsion points E[bf] are defined in the ray class field of K modulo bf, i.e.
E[bf] ⊂ K(bf).
2. The map Gal(K(E[b])/K)→ (O/b)× of Proposition 2.3.2 is an isomorphism.
3. If c | b then the natural map Gal(K(bf)/K(cf))→ Gal(K(E[b])/K(E[c])) is an
isomorphism.
4. The extension K(E[pnb])/K(E[b]) is totally ramified at all primes above p.
5. If the map O× → (O/b)× is injective then K(E[pnb])/K(E[b]) is unramified
outside p.
Proof. For an integral ideal c, denote by Uc =
{
s ∈ A×K | sp ∈ O×p and sp ∈ 1 + cOp for all p
}
.
Class field theory tells us that
[. , K] : A×K/
(
K×Uc
) ∼−→ Gal(K(c)/K).
Consider also the prime factorizations of b =
∏k
i=1 q
ei(b)
i and c =
∏k
i=1 q
ei(c)
i . Finally,
fix a fractional ideal a and analytic isomorphism f : C/a ∼−→ E.
1. By the previous statement of class field theory it is enough to see that for every
x ∈ K×Ubf, [x,K] acts trivially on E[bf]: first note that we can suppose that x
is finite, because K imaginary quadratic implies that the infinite component does
not affect on [x,K]. We can also suppose that x ∈ Ubf since [k,K] = 1 if k ∈ K×.
Now, the action of [x,K] on E[bf] translates to multiplication by α(x)x−1 in
(bf)−1 a/a. Since xq ∈ 1 + fOq for all q and x is finite α(x) = ψ(x) = 1, and
since xq ∈ 1 + bOq for all q Lemma 2.5.5 ensures that multiplication by x−1 is the
identity and we are done.
2. We already know that the map of the statement is an injective morphism. In order
to prove that the map is a bijection we will find # (O/b)× distinct elements of
Gal(K(E[b])/K).
For every element of x ∈ O×qi ⊂ A×K , [x,K] acts on E[b] as multiplication by x−1
on b−1a/a (b is coprime to f so we have α(x) = 1). Using the prime factorization
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of b, Lemma 2.5.5 tells us that (·x−1) is the identity exaclty when x ∈ 1+qei(b)Oqi .
Hence, for every i we have
O×qi/
(
1 + q
ei(b)
i Oqi
)
↪−→ Gal(K(E[b])/K), x 7→ [x,K]|K(E[b]).
It is easy to see that we can use these maps to define an injective map
k∏
i=1
O×qi/
(
1 + q
ei(b)
i Oqi
)
↪−→ Gal(K(E[b])/K)
And now we use the well known isomorphisms of the nth higher unit groups ([?]
Chapter 2, Prop. 3.10 and Prop. 4.3)
O×qi/
(
1 + q
ei(b)
i Oqi
) ∼= (Oqi/qiei(b)Oqi)× ∼= (O/qei(b)i )×.
From here
#
k∏
i=1
O×qi/
(
1 + q
ei(b)
i Oqi
)
= #
k∏
i=1
(O/qei(b)i )× = # (O/b)× .
Where we used the Chinese Remainder Theorem for the last equality.
3. From (1), K(E[b]) ⊂ K(bf) for any ideal b coprime to f so the map is well defined.
Let σ ∈ Gal(K(bf)/K(cf)). By class field theory we can choose x ∈ A×K finite
such that σ = [x,K]|K(bf). Moreover, since σ fixes K(cf) we can take x ∈ Ucf.
Let’s see that the map is injective: suppose that σ acts trivially on E[b], then
translating the action of σ as multiplication by α(x)x−1 on b−1a/a and noting
that α(x) = ψ(x) = 1 we see that xq ∈ 1 + bOq for all primes q. Since b and f are
coprime xq ∈ 1 + bfOq for all q, i.e. x ∈ Ubf so [x,K] (and therefore σ) fixes the
ray class field K(bf).
To prove that it is a bijection we can compare the cardinality of the two groups.
From part (2)
#Gal(K(E[b])/K(E[c])) =
# (O/b)×
# (O/c)× =
k∏
i=1
#
(
O/qei(b)i
)×
#
(
O/qei(c)i
)× . (2.2)
On the other hand, the exact sequence
1→ Gal(K(bf)/K(cf))→ Gal(K(bf)/K)→ Gal(K(cf)/K)→ 1
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and the isomorphism of class field theory stated at the begining of this proof lead
to
Gal(K(bf)/K(cf)) ∼= K
×Ucf
K×Ubf
∼= K
×Uc
K×Ub
,
where we used that f and b are coprime. If we denote U
(m)
q = (1 + qmOq) if m > 0
and U
(0)
qi = (Oq)× we have, by inspection
K×Uc
K×Ub
∼=
k∏
i=1
U
(ei(c))
qi
U
(ei(b))
qi
Now, as we did in the proof of (2) it is possible to count the number of elements
of this group and see that it is equal to the expression of (2.2).
4. Given x ∈ U (ep(b))p , we can translate the action of [x,K] on E[pnb] as multiplication
by x−1 on p−nb−1a/a. Applying Lemma 2.5.5 we see that [x,K] fixes E[b] and
it is possible to determine for which x the action is trivial. Hence, we have the
injection
U
(ep(b))
p
U
(ep(b)+n)
p
↪−→ Gal(K(E[pnb])/K(E[b])).
In fact, this is an isomorphism. This can be seen by comparing the cardinalities
of both groups as we did in the previous points. Since [O×p , K] = Iabp , the inertia
group at p, and U
(ep(b))
p ⊂ O×p we deduce that the extension is totally ramified at
primes above p.
5. Let q be a prime of K, p 6= q. Suppose that σ ∈ Iabq such that σ fixes E[b]. We
are going to prove that then σ fixes E[pnb] so therefore the inertia group at primes
above q is trivial, i.e. the extension is unramified at primes above q.
Let x ∈ O×q satisfying that [x,K] = σ. Then the action of [x,K] on Etors translates
to multiplication by α(x)x−1 on Ka/a, with α(x) ∈ O×. Consider the following
two cases:
- If q - f, then α(x) = 1, so the condition that [x,K] fixes E[b] implies that
xs ∈ 1+bOs for all primes s of K. But x ∈ O×q ⊂ A×K so xp = 1 and therefore
we will also have xs ∈ 1 + pnbOs for all primes s. Thus [x,K] fixes E[pnb].
- If q | f, from the condition α(x)x−1s ∈ 1 + bOs and the fact that f coprime
with b we deduce that α ≡ 1 mod b. But by hypothesis, the reduction map
is injective. Thus, α(x) = 1. From here it is easy to deduce that [x,K] fixes
E[pnb].
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Proposition 2.6.5. Suppose Q is a prime of F . Then there is an elliptic curve E ′
defined over F satisfying the following two conditions:
- The curves E and E ′ are isomorphic over F¯ ,
- the curve E ′ has good reduction at Q.
Proof. Using the characterization of Proposition 2.5.9 we need to find a curve E ′ such
that ψE′(O×F,Q) = 1. Define the following character
χ : A×F/F
× → O×F,Q ψE−→ O×,
which is well defined because ψE(O×F,Q) ⊂ O× (Proposition 2.5.1).
By class field theory χ induces a morphism in Hom(GF ,O×) which we will also
denote by χ. Noting that GF fixes O×, if we let ω = #O×, i.e. O× = µω, we have:
Hom(GF ,O×) = H1(F, µω) ∼= F×/F×ω.
where the last isomorphism is given by the Kummer map and it is ensured by the
Hilbert’s Theorem 90. Hence, there exists d ∈ F× such that, for every σ ∈ FK
χ(σ)d1/ω =
(
d1/ω
)σ
.
If E : y2 = x3 + ax+ b, with a, b ∈ F consider consider the following curve E ′ (which
depends on ω)
E ′ =

y2 = x3 + d2ax+ d3b if ω = 2
y2 = x3 + dax if ω = 4
y2 = x3 + db if ω = 6
which is isomorphic to E over F (d1/ω) via the isomorphism φ : E → E ′
(x, y) 7→

(dx, d3/2y) if ω = 2
(d1/2x, d3/4y) if ω = 4
(d1/3x, d1/2y) if ω = 6.
For every σ ∈ GF , χ(σ) ∈ O×, and hence [χ] is an automorphism of both E and
E ′. In fact it is precisely [χ(σ)](x, y) = (χ(σ)2x, χ(σ)3y) (see [Sil09] Chapter III,
Corollary 10.2). From this expression it is easy to check that
σ(φP ) = [χ(σ)−1]σP.
It is plain to deduce that ψE′ = χ
−1ψE, i.e. ψE′(O×F,Q) = 1 which shows that E ′ has
good reduction over Q.
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Chapter 3
Selmer group
Let K be an imaginary quadratic field with ring of integers O. The goal of this
chapter is to give the expression of the pin-Selmer group of an elliptic curve E/K
with complex multiplication by O which we will denote as Spin(E/K) (where pi ∈ O
is prime).
This expression will allow us to characterize when Spi(E/K) = 0 which is one of
the key points to prove the Coates–Wiles Theorem since, as we will recall in the first
section, Spi(E/K) = 0 implies that E(K) is finite.
In the first section we review the definition of the Selmer group and explain why
it can give information about the rank of the curve using the Mordell–Weil Theorem.
After some lemmas about cohomology, the last two sections are the calculation of
an expression of the Selmer Group Spin(E/K). As we will explain, the Selmer group
is defined by local conditions, so following what is done in [Rub99] Section 6, we
will treat separately these local conditions at the prime q depending on whether q is
coprime to pi (section 3) or q divides pi (section 4).
3.1 Definition of the Selmer group
For this section suppose that E is an elliptic curve defined over a number field F .
Denote by GF = Gal(F¯ /F ).
Recall the weak Mordell–Weil Theorem, which is needed to prove the Mordell–
Weil Theorem.
Theorem 3.1.1 (Weak Mordell–Weil Theorem). Let m be an integer, then the group
E(F )/mE(F ) is finite.
Proof. See Silverman [Sil09] Chapter VII Theorem 1.1.
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The weak Mordell–Weil Theorem can be generalized to any endomorphism α, i.e.,
E(F )/αE(F ) is finite. The size of E(F )/αE(F ) can give information about the rank
of E(F ). We now show a very simple example of this assertion which is a corollary
of the Mordell–Weil Theorem.
Corollary 3.1.2. Let K be an imaginary quadratic field of class number 1 with ring
of integers O. Suppose that E has complex multiplication by O and let α ∈ O be an
endomorphism. If E(F )/αE(F ) = 0, then E(F ) is finite.
Proof. By the Mordell–Weil Theorem, E(F ) is a finitely generated Z-module, and
since E(F ) has complex multiplication by O, it is a finitely generated O-module.
Using that K has class number one, the result follows from the structure theorem of
finitely generated modules over a principal ideal domain.
We proceed to explain how to study the group E(F )/αE(F ). We have the fol-
lowing exact sequence of GF -modules
0→ E[α]→ E(F¯ ) α−→ E(F¯ )→ 0.
Taking GF -cohomology leads to a long exact sequence, where we only write the first
terms
0→ E[α](F )→ E(F ) α−→ E(F ) δ−→ H1(F,E[α])→ H1(F,E) α−→ H1(F,E),
where E = E(F¯ ) and δ is the connecting morphism
δ : E(F )→ H1(F,E[α]), P 7→ [σ 7→ Qσ −Q] for some Q satisfying αQ = P.
From this sequence we can obtain the following short exact sequence
0→ E(F )/αE(F ) δ−→ H1(F,E[α])→ H1(F,E)[α]→ 0
(note that H1(F,E) is an End(E)-module and H1(F,E)[α] denotes the α-torsion of
it).
We will study E(F )/αE(F ) by studying its image by δ in H1(F,E[α]). As we will
see, this would be easier if F were a local field. This motivates the following: fix a
prime Q (finite or infinite) of F and consider that E is defined over FQ, repeating the
same process we did for E/F but now with E/FQ we obtain the short exact sequence
0→ E(FQ)/αE(FQ)→ H1(FQ, E[α])→ H1(FQ, E)[α]→ 0.
And using that F ⊂ FQ, and GF ⊃ GFQ we have the natural inclusion map
E(F )/αE(F )→ E(FQ)/αE(FQ)
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and the restriction maps
H1(F,E[α])
resQ−−→ H1(FQ, E[α]), H1(F,E) resQ−−→ H1(FQ, E).
We can consider these maps for every prime Q of F to obtain the following commu-
tative diagram
0 E(F )/αE(F ) H1(F,E[α]) H1(F,E)[α] 0
0
∏
QE(FQ)/αE(FQ)
∏
QH
1(FQ, E[α])
∏
QH
1(FQ, E)[α] 0.
δ
δ
Instead of studying the image of E(F )/αE(F ), we will consider a larger group that
is easier to characterize.
Definition 3.1.3. With the notation as above define the α-Selmer group of E/F as
Sα(E/F ) =
{
c ∈ H1(F,E[α]) : resQ(c) ∈ δ (E(FQ)/αE(FQ)) for all Q
}
=
{
c ∈ H1(F,E[α]) : resQ(c) = 0 ∈ H1(FQ, E) for all Q
}
.
Remark 3.1.4. One can think of the Selmer group Sα(E/F ) as the smallest group
defined by natural local conditions containing δ(E(F )/αE(F )).
3.2 Some lemmas about cohomology
We state some lemmas that will be useful in the next sections. Let E be an elliptic
curve defined over F , a field of characteristic 0, and suppose that E has complex
multiplication by O.
Lemma 3.2.1. Let p be a prime of K above p > 3. Let C be a subgroup of (O/pn)×
acting on O/pn via multiplication. If C is not a p-group or C is cyclic, then for all
i > 0
H i(C,O/pn) = 0.
Lemma 3.2.2. Let p be a prime of K lying above p > 3. Let n ≥ 0:
1. If Op = Zp, or if E[p] 6⊂ E(F ), the restriction map gives an isomorphism
H1(F,E[pn]) ∼= H1(F (E[pn]), E[pn])Gal(F (E[pn])/F ).
2. Suppose F is a finite extension of Q` for some ` 6= p. Then the restriction map
gives an injection
H1(F,E)[pn] ↪−→ H1(F (E[pn]), E)[pn].
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Lemma 3.2.3. Suppose E is defined over K (i.e. F = K). Let p be a prime of
K not dividing 6 of good reduction. For n ≥ 1 denote Kn,p = Kp(E[pn]). Then the
restriction map gives an injection
H1(Kp, E[p
n]) ↪−→ H1(Kn,p, E[pn]).
Proof. The kernel of the map is H1(Kn,p/Kp, E[p
n]). Since the extension K(E[pn])/K
is totally ramified at p with Galois group (O/pn)× (Theorem 2.6.4 (2) and (4)), we
deduce that Gal(Kn,p/Kp) ∼= (O/pn)× and acts on E[p] ∼= O/pn via multiplication.
Since (O/pn)× has order Npn−1(Np− 1), so it is not a p-group, we can apply Lemma
3.2.1 to see H1(Kn,p/K,E[p
n]) = 0 and we are done.
3.3 The enlarged Selmer group
Let K be an imaginary quadratic field with ring of integers O. Let F be a finite
extension of K with ring of integers OF . Consider E an elliptic curve defined over
F with complex multiplication by O. Let α ∈ O such that αO = pn for some prime
ideal p - 6 and n ≥ 1. Let p be the rational prime below p. If it is clear from the
context we will write α ∈ End(E) instead of [α].
As we explained in the first section, the α-Selmer group of E is defined by local
conditions. In this section we focus on the local conditions at the primes Q of F not
dividing α. We do it by studying the following group.
Definition 3.3.1. Define the enlarged Selmer group of α as
S ′α(E/F ) =
{
c ∈ H1(F,E[α]) : resQ(c) ∈ δ (E(FQ)/αE(FQ)) for all Q - α
}
=
{
c ∈ H1(F,E[α]) : resQ(c) = 0 ∈ H1(FQ, E) for all Q - α
}
.
Clearly, Sα(E/F ) ⊂ S ′α(E/F ).
Lemma 3.3.2. Suppose that E[pn] ⊂ F . Then
S ′α(E/F ) = Hom(Gal(M/F ), E[p
n])
where M is the maximal abelian extension of F unramified outside primes above p.
Proof. Let Q be a prime of F not dividing p. Since E[pn] is fixed by GF
H1(F,E[pn]) = Hom(GF , E[p
n]), H1(FQ, E[p
n]) = Hom(GFQ , E[p
n])
(E[pn] is finite, therefore all the homomorphisms are continuous in the profinite topol-
ogy). From these observations, the enlarged Selmer group can be written as
S ′α(E/F ) = {c ∈ Hom(GF , E[pn]) : resQ(c) ∈ δ (E(FQ)/αE(FQ)) for all Q - α}
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and we have to study δ ((E(FQ)/αE(FQ)) in Hom(GFQ , E[p
n]).
Since E[pn] ⊂ FQ and p > 3, by Theorem 2.6.5 E has good reduction at Q. This
means that we can apply Proposition 1.4.5 to note that the image of the connecting
morphism δ is in
E(FQ)/αE(FQ)
δ−→ Hom(GFQ/IQ, E[pn]), (3.1)
where IQ is the intertia subgroup of GFQ . By local class field theory, GFQ/IQ
∼= Zˆ,
therefore
Hom(GFQ/IQ, E[p
n]) = Hom(Zˆ, E[pn]) = Hom(Z, E[pn]) ∼= E[pn] ∼= O/pn.
On the other hand, the reduction map gives the following epimorphism
E(FQ)→ E˜(k)/αE˜(k),
where k is the residual field of FQ. If P ∈ E(FQ) is in the kernel of this map, P˜ = α˜R˜
for some R ∈ E(FQ), i.e. P −αR ∈ E1(F ). And now, using that α is an isomorphism
of E1(FQ) (see proof of Proposition 1.4.5) P − αR = αR′ with R′ ∈ E1(F ) . From
here it is clear that
E(FQ)/αE(FQ) ∼= E˜(k)/αE˜(k) ∼= O/pn.
The last isomorphism comes from the fact that E˜(k) is an elliptic curve with a finite
number of points containing E[pm] for some m ≥ n.
These observations show that the map in (3.1) is an isomorphsim. Hence
S ′α(E/F ) = {c ∈ Hom(GF , E[pn]) : resQ(c) ∈ Hom(GFQ/IQ, E[pn]) for all Q - α}
and the result follows.
We are interested in finding S ′α(E/K) when E is defined over K. In this case we
will not necessarily have E[pn] ⊂ E(K) but combining Lemma 3.3.2 with the results
of the previous section we get the desired result.
Theorem 3.3.3. Suppose E is defined over K (i.e. F = K). If we denote by
Kn = K(E[p
n])
S ′α(E/K) ∼= Hom(Mn/Kn, E[pn])Gal(Kn/K).
Here Mn is the maximal abelian extension of Kn unramified outside primes above p.
Proof. Since p > 3 one can check that the conditions of Lemma 3.2.2 (1) are satisfied:
either p splits, which implies that Op = Zp or if p does not split it is plain to see that
we can apply Corollary 2.6.2 to ensure E[p] 6⊂ E(K). Therefore the restriction map
φ : H1(K,E[pn])→ H1(Kn, E[pn])
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induces an isomorphism
H1(K,E[pn]) ∼= H1(Kn, E[pn])Gal(Kn/K).
Thus, we just need to see that
φ
(
S ′α(E/K)
)
= S ′α(E/Kn)
Gal(Kn/K)
and apply Lemma 3.3.2. To prove φ
(
S ′α(E/K)
) ⊂ S ′α(E/Kn)Gal(Kn/K) let c ∈ S ′α(E/K)
then, φ(c) ∈ H1(Kn, E[pn])Gal(Kn/K)) so we are left to prove that φ(c) ∈ S ′α(E/Kn).
This is true because, if Q is a prime of Kn not dividing α, and q is the prime of K
below it
resQ(φ(c)) = resqc|GKnQ .
For the other inclusion, if c ∈ S ′α(E/Kn)Gal(Kn/K) ⊂ H1(Kn, E[pn])Gal(Kn/K) it can be
extended to c ∈ H1(K,E[pn]). Let q be a prime of K not dividing p and Q a prime
of Kn above q. Lemma 3.2.2 (2) implies that we have an injection
H1(Kq, E)[p
n] ↪−→ H1(KnQ, E)[pn]
which maps resq(c) 7→ resQ(c) = 0, because c ∈ S ′α(E/Kn). By the injectivity, resq(c) =
0 in H1(Kq, E) and we are done.
3.4 The Selmer group
Let K be an imaginary quadratic field with ring of integers O. Assume that K has
class number 1. Let E be an elliptic curve defined over K with complex multiplication
by O. Let ψ be the Hecke character of attached to E with conductor f. Let p be a
prime of K coprime to 6f and let pi ∈ O such that piO = p. Finally, let n ≥ 1.
The goal of the section is to study δ(E(Kp)/pi
nE(Kp) in H
1(Kp, E[p
n]) and use
it together with Theorem 3.3.3 to obtain the expression for the pin-Selmer group for
E/K.
Since p is coprime to f, E has good reduction at p. Moreover, v(p) ≤ 2 < p− 1 so
the logarithm map gives an isomorphism
logE : E1(Kp)
∼−→ pOp.
Lemma 3.4.1. 1. There is a natural isomorphism
E(Kp) ∼= E1(Kp)× E˜(k).
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2. The logarithm map extends to a surjective map logE : E(Kp) → pOp whose
kernel is finite and has no p-torsion.
Proof. 1. Since E/K has good reduction at p, we have the exact sequence of O-
modules.
0→ E1(Kp)→ E(Kp)→ E˜(k)→ 0, (3.2)
where k is the residue field of Kp.
The endomorphism ψ(p) ∈ O reduces to the Frobenius endomorphism of E˜(k)
(Proposition 2.5.11). This is an inseparable endomorphism and hence injective.
Therefore E˜(k) has no p-torsion (recall that ψ(p)O = p). On the other hand, the
logarithm map gives E1(Kp) ∼= pOp. Using this two observations we can deduce
that the exact sequence (3.2) splits. Indeed, if we write
E˜(k) ∼=
⊕
i
O/(ai),
where ai ∈ O are coprime to p, we can use the properties of the Ext functor, which
we will denote by Ext
Ext(⊕iO/(ai), E1(Kp)) ∼=
∏
i
Ext(O/(ai), E1(Kp)) ∼=
∏
i
E1(Kp)/aiE1(Kp) = 0
and we are done.
2. The desired map is defined by taking the logarithm logE : E1(Kp) → pOp and
compose it with the natural projection of the first coordinate
E1(Kp)× E˜(k)→ E1(Kp).
Definition 3.4.2. There is an action of Op on E1(Kp) given by
Op × E1(Kp)→ E1(Kp), a, P 7→ aP = log−1E (a logE(P )) .
Lemma 3.4.3. If α ∈ O ⊂ Op and P ∈ E1(Kp), then αP = [α]P , where [α] ∈
End(E).
Proof. Given the endomorphism [α] consider its corresponding power series [α](T ) =
αT +O(T 2). Recall the isomorphism
E1(Kp)→ Eˆ(p), (x, y) 7→ −x/y
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and note that if (x, y) ∈ E1(Kp), [α](x, y) 7→ [α](−x/y). From Corollary 1.2.5 we
have
αω(T ) = ω ◦ [α], (T )
where ω(T ) is the invariant differential of the formal group Eˆ(p). Integrating with
respect to T and adjusting the constant
α logEˆ(T ) = logEˆ([α]T ).
Thus, denoting P = (x, y) and z = −x/y we have
αP = log−1E (α logE(P )) = log
−1
E (α logEˆ(z)) = log
−1
E (logEˆ([α](z))) = [α]P.
Remark 3.4.4. Recall the definitions of logEˆ : Eˆ(p)
∼−→ pOp and logE : E1(Kp) ∼−→
Eˆ(p)
∼−→ pOp.
As we did before, denote by Kn,p the finite extension Kp(E[p
n]). This can be
identified with the completion of Kn = E[p
n] at the prime above p (Theorem 2.6.4
(4) ensures Kn/K is totally ramified at p). Denote by On,p the ring of integers of
Kn,p.
Note that the connecting morphism δ restricted to GKn,p is essentially the following
Kummer pairing
Definition 3.4.5. Define the following Kummer pairing
〈 , 〉pin : E(Kp)×K×n,p → E[pn], P, x 7→ 〈P, x〉pin = Q[x,Kn,p] −Q,
where Q ∈ E(K¯p) is such that pinQ = P and [·, Kn,p] is the local Artin map.
Lemma 3.4.6. Let P ∈ E1(Kp), x ∈ K×n,p and a ∈ Op. Then
〈aP, x〉pin = a〈P, x〉pin .
Remark 3.4.7. There is a natural action of Op on E[pn]: given a ∈ Op and P ∈ E[pn],
there exists α ∈ O such that a ≡ α mod pn. Then we define aP = [α]P . This does
not depend on the choice of α since E[p] is an O/p-module.
Proof. We will start by proving the proposition when a = α ∈ O ∼= End(E). In this
case, by Lemma 3.4.3 the statement can be rewritten as
〈[α]P, x〉pin = [α]〈P, x〉pin .
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Let Q ∈ E(K¯p) such that pinQ = P . Then, since End(E) ∼= O is commutative,
pin ◦ [α]Q = [α]P . Hence
〈[α]P, x〉pin = ([α]Q)[x,Kn,p] − [α]Q = [α]Q[x,Kn,p] − [α]Q = [α]〈P, x〉pin
where we used that E is defined over K and therefore so is [α] (Proposition 2.3.1).
To complete the proof for the general case it is enough to show that if a, b ∈ Op
satisfy a ≡ b mod pn then 〈aP, x〉pin = 〈bP, x〉pin , in other words, if a ≡ 0 mod pn
then 〈aP, x〉pin = 0. Suppose that a ∈ pnOp, then logE(aP ) = a logE(P ) = upin+1 =
pin(upi) for some u ∈ Op. But since the logarithm logE : E1(Kp) ∼−→ pOp is an
isomorphism, there exists P ′ ∈ E1(Kp) such that
logE(aP ) = pi
n logE(P
′) =⇒ aP = pinP ′.
Using Lemma 3.4.3 we conclude that aP = [pin]P ′ so 〈P, x〉pin = 0 because P ′ is
defined over Kp ⊂ Kn,p.
Proposition 3.4.8. There exists a unique Galois equivariant morphism δn : K
×
n,p →
E[pn] such that for any P ∈ E(Kp) and x ∈ K×n,p
〈P, x〉pin =
(
pi−1 logE(P )
)
δn(x).
Proof. Let R ∈ E1(Kp) such that logE(R) = pi. It is plain to see that the only
possibility is δn(x) = 〈R, x〉pin for all x ∈ K×n,p so the uniqueness is clear.
We need to prove that this map satisfies the desired condition. By Lemma 3.4.1
(1) and its proof we have that E(Kp) ∼= E1(Kp) × E˜(k). Hence, using the linearity
of the Kummer pairing it is enough to prove the condition for each factor of the
cartesian product.
If P ∈ E1(Kp), it is easy to see that P = pi−1 logE(P )R. So the equallity follows
from the Op-equivariance of Proposition 3.4.6. If P ∈ E(Kp) is a torsion point, it
has order prime to p and hence 〈P, x〉pin = 0 which agrees with logE(P ) = 0 (Lemma
3.4.1 (2)) so we are done.
Now we proceed to prove the Galois equivariance of δn. Let x ∈ K×n,p and σ ∈
Gal(Kabp /Kp). We need to see that
〈R, x〉pinσ = 〈R, xσ〉pin . (3.3)
If we let Q ∈ E(K¯p) such that [pin]Q = R, we can rewrite (3.3) as(
Q[x,Kn,p] −Q)σ = Q[xσ ,Kn,p] −Q
By local class field theory this can be rewritten as(
Q[x,Kn,p] −Q)σ = Qσ−1[x,Kn,p]σ −Q.
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Applying σ−1 in both sides and rearranging terms, the previous equallity holds if
Q−Qσ−1 ∈ E(Kn,p).
And this is true because
[pin](Q−Qσ−1) = P − P σ−1 = P − P = 0 =⇒ Q−Qσ−1 ∈ E[pn] ⊂ E(Kn,p).
Proposition 3.4.9. The map δn is surjective. In addition, δn(O×n,p) = E[pn].
Proof. We have the following injections
E(Kp)/p
nE(Kp) ↪−→ H1(Kp, E[pn]) ↪−→ H1(Kn,p, E[pn]) ∼= Hom(K×n,p, E[pn]) (3.4)
the first one by the connecting morphism and the second one by Lemma 3.2.3. The
last isomorphism follows from E[pn] ⊂ E(Kn,p) and local class field theory.
Suppose that δn(K
×
n,p) ⊂ E[pn−1], then Proposition 3.4.8 says that the image of
E(Kp)/p
nE(Kp) in Hom(K
×
n,p, E[p
n]) is a subset of Hom(K×n,p, E[p
n−1]), and hence
every element would have order pn−1. On the other hand, Lemma 3.4.1 (1) implies
that E(Kp)/p
nE(Kp) ∼= O/pn that has elements of exact order pn, which contra-
dicts the injectivity of the maps in (3.4). Hence δn(K
×
n,p) 6⊂ E[pn−1], but by the
galois equivariance of δn, the image δn(K
×
n,p) has to be GKp-stable which implies that
δn(K
×
n,p) = E[p
n].
Similarly, since the Galois group GKp acts trivially on K
×
n,p/O×n,p, it has to act
trivially on δn(K
×
n,p)/δn(O×n,p) so it must be equal to a quotient of E[pn] where GKp
acts trivially. The only possibility is that δ(O×n,p) = E[pn] and we are done.
Remark 3.4.10. In this proof we used that the extension K(E[pn])/K is totally ram-
ified at p with galois group (O/pn)× which acts on E[pn] ∼= O/pn via multiplication
(see Theorem 2.6.4 (2) and (4)).
Theorem 3.4.11. Let Kn = K(E[p
n]) with idele group A×Kn. Define
Wn = K
×
n
∏
v|∞
K×n,v
∏
v-p∞
O×n,v · ker δn.
Then
Spin(E/K) ∼= Hom(A×Kn/Wn, E[pn])Gal(Kn/K).
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Proof. By Theorem 3.3.3 and class field theory
S ′pin(E/K) ∼= Hom
(
A×Kn/W
′
n, E[p
n]
)Gal(Kn/K)
.
with W ′n = K
×
n
∏
v|∞K
×
n,v
∏
v-p∞O×n,v. Hence, in order to find Spin(E/K) we need to
see which of these homomorphisms correspond to elements c ∈ H1(K,E[pn]) such
that resp(c) ∈ δ(E(Kp)/pinE(Kp)). Note that, looking more closely at the injections
of the maps in (3.4) and recalling that δn is Galois equivariant one can determine the
image
E(Kp)/p
nE(Kp) ↪−→ Hom(K×n,p/ ker δn, E[pn])Gal(Kn/K).
In fact, this is an isomorphism, because Kn,p/ ker δn ∼= E[pn] and using the Galois
equivariance of δn
Hom(K×n,p/ ker δn, E[p
n])Gal(Kn/K) = Hom(E[pn], E[pn])Gal(Kn/K)
But using that E[pn] ∼= O/pn and that Gal(Kn/K) ∼= (O/pn)× acts via multiplication
it is plain to see that
Hom(E[pn], E[pn])Gal(Kn/K) ∼= Hom(O/pn)×(O/pn,O/pn) ∼= Hom(O/pn)(O/pn,O/pn)
and the last is isomorphic to O/pn. But we already saw in the previous proof that
E(Kp)/p
nE(Kp) ∼= O/pn so we have the isomorphism
E(Kp)/pi
nE(Kp) ∼= Hom(K×n,p/ ker δn, E[pn])Gal(Kn/K).
Therefore, we can write the following expression for the pin-Selmer group
Spin(E/K) ∼=
{
f ∈ Hom(A×Kn/W ′n, E[pn])Gal(Kn/K) :
: resK×n,pf ∈ Hom(K×n,p/ ker δn, E[pn])Gal(Kn/K)
}
which proves the theorem.
For the proof of the Coates–Wiles Theorem it will be enough to focus on the case
n = 1. To ease notation let ∆ = Gal(K1/K). Define also ε to be the set of global
units of K1 and A the ideal class group of K1. We have the following characterization.
Corollary 3.4.12. The Selmer group Spi(E/K) = 0 if and only if
Hom(A,E[p])∆ = 0 and δ1(ε) 6= 0.
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Proof. Denoting by ε¯ the clousure of ε in O×1,p and V = ker δ1 ∩ O×1,p we have the
inclusion
O×1,p/V ε¯ ↪−→ A×K1/W1.
On the other hand there is a natural isomorphism
A×K1/K
×
1 U1
∼−→ A,
where U1 =
∏
v|∞K
×
1,v
∏
v-∞O×1,v. This isomorphism sends x ∈ A×K to the class of the
ideal generated by x. Putting this together we get a ∆-equivariant exact sequence
0→ O×1,p/V ε¯→ A×K1/W1 → A′ → 0,
where A′ is a quotient of A by some power of the prime P of K1 above p. Moreover,
considering the exact sequence obtained applying Hom(−, E[p]) and taking the terms
fixed by ∆ we can conclude
Hom(A×K1/W1, E[p])
∆ = 0 ⇐⇒ Hom(A′, E[p])∆ = 0 and Hom(O×1,p/V ε¯, E[p])∆ = 0.
Note that, since P has order divisible by Np− 1 (which is coprime to #E[p] = Np),
every element c ∈ Hom(A,E[p]) factors through A modulo the class of P, in particular
it factors through A′. From here
Hom(A′, E[p])∆ = 0 ⇐⇒ Hom(A,E[p])∆ = 0.
Now we will see that Hom(O×1,p/V ε¯, E[p])∆ = 0 is equivalent to δ1(ε) 6= 0. Suppose
that δ1(ε) = 0, then ε¯ ⊂ V , so δ1 : O×1,p/V ∼−→ E[p] gives a nonzero ∆-equivariant mor-
phism. For the other implication, if δ(ε) 6= 0, since ε is ∆-stable, δ(ε) = E[p]. From
here, it is plain to deduce that O×1,p = V ε which shows that Hom(O×1,p/V ε¯, E[p])∆ = 0.
3.5 The χ-isotypical component of the ideal class
group
Continue with the notation of the previous section but assume that p splits in K.
Recall that in the previous corollary we saw Spi(E/K) = 0 if and only if
Hom(A,E[p])∆ = 0 and δ1(ε) 6= 0.
In this section we find an alternative way to write the first condition: it will be in
terms of the so called isotypical component of the p part of A with respect to a
59
character. This will motivate part of the work that will be done in the next chapters.
In addition, the definitions of the isotypical component of a module will be useful for
the last chapters.
Recall that ∆ = Gal(K1/K) ∼= (O/p)× is a cyclic group of order p− 1 (because p
splits). Therefore all irreducible Fp-representation of ∆ are one dimensional and are
determined by its character
χ : ∆→ F×p ↪−→ Z×p ,
where we used Hensel’s Lemma for the last inclusion. We are particularly interested
in the following representation.
Definition 3.5.1. Define χE the Fp-representation of ∆ induced by the action of ∆
on E[p]. It is one dimensional since E[p] is a one dimensional Fp-vector space (or also
by 2.6.4 (2)).
The characterization that we will find is that the χE-isotypical component of the
p part of A is is trivial. Let’s recall the definition of this concept for any finitely
generated ∆-module and then prove this statement.
Definition 3.5.2. Let M be a finitely generated ∆ module, and hence a Z[∆]-module.
The p part of M is M (p) = M ⊗Z Zp. This is a Zp[∆]-module.
Definition 3.5.3. Given a character χ of ∆ with values in Z×p define its idempotent,
ε(χ) ∈ Zp[∆]
ε(χ) =
1
p− 1
∑
σ∈∆
χ(σ)−1σ.
Now we can define the subgroup that we are interested in.
Definition 3.5.4. Given M a Z[∆]-module and χ an irreducible representation of ∆
with values in Zp define Mχ = ε(χ)M (p). If m ∈M (p) we will denote mχ = ε(χ)m.
The next proposition should give a clear image of the submodule Mχ.
Proposition 3.5.5. Let M be a Z[∆]-module. Then:
1. Mχ = {m ∈M (p) : σm = χ(σ)m for all σ ∈ ∆}.
2. M (p) =
⊕
χM
χ, where the sum is over all the irreducible representations of ∆.
Proof. 1. Clear.
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2. Note that ∑
χ
ε(χ) = 1 (3.5)
where the sum is over all irreducible representations and 1 ∈ ∆ is the idenetity
element. To prove (3.5) we just have to note that for every character ψ : ∆→ Zp
ψ
(∑
χ
ε(χ)
)
=
∑
χ
1
p− 1
∑
σ∈∆
χ(σ)−1ψ(σ) = 1
which follows from the orthonormality of the characters. Hence, if m ∈M (p)
m =
∑
χ
ε(χ)m
and this proves that every element of M (p) can be written as sum of elements of
Mχ.
To prove that the sum is direct suppose that it is not, and consider a nontrivial
expression with the least number of nonzero terms:∑
χ
mχ = 0. (3.6)
There are at least two characters, which we will denote as χ0 and χ1 for which the
corresponding summands are nonzero. Choose σ ∈ ∆ such that χ0(σ) 6= χ1(σ).
Applying σ ∈ ∆ on both sides ∑
χ
χ(σ)mχ = 0 (3.7)
But on the other hand, multiplying (3.6) by χ0(σ) and substrating with (3.7)
yields to another nontrivial expression with less nonzero terms than the original
one. This is a contradiction.
Corollary 3.5.6. If P ∈ E[p], P χE = P , i.e. E[p]χE = E[p].
Proof. This is clear because E[p] = E[p] ⊗ Zp and χE is defined as the irreducible
representation given by the action of ∆ on E[p] so the result follows from Proposition
3.5.5 (1).
Now we can apply these definition to the case we are interested in. The Galois
group ∆ acts on A giving it a structure of a Z[∆]-module. So we can consider Aχ.
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Proposition 3.5.7. The isotypical component AχE = 0 if and only if Hom(A,E[p])∆ =
0.
Proof. Assume there exists a nonzero f ∈ Hom(A,E[p])∆. Since the order of E[p]
is p, the restriction of f ∈ Hom(A(p), E[p])∆ has to be nonzero. Choose an element
c ∈ A(p) such that f(c) = P 6= 0. By Corollary 3.5.6 we have that ε(χE)P = P .
Combining this with the ∆-equivariance of f
f(cχE) = f(c)χE = P 6= 0.
Therefore, the restriction of f in AχE is nonzero. Hence AχE = 0 and we are done.
For the other implication, if AχE 6= 0 it is plain to see that there is a nontrivial
Zp-linear map between AχE and E[p]. This is a nonzero element of Hom(AχE , E[p])∆.
Now using that A(p) = ⊕χAχ and A = ⊕qA(q), where the last sum is over primes q, it
is clear that we can extend this map to a nontrivial element of Hom(A,E[p])∆.
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Chapter 4
Elliptic units
Fix K an imaginary quadratic field with ring of integers O. Suppose that K has
class number 1. The elliptic units of an elliptic curve E with complex multiplication
by O are units of certain abelian extensions of K satisfying some norm-compatibility
relations. They are defined as a product of some rational functions that depend
essentially on the x-coordinates evaluated at certain of torsion points of E.
The importance of elliptic units on the Coates–Wiles Theorem is that they form
an Euler system. As we will see, Euler systems can be used to give a bound of AχE ,
where A is the ideal class group of K(E[p]) for a prime p of K (see Definition 3.5.1 for
the definition of χE). This is essential since showing that this subgroup is trivial is
one of the conditions to ensure that the pi-Selemer group of E is trivial (Proposition
3.5.7), where pi is an O-generator of p, which is our ultimate goal.
In this chapter we introduce the basic functions that will allow us to define the
elliptic units. After that, we prove some relations between these functions that are
essentially the norm-compatibility relations of the system of units. This will allow us
to construct the Euler system of elliptic units in the chapter of Euler systems. We
follow [Rub99] Chapter 7.
For this chapter fix E an elliptic curve defined over C with complex multiplication
by O. Fix an ideal a of O coprime to 6.
4.1 The rational functions ΘE,a and ΛE,a
We start by defining a rational function ΘE,a, finding its field of definition in terms
of the field of definition of E and showing for which points P , ΘE,a(P ) is a unit.
After that we define ΛE,a, a rational function obtained by taking products of
translates of ΘE,a. This is the rational function that will produce the elliptic units.
Definition 4.1.1. Choose a Weierstrass equation for E and denote by ∆(E) its
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discriminant. Let γ ∈ O a generator of the ideal a. Define
ΘE,a = γ
−12∆(E)Na−1
∏
P∈E[a]−O
(x− x(P ))−6 .
Remark 4.1.2. The fact that K is quadratic imaginary implies that the group of units
of O× has order dividing 12. Therefore ΘE,a does not depend on the choice of the
generator γ of a.
Proposition 4.1.3. The function ΘE,a satisfies:
1. It does not depend on the Weierstrass equation for E.
2. If E ′ is an elliptic curve defined over C such that φ : E → E ′ is an isomorphism,
then ΘE,a = ΘE′,a ◦ φ.
3. Let F be a subfield of C. If E is defined over F , then ΘE,a is defined over F .
Proof. 1. Suppose that E is given by a Weierstrass equation with coordinate functions
x, y. Choose another Weierstrass equation for E, this means choosing coordinates
functions x′, y′ ∈ K(E) such that
x′ = u2x+ r, y′ = u3y + sx+ t (4.1)
for u ∈ C× and r, s, t ∈ C. Let E ′ be the curve defined by the Weierstrass equation
corresponding to the coordinate functions x′, y′ (clearly it is isomorphic to E). We
need to prove that
ΘE,a = ΘE′,a.
Using that ∆(E ′) = u12∆(E) and the fact that #E[a] = Na we have
ΘE′,a = γ
−12∆(E ′)Na−1
∏
P∈E[a]−O
(x′ − x′(P ))−6 =
= γ−12u12(Na−1)∆(E)Na−1
∏
P∈E[a]−O
(
u2x− u2x(P ))−6 = ΘE,a.
2. This follows from (1): we just need to consider the Weierstrass equations for E
and E ′, and since the two curves are isomorphic, the chosen coordinate functions
of each curve will satisfy the relations of (4.1).
3. Notice that each automorphism σ ∈ Gal(E/F ) fixes γ (because K ⊂ F ) and fixes
∆(E) since E is defined over F . In addition σ permutes the elements of E[a] and
O ∈ E[a](K) is fixed. The result follows.
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Now that we know the field of definition of ΘE,a, it is easy to find the finite
extension where ΘE,a(Q) belongs when Q is a torsion point of E of order prime to a.
Proposition 4.1.4. Let b be a nontrivial ideal of O prime to a and Q ∈ E[b]. Then
ΘE,a(Q) ∈ K(b).
Proof. Since K has class number 1, by Corollary 2.4.5 there exists E ′ defined over
K isomorphic to E. Since the function ΘE,a depends only on the isomorphism class
of E (Proposition 4.1.3 (2)) we can suppose that E is defined over K. Moreover,
Proposition 4.1.3 (3) shows that ΘE,a is defined over K.
Let Ub = {x ∈ A×K : xp ∈ O×p and xp ∈ 1 + bOp for all p}. By class field theory
we just need to see that if x ∈ Ub then ΘE,a(Q) is fixed by [x,K]. We clearly have
ΘE,a(Q)
[x,K] = ΘE,a
(
Q[x,K]
)
.
Now, we translate the action of [x,K] on the b torsion points to multiplication by
α(x)x−1 where α(x) ∈ O× (Proposition 2.5.1). But since x ∈ Ub, multiplication by
x−1 is the identity. Hence,
ΘE,a
(
Q[x,K]
)
= ΘE,a ([α(x)]Q) = ΘE,a (Q) .
Where for the last equality we used again that ΘE,a only depends on the isomorphism
class of E and that [α] is an automorphism of E.
We want to produce units with the rational function ΘE,a by evaluating it at some
torsion points. In order to do so, it is convenient to analyse the order of the term
(x(P )− x(Q)) with respect all primes in function of the points P,Q ∈ E.
Lemma 4.1.5. Suppose E is defined over K, p a prime of K where E has good
reduction. Fix a minimal Weierstrass equation of E with respect to p. Let b, c be
nontrivial ideals of O that are coprime. Consider P ∈ E[b], Q ∈ E[c] two elements
of exact order b and c. Finally, fix an extension of the valuation at p in K¯ such that
ordp(p) = 1.
1. If b = pn, then ordp(x(P )) = −2/ (Npn − Npn−1).
2. If b is not a power of p, then ordp(x(P )) ≥ 0.
3. If p - bc, then ordp(x(P )− x(Q)) = 0.
Proof. 1. Let F = K(E[pn]) and choose P a prime of F above p. We are going to
work with the local fields FP and Kp.
Now, write pi = ψ(p), a generator of the ideal p. Hence ker([pi]) = E[p]. Also
note that by Proposition 2.5.11, [pi] reduces to the Np-Frobenius endomorphism
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of the reduced curve E˜(k) (k is the residue field of Kp), which is an inseparable
endomorphism. From here it is plain to see that [pin] is an endomorphism of E
with kernel E[pn] which reduces to the nth power of the Np-Frobenius, that is also
inseparable. Therefore E[pn] ⊂ E1(FP).
In order to find the valuation of x(P ) we will find the valuation of z = −x(P )/y(P )
by working with the formal group Eˆ(P). We can do that because we just saw in the
last paragraph that P ∈ E1(FP) ∼= Eˆ(P). Given the endomorphism [pi] consider
its corresponding endomorphism of the formal group. It has the form
[pi](Z) = piZ +O(Z2) ∈ ZOp[[Z]].
And similarly, we have that for [pim] its corresponding endomorphism, [pim](T ), is
the composition of m times [pi](Z). Thus, it is easy to see that if we let
f(Z) =
[pin](Z)
[pin−1](Z)
=
[pi] ([pin−1](Z))
[pin−1](Z)
.
we have f(Z) ∈ Op[[Z]] and
f(Z) ≡ pi mod Z, f(Z) ≡ ZNpn−Npn−1 mod pOp[[Z]],
where the second congruence follows from the fact that the Np-Frobenius auto-
morphism has corresponding power series ZNp. By the Weierstrass preparation
theorem, there exists u(Z) ∈ Op[[Z]]× and e(Z) ∈ Op[Z] polynomial of degree
Npn − Npn−1 such that f(Z) = u(Z)e(Z). Reducing this equation modulo p
and using that u(Z) is a unit we see that e(Z) reduces to ZNp
n−Npn−1 . Moreover,
f(Z) ≡ pi mod Z. From these observations we conclude that e(Z) is an Eisenstein
polynomial.
Since P has order exactly pn we can evaluate f(z) = [pin](z)/[pin−1](z) = 0. Using
that the valuation of z is positive and u(Z) is a unit, u(z) 6= 0 so e(z) = 0. Thus,
z is a root of an Eisenstein polynomial. It is known that the valuation of a root
of this Eisenstein polynomial has to be 1/ (Npn − Npn−1). The result follows from
z = −x(P )/y(P ) and Proposition 1.3.6.
2. Let F be a finite extension of K such that P ∈ E(F ). Consider P a prime of F
above p. Then E as a curve defined over F has good reduction at P. Since the
order of P ∈ E[b] is not a power of p, by a similar argument than the one done in
Corollary 1.1.9 and Proposition 1.4.1 (1) we have that P 6∈ E1(FP). Therefore we
have that the valuation of x(P ) ∈ FP has to be positive by Proposition 1.3.6.
3. Let F be a finite extension of K where P,Q are defined. Let P be a prime of F
above p. Since b, c are not powers of p, by (2) we have that ordp(x(P )), ordp(x(Q)) ≥
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0. Hence, ordp (x(P )− x(Q)) ≥ 0. For the sake of contradiction suppose that
ordp (x(P )− x(Q)) > 0, reducing the points modulo the prime above p according
the valuation ordp we get x˜(P ) = x˜(Q). Using the definition of the reduction
map we see that it has to be x(P˜ ) = x(Q˜), where this equality is of points of the
reduced curve E˜. But by the addition law of points, if two points have the same
x-coordinate it has to be P˜ ± Q˜ = O˜. Since the reduction map is a morphism, we
get that the point P ±Q ∈ E1(FP), but P ±Q has order bc that it is clearly not
a power of p so we get a contradiction because E1(FP) has no elements of order
prime to p (as we already said in (2)).
Using the observations of this last proposition it is possible to determine some
torsion points Q for which ΘE,a(Q) is a unit.
Theorem 4.1.6. Suppose E is defined over K. Let b be a nontrivial ideal of O prime
to a. Take Q ∈ E[b] an element of exact order b.
1. If b is not a power of a prime, then ΘE,a(Q) ∈ K(b) is a global unit.
2. If b is a power of p for some prime of K, then ΘE,a(Q) ∈ K(b) is a local unit
at all primes different from p.
Proof. Let q be a prime of K such that b is not a power of q. Since ΘE,a depends
only on the isomorphism class, we can suppose that our Weierstrass equation for E
has good reduction at q (Proposition 2.6.5), i.e. ∆(E) is prime to q. Let n = ordq(a).
Then
ordq (ΘE,a(Q)) /6 = −2n−
∑
P∈E[a]−O
ordq (x(Q)− x(P )) =
= −2n−
∑
P∈E[qn]−O
ordq (x(Q)− x(P ))−
∑
P∈E[a]−E[qn]
ordq (x(Q)− x(P )) .
Now we use Lemma 4.1.5 to say:
- If P has exact order qm, m > 0, then ordq (x(Q)− x(P )) = −2/ (Nqm − Nqm−1).
- If P has order that is not a power of q then ordq (x(Q)− x(P )) = 0.
Hence, we can compute
ordq (ΘE,a(Q)) /6 = −2n−
n∑
m=1
 ∑
P∈E[qm]−E[qm−1]
−2/ (Nqm − Nqm−1)
 .
And # (E[qm]− E[qm−1]) = Nqm − Nqm−1 so the result follows.
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We now introduce the function ΛE,a that will be used to produce the elliptic units.
This function is defined as a product of some translates of ΘE,a. The motivation for
this definition will be clear when we relate ΘE,a with the L-series, since we will see
that we need to consider different translates of ΘE,a to obtain all the information of
the L-series.
Definition 4.1.7. Suppose that E is defined over K. Let ψ be the Hecke character
attached to E with conductor f. Let S ∈ E be an O-generator of E[f]. Define
ΛE,a =
∏
σ∈Gal(K(f)/K)
ΘE,a ◦ τSσ ,
where τSσ(P ) = P + S
σ for every P ∈ E is the translation by Sσ.
We have
Proposition 4.1.8. Suppose that E is defined over K and let ψ be the Hecke char-
acter attached to E with conductor f:
1. The rational function ΛE,a is defined over K.
2. Suppose that r is a nontrivial ideal of O coprime to f and Q ∈ E[r] has order
exactly r. Then ΛE,a(Q) is a global unit in K(E[r]).
Proof. 1. Any σ′ ∈ Aut(C/K) permutes the elements of E[f]. Combining this with
the fact that ΘE,a is defined over K (Proposition 4.1.3 (3)) leads to the desired
result.
2. It is clear that ΛE,a(Q) ∈ K(E[r]) because ΛE,a is defined over K. To see that it
is a unit note that for any σ ∈ Gal(K(f)/K), Sσ has order exaclty f. Therefore
Q + Sσ has order exactly rf that it is not a power of a prime (f is nontrivial by
Corollary 2.6.1). Applying Theorem 4.1.6 (1) we obtain that ΘE,a(Q+S
σ) ∈ K(rf)
is a global unit and hence ΛE,a(Q) is a unit for being a product of units.
The system of elliptic units consists of a system of units of the form ΛE,a(P ) for
some well chosen torsion points P . The way to choose these points will be explained
in the chapter of Euler systems.
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4.2 The distribution relation
The distribution relation is going to give us the norm compatibility relations of the
Euler system of elliptic units. Since ΛE,a is a product of translates of ΘE,a, it is enough
to prove the norm-compatibility relations for ΘE,a because they will easily translate
to ΛE,a.
Lemma 4.2.1. The function ΘE,a is a rational function with divisor
12Na(O)− 12
∑
P∈E[a]
(P )
Proof. Let P ∈ E[a]−O. The coordinate function x is a rational function, therefore
so is (x− x(P ))−6. Thus, the product ΘE,a is a rational function. To find its divisor
we use that the divisor of (x− x(P )) is (P ) + (−P ) − 2(O) and the formula for
ΘE,a.
Now we can prove the distribution relation.
Theorem 4.2.2 (Distribution relation). Suppose that E is defined over K. Let b be
a nontrivial ideal of O prime to a. Consider β ∈ O an O-generator of b. Then, for
any P ∈ E(C). ∏
R∈E[b]
ΘE,a(P +R) = ΘE,a(βP ).
Proof. Lemma 4.2.1 allows us to compute the divisors of the two rational functions
div
 ∏
R∈E[b]
ΘE,a(P +R)
 = ∑
R∈E[b]
div (τ ∗RΘE,a) =
∑
R∈E[b]
τ ∗Rdiv (ΘE,a) =
=
∑
R∈E[b]
12Na(−R)− 12 ∑
P∈E[a]
(P −R)
 = 12Na ∑
R∈E[b]
(R)− 12
∑
Q∈E[ab]
(Q),
here τR denotes translation by R. Similarly
div(β∗ΘE,a) = β∗div(ΘE,a) = β∗div
12Na(O)− 12 ∑
P∈E[a]
(P )
 =
= 12Na
∑
R∈E[b]
(R)− 12
∑
P∈E[a]
∑
R∈β−1P
(R) = 12Na
∑
R∈E[b]
(R)− 12
∑
Q∈E[ab]
(Q),
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where we used that a, b are relatively prime for both calculations. Since the two
functions have the same divisors their ratio λ ∈ K× is a constant. We compute λ by
evaluating the ratio at P = O
λ =
∏
R∈E[b] ΘE,a(R)
ΘE,a(βP )
=
∆(E)(Na−1)(Nb−1)
γ12(Nb−1)β12(Na−1)
∏
R∈E[b]−O
P∈E[a]−O
(x(R)− x(P ))−6 .
Note that we have β12(Na−1) in the denominator. This comes from evaluating the limit
x(O)− x(P )
x(βO)− x(P ) = 1/β
2. (4.2)
It can be justified using formal groups: consider the power series x(Z) = Z−2 + . . . of
(1.3) in terms of the uniformizer Z. Consider also the morphism [β](Z) = βZ+O(Z2).
Substituting this in (4.2) and taking the limit when Z tends to 0 leads to the desired
result. Proceeding as in the proof of Theorem 4.1.6 one can see that λ is a global
unit of K, i.e. λ ∈ O×. We will see that, if we let ωK = #O×, we can write λ = ωK
for some  ∈ K×. This implies that  ∈ O× and therefore λ = 1 as we want.
Let’s show that such  exists: since K is a quadratic imaginary extension of Q we
have that ωK | 12. It is also true that ωK | (Na − 1) if a is coprime to 6. This last
assertion is clear when ωK = 2. Otherwise, if K = Q(i) or K = Q(µ3) one has to
analyze when the rational primes that divide a split or stay prime (note that since a
is coprime to 6 none of them ramify). Using also that x is an even function we can
choose  as
 =
∆(E)(Na−1)(Nb−1)/ωK
γ12(Nb−1)/ωKβ12(Na−1)/ωK
∏
R∈E[b]−O
P∈(E[a]−O)/±1
(x(R)− x(P ))−12/ωK
and we are done.
Lemma 4.2.3. Let b be a nontrivial ideal of O prime to a and Q ∈ E[b] a point of
exact order b. If c is an ideal of O prime to b and σc = (c, K(b)/K) we have
ΘE,a(Q)
σc = ΘE,a(cQ)
where c ∈ O is an O-generator of the ideal c and K(b) is the ray class field of K
modulo b.
Remark 4.2.4. We denote by (·, K(b)/K) the Artin map in terms of ideals. On the
other hand we denote by [·, K] the Artin map in terms of ideles.
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Proof. Since ΘE,a only depends on the isomorphism class of E we can suppose that
E is defined over K. Thus, we need to compute ΘE,a(Q
σc). By class field theory, we
can choose x ∈ A×K a finite idele such that xp = 1 for all p | b and (x) = c satisfying
[x,K]|K(b) = σc.
Now we use Lemma 2.5.1 to translate the action of [x,K] on Q as multiplication
by x−1α(x), where α(x)O = c. But since Q has order b, the map multiplication by
x−1 is the identity on Q. Thus
ΘE,a(Q
[x,K]) = ΘE,a(α(x)Q) = ΘE,a(cQ).
For the last equality we used that α(x) = uc for some unit u ∈ O× and that ΘE,a
only depends on the isomorphism class of E.
The following is the expression of the distribution relation that we will use
Corollary 4.2.5. Let b be an ideal of O prime to a and Q ∈ E[b] of exact order b.
Let p be a prime dividing b and pi ∈ O such that piO = p. Let b′ = bp−1 and suppose
that it is a nontrivial ideal of O. Then
NK(b)/K(b′)ΘE,a(Q) =
{
ΘE,a(piQ) if p | b′
ΘE,a(piQ)
1−Frob−1p if p - b′
Where in the case p - b′ we denote Frobp = (p, K(b′)/K).
Proof. As we have done before we can suppose that E is defined over K because K
has class number 1, therefore ΘE,a is defined over K.
For any integral ideal s define Us =
{
x ∈ A×K | xq ∈ O×q and xq ∈ 1 + sOq for all q
}
,
from class field theory
[. , K] : A×K/
(
K×Us
) ∼−→ Gal(K(s)/K),
where s is the ray class field of K modulo s. Considering the exact sequence
1→ Gal(K(b)/K(b′))→ Gal(K(b)/K)→ Gal(K(b′)/K)→ 1
it is plain to deduce
Gal(K(b)/K(b′)) ∼= Ub′/Ub ∼= U (n)p /U (n+1)p .
where n = ordp(b
′) and U (n)p equals the nth higher unit group if n ≥ 1 and it equals
to O×p if n = 0.
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We can compute the norm using this isomorphisms
NK(b)/K(b′)ΘE,a(Q) =
∏
x∈U(n)p /U(n+1)p
ΘE,a(Q
[x,K])
where the product is done for a set of representatives of U
(n)
p /U
(n+1)
p . Now, by Lemma
2.5.1 we translate the action of [x,K] to multiplication by x−1α(x) on b−1L/L, where
L is a fractional ideal of O such that f : C/L ∼−→ E(C) is an isomorphism. Thus,
letting Q = f(t) and using that α(x) is an automorphism of E (because (x) = O =
αO)
ΘE,a(Q
[x,K]) = ΘE,a(α(x)f(x
−1t)) = ΘE,a(f(x−1t)).
To study the possibilities for x−1t write t = (tq) with tq ∈ (bq)−1Lq/Lq (we are
using the isomorphism of Proposition 2.4.1). We have that x ∈ A×K has 1 in all the
components except at the p component, where it has an element of U
(n)
p . Therefore
x−1 only affects the p component of (tq)
x−1(tq) = (x−1q tq) =
{
tq if q 6= p,
x−1p tp = tp + tp(x
−1
p − 1) if q = p.
(4.3)
This expression shows that we can write
f(x−1t) = f(t) + f(tp(x−1p − 1)) = Q+R.
Using that t has exact order b and that xp ∈ U (n)p we see that R ∈ E[p]. Moreover,
from (4.3) it is also easy to see that the points R are distinct if the x are in different
equivalence classes of U
(n)
p /U
(n+1)
p . Now we consider the following two cases:
- If n ≥ 1, we have #
(
U
(n)
p /U
(n+1)
p
)
= Np = #E[p]. Hence∏
x∈U(n)p /U(n+1)p
ΘE,a(x
−1Q) =
∏
R∈E[p]
ΘE,a(P +R) = ΘE,a(piP ).
Where we used the distribution relation of Theorem 4.2.2.
- If n = 0, we have #
(
U
(n)
p /U
(n+1)
p
)
= Np − 1. Let’s see for which R0 it is not
possible that
x−1Q = Q+R0.
Using (4.3) we notice that x−1t has order exactly b. Hence, it is not possible
that Q+R ∈ E[b′]. But certantly there exists exactly one R0 ∈ E[p] such that
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Q+ R0 has exact order b
′ (it would correspond to R0 = f(−tp)). Hence, using
the distribution relation again
NK(b)/K(b′)ΘE,a(Q) =
∏
R0 6=R∈E[p]
ΘE,a(P +R) = ΘE,a(piQ)/ΘE,a(Q+R0).
And now we use that Q+R0 ∈ E[b′] and that b′ is nontrivial by hypothesis, so
we can apply Lemma 4.2.3 with Frobp = (p, K(b
′)/K) to get
ΘE,a(Q+R0)
Frobp = ΘE,a(pi(Q+R0)) = ΘE,a(piQ).
Applying Frob−1p on both sides we get the desired result.
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Chapter 5
Euler systems
Let K be an imaginary quadratic field of class number 1. Denote by O its ring of
integers.
In this chapter we give a general definition of an Euler system. Then we define
the concrete case of elliptic units and show that it is an Euler system. After that, we
explain how every unit of an Euler system generates a principal ideal of an extension
of K. Moreover, we will find the factorizations of these ideals in terms of other units
using the norm-compatibility relations, the so called Factorization Theorem. This
theorem will give relations of the ideal class group which will be useful to bound its
cardinality in the next chapter.
We essentially follow [Rub99] Chapter 8 except for the last section where we state
and prove the Factorization Theorem following [CS06] Chapter 5. However, in [CS06]
the proof is done for cyclotomic units. Therefore, some modifications have to be done
using the so called universal Euler system. To study the universal Euler system we
are doing a particular case of [Rub00] Chapter 4, Section 2. There, one can find the
study of Euler systems in greater generality.
Fix an elliptic curve E defined over K with complex multiplication by O. Let ψ
be the Hecke character attached to E with conductor f. Choose a prime p of K not
dividing 6f and let p be the rational prime below it. Fix an ideal a of O coprime
to 6pf. Let R be the set of square free ideals of O coprime to 6fpa. Finally, for
n ≥ 0 denote by Kn = K(E[pn]), if r ∈ R denote by Kn(r) = K(E[pnr]) and let
Gr = Gal(Kn(r)/Kn).
5.1 The Euler system of elliptic units
We will work with the following definition of Euler system.
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Definition 5.1.1. An Euler system is a set of global units{
η(n, r) ∈ Kn(r)× | n ≥ 1 and r ∈ R
}
satsifying:
1. If rq ∈ R, where q is a prime ideal of O, then
NKn(rq)/Kn(r)η(n, rq) = η(n, r)
(1−Frob−1q ).
2. If r ∈ R and n ≥ 1, then
NKn+1(r)/Kn(r)η(n+ 1, r) = η(n, r).
Remark 5.1.2. In the first equality we have that qr ∈ R . Hence, Frobq ∈ Gal(Kn(r)/K)
is well defined because Kn(r) = K(E[p
nr]) and since pnr and q are coprime the ex-
tension Kn(r)/K is unramified at q.
Using the functions defined in the previous chapter we now define a system of
units and prove that it is an Euler system. We will call this system the Euler system
of elliptic units. This is the system we are interested in. Fix an analytic isomorphism
ξ : C/L ∼−→ E(C) where L = ΩO and Ω ∈ C.
Definition 5.1.3. Given an integer n ≥ 0 and an integral ideal r ∈ R define
η(a)n (r) = ΛE,a
(
ξ
(
ψ(pnr)−1Ω
))
.
Where the expression for ΛE,a is in Definition 4.1.7. The set {η(a)n (r)} for n ≥ 1 and
r ∈ R is the set of elliptic units. We will sometimes omit the reference to a and just
write ηn(r).
Remark 5.1.4. Using that ψ(pnr) generates the ideal pnr we see that ηn(r) is ΛE,a
evaluated at the point Q = ξ
(
ψ (pnr)−1 Ω
)
of exact order pnr.
We proceed to find the fields of definition of these units as well as the compatibility
relations between them.
Proposition 5.1.5. For an integer n ≥ 1 and integral ideal r ∈ R, ηn(r) is a global
unit in Kn(r)
×. Moreover:
1. If q ∈ R is a prime ideal such that qr ∈ R. Then
NKn(rq)/Kn(r)ηn(rq) = ηn(r)
(1−Frob−1q ),
where Frobq ∈ Gal(Kn(r)/K).
75
2. NKn+1(r)/Kn(r)ηn+1(r) = ηn(r).
In other words, {ηn(r)} with n ≥ 1 and r ∈ R is an Euler system.
Proof. As we mentioned in Remark 5.1.4, ηn(r) = ΛE,a(Q) for Q = ξ (ψ(p
nr)−1Ω) an
O-generator of E[pnr]. Hence, we can apply Proposition 4.1.8 (1) and (3) to see that
ηn(r) ∈ Kn(r) and that it is a global unit for n ≥ 1. We proceed to prove the other
two points:
1. By Theorem 2.6.4 (3) we can write
NKn(rq)/Kn(r) (ηn(rq)) = NK(fpnrq)/K(fpnr) (ηn(rq)) = NK(fpnrq)/K(fpnr) (ΛE,a(R))
where R = ξ (ψ(pnrq)−1Ω) ∈ E[pnrq]. Now, using the expression of ΛE,a as a
product of terms of the form ΘE,a(R+S) with S of exact order f we use Corollary
4.2.5 (2) to calculate
NK(fpnrq)/K(fpnr)ΘE,a(R + S) = Θ(piR + piS)
1−Frob−1q (5.1)
where pi ∈ O is a generator of q. In fact, we can choose pi such that piξ(ψ(pnqr)−1Ω) =
ξ(ψ(pnr)−1Ω). In addition, since q is coprime to f, pi permutes the elements S of
exact order f. Now the result follows multiplying (5.1) for all the elements S of
exact order f.
2. The proof is the same than the proof of part (1) but in this case one has to use
Corollary 4.2.5 (1).
5.2 The extensions Kn(r)
Fix n ≥ 1 a positive integer and r ∈ R. Denote by Gr = Gal(Kn(r)/Kn). The units
of an Euler system lie in extensions of the form Kn(r). In this section we study these
extensions, their Galois group and the ramification at some primes. Recall that we
denote Gr = Gal(Kn(r)/Kn).
Lemma 5.2.1. Gr ∼= (O/r)×. Similarly, Gal(Kn(r)/Kn(rs−1)) ∼= (O/s)×.
Proof. Consider the exact sequence
1→ Gal(K(E[pnr])/K(E[pn]))→ Gal(K(E[pnr])/K)→ Gal(K(E[pn])/K)→ 1.
The result follows from Theorem 2.6.4 (2) and the fact that r and p are coprime.
For the second assertion the proof is the same.
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Proposition 5.2.2. Let q be a prime such that q | r. Then Kn(rq−1) ∩Kn(q) = Kn
and Kn(rq
−1)Kn(q) = Kn(r).
Proof. Observe that Theorem 2.6.4 (4) shows that Kn(q)/Kn is totally ramified at
q. On the other hand, using that p is coprime to 6 we have that the reduction map
O× → (O/pn)× is injective, and following a very similar reasoning that was done in
the proof of Theorem 2.6.4 (5) we see that Kn(rq
−1)/Kn is unramified at q. Hence,
Kn(q) ∩Kn(rq−1) = Kn. Therefore, since all these extensions are Galois
[Kn(rq
−1)Kn(q) : K(rq−1)] = [Kn(q) : Kn] = Nq− 1.
where we used Lemma 5.2.1 for the last equality. On the other hand, using again
Lemma 5.2.1 we obtain
[Kn(r) : Kn(rq
−1)] =
[Kn(r) : Kn]
[Kn(rq−1) : Kn]
= Nq− 1,
because rq−1 and q are coprime. But it is clear that Kn(q)Kn(rq−1) ⊂ Kn(r) so the
result follows.
The next two corollaries are consequence of the previous Proposition and its proof.
Corollary 5.2.3. Let q be a prime ideal of O such that q | r. Every prime above q
in Kn is ramified of degree Nq− 1 in the extension Kn(r)/Kn.
Proof. See the proof of Proposition 5.2.2.
Corollary 5.2.4. We have
Gr =
∏
q|r
Gq
where the product is over prime ideals of O dividing r.
Proof. Apply Proposition 5.2.2 and induct on the number of primes dividing r.
Remark 5.2.5. If r ∈ R and s | r we will also denote by Gs = Gal(Kn(r)/Kn(rs−1)).
5.3 Universal Euler system
We present an equivalent way to define an Euler system. Given r ∈ R and n ≥ 1
we will represent the collection of units of the Euler system that lie in Kn(r) as
indeterminate variables: for every s such that s | r we will consider the indeterminate
xn,s to represent the unit of Kn(s). The elements of Gal(Kn(r)/K) will act on the
variables giving a structure of Z[Gal(Kn(r)/K)]-module. We will define some relations
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on this module in order to have the compatibility relations of an Euler system. Finally,
taking the direct limit with respect to r and n we will be able to consider all the units
in extensions of the form Kn(r).
The reason why we need to give this definition is that the Z[Gal(Kn(r)/K)]-module
that is obtained doing this construction is torsion free. This will translate on having a
canonical way to take the Mth root of an element (when it exists) which is necessary,
as we will see in the next section, to define the principal ideals in Kn.
In the case of the Euler system of cyclotomic units it is not necessary to introduce
this universal system because Q and the field extensions that are considered do not
contain roots of unity of order greater than 2 (since these fields are totally real). In
our case, both the base field K and its extensions can have nontrivial roots of unity
so we need to work with the universal system.
We start defining the norm operator.
Definition 5.3.1. Given r ∈ R, define
Nr =
∑
σ∈Gr
σ ∈ Z[Gr].
Note that Nr =
∏
q|rNq.
We can now begin with the construction of the universal Euler system.
Definition 5.3.2. Let r ∈ R and n ≥ 1, define Xn,r the Z[Gal(Kn(r)/K)]-module
generated by the indeterminates {xn,s : s | r} modulo the relations:
1. If s | r and σ ∈ Gal(Kn(r)/Kn(s)) we have xn,s = σxn,s.
2. if qs | r, Nqxn,qs = (1− Frob−1q )xn,s, where Frobq ∈ Gal(Kn(s)/K).
The next definition explains what is the universal Euler system and gives an
equivalent way to define an Euler system using it.
Definition 5.3.3. The universal Euler system is
lim−→
r,n
Xn,r.
where the direct limit is taken over r ∈ R and n ≥ 1.
Then, an Euler system is a Galois equivariant map
η : lim−→
r,n
Xn,r →
⋃
r,n
Kn(r)
×
such that η(xn,r) ∈ Kn(r)× is a global unit.
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We now study the structure of Xn,r. The following theorem is the reason we
introduced the universal Euler system. To prove the theorem we will need the next
lemma.
Lemma 5.3.4. Let r ∈ R and n ≥ 1. For every prime ideal q | r and ideal s | r
define
Bq = Gq − {1} ⊂ Z[Gq], Bs =
∏
q|s
Bq ⊂ Z[Gs].
In addition, let A1 ⊂ Gal(Kn(r)/K) be a complete set of representatives of Gal(Kn/K)
and for every ideal s | r define As = A1Bs. Then, the family
A =
⋃
s|r
Asxn,s
is a generating set of Xn,r as a Z-module.
Proof. Let σ ∈ Gal(Kn(r)/K) and s | r. We need to see that the element σxn,s can
be written as a Z-linear combination of elements of A. Let’s prove it by induction on
the number of primes dividing s. If s = 1, Gal(Kn(r)/K) acts on xn,1 through the
quotient Gal(Kn/K). Since A1 is a set of representatives of this quotient the result
follows. Now let s | r and suppose that the result is proven for all ideals with less
prime factors than s. We can write σ = σ′τ with σ′ ∈ A1 and τ ∈ Gal(Kn(r)/Kn) so
it is enough to prove that τxn,s can be writen as a linear combination of elements of
A. If τ ∈ Bs we are done. Otherwise, there is q | s prime such that τ = τqτs/q where
1 = τq ∈ Gq. Therefore
τxn,s = τs/qτqxn,s = τs/qNqxn,s −
(
τs/q
Nq−2∑
i=1
σiq
)
xn,s.
For the first term we can use that
Nqxn,s =
(
1− Frob−1q
)
xn,s/q
and apply the induction hypothesis. For the second one we just have to repeat this
process until we obtain an element of the form τxn,s with τ ∈ Bs.
Theorem 5.3.5. If r ∈ R and n ≥ 1 then Xn,r is a free Z-module.
Proof. We will prove that the generating set A found in the lemma is a Z-basis of
Xn,r. It is easy to count the number of generators of A: using that #Bq = Nq− 2 we
have
#A =
∑
s|r
#As = #A1
∑
s|r
#Bs = #A1
∑
s|r
∏
q|s
(Nq − 2) = #A1
∏
q|r
(Nq − 1)
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and the last is equal to #Gal(Kn(r)/K) since Gr =
∏
q|rGq.
In order to prove that this set of generators form an independent set it is enough
to prove that
rankZXn,r ≥ #A (5.2)
because we would obtain that the rank of the Z-module is greater or equal than the
size of a set of generators, which implies that the module is torsion free and the set
of generators is a basis.
To prove it consider the following map
xn,s 7→
∏
q|r/s
Nq
∏
q|s
(
(Nq− 1) + ((1− Frob−1q )+ (Nq− 1)) NqNq − 1
)
which send the indeterminate, xn,s, to elements of Q[Gal(Kn(r)/K)]. This can be
extended Z[Gal(Kn(r)/K)]-linearly to a map from Xn,r to Q[Gal(Kn(r)/K)], since it
respects the two relations of the module Xn,r. Indeed:
1. Let s | r. We need to see that if σ ∈ Gal(Kn(r)/Kn(s)), σxn,s and xn,s have the
same image. This follows from the fact that:
σ =
∏
q|r/s
τq
where τq ∈ Gal(Kn(r)/Kn(r/q). Therefore:
σ
∏
q|r/s
Nq =
∏
q|r/s
τqNq =
∏
q|r/s
Nq.
2. Suppose that sq¯ | r. We should see that Nq¯xn,sq¯ and (1 − Frob−1q¯ )xn,s have the
same image. This follows plainly from the fact that
(Nq¯− 1)Nq¯ = Nq¯Nq¯.
After these observations we therefore can define a Q-linear map between the Q-vector
spaces Xn,r ⊗Q and Q[Gal(Kn(r)/K)]
ϕ : Xn,r ⊗Q→ Q[Gal(Kn(r)/K)]
which is Q[Gal(Kn(r)/K)]-equivariant by construction. Note that if we prove that ϕ
is surjective, dimQ (Xn,r ⊗Q) ≥ #Gal(Kn(r)/K) which shows (5.2) as we want.
80
To prove the surjectivity, let χ : Gal(Kn(r)/K) → C× a character of G with
conductor s, i.e, s is the largest ideal such that s | r and Gal(Kn(r)/Kn(r/s)) ⊂ kerχ.
Then χ(ϕ(xn,s) 6= 0. Indeed∏
q|r/s
χ(Nq) =
∏
q|r/s
(Nq− 1) 6= 0.
because for every q - s Gal(Kn(r)/Kn(r/q)) ⊂ Gal(Kn(r)/Kn(s)). On the other hand,
if q | s, the subgroup χ(Gq) 6= 1. Using that Gq is cyclic we get that χ(Nq) = 0.
Therefore
χ
Nq∏
q|s
(
(Nq− 1) + ((1− Frob−1q )+ (Nq− 1)) NqNq − 1
) = ∏
q|s
(Nq− 1) 6= 0.
Combining these calculations yields
χ(ϕ(xn,s)) =
∏
q|s
(Nq− 1) 6= 0.
Now the result follows from the following lemma.
Lemma 5.3.6. Let G be an abelian group, X a Q[G]-module and
f : X → Q[G]
a G[Q]-equivariant morphism. If for every character χ : G → C× the composition
χ ◦ f 6= 0, then f is surjective.
Proof. The map f is a Q-linear map. Therefore it is enough to prove that the induced
map
f : X ⊗ C→ C[G]
is surjective.
Recall, from representation theory of finite abelian groups, that multiplication by
G induces a representation on C[G]: the regular representation. Its decomposition in
invariant subspaces is well known
C[G] ∼=
⊕
i∈I
Vχi
where {χi}i∈I is the set of irreducible representations of G, which are all one dimen-
sional, i.e. for every i there exists vi ∈ C[G] generating Vχi .
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For the sake of contradiction suppose that the map is not surjective. Since imf is
a C[G]-equivariant subspace it is plain to prove that
imf =
⊕
j∈J
Vχj
for some subset J ⊂ I. Since imf 6= C[G] there exists i ∈ I \ J . Now, from basic
properties of orthogonality of characters it follows that χi(imf) = 0. Indeed, if j ∈ J
we have that for every g ∈ G
gvj = χj(g)vj,
applying χi in both sides yields
(χi(g)− χj(g))χi(vj) = 0.
This must be true for every g, and since χi 6= χj it has to be χi(vj) = 0. This is a
contradiction with χi ◦ f 6= 0 and we are done.
5.4 Kolyvagin’s derivative
Consider an Euler system η, that we will identify with the universal Euler system.
Fix M a power of a p and n ≥ 1. We now explain how to construct a principal ideal
of Kn starting from the unit η(n, r) ∈ Kn(r). This construction will be done only for
r in the following subgroup of R.
Definition 5.4.1. Define Rn,M to be the subset of R with elements r ∈ R such that
every prime q | r satisfies:
- q splits completely in Kn/K,
- M | (Nq− 1).
In order to do the construction we will use the Kolyvagin’s derivative operator.
For every prime q ∈ R prime, fix σq ∈ Gal(Kn(r)/Kn(r/q)) a generator of the cyclic
group.
Definition 5.4.2. If q ∈ R prime define
Dq =
Nq−2∑
i=1
iσiq ∈ Z[Gq].
For an arbitrary ideal r ∈ R define Dr := ∏q|rDq ∈ Z[Gr].
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Remark 5.4.3. The definition of Dq and Dr depend on the choice of the generators
σq. This is the reason we need to fix these generators.
By the way that Dq is constructed it is clear that
Lemma 5.4.4. If q ∈ R is a prime ideal and σq is the fixed generator of Gq
(σq − 1)Dq = (Nq− 1−Nq)
as elements of Z[Gq].
Proof. It is an easy calculation that uses that Gq is cyclic of order Nq− 1
(σq − 1)Dq = (σq − 1)
Nq−2∑
i=1
iσiq =
Nq−1∑
i=2
(i− 1)σiq −
Nq−2∑
i=1
iσiq = (Nq− 1−Nq).
Proposition 5.4.5. If r ∈ Rn,M where n ≥ 1, then Drxn,r ∈ (Xn,r/MXn,r)Gr.
Proof. We want to see that for every σ ∈ Gr
(σ − 1)Drxn,r ∈MXn,r.
The proof will be by induction on the number of primes dividing r. For the base
case, suppose r = O, then Gr = 1, the result is clear because 0xn,r ∈MXn,r. Now let
r ∈ Rn,M and suppose that the result is proven by all ideals of Rn,M with less prime
factors than r. Then for every q | r, denote s = rq−1 and let σq be the fixed generator
of Gq ⊂ Gr. By Lemma 5.4.4:
(σq − 1)Drxn,r = (σq − 1)DqDsxn,r = (Nq− 1−Nq)Dsxn,r.
Since M | (Nq− 1) is is clear that (Nq − 1 − Nq)Dsxn,r ≡ −DsNqxn,r mod MXn,r.
Now we use the distribution relation and the induction hypothesis on s
−DsNqxn,r = (Frob−1q − 1)xn,s ≡ 0 mod MXn,r
To apply the induction hypothesis we have to ensure that Frobq ∈ Gs. This is true
because q splits completely in Kn/K so Frobq fixes Kn. Since {σq}q|r for generate Gr
we are done.
Now we have the tools to start the construction of the principal ideal.
Definition 5.4.6. Define a 1-cocycle c ∈ H1(Gr, Kn(r)×)
Gr → Kn(r)×, c(σ) = η
(
(σ − 1)Drxn,r
M
)
.
83
Remark 5.4.7. In the definition of c(σ) we are using that Xn,r is torsion free (Theorem
5.3.5) and therefore the element (σ − 1)Drxn,r/M is well defined, i.e. unique.
By Hilbert’s Theorem 90 we have that H1(Gr, Kn(r)) = 0, hence there exists
β ∈ Kn(r)× such that
c(σ) = η
(
(σ − 1)Drxn,r
M
)
= βσ−1.
Raising this equality to the M yields to
z =
η(xn,r)
Dr
βM
∈ K×n .
The element β is well defined except for multiplication by an element of Kn. Hence,
z is well defined in K×n /(K
×
n )
M .
Definition 5.4.8. With the same notation that used in the previous definition define
κn,M(r) =
η(xn,r)
Dr
βM
∈ K×n /(K×n )M .
We will consider the principal ideals of F generated by elements of the form
κn,M(r).
5.5 The Factorization Theorem
Unless stated otherwise, fix M a power of p, n ≥ 1 and r ∈ Rn,M . In order to simplify
the notation denote F = Kn and let OF be its ring of integers. In this section we
explain how to calculate the factorization of the ideal generated by κn,M(r) ∈ F
modulo Mth powers. The result will be in terms of κn,M(s) for ideals s | r. The
reason why we need to consider the factorization modulo Mth powers is because
κn,M(r) is only well defined in F
×/ (F×)M .
We first introduce the notation that will be used to study these factorizations.
Definition 5.5.1. Denote the group of ideals of Kn additively as
I =
⊕
Q
ZQ,
where the sum is over all prime ideals Q of F . If q is a prime ideal of K, we define
Iq =
⊕
Q|q
ZQ.
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As we said we will study the factorizations of ideals modulo prime powers, hence we
will work with I/MI and Iq/MIq.
For a given y ∈ Kn, denote by (y) the principal ideal generated by y, (y)q its
projection on Iq, [y] ∈ I/MI the reduction modulo M and [y]q the respective pro-
jection.
Therefore, we are interested in
[κn,M(r)] =
∑
q
[κn,M(r)]q
where the sum is over the primes q of K.
Lemma 5.5.2. Let q be a prime of K. For every Q | q prime of F choose a prime
Q¯ of F (r) above it. Let e be the ramification index of Q in the extension F (r)/F (by
Corollary 5.2.3 e is equal for all Q). Choose a representative z ∈ F× of κn,M(r)
z =
η(xn,r)
Dr
βM
with β ∈ F (r). Then
[κn,M(r)]q =
∑
Q|q
(
−M
e
ordQ¯(β) mod M
)
Q.
Proof. By definition
[κn,M(r)]q = [z]q =
∑
Q|q
(ordQ(z) mod M)Q.
and it is plain to see
ordQ(z) =
1
e
ordQ˜(z) = −
M
e
ordQ˜(β).
Remark 5.5.3. From this equality and Corollary 5.2.3 we see that if q is a divisor
of r, then e = Nq − 1, so ordQ(z) is not necessarily a multiple of M . On the other
hand, if q is coprime to r, e = 1 so [z]q = 0. This shows that even though the ideal
generated by κn,M(r) in F (r) is trivial modulo Mth powers (since κn,M(r) equals to
a unit divided by an Mth power) it is not necessarily trivial when considered as an
ideal of F .
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In order to have [κn,M(r)]q we need to find ordQ˜(β) for Q˜ above q for the primes
of K such that q | r.
Fix q ∈ Rn,M a prime of K. We will construct a function, φq that, by the end of
this section, will allow us to relate ordQ˜(β) with the element κn,M(rq
−1). We start by
defining a map
φ′q : (OF/qOF )× → Iq/MIq
that after a small modification will become our desired map. Notice that q splits
completely in F
(OF/qOF )× ∼=
∏
Q|q
(OF/Q)×
and every of this terms is cyclic of order Nq− 1. On the other hand
Iq/MIq ∼= ⊕Q|q(Z/MZ).
Since M | (Nq−1), to define φ′q is to choose a generator of the cyclic group (OF/Q)×
for every Q | q and map it to 1 ∈ Z/MZ.
Now we explain how we choose these generators. For Q dividing q choose a prime
Q′ of F (q) above it and consider piQ a local parameter at the prime Q′. Since the
local field extension F (q)Q′/FQ is totally tamely ramified we have that the map
Gal(F (q)/F )→ OF (q),Q′× → (OF/Q)× , σ 7→ pi(1−σ)Q 7→ [pi(1−σ)Q ] (5.3)
is a group isomorphism ([Ser13], Chapter IV Proposition 5).
Definition 5.5.4. For Q as above, define γQ ∈ (OF/Q)× to be the image of the
fixed generator σq ∈ Gq (see Remark 5.4.3) by the map in (5.3). It is a generator of
(OF/Q)×.
Definition 5.5.5. Define the map
φ′q : (OF/q)× → Iq/MIq
as follows: given α ∈ (OF/q)× define, for every Q | q, aQ(α) ∈ Z such that α ≡ γaQ(α)Q
mod Q. Then define
φ′q(α) =
∑
Q|q
(aQ(α) mod M)Q.
It is clear that
Proposition 5.5.6. The map φ′q is surjective, Gal(F/K)-equivariant and its kernel
is precisely the set of M th powers of (OF/q)×.
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Definition 5.5.7. We have a well defined map
jq :
{
κ ∈ F×/ (F×)M : [κ]q = 0}→ (OF/q)× / ((OF/q)×)M
where for every κ ∈ F×/ (F×)M we choose a representative z ∈ O×F such that
ordQ(z) = 0 for every Q | q. Define φq = φ′q ◦ jq.
Before stating and proving the Factorization Theorem, we prove the following
lemma that will be necessary.
Lemma 5.5.8. Let η be an Euler System and q ∈ R prime. Write Nq − 1 = dpk
with (d, p) = 1. Then, for every n ≥ 1 and r ∈ R coprime to q
η(n, qr)d ≡ η(n, r)dFrob−1q
modulo every prime above q.
Proof. Let m ≥ n and G = Gal(Km(qr)/Kn(qr)). Let H be the decomposition group
of G at a prime Q˜ of Km(qr) above q. Denote by H
′ a set of representatives of G/H
and
NH =
∑
σ∈H
σ, NH′ =
∑
σ∈H′
σ.
Recall the norm compatibility relations of the definition of an Euler system, we will
start working with
NKm(rq)/Km(r)η(m, rq) = η(m, r)
1−Frob−1q ,
Since the primes above q are totally ramified in Km(qr)/Km(r) (Theorem 2.6.4 (5)),
all the elements of Gal(Km(qr)/Km(r)) reduce to the identity modulo Q˜. Hence
NKm(rq)/Km(r)η(m, rq) ≡ η(m, rq)Nq−1 mod Q˜.
On the other hand, using the characterization of Frobq it is easy to see that
η(m, r)(1−Frob
−1
q ) ≡ (η(m, r)Frobq)Nq−1 mod Q˜.
So, the first equation becomes
η(m, rq)Nq−1 ≡
(
η(m, r)Frob
−1
q
)Nq−1
mod Q˜. (5.4)
The second norm compatibility relation implies
NKm(qr)/Kn(qr)η(m, qr) = η(n, qr).
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Note that
NKm(qr)/Kn(qr)η(m, qr) = η(m, qr)
NHNH′ .
But it is easy to know how NH acts on the elements of the residue field, because the
automorphisms of a finite field are generated by the Frobenius automorphism, i.e.
η(m, qr)NH ≡ η(m, qr)t
where, if we call h the residual degree at q of the extension Kn(qr)/K
t =
#H−1∑
i=0
(Nq)hi ≡ #H mod (Nq− 1)
Hence, the second compatibility relation becomes
η(m, qr)tNH′ ≡ η(n, qr) mod Q˜ (5.5)
Now, we observe that the cardinality ofG is a power of p and hence so is the cardinality
of H. Moreover, Gal(Km(qr)/Kn(qr)) is unramified at q for all m ≥ n, so for every
value of m we obtain distinct finite extensions of the residue field of Kn(qr). This
means that the decomposition group H can be arbitrarily large. So choose m such
that pk | (#H) and write t = pkt′.
Now we can combine (5.5) and (5.4) to say that modulo Q˜
η(n, qr)d ≡ η(m, qr)NH′dt ≡ (η(m, qr)NH′)(Nq−1)t′ ≡ (η(m, r)Frob−1q )(Nq−1)NH′ t′ .
Where for the last congruence we applied (5.4) to (ηm,qr)
NH′ since it is plain to see that
the proof is analogous. Now, from Theorem 2.6.4 it is easy to see that the restriction
map Gal(Km(qr)/Kn(qr))→ Gal(Km(r)/Kn(r)) and from here it follows that we can
apply (5.5) to say(
η(m, r)Frob
−1
q
)(Nq−1)NH′ t′
=
(
η(m, r)tNH′
)dFrob−1q ≡ η(m, r)dFrob−1q mod Q˜
and we are done.
Theorem 5.5.9 (Factorization Theorem). Consider κn,M(r) and q a prime ideal of
K. Then:
1. If q - r, [κn,M(r)]q = 0,
2. If q | r: [κn,M(r)]q = φq(κn,M(rq−1)).
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Proof. Let zr be a representative of κn,M(r), i.e.
zr =
η(xn,M)
Dr
βMr
∈ F×.
Then, we have to find [z]q, and as it is done in Lemma 5.5.2
[zr]q =
∑
Q|q
(ordQ(z) mod M)Q
where
ordQ(zr) =
1
e
ordQ˜(zr) = −
M
e
ordQ˜(βr).
where we choose Q a prime of F above q and Q¯ a prime of F (r) above q.
1. If q - r, then q is unramified at F (r), this implies that e = 1 and hence [z]q = 0
proving the first statement.
2. Suppose that q | r and let s = rq−1. Then we have the extensions F (r)/F (q)/F .
Let Q′ the prime of F (q) above Q (recall that F (q)/F is totally ramified at Q)
and let Q˜ be a prime of F (r) above Q′ (also recall that the extension F (r)/F (q)
is unramified at Q′). In this case the ramification index is e = Nq− 1 hence
ordQ(z) =
M
1− NqordQ˜(β).
Call cQ = ordQ˜(β), and let piQ be a local parameter of F (q) at Q
′. Then piQ is also
a local parameter of F (r) at Q˜ because the extension F (r)/F (q) is uramified at
Q′. This means that we can write
βr = pi
cQ
Q αQ
where αQ is a unit in the completion of F (r) at the prime Q˜.
Now we consider σq the generator of Gq = Gal(F (q)/F ). As it is said in Corollary
5.2.4, Gq can be identified with Gal(F (r)/F (s)) and it is easy to see that it cor-
responds to the inertia subgroup at Q′ of Gal(F (r)/F ). Therefore, since αQ is a
unit
β1−σqr =
(
pi
1−σq
Q
)cQ
(αQ)
1−σq ≡
(
pi
1−σq
Q
)cQ ≡ γcQQ mod Q˜ (5.6)
where we used the expression of the generator γQ (see Definition 5.5.5).
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Now we proceed to calculate φq(κn,M(s)). For this let
zs =
η(xn,M)
Ds
βMs
∈ O×F
be an integral representative of κn,M(s). Therefore, following Definition 5.5.7, to
compute φq(κn,M(s)) we need to find zs mod Q for every Q | q. In order to do so
write Nq − 1 = dpk where (d, p) = 1 and we will compute βd(σq−1)r modulo Q˜ in
terms of zs mod Q˜
βd(σq−1)r = η
(
(σq − 1)Drxn,r
M
)d
= η
(
(Nq− 1−Nq)Dsxn,r
M
)d
=
=
(
η(xn,r)
d
)Ds Nq−1M η((1− Frob−1q )xn,s
M
)d
where we used Lemma 5.4.4 and then the distribution relation satisfied by the
Euler System (Definition 5.3.2). Now applying Lemma 5.5.8 at the first term of
the product and the definition of βs at the second one we can write
(
η(xn,r)
d
)Ds Nq−1M η((1− Frob−1q )xn,s
M
)d
≡ η(xn,s)dFrob
−1
q Ds(Nq−1M )βd(Frobq
−1−1)
s mod Q˜.
But note that since q splits in F , Frobq fixes F , therefore(
η(Dsxn,s)
βMs
)Frob−1q
=
η(Dsxn,s)
βMs
= zs.
Hence, we have that modulo Q˜
η(xn,s)
dFrob−1q Ds(Nq−1M )βd(Frobq
−1−1)
s ≡ zd
Nq−1
M
s β
(Frob−1q )d(Nq−1)
s β
d(Frob−1q −1)
s
Finally, use the characterization of Frob−1q to note that
β
(Frob−1q )d(Nq−1)
s β
d(Frob−1q −1)
s =
(
βds
)(Frob−1q )(Nq)
βds
≡ 1 mod Q˜
so we can conclude
βd(σq−1)r ≡ zd
Nq−1
M
s mod Q˜
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but using (5.6) we get
z
d 1−Nq
M
s ≡ γdcQQ mod Q˜.
From this expression and the fact that (d, p) = 1, and therefore (d,M) = 1 it is
plain to obtain the desired result
φq(zs) =
M
1− Nq
∑
Q|q
cQQ =
M
1− Nq
∑
Q|q
−(Nq− 1)
M
ordQ(zr)Q = [zr]q
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Chapter 6
Bounding the ideal class group
Let K be an imaginary quadratic field of class nubmer 1. Denote by O its ring of
integers. Let E be an elliptic curve defined over K with complex multiplication by
O and denote by f the conductor of its associated Hecke character ψ. Fix an ideal a
of K prime to 6f and a prime ideal p of K coprime to 6fa above a rational prime p
which splits in K. We will denote by F = K(E[p]), ∆ = Gal(F/K) and A the ideal
class group of F . Let OF be the ring of integers of F and µF the set of roots of unity
in F . Finally, fix M a power of p, denote by µM the set of Mth roots of unity and
let FM = F (µM).
The goal of this chapter is to use elliptic units to bound Aχ where χ is the character
of an irreducible representation of ∆ (see Definition 3.5.4 for the definition of Aχ).
The Factorization Theorem proved in the previous chapter is the result that we will
need. We are going to found this bound only for the case where p splits in K. It is
not difficult to generalize the result for any rational prime but we do not need it for
this proof. For this reason we decided to focus on the simplest case.
We follow closely the proof presented in [Rub99] Chapter 9. There, the result is
proven for any rational prime p.
6.1 An application of the Chebotarev Theorem
Definition 6.1.1. There is a natural map
Hom(A,Z/MZ)→ Hom(GF ,Z/MZ)
such that for a given α ∈ Hom(A,Z/MZ) we can define an element of Hom(GF ,Z/MZ),
that will be denoted also by α via the compositions
GF → Gal(H/F ) ∼−→ A α−→ Z/MZ
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where H is the Hilbert Class Field of F .
We will use this two notions of α interchangeably.
Lemma 6.1.2. The map
Hom(A,Z/MZ)→ Hom(GF ,Z/MZ)→ Hom(GFM ,Z/MZ)
is injective.
Proof. Let α ∈ Hom(A,Z/MZ) and consider the corresponding α ∈ Hom(GF ,Z/MZ).
It is easy to see that ker(α) is a finite index open subgroup ofGF and thatGF/ker(α) is
isomorphic to a subgroup of Z/MZ. Hence, there exists a finite p-extension L/F such
that Gal(F¯ /L) ∼= ker(α). Moreover, since α factors through the quotient Gal(H/F ),
L ⊂ H.
Now suppose that α is zero in GFM . This implies that L ⊂ FM . On the other
hand, we already saw that L ⊂ H, which means that L is unramified at all primes.
However, the p-part of Gal(FM/F ) is totally ramified at p. This implies that L = F
so α = 0 in GF .
Lemma 6.1.3. The natural map
F×/
(
F×
)M → F×M/ (F×M)M
is injective.
Proof. The kummer map gives the isomorphisms
F×/
(
F×
)M ∼−→ H1(F, µM), F×M/ (F×M)M ∼−→ H1(FM , µM).
Hence the map of the lemma can be rewritten as the restriction map
H1(F, µM)→ H1(FM , µM).
Its kernel is given by the inflation restriction exact sequence and since µM ⊂ FM it is
precisely H1(FM/F, µM). Notice that, by choosing a generator of µM ∼= Z/pnZ, we
can view Gal(FM/F ) as subgroup of (Z/pnZ)× which acts on µM by multiplication.
The result follows from the following lemma.
Lemma 6.1.4. Let C ⊂ (Z/pnZ)× acting on Z/pnZ via multiplication. Then
H1(C,Z/pnZ) = 0.
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Proof. Notice that C is cyclic, choose g ∈ C a generator and let m be its order. Let
0 ≤ r ≤ n such that g ≡ 1 mod pr but g 6≡ 1 mod pr+1.
It is plain to prove that the group of coboundaries B1(C,Z/pnZ) has precisely pn−r
elements. To conclude the proof it is enough to see that Z1(C,Z/pnZ), the group of
cocycles has the same number of elements.
Note that c ∈ Z1(C,Z/pnZ) is completely determined by c(g), since the cocycle
condition implies that
c(gk) = (1 + g + · · ·+ gk−1)c(g). (6.1)
In addition, the condition c(gm) = c(1) = 0 implies that
(1 + g + · · ·+ gm−1)c(g) = 0
in Z/pnZ. This forces c(g) ≡ 0 mod pr.
It is straightforward to prove that any map c : C → Z/pnZ such that c(g) ≡ 0
mod pr defined by (6.1) is a cocycle. Hence #Z1(C,Z/pnZ) = pn−r and we are done.
The next proposition, where we will apply the Chebotarev density theorem, is
essential for the argument that we will do in order to bound the size of Aχ.
Proposition 6.1.5. Let α ∈ Hom(A,Z/MZ) nonzero and κ ∈ F×/ (F×)M . Then,
there exists a prime q ∈ R1,M of K and a prime Q of F above q such that:
1. α(c) 6= 0, where c is the class of Q in A,
2. [κ]q = 0 and dφq(κ) = 0 if and only if κ
d ∈ (F×)M for every d ∈ Z.
Proof. Let t be the order of κ in F×/ (F×)M . Define ρ ∈ Hom(GFM , µM) as
ρ : GFM → µM , σ 7→
(
κ1/M
)σ−1
. (6.2)
Define
Hα = {σ ∈ GFM : α(σ) = 0} ,
Hρ = {σ ∈ GFM : ρ(σ) has order less than t} .
By Lemma 6.1.2, Hα 6= GFM . Similarly, Hρ 6= GFM . Otherwise, there would be s < t
such that ρ(σ)s = 1 for all σ ∈ GFM . From the definition of ρ in (6.2) we get that κ
has order s < t in F×M/
(
F×M
)M
which is a contradiction with the injectivity of Lemma
6.1.3. Therefore, since a group can not be the union of two proper subgroups we can
choose γ ∈ GFM such that γ 6∈ Hρ ∪Hα.
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Let L be a finite Galois extension of F containing FM , H (the Hilbert class field
of F ) and such that both α and ρ are trivial in the subgroup GL. By the Chebotarev
density theorem we can choose, a prime Q′ of L coprime to 6paf such that, if q is the
prime of K below Q′, [κ]q = 0 and
γ|L = FrobQ′ .
Let Q be the prime of F below Q′ and c the ideal class of Q in A. Since, FrobQ′|H =
FrobQ, using the identifications of α in Definition 6.1.1
α(c) = α(FrobQ) = α(γ) 6= 0.
Moreover, since γ fixes FM , FrobQ fixes FM which implies that Q ∈ R1,M . This
proves (1).
For the second condition note that κ1/M ∈ L because ρ is trivial in GL. Therefore(
κ1/M
)γ−1
=
(
κ1/M
)FrobQ′−1 .
And using that γ 6∈ Hρ,
(
κ1/M
)FrobQ′−1 is a root of unity of order t. It is plain to prove
that it reduces to an element of order t in (OL/Q′)×, in other words,
(
κ1/M
)Nq−1
has order t in (OL/Q′)×. Therefore κ has order (Nq − 1)M/t in (OF/Q)× which
implies that κ has order t in (OF/Q)×/ ((OF/Q)×)M . Therefore κ has order t in
(OF/qOF )× /
(
(OF/qOF )×
)M
. Now, (2) follows from the fact that φq is an isomor-
phism (Proposition 5.5.6).
6.2 Bounding Aχ
For this section it is essential to recall the definitions of the χ-isotypical component
of the p-part of a module given in Section 3.5.
First prove the following lemma of linear representation of finite abelian groups.
It follows from the decomposition of the regular representation of ∆.
Lemma 6.2.1. Let ∆ act on Q[∆] via multiplication giving it a structure of Q[∆]-
module. If χ is an irreducible representation of ∆, then Q[∆]χ is a free Qp-vector
space of rank 1.
Proof. Let M = Q[∆]. Then M (p) = Qp[∆]. It is plain to see
Qp[∆] =
⊕
χ
Vχ
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where for every irrdeucible χ, Vχ is a one dimensional Qp-vector space generated by
vχ =
∑
σ
χ(σ)−1σ
with the property that Vχ = {m ∈ Qp[∆] : σm = χ(σ)m for all σ ∈ ∆}. Note that
to prove this statement it is essential that Qp contains the (p − 1)th roots of unity,
and therefore χ(σ) ∈ Qp for every σ and every χ.
Using Proposition 3.5.5 (2) it is clear that for a given χ
Q[∆]χ = Vχ.
Combining this lemma and the Dirichlet unit theorem we can determine
(O×F /µF )χ:
Proposition 6.2.2. Let χ be a nontrivial character of ∆. Then
(O×F /µF )χ is a free
module of rank 1 over Zp.
Proof. Enumerate the elements of ∆ as ∆ = {σ1, . . . , σp−1}.
There exists a unit η such that every element of O×F ⊗Q can be written uniquely
as
p−1∏
i=1
(ησi )
ai
where
∑p−1
i=1 ai = 0. Therefore, we have the following exact sequence:
0→ O×F ⊗Q→ Q[∆]→ Q→ 0.
Moreover, since Zp is torsion free (hence flat) and the sequence is ∆-equivariant it
is easy to check that we obtain the corresponding exact sequence of isotypical χ-
components of the p-parts.
Finally, using that χ is nontrivial, Qχ = 0 and the result follows from the fact
that Q[∆]χ is free of rank one over Qp as we saw in Lemma 6.2.1.
From now on, let η(n, r) = η
(a)
n (r), for every n ≥ 1 and r ∈ R, be the euler system
of elliptic units. Consider also χ a character of an irreducible representation of ∆.
We can now give the bound of Aχ in terms of the elliptic units. In fact, the
result will only depend on η(1,O) ∈ F . Since η is a global unit, we can consider
η(1,O)χ ∈ (O×F /µF )χ, then we claim that #Aχ is lower or equal than the index of
η(1,O)χ in (O×F /µF )χ.
We can express this last statement as follows.
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Definition 6.2.3. Let C be the Z[∆]-submodule of O×F generated by µF and η(1,O).
Theorem 6.2.4. Let χ be the character of an irreducible representation of ∆ with
values in Zp. Then,
#Aχ ≤ # (O×F /C)χ
Proof. If χ is the trivial character, Proposition 3.5.5 (1) shows that Aχ = 0 and the
result is clear. We may assume that χ is nontrivial. From the definition of C we have
the following ∆-equivariant exact sequence
0→ 〈η(1,O)〉/ (〈η(1,O)〉 ∩ µF )→ O×F /µF → O×F /C → 0
where 〈η(1,O)〉 is the Zp[∆]-module generated by η(1,O). We can take the tensor
product by Zp and restrict to the χ-isotypical components. Using Proposition 6.2.2
we deduce that
(O×F /C)χ is a quotient of Zp. Since #Aχ is finite, if this quotient has
an infinite number of elements we are done, otherwise we may assume that(O×F /C)χ ∼= Zp/mZp
with m an integer of the form m = pk for some k ≥ 0. Noting that #Aχ is a power
of p, choose M , a power of p, such that M/m anihilates Aχ.
List the elements of Hom(Aχ,Z/MZ) = {0, α1, . . . , αk}. They will also be seen as
elements of Hom(A,Z/MZ) in the natural way (recall Proposition 3.5.5 (1)). Using
Proposition 6.1.5, we proceed to define inductively a set of classes c ∈ A and elements
κ ∈ F×/ (F×)M . To ease notation denote by κ(r) = κ1,M(r) for r ∈ R1,M , in particular
κ(O) = η(1,O).
 For α1 and κ(O)χ apply Proposition 6.1.5: let q1 prime of K below Q1 with
ideal class c1 in A satisfying conditions (1) and (2) of the proposition.
 For the ith step, let ri−1 =
∏
j≤i−1 qj. For αi and κ(ri−1)
χ apply Proposition
6.1.5 and let qi be a prime of K distinct to all the previous qj and Qi a prime
above qi with ideal class ci in A. These primes satisfy:
i. αi(ci) 6= 0,
ii. [κ(ri−1)χ]qi = 0 and dφqi(κ(ri−1)
χ) = 0 if and only if (κ(ri−1)χ)d ∈ (F×)M .
In order to prove the desired inequality we will first relate #A× with cχi . Secondly we
will relate m with the elements κ(ri)
χ. Finally, using the factorizations of the ideals
generated by κ(ri)
× found in the previous chapter it will be possible to relate cχi with
κ(ri)
χ. This will show the inequality #A ≤ m.
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1. Note that the elements {cχi } generate Aχ. Otherwise, we could define a nontrivial
α : Aχ → Aχ/〈cχ1 , . . . , cχk〉 → Z/MZ in Hom(Aχ,Z/MZ). This is a contradiction
because α = αi for some i and then α(c
χ
i ) 6= 0. Now, let si be the order of cχi in
Aχ/〈cχ1 , . . . , cχi−1〉. Using the first theorem of isomorphism and induction it is plain
to prove that
#Aχ =
k∏
i=1
si.
2. Let ti be the order of κ(ri)
χ in F×/ (F×)M , in particular, ti[κ(ri)]qi = 0. Now,
Theorem 5.5.9 (2) shows that [κ(ri)
χ]qi = φqi (κ(ri−1)
χ) (here we are also using
that φq is Galois equivariant in order to deal with the χ-components). From here,
using ii., we obtain that ti−1 | ti.
The relation between the ti and M is that M/m divides t0, and hence it divides
all the ti. To prove this choose u
χ a Zp-generator of
(O×F /µF )χ such that
κ(O)χ = (uχ)m
(this and the following equalities are in
(O×F /µF )).
Since (κ(O)χ)t0 is an Mth power, passing to the quotient (O×F /µF ) there exists
a ∈ (O×F /µF ) such that
(κ(O)χ)t0 = (uχ)mt0 = aM (6.3)
if we could prove that a = (uχ)l for some l (i.e. a ∈ (O×F /µF )χ) then mt0 = Ml
and the result would follow. Note that (6.3) implies that aM ∈ (OF/µF )χ, hence,
for every σ ∈ ∆
σaM = χ(σ)aM .
Using that #∆ = p−1 we see that χ(σ)M = χ(σ), substituting this in the previous
equation and taking Mth roots
σa = ζχ(σ)a.
for some root of unity ζ ∈ µF . But all these equalities are in
(O×F /µF ) so in fact
σa = χ(σ)a.
3. Since ti is the order of κ(ri)
χ there exists νi ∈ F×/ (F×)M such that νM/tii = κ(ri)χζ
for some ζ ∈ µF . Now we will relate the factorization of the principal ideal (νi)
and the ideal classes cχi . First note that
M
ti
[νi] = [κ(ri)
χ] (6.4)
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(recall that [ ] stands for the factorization of ideals modulo M , to review the com-
plete notation see Definition 5.5.1). Note that for every q distinct from q1, . . . , qi,
Theorem 5.5.9 (1) says that [κ(ri)
χ]q = 0. From here
(νi) ≡ (νi)q1 + · · ·+ (νi)qi mod tiI (6.5)
On the other hand, as we already said, [κ(ri)
χ]qi has order ti−1 therefore [νi]qi
has order ti/ti−1. But (6.4) implies that [ν]qi ∈ (Iqi/MIqi)χ. The structure of
(Iqi/MIqi)χ is easy to determine: is a cyclic module of order M generated by Qχi
(this case is analogous to Example 6.2.1 and it follows from the fact that ∆ acts
transitively on the prime ideals above qi). Hence
[νi]qi = u
ti
ti−1
Qχi (6.6)
for some unit u in Z/MZ.
Combining (6.5) and (6.6)
(νi) ≡ u ti
ti−1
Qχi mod Iq1 , . . . , Iqi−1 , tiI .
Reducing this to Aχ, and noting that ti kills A
χ (because (M/m) divides ti)
0 =
ti
ti−1
cχi , in A
χ/〈cχ1 , . . . , cχi−1〉.
Therefore, si | (ti/ti−1) for all 0 < i ≤ k. Taking the product for all i in this range
and using that tk |M , and M | mt0
#Aχ | m.
Corollary 6.2.5. With the notation as above, suppose that η(1,O)χ 6∈ µχF
(
(O×F )χ
)p
.
Then, Aχ = 0.
Remark 6.2.6. In the last proof we saw η(1,O)χ as an element of (O×F /µF )χ. In this
case we are considering η(1,O)χ ∈ (O×F )χ.
Proof. Since η(1,O)χ 6∈ µχF we have(O×F /C)χ ∼= Zp/mZp
where m a power of p. If m > 1, the class of η(1,O)χ in (O×F /µF )χ ∼= Zp is a multiple
of m, in particular a multiple of p. This is precisely η(1,O)χ ∈ µχF
(
(O×F )χ
)p
which is
not possible. Hence m = 1 and we are done.
99
Chapter 7
Elliptic units and the L-series of
the curve
This chapter has an analytic flavor. First of all we define the L-series of an elliptic
curve and give an expression for it in terms of Hecke series for the case of an elliptic
curve with complex multiplication. Then we use this expression to relate the elliptic
units with special values of the L-series. The key result of this part is the p-adic
expansion of the elliptic units obtained in the last section, whose coefficients depend
on special values of the L-series. This expression will allow us to relate the algebraic
properties of the elliptic units with the value of the L-series at 1.
In the first part we follow [Sil94] Chapter II Section 10. For the second one we
follow [Rub99] Chapter 7. There, Eisenstein series are used to connect elliptic units
with the L-function. This was already explained in [CW77]. We use this last reference
for some proofs that are omitted in Rubin’s work.
Fix K an imaginary quadratic field of class number 1. Let O be its ring of integers.
7.1 The L-series attached to an elliptic curve
Let F be a number field with ring of integers OF . Let E be an elliptic curve defined
over F . We start defining the following quantities that we will need in order to
introduce the L-series.
Definition 7.1.1. Let P be a prime of F . Define:
1. FP = O/P,
2. qP = #FP,
3. If E has good reduction at P, aP = qP + 1−
(
#E˜(FP)
)
.
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We can introduce the so called local L-series.
Definition 7.1.2. Let P be a prime of F . Define
LP(E/F , T ) =

1− aPT + qPT 2 if E has good reduction at P,
1− T if E has split multiplicative reduction at P,
1 + T if E has non-split multiplicative reduction at P,
1 if E has additive reduction at P.
And from this define the global L-series.
Definition 7.1.3. The L-series attached to E is defined via the Euler product
L(E/F , s) =
∏
P
LP(E/F , q
−s
P )
−1.
It is a conjecture that this series has an analytic continuation at the complex plane
C. However, for the case that E has complex multiplication this has been proven.
Suppose that E is an elliptic curve defined over K with complex multiplication
by O. Let ψ be its Hecke character with conductor f. We will be able to write the
L-series L(E/K , s) in terms of Hecke series that depend on E.
Definition 7.1.4. Let χ : A×K → C× be a Hecke character of conductor s. Define the
Hecke L-series attached to χ as
L(χ, s) =
∏
p
(
1− χ(p)q−sp
)−1
,
where the product is over the prime ideals of K. Expanding the Euler product it can
be written as
L(χ, s) =
∑
b
χ(b)
(Nb)s
,
where the sum is over the ideals of O.
Remark 7.1.5. We are using the natural definition for χ(p). If χ is unramified at p, i.e.
χ(O×p ) = 1 we define χ(p) = χ(x) for x = (1, . . . , 1, pi, 1, . . . ) ∈ A×K such that p = (x).
Otherwise we define χ(p) = 0. We extend this definition to all ideals multiplicatively.
In fact, we will also have to work with partial Hecke L-series.
Definition 7.1.6. Let χ : A×K → C× be a Hecke character of conductor s. Let m be
an ideal of O such that s | m.
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1. Define
Lm(χ, s) =
∑ χ(b)
(Nb)s
where the sum is restricted to b coprime to m. In particular Ls(χ, s) = L(χ, s).
2. If c is an ideal of O coprime to m, define Lm(s, χ, c) with the same formula as
before but the sum restricted to ideals b coprime to m such that [b, K(m)/K] =
[c, K(m)/K]. Note that K(m) is the ray class field modulo m.
Hecke proved the analytic continuation of Hecke L-series.
Theorem 7.1.7 (Hecke). Let χ : A×K → C a Hecke character of conductor s. Then
L(χ, s) has analytic continuation to the entire complex plane C. Moreover, there is
a functional equation relating L(χ, s) = L(χ,N − s) for some real number N that
depends on χ.
And the following theorem by Deuring gives us the expression for the L-series
attached to E and proves the analytic continuation of L(E/K , s).
Theorem 7.1.8 (Deuring). The L-series attached to E can be written in terms of
Hecke L series that depend on the Hecke character attached to E as
L(E/K , s) = L(ψ, s)L(ψ¯, s).
Proof. Let p be a prime of K. Since both sides of the equality are defined by Euler
products we will check that we have equality at the local factors, i.e.
Lp(E/K , T ) = (1− ψ(p)T )(1− ψ¯(p)T ).
Theorem 2.3.4 shows that E has either additive or good reduction at p. If E has
additive reduction the equality is clear, since by Proposition 2.5.9, ψ(p) = 0. For the
case that E has good reduction we have to prove
qp = ψ(p)ψ¯(p), #E˜(Fqp) = qp + 1−
(
ψ(p) + ψ¯(p)
)
.
The first equality follows from the fact that ψ(p)O = p. For the second one, Propo-
sition 2.5.11 says that [ψ(p)] reduces to the qp-Frobenius endomorphism of E˜(Fqp).
From here it is standard to calculate the number of points defined over the base field
by finding the fixed points by the Frobenius endomorphism.
#E˜(Fqp) = ker
(
1− [˜ψ(p)]
)
= deg
(
1− [˜ψ(p)]
)
= deg (1− [ψ(p)])
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where we used that the reduction map preserves the degree (see Remark 1.3.9). Now
we use that deg (1− [ψ(p)]) = ker (1− [ψ(p)]) and the structure of the torsion points
of an endomorphism given in Proposition 2.2.7
deg (1− [ψ(p)]) = N (1− ψ(p))
and we are done.
Suppose now that E is defined over Q and it has complex multiplication by O.
Our goal is to give an overview about why L(E/Q, s) 6= 0 implies L(E/K , s) 6= 0. We
will give the main ideas of the proof but we will skip some details. For the complete
chain of reasoning see [Sil94] problems 2.30, 2.31 and 2.32.
Remark 7.1.9. We can consider that curve E as a curve defined over K and consider
its associated Hecke character ψE/K .
Proposition 7.1.10 (Deuring). We have L(E/Q, s) = L(ψE/K , s).
Proof. Both series are defined by an infinite Euler product, so we are going to relate
the local factors.
1. If E does not have good reduction at a rational prime p, from Theorem 2.6.5 it
follows that E has bad reduction (since E has potential good reduction). Therefore
Lp(E/Q, s) = 1 which agrees with ψE/K(p) = 0 for a prime p above p.
2. If E has good reduction at the rational prime p, one can see that either p splits or
p is inert.
If p splits let p be a prime of K such that pO = pp¯. Using Proposition 2.5.11 we see
that ψE/K(p) reduces to the p-Frobenius endomorphism. Then one can compute
the trace of the p-Frobenius endomorphism as we did in the previous theorem.
From here it follows that
Lp(E/Q, s) = (1− ψ(p)p−s)(1− ψ(p¯)p−s).
For the case where p is inert we outline the proof given in [La87] Chapter 10 Section
4 Theorem 10. We know that ψE/K(p) reduces to the p
2-Frobenius endomorphism
and ψE/K(p)O = p. Hence ˜[ψE/K(p)] corresponds to multiplication-by-p composed
with some automorphism of the reduced curve. We can actually see that ψE/K(p) =
−p. This follows from the fact that the reduced curve is defined over Fp, and hence
we have a p-Frobenius endomorphism. Noting that it has degree p and taking into
account some other considerations one can show that the p-Frobenius corresponds
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to
√−p in the quaternion algebra of endomorphisms. Hence ψE/K = (√−p)2 =
−p. From here it is plain to see that the local factors are equal
Lp(E/Q, s) = 1 + p
1−2s = (1− ψE/K(p)p−2s).
If one can show that the reduced curve is supersingular there is an easier argument.
We have that the trace of the p-Frobenius endomorphism is 0. Then, we can then
apply [Sil09] Section V Theorem 2.3.1 to deduce that the trace of the p2-Frobenius
endomorphism is −2p. From here it follows easily that ψE/K(p) = −p.
Proposition 7.1.11. We have L(ψE/K , s) = L(ψ¯E/K , s).
Proof. Following what we did in the previous proof we compare the local factors at
primes p where E has good reduction.
If p is inert, we saw in the proof of the previous proposition that ψ(p) = −p.
Hence ψ(p) = ψ¯(p).
If p splits, let p be a prime of K such that pO = pp¯. One can see that ψ¯E/K(p) =
ψE/K(p¯) and therefore
(1− ψ(p)q−sp )(1− ψ(p¯)q−sp ) = (1− ψ¯(p¯)q−sp )(1− ψ¯(p)q−sp ),
where qp = p
2.
Corollary 7.1.12. If L(E/Q, 1) 6= 0 then L(E/K , s) 6= 0.
Proof. It follows plainly from Theorem 7.1.8, Proposition 7.1.10 and Proposition
7.1.11 that L(E/K , s) = L(E/Q, s)
2.
7.2 Eisenstein series and ΘE,a
From now on suppose E is defined over K and it has complex multiplication by
O. Fix a Weierstrass equation for E and a lattice L such that ξ : C/L → E(C),
ξ(z) = (℘(z), ℘′(z)/2) is an isomorphism. Let ψ be the Hecke character attached to
E with conductor f. Fix an ideal a prime to 6f and define ΘE,a and ΛE,a. Since K
has class number one we may choose Ω ∈ C such that L = OΩ, f ∈ K such that
f = Of and γ ∈ K such that a = Oγ.
In this section we introduce the Eisenstein series associated to a lattice and explain
their connection with ΘE,a.
We must introduce the analytic version of ΘE,a.
Definition 7.2.1. ΘL,a = ΘE,a ◦ ξ.
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On the other hand we introduce the Eisenstein series.
Definition 7.2.2. Given k ∈ Z, k ≥ 1 define the k-Eisenstein series as
Ek(z, L) = lim
s→k
∑
ω∈L
(z¯ + ω¯)k
|z + ω|2s ,
where the limit means evaluation of the analytic continuation at s = k. When k ≥ 3
we have
Ek(z, L) =
∑
ω∈L
1
(z + ω)k
.
To connect these functions we will use the following auxiliary functions.
Definition 7.2.3. 1. The Weierstrass σ-function is defined by the product
σ(z, L) = z2
∏
06=ω∈L
(1− z/ω) e(z/ω)+ 12 (z/ω)2 .
It is a holomorphic function at all C which has simple zeors at z ∈ L. Moreover,
those are the only zeros of σ(z, L).
2. Define ζ(z, L) =
(
d
dz
σ(z, L)
)
/σ(z, L). Note that ℘(z, L) = − d
dz
ζ(z, L).
Definition 7.2.4. For the lattice L ⊂ C define:
1. A(L) = pi−1Area(C/L),
2. s2(L) = lims→0+
∑
06=ω∈L ω
−2|ω|−2s.
3. η(z, L) = A(L)−1z¯ + s2(L)z,
4. θ(z, L) = ∆(L)e−6η(z,L)zσ(z, L)12.
They allow us to write.
Lemma 7.2.5. We have ΘL,a(z) = θ(z, L)
Na/θ(z, a−1L).
Proof. Both are elliptic functions defined at C/L. By Lemma 4.2.1 we have
divΘL,a = 12Na(O)− 12
∑
P∈a−1L/L
(P ).
On the other hand, using the definition of θ(z, L)
f =
θ(z, L)Na
θ(z, a−1L)
=
∆(L)
∆(a−1L)
σ(z, L)12Na
σ(z, a−1L)12
e−6z
2(Nas2(L)−s2(a−1L)).
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This allows us to calculate the divisor of f (using the divisor of σ(z, L) given in
Definition 7.2.3 (1)) and we get that
divf = divΘL,a.
Therefore, by the theory of elliptic functions ΘL,a = λf for some λ ∈ C. To find λ
we can find the first coefficient of the Laurent series of both functions. For ΘL,a it is
easy to see that it is γ−12∆(L)Na−1. For f we have to use that the discriminant of a
lattice is a modular form of weight 12, therefore ∆(a−1L) = γ12∆(L). From here it
is plain that λ = 1 and we are done.
The Eisenstein series can be expressed in terms of these functions as well.
Lemma 7.2.6. 1. E1(z, L) = ζ(z, L)− s2(L)z − A(L)z¯.
2. E2(z, L) = ℘(z, L) + s2(L).
3. For k ≥ 3
Ek(z, L) =
(−1)k−1
(k − 1)!
dk−2
dzk−2
℘(z).
Proof. We closely follow [GS].
1. Consider the following function
φs(z, L) =
z¯
|z|2s +
∑
0 6=ω∈L
(
z¯ + ω¯
|z + ω|2s −
ω¯
|ω|2s
(
1− sz
ω
+
z¯
ω¯
(1− s)
))
where the series converges for Re(s) > 1/2. Moreover it is plain to see
lim
s→1
s>1
φs(z, L) = ζ(z, L).
On the other hand, if Re(s) > 3/2, the series converges absolutely. Rearranging
terms we can write
φs(z, L) =
∑
ω∈L
z¯ + ω¯
|z + ω|2s + sz
∑
06=ω∈L
ω−2|ω|2−2s + z¯(1− s)
∑
06=ω∈L
1
|ω|2s −
∑
06=ω∈L
ω¯
|ω|2s .
The last term equals to 0, since the terms corresponding to ω and −ω cancel.
It can be proven that the two first terms have an analytic continuation that is
holomorphic at s = 1 which correspond, by definition, to E1(z, L) and zs2(L). On
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the other hand, the analytic continuation of the third term has a simple pole with
residue precisely A(L)−1.
Therefore, by unicity, the analytic continuation at s = 1 of the left hand side has
to equal to lims→1 φs(z, L). Therefore
ζ(z, L) = E1(z, L) + zs2(L) + A(L)
−1z¯.
2. The idea of the proof is very similar as in (1). Consider
φs(z, L) = z
−2|z|−2s +
∑
0 6=ω∈L
(
(z − ω)−2|z − ω|−2s − (ω−2|ω|2s)) .
Clearly,
lim
s→1
s>0
φs(z, L) = ℘(z, L).
Moreover, for s large enough we can rearrange the terms and write it as
φs(z, L) =
∑
ω∈L
(z − ω)−2|z − ω|−2s −
∑
06=ω∈L
ω−2|ω|−2s.
These terms have analytic continuation. Since the value of the analytic continu-
ation of the left hand side at s = 1 has to agree with the limit of φs(z, L) when
s→ 1
℘(z, L) = E2(z, L)− s2(L).
3. It is immediate using the expression
Ek(z, L) =
∑
ω∈L
1
(z + ω)k
.
Combining this two lemmas we obtain the desired result.
Proposition 7.2.7. If k ≥ 1,
dk
dzk
log ΘE,a(z) = 12(−1)k−1(k − 1)!(NaEk(z, L)− Ek(z, a−1L)).
Proof. Following Lemma 7.2.5 we can write
log ΘE,a(z) = Na log θ(z, L)− log θ(z, a−1L) =
= Na
(
log ∆(L)− 6s2(L)z2 + 12 log σ(z, L)
)−(log ∆(a−1L)− 6s2(a−1L)z2 − 12 log σ(z, a−1) .
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where we used that A(L) = NaA(a−1L). Now it is easy to calculate the derivative of
this function, and using again A(L) = NaA(a−1L) and Lemma 7.2.6 (1)
d
dz
log ΘE,a(z) = 12
(
NaE1(z;L)− E1(z, a−1L)
)
.
The result for every k > 1 follows from differentiating in both sides and use Lemma
7.2.6 (2) and (3) to relate the derivatives of the Eisenstein series.
7.3 L-series and ΛE,a
Continue with the notation of the previous section.
We start by showing the relation of Eisenstein series with some partial sums of
Hecke series. In order to do so we need the following lemma about the Hecke character
attached to E.
Lemma 7.3.1. If β ∈ O prime to f, then ψ(βO)/β ∈ O×. Moreover, if α ∈ O such
that α ≡ β mod f. Then
ψ(αO)
α
=
ψ(βO)
β
,
Proof. From Proposition 2.5.1 it follows that ψ(βO)O = (β). Hence ψ(βO)/β ∈ O×.
For the second statement let x = αβ−1. We need to see that ψ(xO) = x. Consider
the following ideles:
- x = (x, x, . . . ) ∈ A×K ,
- a = (x, 1, 1, . . . ) ∈ A×K where the first component is the infinite component,
- b = (bq) ∈ A×K defined as bq = x if ordq(x) 6= 0 and bq = 1 otherwise,
- c = xb−1a−1.
We therefore have the relation
1 = ψ(x) = ψ(a)ψ(b)ψ(c).
From the definition of ψ, it is plain to see that ψ(a) = x−1, ψ(b) = ψ(xO). Moreover,
since α ≡ β mod f we get ψ(c) = 1. The result follows.
Proposition 7.3.2. Let m be an ideal of O divisible by f and let v ∈ KL/L of order
exactly m. Then, for k ≥ 1
Ek(v, L) = v
−kψ(c)kLm(ψ¯k, k, c),
where c = Ω−1vm.
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Remark 7.3.3. It is clear that ψ¯ has conductor f. Therefore, ψ¯k is a Hecke whose
conductor is a divisor of f. For this reason the expression Lm(ψ¯, s, c) makes sense
according to Definition 7.1.6.
Proof. We can write v = αΩ/µ for µ a generator of m and α ∈ O coprime to m.
Then, for s large enough
∑
ω∈L
(v¯ + ω¯)k
|v + ω|2s =
Nµs
µ¯k
Ω¯k
|Ω|2s
∑
ω∈L
(
α¯ + ω¯µ¯/Ω¯
)k
|α + ωµ/Ω|2s =
Nµs
µ¯k
Ω¯k
|Ω|2s
∑
x∈O
(α¯ + µ¯x¯)k
|α + µx|2s
where we used that L = ΩO for the last equality. This last sum can be rewritten as
∑
x∈O
(α¯ + µ¯x¯)k
|α + µx|2s =
∑
β∈O
β≡α mod m
β¯k
Nβs
.
By Lemma 7.3.1, since α ≡ β mod m we have
ψ(αO)
α
=
ψ(βO)
β
,
and ψ(βO)/β ∈ O×. Thus
β¯ =
ψ(αO)
α
ψ¯(βO).
So we can write ∑
β∈O
β≡α mod m
β¯k
Nβs
=
ψk(αO)
αk
∑
β∈O
β≡α mod m
ψ¯(βO)k
N(βO)s .
Consider the map
{β ∈ O | β ≡ α mod m} → {b ⊂ O | [b, K(m)/K] = [αO, K(m)/K]} , β 7→ βO.
Since K has class number one, using the expression for the Artin map of the extension
K(m)/K it is plain to observe that this map is surjective. The map is injective because
there are no nontrivial units congruent to 1 modulo f (Corollary 2.6.1). Thus
∑
β∈O
β≡α mod m
ψ¯(βO)k
Nβs
=
∑
b⊂O
[b,K(m)/K]=[αO,K(m)/K]
ψ¯k(b)
Nbs
= Lm(ψ¯
k, s, αO).
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Multiplying all the constants and using that c = Ω−1vm = Ω−1αωm/µ = αO yields∑
ω∈L
(v¯ + ω¯)k
|v + ω|2s = v
−kψ(c)kLm(ψ¯k, s, c).
Both sides have analytic continuation. Evaluation at s = k gives the desired result.
At this point we see that the derivative of log ΘL,a(z) evaluated at points v ∈
KL/L of order f can be written in terms of partial sums of Hecke L-series evaluated
at integer points. In order to obtain the complete Hecke L-series we must work
with ΛE,a. This observation should motivate the definition of ΛE,a as a product of
transaltes of ΘE,a. We now introduce the analytic version of this definition.
Definition 7.3.4. ΛL,a = ΛE,a ◦ ξ.
Lemma 7.3.5. Let B be a set of ideals prime to f such that the Artin map b 7→
[b, K(f)/K] is a bijection from B → Gal(K(f)/K), then
ΛL,a(z) =
∏
b∈B
ΘL,a(ψ(b)u+ z)
where u = Ω/f is an O-generator of the f torsion on K/L.
Proof. Recall the definition of ΛE,a of Definition 4.1.7. Now we just have to trans-
late the action of [b, K(f)/K] on E[f] to multiplication by ψ(b)x−1, where x−1 is a
finite idele such that (x) = b and for every p dividing f it has xp = 1. Therefore
multiplication by x−1 on E[f] is trivial and we are done.
We finally relate the L-series of E with the function that generates elliptic units.
Theorem 7.3.6. For every k ≥ 1,
dk
dzk
log ΛE,a(z)|z=0 = 12(−1)k(k − 1)!fk(Na− ψ(a)k)Ω−kLf(ψ¯k, k).
Proof. Recall the expresssion of ΛE,a(z) of Lemma 7.3.5
ΛE,a(z) =
∏
b∈B
ΘE,a(ψ(b)u+ z).
Using the formula for the derivatives of the logarithm of ΘE,a of Proposition 7.2.7
dk
dzk
log ΛE,a(z)|z=0 =
∑
b∈B
dk
dzk
log ΘE,a(z)|z=ψ(b)u =
= 12(−1)k(k − 1)!
∑
b∈B
(
NaEk(ψ(b)u;L)− Ek(ψ(b)u; a−1L)
)
. (7.1)
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Now we can apply Proposition 7.3.2 with v = ψ(b)u and the ideal m = f
Ek(ψ(b)u;L) = u
−kLf(ψ¯k, 1, b).
Hence ∑
b∈B
Ek(ψ(b)u;L) = u
−k∑
b∈B
Lf(ψ¯
k, 1, b) = u−kLf(ψ¯k, 1). (7.2)
To compute EK(ψ(b)u; a
−1L) we first note that since ψ(a)O = a it is easy to see
that
Ek(z, a
−1L) = ψ(a)kEk(ψ(a)z, L)
Therefore we can follow the procedure we just did to get
Ek(ψ(a)ψ(b)u;L) = u
−kLf(ψ¯k, 1, ab)
and ∑
b∈B
Ek(ψ(b)u; a
−1L) = u−kψ(a)k
∑
b∈B
Lf(ψ¯
k, 1, ab) = u−kψ(a)kLf(ψ¯k, 1) (7.3)
where the last equality holds because the set aB := {ab}b∈B is also a set of ideals
such that the Artin map B → Gal(K(f)/K) is a bijection. Substituting (7.2) and
(7.3) into (7.1) yields to the desired result.
7.4 p-adic expansion of ΛE,a
Continue with the notation of the previous sections. In addition, choose a prime p
not dividing 6af, so E has good reduction at p. In this section we will work with the
formal group Eˆ over the ring Op.
As we have discussed, ΛE,a is a rational function defined over K. Hence, if we
choose a minimal Weierstrass model for E with coordinate functions x, y we have
ΛE,a ∈ K(x, y). We can consider the power series x(Z) ∈ Z−2Op[[Z]] and y(Z) ∈
Z−3Op[[Z]] and substitute them on the expression of ΛE,a obtaining its corresponding
power series. We will denote it by Λp,a(Z) ∈ Kp((Z)) (see the first row of (7.4) below).
The goal of this section is to find the coefficients of Λp,a(Z). We will do so by
using the expressions of the derivatives of log ΛE,a(z) at z = 0 found in the previous
section.
Definition 7.4.1. Let logEˆ(Z) ∈ Z + Z2Kp[[Z]] be the logarithm of Eˆ. Define the
operator D acting on Kp((Z)) as
D =
1
log′
Eˆ
(Z)
d
dZ
.
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This operator of the field of power series corresponds with the derivative operator
of elliptic functions.
Proposition 7.4.2. Identify (x, y) with both (℘(z), ℘′(z)/2) and (x(Z), y(Z)). Then
the following diagram is commutative
K(℘(z), ℘′(z)) K(E) K(x(Z), y(Z)) Kp((Z))
K(℘(z), ℘′(z)) K(E) K(x(Z), y(Z)) Kp((Z)).
d
dz D D
(7.4)
Proof. Since D and d/dz are derivations we just need to check that the images of
x(Z) and y(Z) by D agree with the images of ℘(z) and ℘′(z)/2 by d
dz
. If the curve E
has Weierstrass equation
y2 = x3 + ax+ b
with a, b ∈ K, the invariant differential ωEˆ(Z) is
ωEˆ(Z) =
d
dZ
x(Z)
2y(Z)
.
Since logEˆ(Z) =
∫
ωEˆ(Z)
Dx(Z) = 2y(Z).
Therefore the image of x(Z) by D agrees with the image of ℘(z) by d/dz.
Since both (x(Z), y(Z)) and (℘(z), ℘′(z)/2) satisfy the Weierstrass equation it is
plain to deduce that the image of y(Z) by D agrees with the image of ℘′(z)/2 by
d/dz.
We can now translate the information about ΛL,a(z) to Λp,a(Z).
Theorem 7.4.3. Given ΛE,a(z) the power series Λp,a(Z) ∈ Kp((Z)) satisfies:
1. It is a unit in the ring O[[Z]], i.e. Λp,a(Z) ∈ O[[Z]]×,
2. for k ≥ 1
Dk log Λp,a(Z)|Z=0 = 12(−1)k−1(k − 1)!fk
(
Na− ψ(a)k)Ω−kLf(ψ¯k, 1).
Proof. 1. Up to a nonzero constant, the function ΛE,a(P ) is a product of functions of
the form (x(ψ(b)S + P )− x(Q)). Here S ∈ E[f], b prime to f and Q ∈ E[a]− O.
Let’s first study the power series of these rational functions.
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Fix an embedding K¯ ↪−→ K¯p so that we can view x(R) ∈ K¯p for any torsion point
R of E. Let O¯ be the ring of integers of K¯p. Using the expressions of the addition
formula
x(ψ(b)S + P )− x(Q) = (y(P )− y(ψ(b)S))
2
(x(P )− x(ψ(b)S))2 − x(P )− x(ψ(b)S)− x(Q).
Since a is coprime to p, Lemma 4.1.5 shows that x(Q) ∈ O¯. Another application
of this lemma gives us that x(ψ(b)S) ∈ O¯, this is true because ψ(b)S has order
exactly f which is coprime to p. Since x(ψ(b)S) ∈ O¯ has positive valuation, by
Lemma 1.3.6 we see that y(ψ(b)S) ∈ O¯.
In order to compute the power series of x(ψ(b)S + P ) − x(Q) we have to sub-
stitue x(P ), y(P ) by x(Z), y(Z) on the right hand side of this expression. Using
the expressions of these two power series and the fact that the valuations of the
coordinate functions at Q and ψ(b)S are positive it is easy to check that
(y(Z)− y(ψ(b)S))2
(x(Z)− x(ψ(b)S))2 − x(Z)− x(ψ(b)S)− x(Q) ∈ O¯[[Z]].
Moreover, evaluation at Z = 0 corresponds to evaluate the original rational func-
tion at P = O (since O ∈ E1(Kp)). Then, Lemma 4.1.5 (3) ensures
x(ψ(b)S)− x(Q) ∈ O¯×.
From here we see that all these power series are units, which implies that Λp,a ∈
O¯[[Z]]×. We already knew that ΛE,a is defined over K by Proposition 4.1.8 so we
are done.
2. Consequence of Theorem 7.3.6 and Proposition 7.4.2.
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Chapter 8
The Coates–Wiles Theorem
Recall that K is an imaginary quadratic field with ring of integers O. Let E be
an elliptic curve defined over K with complex multiplication by O. Let f be the
conductor of its associated Hecke character ψ. Suppose that p is a prime of K not
diving 6f below the rational prime p. Assume that p > 7 and that it splits in K.
Denote by F = K(E[p]), OF its ring of integers, ∆ = Gal(F/K) and A the ideal
class group of F . Recall the definition of χE of Definition 3.5.1.
In this chapter we use all the previous work to prove the Theorem of Coates and
Wiles. As mentioned before, we need to see that for some prime p = piO, the Selmer
group Spi(E/K) = 0. This prime will be chosen by a Chebotarev argument so that it
satisfies the conditions that we state in the first paragraph as well as other restrictions
that we will impose in this chapter.
Looking at the conditions derived in the chapter about the Selmer group it is
enough to see that (recall Section 3.4 for the definitions of δ1 and ε):
- AχE = 0,
- δ1(ε) 6= 0.
The key for seeing this two points is proving that η(1,O)χE ∈ (O×F )χE is not a pth
power (where η(1,O) will be the corresponding elliptic unit for an ideal a of O). As
we saw in Corollary 6.2.5 this is one of the conditions to prove AχE = 0 and with some
extra work we will be able to deduce the remaining conditions to complete the proof.
Of course, the fact that η(1,O)χE 6∈ ((O×F /µF )χE)p depends on the value L(E, 1),
more precisely it will depend on whether L(ψ¯, 1) is zero or nonzero modulo p (recall
that p will be chosen by a Chebotarev argument). As explained in the chapter about
L-series, we will use the p-adic expansion of Λp,a to compute η(1,O) and see when it
is a power of p. Therefore, we will need to work with formal groups in this section.
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8.1 Characterization of when η(1,O)χE is a pth power
Write pO = pp¯. Let P be the unique prime of F above p (see Theorem 2.6.4) and
denote by FP the the corresponding local field with ring of integers OF,P. In order to
define the system of elliptic units we also need to fix an ideal a coprime to 6pf. Now,
we will impose an extra condition on a (and it will be clear at the end of this section
why this condition is important).
Lemma 8.1.1. There exists a nontrivial ideal a prime to 6pf such that Na 6≡ ψ(a)
mod p.
Proof. Since p > 7, #O× < #(O/p¯)× and hence the reduction map O× → (O/p¯)×
is not surjective. Therefore, Corollary 2.6.2 ensures that K(E[p¯])/K is nontrivial.
By class field theory, there exists a prime q of K coprime to 6pp¯f and an idele x =
(1, . . . , 1, pi′, 1, . . . ) ∈ A×K with (x) = q such that [x,K] is nontrivial on K(E[p¯]). The
action of [x,K] on E[p¯] translates to multiplication by ψ(x)x−1. Since it is not the
identity, we deduce that
ψ(q) 6≡ 1 mod p¯
where we used that, by definition, ψ(q) = ψ(x). This implies
ψ(q) 6≡ 1 mod p.
In addition we also have ψ(q)O = q. Therefore, ψ(q) 6∈ p so we can multiply by ψ(q)
on both sides to obtain the desired result for a = q.
Choose a satisfying the conditions of Lemma 8.1.1 and consider the system of
elliptic units η(n, r) = η
(a)
n (r), n ≥ 1 and r ∈ R. In particular recall the definition of
η(1,O)
η(1,O) = ΛE,a(ξ(ψ(p)−1Ω)) ∈ O×F
where ξ : C/L → E(C) is an analytic isomorphism and Ω is an O-generator of the
lattice L. Therefore we are evaluating ΛE,a at the torsion point P = ξ (ψ(p)
−1Ω) ∈
E[p].
Consider E as a curve defined over FP.
Lemma 8.1.2. If Q = (x, y) ∈ E[p] then Q ∈ E1(FP). Moreover, for Q 6= O the
valuation of z = −x/y at the prime P is 1.
Proof. Easy consequence of Proposition 4.1.5, that computes the order of the x coordi-
nate of a p-torsion point, combined with the characterization of E1(FP) of Proposition
1.3.6.
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Therefore P ∈ E1(FP), letting z = −x/y we can compute ΛE,a(P ) using the p-adic
expansion of Λp,a from Theorem 7.4.3.
η(1,O) = Λp,a(z) ∈ O× ⊂ O×F,P.
We proceed to construct a morphism δ : O×F,P → E[p] that will allow us to
determine when a unit of O×F,P is not a pth power.
Definition 8.1.3. Let Eˆ[p] be the image of E[p] via the isomorphism
E1(FP)
∼−→ Eˆ(P), (x, y) 7→ −x/y.
of Proposition 1.4.1. This isomorphism restricts to E[p]
∼−→ Eˆ[p].
Proposition 8.1.4. There is a ∆-equivariant isomorphism given by
E[p]
∼−→ Eˆ[p] 1+·−−→ (1 + POF,P) /
(
1 + P2OF,P
)
.
Proof. Both the first map, (x, y) 7→ (−x/y), and the second one are ∆-equivariant.
The injectivity follows from Lemma 8.1.2, since it shows that every nontrivial
Q ∈ E[p] is sent to 1 + z with vP(z) = 1. Finally, the map is a bijection because both
sets have the same number of elements: Np = NP (F/K is totally ramified at p).
Definition 8.1.5. Define a ∆-equivariant morphism δ as
δ : O×F,P  (1 + POF,P) /
(
1 + P2OF,P
)→ E[p]
where the second map is the map of Proposition 8.1.4.
Remark 8.1.6. If u ∈ O×F,P is a pth power, i.e. u = ap for some a ∈ O×F,P
δ(u) = δ(ap) = pδ(a) = 0.
Proposition 8.1.7. L(E, 1)/Ω is integral at p. Moreover, δ(η(1,O)) = 0 if and only
if L(ψ¯, 1)/Ω ≡ 0 mod p.
Proof. Let P = ξ(ψ(p)−1Ω) = (x, y) and z = −x/y. Theorem 7.4.3 allows to write
η(1,O) = Λp,a(z) for a power series Λp,a(Z) ∈ Op[[Z]]×. The first terms are
Λp,a(z) = Λp,a(0) + Λa,a(0)12f(Na− ψ(a))L(ψ¯, 1)
Ω
z +O(z2). (8.1)
Since Λp,a(Z) ∈ Op[[Z]]× we have that Λp,a(0) ∈ O×p . Therefore, using Lemma 8.1.1,
Λp,a(0)12f(Na− ψ(a) ∈ O×p which shows that L(ψ¯, 1)/Ω is integral at p.
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To prove the second part of the statement we need to compute the projection of
Λp,a(z) in (1 + POF,P)/(1 + P2OF,P). Since ordP(z) = 1, (8.1) reduces to
η(1,O) ≡ Λp,a(0)
(
1 + 12f(Na− ψ(a))L(ψ¯, 1)
Ω
z
)
mod P2.
Using again that Λp,a(0) ∈ O×p , expand it as
Λp,a(0) = a0 + a1pi + a2pi
2 + · · ·
for some uniformizer pi at the prime p. But FP/Kp is totally ramified of degree Np−1,
so vP(pi) = Np− 1 > 2. Therefore, δ(Λp,a(0)) = 0. Hence
O×F,P → (1 + POF,P) /
(
1 + P2OF,P
)
, η(1,O) 7→ 1 + 12f(Na− ψ(a))L(ψ¯, 1)
Ω
z
and the result follows.
Corollary 8.1.8. Following the same notation as above, L(ψ¯, 1)/Ω 6≡ 0 mod p im-
plies that η(1,O)χE 6∈ ((O×F )χE)p.
Proof. From the ∆-equivariance of δ and Corollary 3.5.6
δ(η(1,O)χE) = δ(η(1,O))χE = δ(η(1,O)).
Proposition 8.1.7 shows that δ(η(1,O)) 6= 0 so we just need to follow the reasoning
of Remark 8.1.6 to conclude.
8.2 Proof of the Coates–Wiles Theorem
Theorem 8.2.1. If L(ψ¯, 1)/Ω 6≡ 0 mod p, then AχE = 0.
Proof. By Corollary 8.1.8 we have that η(1,O)χE 6∈ ((O×F )χE)p. If we prove that
µχEF = 1 the result will follow from Corollary 6.2.5.
For the sake of contradiction suppose that µχEF 6= 1. Hence, since µχEF ⊂ µ(p)F , it
contains the pth roots of unity, i.e. µp ⊂ µχEF . Now, recall that the Weil pairing gives
a GK-equivariant isomorphism ([Sil09] Chapter III Proposition 8.3)
E[p] ∼= Hom(E[p], µp).
Since E[p] = E[p]χE and µp = µ
χE
p , any Fp-linear map from E[p] → µp is ∆-
equivariant. Using that E[p] ∼= O/p ∼= O/p ⊕ O/p¯ ∼= E[p] ⊕ E[p¯] we can produce a
nontrivial element of Hom(E[p], µp)
GK . The Weil pairing implies that E[p]GK is non-
trivial. This is a contradiction because E[p] = E[p]⊕E[p¯] and E[p]GK = E[p¯]GK = O
since E[p] and E[p¯] are groups of order p that are not contained in E(K) by Corollary
2.6.2 (note that p > 7).
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In order to complete the proof of the Coates Wiles–Theorem we need to see that
δ1(ε) 6= 0. Recall that δ1 : F×P → E[p] and we already proved that δ1(O×F,P) = E[p]
(Proposition 3.4.9).
Proposition 8.2.2. Suppose that p splits over K and TrK/Qψ(p) 6= 1. Then,
1. µp 6⊂ FP,
2.
(O×F,P)χE is free of rank one over Zp.
Proof. 1. We prove the contrapositive statement. Suppose that µp ⊂ FP, since p
splits over K, by elementary ramification theory FP = Kp(µp). Class field theory
shows that [p,Qp(µp)/Qp] = 1, so using the functoriality of the local Artin map
[p, FP/Kp] = 1.
Moreover, we have that [ψ(p), FP/Kp] = 1. Indeed, ψ(p) = ψ(x) = α(x) for
the finite idele x = (1, . . . , 1, pi, . . . ) ∈ A×K . We have that [x,K] acts on E[p]
as multiplication by α(x)x−1 ∈ O×p . Similarly, and noting that ψ(α(x)x−1) = 1
because E has good reduction at p we note that [α(x)x−1, K] acts on E[p] as
multiplication by α(x)−1x. From here, using the relation between the local and
global Artin map:
[ψ(p), FP/Kp] = [α(x), FP/Kp] = [α(x)x
−1, FP/Kp][x, FP/Kp] = 1.
Therefore, [p/ψ(p), FP/Kp] = 1. Since p/ψ(p) ∈ O×F,P fixes a totally ramified
extension of degree p− 1, by local class field theory
p/ψ(p) ≡ 1 mod p.
From here
TrK/Qψ(p) = ψ(p) + ψ(p) = ψ(p) + p/ψ(p) ≡ 1 mod p.
Since |ψ(p)| = √p, |TrK/Qψ(p)| < 2√p < p− 1 and hence TrK/Qψ(p) = 1.
2. Denote by U (n) the nth higher unit group of O×F,P. Since O×F,P ⊗ Zp ∼= U (1) ⊗ Zp
it is enough to prove the result for
(
U (1)
)χE .
It is well known that, for n large enough, the logarithm map gives a ∆-equivariant
isomorphism U (n) ∼= OF,P. Taking a Op-basis of OF,P one can define a ∆-
equivariant isomorphism (normal basis theorem) OF,P⊗Qp ∼= Kp[∆]. We therefore
obtain
U (n) ⊗Qp ∼= Kp[∆]
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a ∆-equivariant isomorphism. And now, from the exact sequence
0→ U (n) → U (1) → U (1)/U (n) → 0
and using that U (1)/U (n) is finite we get a ∆-equivariant isomorphism
U (1) ⊗Qp ∼= U (n) ⊗Qp.
Combining these observations and taking χE-components,
(
U (1) ⊗Qp
)χE ∼= Kp[∆]χE
which is free of rank 1 over Qp (analogous to Lemma 6.2.1). The result follows
from (1), where we proved that U (1) contains no elements of p torsion (in fact it is
torsion free).
Theorem 8.2.3. Suppose that L(ψ¯, 1)/Ω 6≡ 0 mod p and that TrK/Qψ(p) 6= 1. Then
the natural morphism between Zp-modules
(OF )χE →
(O×F,P)χE
is an isomorphism.
Proof. The injectivity is clear since we are taking χE-components of the inclusion
map O×F ↪−→ O×F,P.
For the surjectivity, note that Corollary 8.1.8 shows that the image of η(1,O)χE
is not a pth power. Since (OF,P)χE is a free module of rank one over Zp, η(1,O)χE
generates this module.
Theorem 8.2.4. Suppose that L(E/K , 1) 6= 0. Then E(K) is finite.
Proof. Theorem 7.1.8 ensures that if L(E/K , 1) 6= 0 then L(ψ¯, 1) 6= 0. By the Cheb-
otarev Theorem there are infinite primes p of K above a rational prime p such that
p splits in K and TrK/Qψ(p) 6= 1. We can choose one such that:
- p > 7,
- p coprime to 6f,
- L(ψ¯, 1)/Ω is a unit at p.
Therefore we can apply the previous results of this chapter to p. By Theorem 8.2.1,
AχE = 0. In addition, Theorem 8.2.3 shows that η(1,O) generates O×F,P. Since
δ1(O×F,P) = E[p], it has to be δ1(η(1,O)) 6= 0. Thus, δ1(ε) 6= 0.
The conditions of Corollary 3.4.12 are satisfied so we can affirm Spi(E/K) = 0,
where pi ∈ O such that p = piO. Therefore E(K)/pE(K) = 0 so by the Mordell–Weil
Theorem E(K) has to be finite (Corollary 3.1.2).
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Corollary 8.2.5. Let E be an elliptic curve defined over Q with complex multiplica-
tion by O. If L(E/Q, 1) 6= 0 then E(Q) is finite.
Proof. Corollary 7.1.12 shows that L(E/Q, 1) 6= 0 implies that L(E/K , 1) 6= 0. By
Theorem 8.2.4 we have that E(K) is finite. Since E(Q) ⊂ E(K) the result follows.
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