As single-cell RNA sequencing (scRNA-seq) technologies have rapidly developed so 2 have methods of analysis. Many of these methods have been tested and developed using 3 simulated datasets. While this is a valid and useful approach many currently published 4 simulations are problematic because they are not well documented, code may not be 5 available for reproducing the simulation or their similarity to real data is not 6 demonstrated. 7 Here we present the Splatter package for simple simulation of single-cell RNA-seq 8 data. Splatter is a Bioconductor R package that provides a consistent, easy to use and 9 well-documented interface for multiple scRNA-seq simulation methods. The Splatter 10 package makes it easy to compare simulated datasets with real data to produce a 11 realistic simulation that can be used to evaluate analysis methods. In addition we 12 develop our own simulation, Splat, based on a gamma-poisson distribution. Splat 13 incorporates a number of key features including high-expression outlier genes, defined 14 library sizes, a mean-variance trend and expression-based dropout. Furthermore, Splat 15 can simulate single populations of cells, populations with multiple cell types or 16 differentiation paths. 17 Keywords 18 Single-cell -RNA-seq -Simulation -Software 19 Background 20
In "Overcoming confounding plate effects in differential expression analyses of 23 single-cell RNA-seq data" [12] the same authors extend the negative-binomial model 24 from the Lun simulation. This simulation samples input parameters from real data, with 25 very little random sampling from statistical distributions. In the Lun 2 simulation the 1 cell factors are replaced with a library size factor and an additional level of variation is 2 added by including a batch effects factor. While the library size factor acts on individual 3 cells the batch effects are applied to groups of cells from the same batch. This simulation 4 is thus highly specific to the scenario when there are known batch effects present in the 5 data, for example Fluidigm C1 plate effects. Differential expression can be added 6 between two sets of batches and the user can choose to use a zero-inflated negative- The scDD package aims to test for differential expression between two groups but 15 also more complex changes such as differential distributions or differential proportions 16 [13]. This is reflected in their simulation, which can contain a mixture of genes 17 simulated to have different distributions, or differing proportions where the expression 18 of the gene is multi-modal. This simulation also samples information from a real dataset. 19 The Splatter package simply provides wrapper functions to the simulation functions in 20 the scDD package, while capturing the necessary input and output needed to compare to 21 other simulations. The full details of the scDD simulation are described in the scDD 22 package vignette [16] . 23 Splat 24 We have developed the Splat simulation to capture many of the technical effects 25 seen in real scRNA-Seq data, including high expression outlier genes, differing 9 sequencing depths between cells, trended gene-wise dispersion, and zero-inflation. Our 1 model uses parametric distributions with hyper-parameters estimated from real data 2 ( Figure 1 ). The core of the Splat simulation is the gamma-Poisson hierarchical model 3 where the mean expression level for each gene , = 1, . . , , is simulated from a gamma 4 distribution and the count for each cell , = 1, . . , , is subsequently sampled from a 5 Poisson distribution, with modifications to include expression outliers and to enforce a 6 mean-variance trend. More specifically the Splat simulation initially samples gene means from a Gamma 1 distribution with shape and rate . While the gamma distribution is a good fit for gene 2 means it does not always capture extreme expression levels. To counter a probability 3 ( ! ) that a gene is a high expression outlier can be specified. We then add these outliers 4 to the simulation by replacing the previously simulated mean with the median mean 5 expression level multiplied by an inflation factor. The inflation factor is sampled from a 6 log-normal distribution with location ! and scale ! . The library size (total number of counts) varies within an scRNA-seq experiment 8 and can be very different between experiments depending on the sequencing depth. We 9 model library size using a log-normal distribution (with location ! and scale ! ) and 10 use the simulated library sizes ( ! ) to proportionally adjust the gene means for each cell.
11
This allows us to alter the number of counts per cell independently of the underlying 12 gene expression levels. 13 It is known that there is a strong mean-variance trend in RNA-Seq data, where lowly 14 expressed genes are more variable and highly expressed genes are more consistent [17] . 15 In the Splat simulation we enforce this trend by simulating the biological coefficient of One of the key features of scRNA-seq data is the high proportion of zeros [19] , one 24 cause of which is technical dropout. We use the relationship between the mean 25 expression of a gene and the proportion of zero counts in that gene to model this 1 process, using a logistic function to produce a probability that a count should be zero. We believe this presents the most challenging situation to simulate, as there are more 2 likely to be violations of the underlying model. This scenario is also possibly the most 3 useful as it allows any analysis method to be evaluated, from low-level filtering to We compare the gene means, variances, library sizes and the mean-variance 1 relationship. From these diagnostic plots we can evaluate how well each simulation 2 reproduces the real dataset and in which ways it differs. One way to make comparisons 3 is to look at the overall distributions ( Figure 2 , left column). Alternatively we can choose 4 a reference (in this case the real data) and look at departures from that data (Figure 1 , 5 right column). Looking at the mean expression levels across genes we see that the Lun 6 and scDD simulations are missing lowly expressed genes while the Simple and Lun 2 7 simulations are skewed towards lower expression ( Figure 2A , Figure 2B ). The Splat 8 simulation is a better match, likely due to the addition of high-expression outlier genes. For this dataset the Simple and Lun 2 simulations produce too many zeros across 1 both genes and cells while the Lun and scDD simulations produce too few. Interestingly, 2 the Splat simulation produces a better fit to this dataset when dropout is not included, 3 suggesting that additional dropout is not present in the Tung dataset. However, this is 4 not the case for all data and sometimes simulating additional dropout produces a better 5 fit to the data (for example the Zeisel dataset presented below). We can also consider 6 the relationship between expression level of a gene and the percentage of zero counts.
7
The Lun and scDD simulations produce too few zeros at low expression levels while the 8 Simple and Lun 2 simulations produce too many zeros at high expression levels.
9
While the analysis presented in Figure 2 and Figure 3 allows us to visually inspect 10 how simulations compare with a single dataset we wished to compare simulations 11 across a variety of datasets. We performed simulations based on five different datasets 12 (outlined in For each dataset we estimated parameters and produced a synthetic dataset as 18 described before. We then compared simulations across metrics and datasets by calculating a median absolute deviation (MAD) for each metric. For example to get a 1 MAD for the gene expression means, the mean expression values for both the real data 2 and the simulations were sorted and the real values were subtracted from the simulated 3 values. The median of these absolute differences was taken as the final statistic. To 4 compare between simulations we ranked the MADs for each metric. parameters used to create the differences between the start and end of each path, as 1 well as the parameters that define the path itself, the length (number of steps) and skew 2 (whether cells are more likely to come from the start or end of the path).
3
In real data it has been observed that expression of genes can change in more a consensus k-means based approach available via Bioconductor. As well as assigning 10 cells to groups, SC3 is able to detect genes that are differentially expressed between 11 groups and marker genes that distinguish between groups. To test SC3 we estimated Splatter's flexible framework allowed us to quickly generate multiple test datasets, 6 based on parameters from real data, and the information returned about the simulations 7 gave us a truth to test against when evaluating the method. We found that SC3 8 accurately clustered cells and was precise in identifying DE and marker genes. In order to easily generate a simulation that is similar to a given dataset Splatter 19 includes functions to estimate the parameters for each simulation from real datasets. 20 Just as with the simulations themselves the estimation procedures are based on what 21 has been published and there is variation in how many parameters can be estimated for 22 each model. We have given significant attention to estimating the parameters for the ) are estimated by fitting a gamma distribution to the winsorized means of the library 1 size normalised counts using the fitdistrplus package [28] . This is a basic normalisation 2 where the counts in the original dataset are adjusted so that each cell has the same 3 number of total counts (in this case the median across all cells) and any genes that are 4 all zero are removed. We found that genes with extreme means affect the fit of the The procedure for estimating expression outlier parameters is more complex.
10
Taking the library size normalised counts, outliers are defined as genes where the mean 11 expression is more than two MADs greater than the median mean gene expression level.
12
The outlier probability ! is then calculated as the proportion of genes that are outliers. 10), therefore we apply a linear correction to this value ( = 0.1 + 0.25 !"#!$ ). 20 The midpoint ( ! ) and shape ( ) parameters for the dropout function are estimated 21 by fitting a logistic function to the relationship between the log means of the normalised counts and the proportion of samples that are zero for each gene (Additional figure 11) .
Each of the real datasets used in the comparison of simulations is publicly available. and ranked for each dataset to give the rankings shown in Figure 4 . The datasets analysed during the current study are available in from the 3 repositories specified in the methods section or the repository for this paper,
