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Nanoscale segregation driven by the uphill diffusion
of impurity-defect pairs
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Abstract. The mechanism of segregation by the uphill diffusion of impurities within
bound impurity-defect (i-d) pairs has been theoretically investigated. The uphill
diffusion in this mechanism occurs when there exist excess defects in the material bulk
which flow towards the sinks at the surface dragging along the impurities paired with
them by i-d attraction. Non-Fickian (n-F) non-local equations governing the diffusion
by the pair mechanism have been derived. The n-F features of the diffusion have been
quantified by the averagemigration distance of the i-d pairs λ which known values are in
the nanometer range. At scales much larger than λ the diffusion follows the generalized
local Fick’s laws conventionally used in the description of the segregation profiles. But
at length scales comparable to λ the n-F equations predict quantitatively different
profiles which may significantly influence mechanical and/or electronic properties of
metallic and semiconductor materials. The differences between the impurity profiles
in the two cases have been illustrated by simulations of the diffusion profiles in the
near-surface region.
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21. Introduction
Segregation of substitutional impurities at the grain boundaries within the bulk and/or
near external surfaces in metallic and semiconductor materials may have significant
impact on their mechanical and/or electronic properties [1, 2]. The segregation can
be caused by a joint action of several different mechanisms which complicates the
control and theoretical simulations of the impurity concentration profiles needed in
technological applications. The simulations are usually performed with the use of
large systems of the rate equations which describe the pertinent processes of reactions
and diffusion taking place in the material by coupled systems of the second order
differential equations [3, 20, 1, 2]. The large number of phenomenological parameters
entering the equations makes predictive simulations difficult because some parameters
cannot be reliably determined independently and, besides, there is no guarantee that
the parameters fitted to available datasets are transferable to different experimental
conditions [1]. Therefore, to elucidate the role of different mechanisms of segregation
it would be convenient to analyse them individually under simple experimental setups
admitting transparent theoretical description.
To this end in the present paper a simple theoretical framework will be developed to
describe one such mechanism, namely, the segregation via the uphill diffusion mediated
by the bound impurity-defect (i-d) pairs [5, 6]. Such diffusion can take place in the
presence of excess point defects in the material bulk provided there exists sufficiently
strong attraction between the impurity atoms and the defects. Because of the attraction
the defects flowing towards the sinks at the boundary drag along the impurities thus
causing their uphill diffusion. This mechanism was shown to be operative in the metallic
systems [5, 6, 3, 7, 8, 1] and it could also be responsible for the uphill diffusion in
semiconductors seen in experiments in [9, 10, 11] in the presence of steep gradients
of defects near the surface . However, in semiconductor systems the role of the
drag mechanism has not yet been validated because of the existence of competitive
mechanisms of the uphill diffusion in these materials [12, 2]. On the other hand,
the presence of the i-d pairs and their dominant contribution to the boron diffusion
in silicon was firmly established and thoroughly investigated both experimentally and
theoretically [13, 15, 16] but only in spatially unbounded systems with homogeneous
defect distributions.
In the present paper the theories of diffusion of the i-d pairs developed in [13] and
[14] for the case of homogeneous defect distributions will be extended to account for
spatially varying defect profiles and diffusion equations governing the uphill diffusion
will be derived. It will be shown that the the equations describing diffusion by the
pair mechanism are not of the local differential kind typical for Fickian diffusion but
of non-local integro-differential type with the integral kernel extended at the scale of
the impurity migration distance λ which values in the experiments in semiconductor
materials were found to be in the nanometer range [13, 15, 16]. Theoretical estimates
for metals have given values of λ of similar magnitude [17].
3It will be shown that if the defect and impurity concentrations in the system
vary at length scales much larger than λ, the integro-differential equations can be
approximated by local differential equations similar to those conventionally used in
segregation theories. But if the inhomogeneities appreciably vary on the length scale of
the migration length, the impurity profile at the early stage of the uphill diffusion will
strongly depend on λ. This can be used, on the one hand, to assess the contribution of
the pairs in the uphill diffusion and segregation, on the other hand, to use the dependence
as a mean of control of the ensuing impurity profile by a suitable change of the value of
λ by appropriate change of the temperature [13, 16].
2. Diffusion of impurities by the mechanism of mobile i-d pairs
Following [13, 14], we assume that the defect-mediated diffusion of substitutional
impurities is dominated by highly mobile i-d pairs either of the impurity-interstitial
or of the impurity-vacancy type. The high mobility is a consequence of the permanent
availability within the pair of the diffusion-mediating defect which is the fastest diffuser
in the system. In the phenomenological approach the microscopic details of the i-d
interaction are not specified so in the continuum approximation the pair is treated as
a point particle with diffusivity Dp and lifetime τ = 1/ǫ where ǫ is the pair decay rate
[13, 14]. At finite temperature the decay is unavoidable, at least in three-dimensional
(3D) systems, because irrespective of the strength of the binding Eb, the defects escape
the pairs with the rate ǫ ∝ exp(−Eb/kBT ). Therefore, the conventional diffusion
equation should be modified to account for the pair decay as [13, 14]
∂
∂t
Gp(r, r0, t) = Dp∇
2Gp(r, r0, t)− ǫGp(r, r0, t). (1)
Here Gp is the pair diffusion kernel defined as the probability density of finding the pair
at time t at point r if the pairing took place at t = 0 at point r0: Gp(r, r0, 0) = δ(r− r0).
Thus, equation (1) describes evolution of the pair from its creation to disappearance.
Because both the pair diffusion and the decay are determined by the fast movements
of the defect, the kinetics described by (1) proceed at the microscopic time scale
that sometimes even cannot be detected experimentally [18]. However, in the case of
segregation of main interest is the evolution of the concentration profile in the immobile
substitutional impurities Ci(r, t) which change is driven by the pair diffusion. The
evolution of Ci takes place at a slow macroscopic time scale because the speed of the
profile change is limited by the concentration of lattice defects Cd which is usually
small because of the high energy of defect creation in the range of several eV in most
cases. Therefore, the substitutional impurity remains immobile for long periods of time
between the i-d encounters that trigger short bursts of the diffusion steps [18]. The
encounters are separated by the average time intervals tp inversely proportional to the
i-d pairing rate g = O(Cd) [13]. In the absence of attraction the encounter may amount
to a single impurity displacement on the distance of order of the lattice constant a. In
the presence of strong attraction, however, the bound pair may perform a large number
4of the elementary diffusion steps and migrate at a distance λ≫ a [13, 18] so the effective
microscopic time scale in this case is defined by the pair lifetime τ = ǫ−1.
To derive the equation governing the evolution of the impurity profile Ci(r, t) at
the macroscopic time scale t = O(tp)≫ τ we chose the infinitesimal time step ∆t in the
governing equation so that it was microscopically large but still small at the macroscopic
scale:
t = O(tp)≫ ∆t≫ τ. (2)
For example, in the experiments in [14] the typical time interval between the defect
jumps was 10−8 s. During the pair lifetime the impurity made on average ∼ 10 steps
so τ was of O(10−7 s). The mean time between the impurity pairings, on the other
hand, was ∼ 10 s, so with the choice of ∆t = 10−3 s both inequalities in (2) are easily
satisfied. Because of the four orders of magnitude difference between ∆t and τ in this
example, the creation and decays of the pairs are confined within ∆t with the relative
error O(10−4). So on the macroscopic time scale the redistribution of the impurity
density due to the pair diffusion looks as instantaneous. This means that within ∆t the
impurity distribution after one I-d encounter can be approximated by the integral [14]
P (r, r0) = ǫ
∫ ∞
0
Gp(r, r0, t)dt. (3)
The equation satisfied by P can be obtained by integrating (1) over t and using the
initial condition Gp(r, r0, 0) = δ(r− r0), which yields
−λ2∇2
r
P (r, r0) + P (r, r0) = δ(r− r0), (4)
where λ =
√
Dp/ǫ is the mean migration distance [13, 14]. Because by definition
the lattice defect cannot exist beyond the lattice, the pair cannot cross the system
boundaries which leads to the zero Neumann boundary condition for the pair flux
through the boundary
n · ∇P (r, r0)|S = 0, (5)
where n is the vector normal to the boundary and S stands for the surface bounding
the system.
Thus, on the macroscopic time scale, the diffusion of the substitutional impurity
looks as its disappearance at some point due to the pairing with a defect, followed by its
instant redistribution in the vicinity of that point according to the probability density
P in (3) [14]. By analogy with Fick’s second law, the equation governing the diffusion
under the mechanism of mobile pairs can be obtained as the condition of the impurity
conservation as
∂
∂t
Ci(r, t) = − g(r, t)Ci(r, t)
+
∫
P (r, r0)Ci(r0, t)g(r0, t)dr0, (6)
where the first term on the right hand side describes the loss of impurities by the
concentration profile due to the pairings and the second term describes its replenishment
5by the decayed pairs. Because the defect distribution is assumed to be inhomogeneous,
the pairing rate g in our case depends on time and space variables, unlike in [13, 14].
By algebraically expressing P in (4) through the sum of the delta-function and the
Laplacian and substituting it in (6) another form of the integro-differential diffusion
equation governing diffusion of impurities by the pair mechanism can be obtained
∂
∂t
Ci(r, t) = λ
2∇2
r
∫
P (r, r0)Ci(r0, t)g(r0, t)dr0 = −∇r · Ji(r), (7)
where the impurity current
Ji(r) = −∇r
∫
P (r, r0)Ci(r0, t)g(r0, t)dr0 (8)
depends on the weighted concentrations of impurities and defects within a region of
radius ∼ λ, as can be seen, e.g., from the explicit expression for P in the unbounded
3D space
P (r− r0) =
e−|r−r0|/λ
4πλ2|r− r0|
. (9)
In the presence of boundaries the expression will be somewhat different (see, e.g., (A.1)
in Appendix A) but its qualitative properties will be similar. In particular, as can be
seen from (4), irrespective of the boundary shape when λ tends to zero
P (r, r0)|λ→0 → δ(r− r0). (10)
Of course, λ is not a tunable parameter but a physical characteristic of the system. But
because it has the dimension of length, its value should be compared to the typical scale
on which vary the functions entering the integrand in (6), (7) and (8) and which we
denote by Λ. Assuming that Ci(r, t) and g(r, t) are slowly varying functions of r0, i.e.,
that λ/Λ ≪ 1, P in the integrand can be approximated by the local expression (10)
which leads to a current that is local in both Ci and g.
Ji(r) ≃ −λ
2∇[Ci(r, t)g(r, t)]. (11)
If for consistency with the slow variation of g we farther assume that the defect
concentration Cd(r, t) is also smooth at the scale of λ, then according to [13, 17] the
Smoluchowski-type expression for the pairing rate can be used:
g(r, t) = bCd(r, t), (12)
where b is some numerical constant. Thus, (11) depends only on the local defect and
impurity concentrations at point r.
With g given by (12) equation (11) can be cast in the form
Ji = −bλ
2∇(CiCd) = −bλ
2CiCd(∇ lnCi +∇ lnCd) (13)
where for brevity the arguments of all functions have been dropped. Now assuming
the vacancy-mediated diffusion (d = v), in the dilute limit under local equilibrium
approximation one gets [19]
∇ lnCi(v) =
∇µi(v)
kBT
. (14)
6Substituting this into (13) the expression for the current in terms of the Onsager matrix
Lˆ follows (see equation (1) in [8])
Ji = −Lii
∇µi
kBT
− Liv
∇µv
kBT
. (15)
Moreover, from (13) it it is seen that Liv/Lii ≃ 1 in accordance with the limit of strong
i-v binding of [8]. The difference from [8] is that in the present theory the local linear
relationship between the current and the concentration gradients of the (13) breaks
down at the nanometer distances where the it should be replaced by more accurate
non-local expression (11).
Equations (4), (5), (6) and (7) are the main results of the present study. Besides
the heuristic derivation presented above, they agree with the theory of [8] in the limit of
slow variation of the vacancy and the solute concentration limit. Farther, they effectively
generalise the picture of the pair diffusion developed in [13] developed for unbounded
systems with homogeneous defect distribution to the inhomogeneous case of and systems
with boundaries. To see this let us consider an infinite host with constant g. Now
equations (4) and (7) (or, equivalently, (6)) can be solved with the use of the Fourier
transform as follows. The solution of (4) is
P (k) = (1 + λ2k2)−1, (16)
where k is the Fourier momentum. With known P (k) the solution of (7) is easily found
to be
Ci(k, t) = exp
(
−
gλ2k2
1 + λ2k2
t
)
Ci(k, t = 0). (17)
In Appendix in [17] it has been shown that in 1D geometry, with the initial delta-function
profile Ci(k, t = 0) = 1, the inverse Fourier transform of (17) coincides with the series
solution of [13]. It is important to note that this solution, hence, the underlying physical
picture, were experimentally confirmed in [13, 15, 16].
3. Stationary defect distributions in systems with boundaries
To estimate the segregation predicted by the diffusion equations derived above let us
consider the case of stationary inhomogeneous defect distributions near the surface. The
inhomogeneity may appear, for example, when the concentration of defects in the crystal
bulk exceeds their equilibrium value at a given temperature, so in the absence of other
sinks they will flow towards the surface to reduce the supersaturation. In the case of
sufficiently strong i-d attraction the impurity dragged by the defects will diffuse in the
same direction [5, 6, 8]. The drag may take place even when the impurity concentration
in the bulk is smaller than near the surface. It is this uphill diffusion that underlies the
alloy segregation by the pair diffusion mechanism.
Exact stationarity of the defect distribution can be achieved only in the presence
of time-independent defect sources, such as the time-independent external irradiation
[3, 20, 21, 22, 1]. But as we will see, of major interest to our study will be the initial stage
7of segregation so the stationarity should be a reasonable approximation even in cases
of transient supersaturation induced, e.g., by the quench [5, 6], by the ion implantation
[4, 2], by oxidation [13], etc. Besides, the qualitative behaviours discussed below will
hold also in the case of short-lived supersaturation because the underlying mechanism
of the pair diffusion will be operative also in such cases.
Stationary defect distributions significantly facilitate analysis because in this
case the pairing rate g(r in the diffusion equations also becomes time-independent.
Furthermore, because diffusion equations describe relaxation processes, at large times
the impurity distributions profile should asymptotically approach stationary profiles.
With the use of (7) it can be shown that as t→∞ the profile acquires the shape
Ci(r) =
A
g(r)
(18)
where A is a normalization constant that defines the total number of the impurities
in the system. The validity of (18) can be seen by observing that P (r, r0) in (4) is a
symmetric function of its arguments which is a property of Green’s functions satisfying
the Neumann boundary condition (5). So the integral in (7) over r0 is equal to the
integral in (4) over r, i.e., is equal to unity, which makes the r.h.s. of (7) equal to zero.
The peculiarity of profile (18) is that it does not depend on λ which means that that it
will be the same in the cases of large λ and when λ→ 0. In the latter case substituting
(13) into the second Fick’s law in (7) one arrives at the local diffusion law
∂Ci(r, t)
∂t
≃ bλ2∇2[Cd(r, t)Ci(r, t)]. (19)
We note that in view of (12) the stationary profile (18) satisfies (19) in the case
of slowly varying defect concentration. Besides, as was shown above, this equation will
describe the drag in the vacancy-mediated diffusion in the strong i-v binding limit in
BCC [8] and in FCC metals (see equation (30) in [3] in the w3 ∝ exp(−Eb/kBT ) → 0
limit). Finally, the last of the equations (11) in [21] or the corresponding equation in
[20] would acquire the form (19) if the vacancy contribution would be neglected.
Thus, in the segregation theories the local form of the pair diffusion equation similar
to (19) is often used for the description of the phenomenon at all spatio-temporal scales.
However, in the present paper it will be shown that at short diffusion times the local
form may lead to erroneous predictions about the shape of the diffusion profiles and more
accurate non-local diffusion equations should be used instead at least in the pair-driven
segregation.
4. Impurity drag towards the surface by the bound pairs
To make a semi-quantitative comparison of the segregation predicted by the diffusion
equations derived above with experimental observations we first simulate the impurity
profiles using the non-local equations in a symmetric film of thickness 2L [3]. We will
be interested in the profiles strongly varying at distances of order of λ when the local
approximation can be inadequate. In rigorous simulations g(r, t) needed in (6) should
8be found from Cd(r, t) with the use of the defect diffusion equation supplemented by a
model of the pair nucleation. For qualitative analysis, however, it would be sufficient
to assume that near the surface the pairing rate is suppressed in comparison with the
bulk region because on the one hand the defects flow mainly from only the bulk side,
on the other hand, in the vicinity of the sink the values of Cd will be strongly reduced
ensuing in a small pairing rate. Therefore, instead of solving the problem of the pair
formation for an inhomogeneous defect distribution we directly model the pairing rate
by assuming a simple stationary shape
g(x) =
{
gs[s
−1 + (1− s−1)x/ds], 0 ≤ x < ds,
gs, ds ≤ x ≤ L,
(20)
where ds is the depth at which the pair nucleation rate saturates to a constant value
and s = gs/g(0) will be called supersaturation and assumed to be much larger than
unity [13]. For large ds the variation of g(x) in (20) will be slow so the choice (20) can
be justified by (12) as follows. If starting from depth ds there exist some stationary
sources of defects (e.g., the interstitial precipitates [2]) which keep a constant level of
defect supersaturation for x ≥ ds and if at the surface the defect concentration drops to
much smaller equilibrium value g(0) [3, 2], the conventional 1D diffusion equation would
predict the linear defect profile for 0 ≤ x ≤ ds and by (12) also the pairing profile. We
will assume that this can be qualitatively valid also for steep concentration profiles.
The uphill diffusion profiles for a system roughly modelling the boron diffusion
in silicon [2] have been simulated with the use of equations (6) and (20). The input
parameters the simulations have been chosen to be similar to those in [13, 23, 2]. The
parameters entering (20) were assessed departing from the fact that in [23] strong
gradients of the defect concentration were observed at depth below 10 nm so ds was
set at this value and similar to [13] supersaturation s = 102 has been assumed. gs was
calculated from the expression for the diffusion constant Ds = gsλ
2 [13] in terms of the
pairing rate gs and the value of λ ≃ 5 nm [2]. The equilibrium diffusion constant was
taken from [24]. The film thickness L = 200 nm used in the simulations was chosen
to be larger than in experiments of [2] in order to exclude the influence of the second
surface of the film and to justify the use of the simple expression (A.1) for P valid for
L≫ λ. This should be adequate for the simulation of impurity pileup near the surface
because the experimental data in this region are very similar both for the film and for
the surface of the bulk material [2].
The results of simulations shown in figure 1 are similar to the experimental profiles
of [2] but some qualitative difference can be seen. Namely, the profile corresponding
to the lowest temperature has a hump near the surface which is absent on other two
curves and at the limiting curve (18). This can be attributed to the fact that with the
same diffusion time (60 s) the smaller temperature means earlier stage of diffusion so
some traces of the pair contribution can be seen. Two other curves correspond to more
advanced stages so the shapes in this region are already similar to the stationary curve
shown by dashed line. In experiments of [2], however, all three curves are qualitatively
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Figure 1. Solid lines: model diffusion profiles with parameters corresponding to B-Si
system simulated with the use of equations (6), (20) and (A.1). The diffusion lasted
60 s at T = 850, 900, and 950◦ C. The broader tails and narrower shapes near the
surface correspond to higher temperature. Dashed line: the stationary profile (18);
dashed-dotted line: the initial Gaussian impurity distribution.
similar which means that they either all correspond to the advanced stages of segregation
or the pair mechanism is not responsible for the uphill diffusion in this system.
Whether the pairs contribute to the uphill diffusion can be tested experimentally
as illustrated by simulations below. In [13] it was shown that the pair diffusion is
most pronounced at small diffusion times when only a few i-d migration events took
place. In the presence of the surface of major interest is the small region near the
top of the initial Gaussian impurity profile in figure 1 where the impurity pileup is
at maximum. Because the Gaussian distribution is approximately flat near the top,
in the simulations below for simplicity the initial profile was assumed to be constant
throughout the system. Besides, to separate the uphill diffusion from the rest of the
profile the boundary between the regions of the linear and the constant behaviours in
(20) was shifted towards ds = 100 nm but the supersaturation gradient was kept at the
same value as previously, that is at 10 nm−1, which means supersaturation s = 103 at
ds. In this way the local depletion in the impurity concentration due to the strong local
negative curvature in Cd(x) (see equation (19)) was shifted to x ≈ 100 and thus did not
distorted the small-x behaviour we are interested in (if situated sufficiently close to the
surface this structure would have obscured the contribution due to the uphill diffusion).
Finally, larger value of λ = 10 nm [13] has been used to simplify visualization of the
profiles in the region of interest (see figure 2).
In figure 2 are shown the impurity profiles near the surface simulated with the
use of diffusion equations (6) and (19) with the same λ and g(x) (20) in both cases.
According to [13], a natural time scale for the evolution of the diffusion profile under
the pair mechanism is the number of the impurity migration events within the i-d
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Figure 2. Solid lines: impurity profiles simulated with the use of equation (6) for
(from bottom to top) g¯t = 1, 5 and 20; dashed lines: the profiles calculated with the
use of (19) for the same parameter sets; The bullets mark the distributions at half
maximum. Dashed-dotted line is the asymptotic distribution (18) and the dotted line
is the approximate solution (22). (For farther explanations see the text.)
pairs. When the number of migrations is equal to unity the diffusion amounts to a
single event with the diffusion profile acquiring characteristic exponential shape. Large
number of migrations will lead to the conventional Fickian Gaussian behaviour. In
the inhomogeneous case under consideration the pair nucleation rate depends on the
distance to the surface so the probability of the encounter depends on the position of
impurity within the film. In the region near the surface the probability is strongly
reduced so with the use of (20) the effective pair nucleation rate at the distance ∼ λ
from the surface can be estimated up to terms of O(s−1) as
g¯ ≃ gs
λ
ds
(21)
so the diffusion profile for small values of g¯t . 1 calculated to this accuracy in
Appendix A (A.2) can be written as
Ci(x, t) ≈ Ci0
(
1 + g¯te−x/λ
)
. (22)
This expression approximately agrees with the numerical solution for g¯t = 1 (see figure
2). Noticeable is the exponential contribution characteristic to the pair diffusion [13].
In order to clarify the details of the diffusion profiles in the narrow region near the
surface the logarithmic scales have been used in figure 2. Because of this the values
at x = 0 are not shown in the plots but from the bullets that mark the half width
of distributions it can be seen that the concentrations calculated with the use of (19)
are twice as large at x = 0 as at x = 0.1 nm while the profiles simulated with the
pair-diffusion mechanism (6) at x = 0 exceed x = 0.1 nm values only on a few percent.
In other words, though at large diffusion times both mechanisms will produce the same
profile (18), at small to intermediate times the profiles simulated with the local diffusion
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equation will be much more peaked near the surface. For example, for the pair diffusion
mechanism the impurity density at the surface is an order of magnitude smaller in
the cases g¯t = 1 and 5 and about five time smaller for g¯t = 20 (at large time both
distributions should converge). This may have important practical consequence for the
properties of the near-surface layers. For example, the onsets and distributions of the
impurity precipitates may significantly differ in the two cases.
5. Conclusion
In this paper the problem of impurity diffusion by the mechanism of mobile pairs [13]
has been considered theoretically and a phenomenological integral-differential equations
governing the diffusion have been derived on the basis of simple physical picture of
the pair diffusion. The equations have been applied to simulate the impurity drag
toward the surface under the conditions of defect supersaturation in the material bulk
[5, 6, 2]. It has been shown that segregation of the impurities near the surface produced
by the diffusion of bound i-d pairs at nanoscale distances has some peculiarities that
may have important practical consequences. The spatial scale at which the peculiarities
are pronounced is determined by the average migration distance of the bound i-d pair
λ, which experimentally was found to be in the nanometer range in semiconductor
materials [13, 16, 2] and theoretically estimated to have similar values in metals [17]. At
the macroscopic scale it is not important whether the elementary diffusion step is of the
order of the lattice constant or has a much larger size λ. But if the length scale of interest
is similar to λ, both quantitative and qualitative differences can be detected. The cause
for the differences lies in the fact that at the microscopic scale the pair diffusion does not
obey Fick’s laws [13] which is reflected in the non-local nature of the diffusion equation
governing it. The non-Fickian (n-F) features originate from the permanent presence of
the diffusion mediating impurity within the pair which makes possible its autonomous
migration at O(λ) distances independently of the ambient defect concentration [13].
This, however, takes place only during the pair lifetime which restricts the n-F behaviour
to lengths of order λ. The latter is temperature dependent and may grow on orders of
magnitude at low temperatures [16] which can be used as an additional mean of control
of the segregation profiles.
Experimentally the difference between the segregation profiles produced by the pair
diffusion and by the mechanisms that admit description by local diffusion equations
[20, 21] can be observed only at early stages of evolution because at late stages
both mechanisms lead to identical stationary and/or equilibrium profiles. It should
be stressed that the stationary defect distributions have been used in the present
paper only for simplicity and that the underlying microscopic mechanism should be
operative for non-stationary distributions as well. Short-lived supersaturation can be
even advantageous because it may be used to arrest segregation at an early stage to
obtain desired concentration profile.
The most promising experimental setup for verification of the predictions about
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the pair drag in semiconductors seems to be that used in [2] in the study of
the uphill diffusion. The close similarity of the experimental impurity pileups at
different temperatures (effectively, at different diffusion times) seems to confirm non-
pair mechanisms. But this may be due to late diffusion stages already in the near
stationary regime, as the simulations of previous section suggest. However, by reducing
the time and, in addition, using flatter initial impurity profiles near the surface it should
be possible to detect both the smoother shapes of the evolving profiles as well as the
gradual shrinking of their width in the case of the pair mechanism in contrast to sharp
same-width profiles predicted by the local diffusion equations (see figure 2) and/or by
competing mechanisms discussed in [2].
The stationary irradiation conditions in metallic systems [20, 21] are not well suited
to investigation of the pair effects, in particular, because of several modes of diffusion
propagated by different defects. But the quench experiments similar to those of [5, 6] for
solutes with strong binding with vacancies [17] could be suitable for the purpose except
that the spatial extent of the segregation profiles should be reduced to the nanoscale
range [1]. A transient nature of the supersaturation in such experiments may turn out
to be even advantageous because the pair contribution is best visible at the early stages
when only a few i-d migration events occurred and this number can be controlled by
the strength and the duration of the non-equilibrium defect flux.
In conclusion it should be noted that the phenomenological theory of the pair
diffusion developed in the present paper is only a particular case of more general
notion of the mobile state suggested in [13]. The mobile state of impurity should
not necessary be associated with the pairing but may be caused, for example, by the
kick-out mechanism effective in semiconductors [13, 16]. Other possibilities can be
envisaged and if the mobile state is unstable the formalism developed in the present
paper should apply because the pairs have been assumed to be unstructured unstable
point particles that can be associated, for example, with the interstitial state invoked
in [3, 20, 21] to describe the radiation-induced solute segregation. The interstitials are
unstable due to recombination processes so if the value of the mean migration path λ
is of appreciable value their isolated motion at distances of order λ can be described
by the non-local diffusion equation derived in the present paper. However, because
the solute diffusion under irradiation cannot be described by the single mechanism,
other modes, e.g., the diffusion mediated by vacancies, need be taken into account in
simulations of the macroscopic segregation profiles [3, 20, 21]. Still, the influence of the
non-local n-F contributions into the nanoscale segregation can be essential also in such
more complicated cases.
Acknowledgments
I am grateful to Rene´ Monnier for carefully reading a preliminary version of the
manuscript and for useful suggestions on its improvement. Also, I would like to express
my gratitude to Hugues Dreysse´ for support and encouragement.
13
Appendix A. Diffusion near the boundary in 1D geometry
If only segregation near the surface is of interest and λ ≪ L (in the examples in the
main text λ = 5 − 10 nm and L = 200 nm), at small x near the surface the influence
of the second surface of the film at x = 2L can be neglected and the system considered
as being infinite in the direction of positive x. In this case the diffusion kernel in the
half-space x, x0 ≥ 0 can be found by the method of images as
P (x, x0) =
1
2λ
[
e−|x−x0|/λ + e−(x+x0)/λ
]
. (A.1)
It is straightforward to check that (A.1) satisfies both equation (4) and the boundary
condition (5) at x = 0.
Even in 1D and the simple stationary pair creation rate (20) the diffusion equation
(6) cannot be solved analytically for all t. However, at the start of the evolution when
the impurity distribution still has its simple constant initial form the solution can be
found to the first order in t as the sum of the initial distribution and the integral on the
r.h.s. of (6) multiplied by t [13]. Substituting constant Ci0, (20) and (A.1) in (6) after
simple integrations one gets
Ci(x, t) ≈ Ci0
(
1 + tgs
λ
ds
e−x/λ
)
(A.2)
up to a small contribution of O(1/s).
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