For a two-dimensional congestion control model with diverse time delays, this paper provides a detailed study on the geometrical properties of stability switch boundaries in the plane of time delays. Conditions for stability switch boundaries to arise as vertical spiral-like curves, horizontal spiral-like curves, diagonal spiral-like curves and closed-loops are obtained on the system parameters other than time delays. The boundary curves may self-intersect or intersect with one another. Some of these intersections are identified as tangent double Hopf bifurcation with codimension three. It is found that double Hopf bifurcation point exists in the plane of time delays regardless of the values of the other system parameters.
Introduction
Internet congestion control has attracted more and more attention since Jacobson proposed the concept of congestion control [Jacobson, 1988] . Different kinds of control schemes were proposed to stabilize and smooth the process of sending data packets. In order to study and assess the performance of different versions of congestion control protocol, Kelly proposed a framework in which the congestion control problem could be studied in a mathematical way [Kelly et al., 1998; Kelly, 2000] . Then, the congestion control problem can be transformed into a mathematical model which describes the control algorithm. Based on this idea, researchers investigated the stability problem for different kinds of models, as summarized by Srikant [2004] .
In recent years, people have shown interest in nonlinear dynamics induced by parameter variation and the corresponding control method when a system becomes unstable [Li et al., 2004; Chen et al., 2008; Gao et al., 2005; Zhang & Xu, 2011] . It is usually difficult to meet the conditions which guarantee the stability of a system. Li et al. investigated Hopf bifurcation induced by the gain parameter in the model proposed by Kelly [Li et al., 2004] . Chen et al. investigated periodic doubling in a TCP/AQM congestion control scheme using network simulator [Chen et al., 2008] . Gao et al. found the quasiperiodic route to chaos existed in TCP algorithms through experiments [Gao et al., 2005] .
Round trip time, or time delay, is an important parameter in the problem of Internet congestion control. Time delay was included in almost all congestion control models [Srikant, 2004] . However, due to route variation and uncertainty in the values of system parameters, it is not as easy to control the delay as to control other physical parameters. Dynamics of congestion control model with multiple time delays, in particular, has attracted increasing attention. On the one hand, in real world Internet congestion control systems, there exists the possibility of diverse time delays even if all the users share the same link. For example, in the case of sending data packets with different priorities, the round trip time for transferring data packets with high priority is definitely smaller than that of the packets with low priority. On the other hand, according to theoretical researches, diverse time delays are likely to induce dynamics more complicated than periodic motion, such as quasiperiodic motion, which can be roughly viewed as the oscillation with multiple frequencies. Time delays in Internet congestion control problems are usually difficult to control. Oscillations with multiple frequencies reduce the efficiency of performance of a network system. Therefore, double Hopf bifurcation induced by diverse time delays are worth studying from a theoretical perspective. In this regard, Guo et al. studied multiple delays induced double Hopf bifurcation, by which oscillation with multiple frequencies may be induced [Guo et al., 2010] . Besides, Zhang and Xu studied quasiperiodic motion in an Internet congestion control model induced by heterogenous delays through the double Hopf bifurcation both qualitatively and quantitatively [Zhang & Xu, 2013] . However, a problem is still open, namely, will diverse time delays definitely induce double Hopf bifurcation when other parameters vary? Furthermore, when a double Hopf bifurcation occurs, will the distribution of amplitude death regions in the space of time delays be the same for all values of system parameters other than the time delays? In the present research, we answer the above questions for a congestion control model proposed by Kelly [2000] . For the first question, we employ the method introduced by Gu et al. [2005] to study the global geometrical properties of the solution of characteristic equation for α = 0 where α represents the real part of an eigenvalue. To answer the second question, we study not only the global properties of solution curves of the characteristic equation but also their local behaviors. In fact, we find that for a two-dimensional congestion control model with two time delays, regardless of specific values of system parameters other than the time delays, double Hopf bifurcation definitely exists in the plane of time delays. Besides, based on local analysis, we find that bifurcations with codimension three are possible to exist, such as two types of tangent double Hopf bifurcations. This paper is organized as follows. The model formulation is described and characteristic equation is derived in Sec. 2. Section 3 discusses how to determine the global geometrical behavior of roots of the characteristic equation in the plane of the delays. The direction in which the real part of roots of the characteristic equation crosses the imaginary axis is analyzed in Sec. 4. Section 5 studies some local problems, for which the stability switch boundary may intersect with itself or other boundaries. Tangent double Hopf bifurcations are also investigated in this section. The main result is summarized in Sec. 6 which concludes the paper.
where y i (i = 1, 2) represents data sending rate of the user, k i the positive gain parameter, w i the positive target, τ i the round trip time or time delay. According to Kelly et al. [2000] and Srikant [2004] , the penalty function or equivalently marking function p(x) is chosen to be θx/(θ x + 2(c − x)), where c represents the capacity of the link and θ is a positive constant which can be viewed as a parameter indicating the strength of the penalty.
Although this model is simple, it reveals the nature of the prevailing TCP congestion control algorithms, namely, AIMD (additive increasing and multiplicative decreasing). For TCP algorithms, it is required that the window size for sending data packets is increased slowly and decreased rapidly in order to avoid traffic jam in the Internet. More precisely, the term k i w i on the right-hand side represents the "AI" stage and y i p(·) the "MD" stage.
The positive equilibrium of Eq. (1) can be determined as
where σ = (w 1 + w 2 )(8cθ + (θ − 2) 2 (w 1 + w 2 )). It can be easily verified that the number of equilibrium does not change for different groups of parameters and therefore static bifurcation does not occur. Therefore, we focus our attention on the study of stability switches induced by Hopf bifurcation. To this end, multiplying both sides of Eq. (1) by θ(y 1 (t−τ 1 )+y 2 (t−τ 2 ))+2(c−(y 1 (t−τ 1 )+y 2 (t− τ 2 ))) and linearizing the obtained system around (y * 1 , y * 2 ) by letting y i = c i e −λτ i + y * i for i = 1, 2 yield the following characteristic equation
where
,
It can be proved that a 1 , a 2 and a 3 are all positive. Take a 3 as an example. To prove a 3 > 0, it is equivalent to prove that 8cθ + (θ − 2)(σ + (θ − 2)(w 1 + w 2 )) > 0 provided that 4cθ + (θ − 2)(σ + (θ − 2)(w 1 + w 2 )) = 0. In fact, we have
Besides, by noticing that 4cθ + (θ − 2)(σ + (θ − 2)(w 1 + w 2 )) = 16c 2 θ 2 , we conclude that the denominator of a 3 is always positive. Therefore, a 3 is positive for all possible physical parameters. One may prove that a 1 > 0 and a 2 > 0 in a similar way.
To obtain the conditions for stability switches induced by Hopf bifurcation, we substitute λ = ωi into Eq. (2), separate real and imaginary parts and arrive at the following equations
where Re and Im are functions of ω, τ 1 and τ 2 .
In the next section, we will study the roots of Eq. (3) which is a necessary condition for stability switches.
Global Behavior: Solution Curves of Eq. (3)
In the following discussion, we will study the solution curves of Eq. (3) in the (τ 1 , τ 2 ) plane. Gu et al. [2005] (3), we obtain the expressions of sin(ωτ 1 ) and cos(ωτ 1 ) in terms of sin(ωτ 2 ) and cos(ωτ 2 ) as follows
provided that a 2 1 ω 2 − 2a 1 a 3 sin(ωτ 2 )ω + a 2 3 = 0. Similarly, we have
provided that a 2 2 ω 2 − 2a 2 a 3 sin(ωτ 1 )ω + a 2 3 = 0. Noticing that sin(ωτ i ) 2 + cos(ωτ i ) 2 = 1 (i = 1, 2), we arrive at
and
or equivalently
provided that a 2 1 ω 2 − 2a 1 a 3 sin(ωτ 2 )ω + a 2 3 = 0 and a 2 2 ω 2 − 2a 2 a 3 sin(ωτ 1 )ω + a 2 3 = 0. From Eqs. (8) and (9), we obtain that
provided that 2ω(a 1 ω 2 − a 2 a 3 ) = 0 and 2ω(a 2 ω 2 − a 1 a 3 ) = 0. Substituting (10) and (11) into (4) and (5), we obtain that
Noticing that |sin(ωτ i )| ≤ 1 (i = 1, 2), we have
which are equivalent to the following inequalities
We point out that it is very important to determine the quantitative relations among ω 1 , . . . , ω 4 and ω c,1 , ω c,2 in order to obtain the conditions which satisfy Eq. (3). To this end, we consider the following three cases: a 1 < a 2 , a 1 > a 2 and a 1 = a 2 . The nondegenerate conditions for (4)-(7) will also be considered in the following case study.
Case for
Proof. Take ω 2 and ω 3 as an example. Firstly, it can be proved that a 1 a 2 − a 3 > 0 by noticing that
The rest of the lemma can be proved in a similar way. This completes the proof.
Lemma 2. For a 1 < a 2 , the intervals of ω in which
Proof. Trivial.
Let Ω be the set of all ω > 0 such that Eq. (3) is satisfied. According to Lemma 2, Ω = Ω 1 ∪ Ω 2 where Ω 1 = [ω 2 , ω 3 ] and Ω 2 = [−ω 1 , ω 4 ] for a 1 < a 2 . Therefore, the rest of the subsection can be divided into two parts as follows.
Subcase for ω ∈ Ω 1
It is clear that the solution curves of Eq. (3) are connected by infinitely many segments, which are comprised of the roots of Eq. (3). Thus, the key point is simply to identify the connection situation of these segments, as revealed by Gu et al. [2005] . To this end, we firstly note that sin(ωτ 1 ) = sin(ωτ 2 ) = 1, cos(ωτ 1 ) = cos(ωτ 2 ) = 0 for ω = ω 2 while sin(ωτ 1 ) = 1, sin(ωτ 2 ) = −1, cos(ωτ 1 ) = cos(ωτ 2 ) = 0 for ω = ω 3 and that cos(ωτ 1 ) and cos(ωτ 2 ) have opposite signs for ω ∈ (ω 2 , ω 3 ). As ω increases from ω = ω 2 , there arise two different solution curves of Eq. (3), namely, (τ
. Define
k,j−1 at ω = ω 2 and ω = ω 3 , respectively. Therefore, according to the definition of spiral-like curves given by Gu et al. [2005] , we conclude that the solution curves of (3) for ω ∈ Ω 1 turn out to be vertical spiral-like curves. Define the curve segment O 1 k,j and spiral-like curve
Then, Γ 1 k for different k are shown in Fig. 1 .
Subcase for ω ∈ Ω 2
Firstly, it can be verified that sin(ωτ 1 ) = −1, sin(ωτ 2 ) = 1, cos(ωτ 1 ) = cos(ωτ 2 ) = 0 for ω = −ω 1 while sin(ωτ 1 ) = sin(ωτ 2 ) = 1, cos(ωτ 1 ) = cos(ωτ 2 ) = 0 for ω = ω 4 , and that cos(ωτ 1 ) and cos(ωτ 2 ) have opposite signs for
Then, the analysis for ω ∈ Ω 1 can be applied similarly to the case of ω ∈ Ω 2 , for which
k,j at ω = −ω 1 and ω = ω 4 , respectively. Therefore, the points (τ 1 , τ 2 ) satisfying Eq. (3) form horizontal spiral-like curves. Define the curve segment O 2 k,j and spiral-like curve Γ 2 j as, respectively,
Then, Γ 2 j for different j are shown in Fig 
Case for a 1 > a 2
For the case a 1 > a 2 , we have the following parallel lemmas as in the case of a 1 < a 2 .
Proof. See the proof of Lemma 1. For the case of a 1 > a 2 , it follows from Lemma 4 that
k+1,j at ω = ω 2 and ω = −ω 1 , respectively. Therefore, the solution curves of (3) for ω ∈ Ω 1 turn out to be horizontal spiral-like curves. Define the spiral-like curve
Then, Υ 1 j for different j are shown in Fig. 3 .
Subcase for ω ∈ Ω 2
Let O solution curves of (3) for ω ∈ Ω 2 turn out to be vertical spiral-like curves. Define the spiral-like curve
Then, Υ 2 k for different k are shown in Fig. 4 .
Remark 3.1. It should be noticed that several nonsingular conditions are to be satisfied in order to obtain the above conclusions, namely, (3) for a 1 > a 2 and ω ∈ Ω 2 , where w 1 = 1, w 2 = 4, k 1 = 10, c = 5, θ = 1 and k 2 = 4.
Take (17) and (19) as examples. a 3 2 − 2 sin(ωτ 2 ) × a 1 a 3 ω + a 1 2 ω 2 = 0 only for sin(ωτ 2 ) = 1 and ω = a 3 /a 1 . However, it can be verified that for a 1 = a 2 , Eq. (3) is not self-consistent for sin(ωτ 2 ) = 1 and ω = a 3 /a 1 . Therefore, (17) is satisfied for a 1 = a 2 . As to (19), since 2a 2 a 3 ω − 2a 1 ω 3 = 0 only when ω = ω c,1 which is not in Ω 1 or Ω 2 for a 1 = a 2 , we can conclude that (19) is satisfied for Cases 3.1 and 3.2. Discussions on (18) and (20) are similar to that of (17) and (19).
Case for a 1 = a 2
Let a 1 = a 2 = a. It can be verified that ω 3 = −ω 1 = ω c,1 = ω c,2 . Assume their common value to be ω c , which is found to be √ a 3 . Then, (4) and (5) are
The case of ω = √ a 3 needs a careful investigation. Since (6) and (7) are invalid for this case, one has to study Eq. (3) directly. Substituting a 1 = a 2 = a into (3) yields
which implies
It follows from Eq. (22) that there exist solution curves corresponding to ω = √ a 3 . Therefore, we
and Ω s = { √ a 3 }.
Subcase for ω ∈ Ω r
For a 1 = a 2 and ω = √ a 3 , sin(ωτ 1 ) = sin(ωτ 2 ) = (ω 2 + a 3 )/(2aω). Noticing that cos(ωτ 1 ) and cos(ωτ 2 ) have different signs, we obtain a series of solution curves of Eq. (3), namely,
Besides, sin(ωτ 1 ) = sin(ωτ 2 ) = 1 for ω = ω 2 and ω = ω 4 , which follows that O 
Subcase for ω ∈ Ω s
As was discussed at the beginning of the subsection, Eq. (3) is reduced to Eq. (22) when ω = √ a 3 . Let
and β 0,i (k), i = 1, 2, 3, 4, is the smallest value of β such that discussed in a similar way. Some of these curves are plotted in Fig. 6 . at (τ 10 , τ 20 ), differentiating τ 1 (β) and τ 2 (β) with respect to β and substituting β = π/ω c into the obtained expressions yield
Therefore, the tangent of O
Therefore,
Since it can be verified that sin −1 ( ω 2 +a 3 2aω ) < π 2 , we conclude that the limit of
> 1 as ω → ω c . This implies that the spiral-like curve traverses the closed-loop at (τ 10 , τ 20 ). Furthermore, the spiral-like curve also intersects the closed-loop at another point since it can be proved that
Global Behavior: Crossing Direction
In this part, we will determine the direction in which the real part of solution of Eq. (2) crosses the imaginary axis when (τ 1 , τ 2 ) traverses a solution curve of (3). In the following discussion, we refer to this concept as crossing direction for convenience. For a parameterized curve in (τ 1 , τ 2 ), we define the positive direction as the one corresponding to increasing the parameterized value of ω or β in the present work.
Case for a 1 = a 2
Rewrite (2) as follows
where b 1 (λ) = a 1 /λ, b 2 (λ) = a 2 /λ and b 3 (λ) = a 3 /λ 2 . Let λ = α + ωi where α and ωi represent the real and imaginary parts of the eigenvalue, respectively. Let R 0 = Re(
) λ=ωi . Applying the implicit function theorem yields the following expression 
provided that R 1 I 2 − R 2 I 1 = 0. Since the tangent of (τ 1 , τ 2 ) along the positive direction is (∂τ 1 /∂ω, ∂τ 2 /∂ω), the normal at an angle of π/2 counterclockwise from the tangent is (−∂τ 2 /∂ω, ∂τ 1 /∂ω). Therefore, the following expression can be used to indicate the crossing direction
Based on (25), one can determine the crossing direction by identifying the positive direction on the solution curve of Eq. (3). Assume that λ = ωi is not a multiple root of Eq. (2). This is equivalent to the statement that 1 : 1 resonance will not occur at λ = ωi. Therefore, R 2 0 + I 2 0 = 0. Besides, R 2 I 1 − R 1 I 2 can be obtained as It should be noticed that the denominator in (25) is zero for ω = ω 2 or ω = ω 3 . However, the crossing direction at ω 2 and ω 3 can be viewed as the limit of the crossing directions from both sides on the solution curve. To provide a vivid explanation of the conclusions in this subsection, we plot Figs. 1-4 together and highlight the amplitude death region as well as the double Hopf bifurcation point, as shown in Figs. 7(a) and 7(b). The frequencies of Hopf bifurcation are shown in Fig. 8 . In Fig. 9 , we provide some examples to validate the analysis in this section. Some numerical simulations are carried out by using XPPAUT [Ermentrout, 2007] to validate the analytical predictions, as shown in Figs. 10 and 11. For example, in Fig. 9 , ∂α/∂τ 1 > 0 and ∂α/∂τ 2 > 0 which show that the transversality condition is satisfied. In Figs. 10 and 11, there are periodic and quasiperiodic solutions which confirm the existence of the double Hopf bifurcation. a 1 = a 2 
Case for

Subcase for ω ∈ Ω r
In this part, we will study the crossing direction on a closed-loop. Take O r 0,0 as an example 
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∂α ) = a(a 3 − ω 2 ) cos(ωτ 2 )/ω and thus the crossing direction does not change for ω ∈ (ω 2 , √ a 3 ) ∪ ( √ a 3 , ω 4 ) according to the discussion in the last subsection. However, the case is quite different when ω → √ a 3 . It should be noticed that since
a < 1, the sign of cos(ωτ 2 ) does not change and as a result the sign of a(a 3 −ω 2 ) cos(ωτ 2 ) ω changes, as ω increases through ω = √ a 3 . This implies that the crossing direction changes as ω increases through ω = √ a 3 .
The crossing direction for ω = ω 2 or ω = ω 4 can be discussed in the same way as in the case of a 1 = a 2 .
Subcase for ω ∈ Ω s
It can be verified that
k . This means that the previous method in which τ 1 and τ 2 are assumed to be functions of α and ω may not work in order to determine the crossing direction. Alternatively, we parametrize α and ω by τ 1 and τ 2 , namely, let α = α(τ 1 , τ 2 ), ω = ω(τ 1 , τ 2 ) and Differentiate both sides of Eq. (2) According to (21) and (27), we have, in particular,
Similarly, we obtain
In the following discussion, we will focus our attention on O +s 1 k and the cases for other solution curves can be discussed in the same way. From (23), we obtain sin(
which is followed by ∂α ∂τ 1
for β = and β = β 0,1 (0), we have τ 2 = τ 0+ 2 (β 0,1 (0)) = 0 and thus
From (32), we can solve that |cos(
. According to the definition of β 0,1 (0), it is clear that cos(
for β = β 0,1 (0) and consequently ∂α ∂τ 1 < 0 according to (31). This result remains valid as β increases from β 0,1 (0) until it reaches the first point among
, it can be easily verified that cos( 0 . This observation shows that the transversality condition is satisfied. In Fig. 15 , there are periodic and quasiperiodic solutions which confirm the existence of the double Hopf bifurcation. Fig. 12 ), (c) (τ 1 , τ 2 ) = (0.1612, 0.09383) (region III in Fig. 12 ), (d) (τ 1 , τ 2 ) = (0.1612, 0.09102) (region IV in Fig. 12) , (e) (τ 1 , τ 2 ) = (0.1782, 0.1033) (region V in Fig. 12 ). For all cases, w 1 = 1, w 2 = 4, c = 5, θ = 1, k 1 = 10, k 2 = 70/13 and the time step is 0.001.
Local Behavior: Intersection of Solution Curves of Eq. (3)
In the last section, some interesting local properties of solution curves of Eq. (3) are discovered. This section will be devoted to display these local behaviors mainly by illustrative examples.
Case for a 1 close to a 2
It is interesting to observe how the horizontal and vertical spiral-like curves for a 1 = a 2 turn into closed-loops and diagonal spiral-like curves for a 1 = a 2 . Instead of providing calculation details, we show the following figures to understand the process visually. Let w 1 = 1, w 2 = 4, k 1 = 10, c = 5, 
Tangent double Hopf bifurcation: Type 1
In this part, we pay attention to the occurrence of a loop observed in Figs The equilibrium is stable in the dark blue region in (c). Solid lines for the results of the present work, " " for the results from numerical continuation by DDE-BIFTOOL [Engelborghs et al., 2007] . on these observations, we conclude that a loop is formed when the spiral-like curve crosses over. Next, we use an example to illustrate how to determine the critical value for the occurrence of a cusp at which two parts of a spiral-like curve meet from the same direction with common tangent and terminate. All the physical parameters except k 2 , τ 1 and τ 2 are the same as in Sec. 5.1. Considering O 1 0,0 for a 1 < a 2 , we can determine the critical value of k 2 by means of an additional group of equations
The validity of the above equation is clear since τ i can be expressed as a function of τ 3−i . Thus, selfintersection of the spiral-like curve is impossible as long as at least one of
and dτ 2 (ω,k 2 ) dω does not vanish, evaluated at the cusp. Besides, it is clear that (τ 1 , τ 2 ) corresponding to the critical value of k 2 is a 1 : 1 resonant double Hopf bifurcation point in the present example. Since this critical state is characterized by a common tangent of two parts of a spiral-like curve, we refer to this type of bifurcation as the tangent double Hopf bifurcation (TDH). Figure 17 provides a graphical explanation of the above analysis. In Fig. 18 , numerical simulations are carried out to validate the type of solutions arising in regions I and II of Fig. 17(c) .
Tangent double Hopf bifurcation: Type 2
There is another type of TDH for which two different Hopf bifurcation curves are tangential to each other at an intersection. Figure 19 provides an illustrative example of such TDH induced by τ 1 , τ 2 and k 2 . We note that the parabolic-like curve moves to the right and cuts across the diagonal curve. Marques et al. [2003] first reported TDH of this type, which was introduced as a bifurcation with codimension three. They employed mainly numerical method but we are going to provide some theoretic analysis using the method of multiple scales. In order to classify the dynamics near the TDH point, we have to determine the critical values of parameters for the occurrence of TDH. Assume that Type 1 and Type 2 TDH do not take place simultaneously and therefore we can assume that dτ 2 (ω,k 2 ) dω = 0 without loss of generality. Rewrite Re(ω, τ 1 , τ 2 ) and Im(ω, τ 1 , τ 2 ) in (3) as Re(ω, τ 1 , τ 2 , k 2 ) and Im(ω, τ 1 , τ 2 , k 2 ), respectively. Substituting τ 1 = τ 1 (τ 2 ), ω a = ω a (τ 2 ) and τ 1 = τ 1 (τ 2 ), ω b = ω a (τ 2 ) into Re(ω, τ 1 , τ 2 , k 2 ) = 0 and Im(ω, τ 1 , τ 2 , k 2 ) = 0, respectively, yields four equations with five unknowns k 2 , τ 1 (τ 2 ), τ 2 , ω a (τ 2 ) and ω b (τ 2 ) where ω a , ω b represent the frequencies on the first and second Hopf bifurcation curves evaluated at the intersection. Obviously one additional equation is needed. Differentiating Re(ω a (τ 2 ), τ 1 (τ 2 ), τ 2 , k 2 ) and Im(ω a (τ 2 ), τ 1 (τ 2 ), τ 2 , k 2 ) with respect to τ 2 yields two equations in 
Conclusion
A detailed study is conducted on a two-dimensional congestion control model regarding the stability switch boundaries in the plane of time delays. Several conclusions can be drawn as follows.
Firstly, for system (1), we find that double Hopf bifurcation point certainly exists in the plane of (τ 1 , τ 2 ). More precisely, for the case of a 1 < a 2 , a vertical spiral-like curve Γ 1 k = i≥0 O 1 k,i defined in (13) certainly intersects with any horizontal spiral-like curve Γ 2 j = i≥0 O 2 i,j defined in (14). Noticing that the equilibrium is stable for τ 1 = 0 and τ 2 = 0, we conclude that the intersection of = 0 at the intersection, is a double Hopf bifurcation point. In summary, whatever physical parameters are chosen, we cannot preclude the occurrence of the typical dynamics induced by double Hopf bifurcation, such as quasiperiodic motion, as long as there exist diverse time delays in the system. Secondly, some complicated nonlinear phenomena are also observed. The stability switch boundary curves may self-intersect or intersect with one another. These intersections are identified as tangent double Hopf bifurcation with codimension three. It is difficult to provide a complete classification in parameters space to determine the dynamics of the system as long as there exist diverse time delays in the system. Thirdly, double Hopf bifurcation does not occur around τ 1 = τ 2 . According to the previous discussion, it can be noticed that the intersection of
