This paper describes a method for implementing surface reaction kinetics in lattice Boltzmann simulations. The interpolated boundary conditions are capable of simulating surface reactions and dissolution at both stationary and moving solid-fluid and fluid-fluid interfaces. Results obtained with the boundary conditions are compared to analytical solutions for first-order and constant-flux kinetic surface reactions in a one-dimensional half space, as well as to the analytical solution for evaporation from the surface of a cylinder. Excellent agreement between analytical and simulated results is obtained for a wide range of diffusivities, lattice velocities, and surface reaction rates. The boundary model's ability to represent dissolution in binary fluid mixtures is demonstrated by modeling diffusion from a rising bubble and dissolution of a droplet near a flat plate.
I. INTRODUCTION
The lattice Boltzmann method is a widely used numerical technique for simulating complex fluid mechanical problems ͓1,2͔, in particular multiphase and multicomponent fluids ͓3͔. Lattice Boltzmann methods are also employed to simulate solute and heat transport ͓4-7͔, where the ability to handle complex and evolving boundary geometries makes these models attractive to studies of surface reactions, dissolution, and precipitation in both porous media and multicomponent flows ͓8-12͔. However, the boundary conditions for surface reaction kinetics in these lattice-Boltzmann advectiondiffusion simulations typically assume stationary or quasistatic interfaces and are often lattice dependent. In this paper, we present a lattice Boltzmann method for kinetic boundary conditions that is applicable for surface reaction and diffusion problems with stationary, dissolving, and moving boundaries, in which the boundary position is independent of the lattice node locations.
An early first-order kinetic boundary condition for lattice Boltzmann advection-diffusion models was introduced by He et al. ͓13͔ . Their model was first to describe explicit reaction kinetics in a lattice Boltzmann boundary condition and accurately reproduces the analytical solution to the classical Lévêque problem ͓14͔, as well as results from more complex finite element simulations ͓13͔. This boundary condition was later modified by Kang et al. ͓8͔ , who extended the method to simulate dissolution, using it to model calcium carbonate reactions in a porous medium. More recently, Arcidiacono et al. ͓15͔ adapted the boundary condition of He et al. ͓13͔ to simulate higher order and multiple component reactions, while Chen and Zhang ͓12͔ employed the method of Kang et al. ͓8͔ to simulate diffusion from liquid carbon-dioxide droplets in seawater.
However, despite their successful application in a range of different fields, boundary models derived from that of He et al. ͓13͔ suffer from a lack of resolution. These models are based on a modification of the standard lattice Boltzmann bounce back boundary condition ͓16͔ in which the boundary position is lattice dependent-fixed midway between neighboring nodes.
Nevertheless, it is possible to develop lattice-independent boundary conditions for the lattice Boltzmann method ͓17͔.
The examples of such boundary conditions for surface reaction problems are the multicomponent models presented by Verhaeghe et al. ͓10, 18͔. Like He et al. ͓13͔ , these models simulate first-order kinetic boundary conditions for stationary or quasistatic boundaries. However, they use a secondorder interpolating boundary condition, thereby enabling the boundary to be placed at arbitrary positions between nodes ͓19͔. With this boundary model, Verhaeghe et al. accurately reproduced the classical Stefan moving-boundary problem for diffusion-controlled dissolution, as well as analytical solutions for the reaction-controlled dissolution of a planar front and a cylinder ͓10,18͔.
The interpolating boundary condition of Bouzidi et al. ͓19͔ adopted in the Verhaeghe model employs a three-node finite-difference stencil, which may constrain its use in narrow channels. More recently, Chun and Ladd ͓20͔ demonstrated that more compact interpolating boundary conditions are achievable for hydrodynamic lattice Boltzmann models. Unfortunately, such boundary conditions are not suitable for surface reaction lattice Boltzmann models, as they assume low gradients in the net probability density distribution function at each node. While this assumption is valid for hydrodynamic models where the net density distribution is proportional to pressure, it is inapplicable in advection-diffusion problems where the net density distribution represents concentration or heat. However, the fundamental insight of Chun and Ladd ͓20͔-that boundary data can be incorporated into the lattice Boltzmann model to reduce the stencil size-still applies. This paper presents an interpolated lattice Boltzmann model for surface reaction kinetics. The model, outlined in Sec. II, has a similar stencil to the model of Chun and Ladd ͓20͔ in that it only requires information from the node closest to the boundary and one of its neighbors. Moreover, the model is formulated for moving-boundary conditions, for example, as required for bubble dissolution simulations. As with earlier papers, our discussion focuses primarily on the model's ability to simulate first-order surface kinetics, by far the most widely employed to represent mass transfer in surface reactions and dissolution processes. However, we also discuss how the approach can be applied to other boundary problems, i.e., zeroth-order ͑i.e., constant flux͒ and higherorder kinetic boundary conditions ͑as required for some materials in near-saturation solutions͒. The accuracy of the method is demonstrated in Sec. III through comparison with analytical solutions for stationary and moving interfaces. In Sec. IV, the model's ability to simulate droplet dissolution in multicomponent flows is demonstrated by coupling the boundary condition to a lattice Boltzmann simulation of two immiscible fluids. We reproduce the rising droplet simulation presented by Chen and Zhang ͓12͔ and simulate the dissolution of a stationary droplet attached to a boundary. Conclusions are provided in Sec. V.
II. MODEL DESCRIPTION
The lattice Boltzmann methods in this paper simulate advection and diffusion of a passive solute using an approach introduced by Dawson et al. ͓4͔ . The solute is represented by discrete density distribution functions, f i ͑referred to herein as "solute packets"͒, which move about the lattice via streaming and collision steps, summarized by
where f i eq is the equilibrium solute-packet density, is the collision frequency, and c i is the lattice velocity ͑Table I͒. The terms on the right of Eq. ͑1͒ represent the collision step-a relaxation of the solute-packet densities toward the equilibrium densities, while the left-hand side of the equation represents the streaming step-the propagation of the relaxed solute packets to the neighboring nodes in the lattice. Here, the popular D3Q19 ͑three-dimensional, 19-velocity͒ lattice is used, although the same method is also applicable to other lattice types. For the D3Q19 lattice, the equilibrium solutepacket density, f i eq , is a function of the solute concentration, C = ͚ i f i , and the velocity of the advecting fluid u given by
where i are lattice weights ͑Table I͒. In combination, these rules yield the advection-diffusion equation,
where the diffusivity, D, of the solute is controlled by the collision frequency, ,
͑4͒
Surface reactions and dissolution are often modeled by kinetic equations in which the rate of solute produced due to reaction ͑or diffusion through an interface͒, ⌽ R , is governed by
where C I is the interface concentration, C eq is an equilibrium or saturation concentration, k R is the reaction-rate constant, and ␣ is the order of the reaction kinetics ͓22͔. The rate of solute produced by the surface reaction, ⌽ R , is balanced by the flux from the boundary due to diffusion, ⌽ D , i.e.,
where ‫ץ‬C ‫ץ‬n is the concentration gradient in the direction of the interface normal ͑directed into the fluid͒. Here, it is assumed that the rate of interface dissolution or deposition is small compared to ⌽ R and ⌽ D -if not the case an additional Stefan flux, ⌽ S , should be added to the right-hand side of Eq. ͑6͒. Approximating the concentration gradient with a finitedifference formulation,
where C is the concentration at the node neighboring the interface, c i is the lattice velocity associated with the edge that crosses the interface, 0 Յ q Ͻ 1 is the proportion of the edge between the node and the boundary, and n is the interface normal, which yields the following expression for the interface concentration:
Except in the case of zeroth-order reaction kinetics, Eq. ͑8͒ is implicit as ⌽ R is a function of C I . For first-order kinetic boundary conditions ͑␣ =1͒, rearranging Eqs. ͑5͒ and ͑8͒ gives the following explicit equation for C I :
These boundary conditions are implemented in the lattice Boltzmann model by setting the densities of the unknown solute packets entering from "outside" the interface, f ĩ ͑x + c i ⌬t͒. One way to achieve this is to adjust the solute packets so a net flux, ⌬ i , is maintained between the two nodes on either side of the boundary, 
͑10͒
The net flux of solute packets, ⌬ i , is related to the overall solute flux, ⌽ R , by
Together, Eqs. ͑10͒ and ͑11͒ yield a boundary fixed midway between the two nodes ͑i.e., q = 0.5͒ ͓19͔. For q 0.5, the boundary condition is similarly enforced by adjusting the unknown solute-packet density, f ĩ ͑x + c i ⌬t͒, to maintain the correct flux across the boundary. First, consider a boundary located at a position 0 Յ q Յ 0.5, with the solute packets located on either side represented as a series of step functions ͓Fig. 1͑a͔͒. The flux of solute packets f i exiting the boundary over the following time step is
while the flux of f ĩ entering from the reverse direction is
The solute packets f i ͑x͒, f i ͑x − c i ⌬t͒, and f ĩ ͑x͒ at nodes within the boundary are known, but an expression is again needed for f ĩ ͑x + c i ⌬t͒. This requirement is satisfied by setting the net solute-packet flux across the boundary, 
͑14͒
When 0.5Ͻ q Ͻ 1, the flux across the boundary is a function of additional unknown solute packets, f i ͑x + c i ⌬t͒ and f ĩ ͑x +2c i ⌬t͒ ͓Fig. 1͑b͔͒. The values of these solute packets are obtained by extrapolation,
which yields the same relationship for the net solute-packet flux as Eq. ͑14͒.
Numerically, the boundary model is implemented as follows: first the collision step is performed; next the interface concentration is found from Eq. ͑9͒ and the flux calculated from Eq. ͑5͒; the value of the unknown incoming solute packet is then set using Eq. ͑14͒; and finally, the streaming step is performed. Moving interfaces are accommodated by modifying the expression for the solute-packet flux in Eq. ͑11͒. For an interface with a velocity u I , the net solute-packet flux is
Likewise, the reaction-rate equation can be modified to simulate kinetic boundary conditions for which ␣ 1. As with the first-order reaction kinetics, the interface concentration, C I , is found from the implicit expression ͓Eq. ͑8͔͒. For ␣ = 2, Eq. ͑8͒ can be solved to give an explicit expression relating C I to the node concentration C,
͑18͒
Equivalent explicit expressions are also available for thirdorder and zeroth-order ͑i.e., constant-flux͒ kinetic boundary conditions. For other orders, in particular noninteger boundary kinetics, the interface concentration is found by employing root finding methods on the implicit expression given in Eq. ͑8͒.
III. COMPARISON WITH ONE-AND TWO-DIMENSIONAL ANALYTICAL SOLUTIONS
Here, the accuracy of the boundary model is demonstrated by comparing simulated results to one-and two-dimensional analytical solutions. One-dimensional analytical solutions for kinetic boundary conditions applied to stationary and translating half spaces are used to validate the model for both fixed and moving boundaries. First-order and constant-flux boundary conditions are examined, and results from the model are also compared to those obtained using the model by Verhaeghe et al. ͓18͔ . To verify the boundary condition's ability to simulate curved interfaces, simulation results are also compared to the two-dimensional analytical solution for evaporation from a cylinder surface. To enforce a kinetic boundary condition at x + qc i ⌬t, an expression is required for the unknown solute packets entering from the exterior, f ĩ ͑x + c i ⌬t͒. ͑a͒ When q Ͻ 0.5, this is found by setting f ĩ ͑x + c i ⌬t͒ so the net solute-packet flux across the interface, ⌬ i = i − ĩ , satisfies Eq. ͑11͒ ͓or Eq. ͑17͒ for a moving interface͔. ͑b͒ When q Ͼ 0.5, the flux across the boundary is assumed to be a function of additional unknown solute packets at x + c i ⌬t and x +2c i ⌬t ͑light gray͒, the densities of which are found by interpolating the two preceding solutepacket densities.
The analytical solution to a one-dimensional half space with a first-order kinetic boundary condition at x = 0 and an initially constant concentration, C 0 , is
where D is the diffusivity, C eq is the equilibrium ͑saturation͒ concentration, and erfc͑x͒ is the complimentary error function of x ͓23͔. Figure 2͑a͒ compares Eq. ͑19͒ with the results of the boundary condition for a range of sublattice-scale displacements ͑0 Ͻ q Ͻ 1͒. To test the moving-boundary condition given in Eq. ͑17͒, the simulation is compared to the analytical solution in a shifted reference frame: xЈ = x + ut ͓Figs. 2͑b͒ and 2͑c͔͒. Under reaction control conditions, k R L I / D Ӷ 1, the boundary concentration should approach that of the bulk fluid, while under diffusion control, k R L I / D ӷ 1, the simulation should approach the constant concentration boundary condition ͑where L I is the thickness of the diffusion boundary͒. This behavior is demonstrated in Fig. 2͑d͒ . Figure 3 shows contour plots of the error between the simulated results and analytical solution for a range of diffusivities, velocities, and reaction-rate constants, calculated after 1000 time steps from
where x ‫ء‬ is the x coordinate normalized by the diffusive length scale ͑x ‫ء‬ = x / ͱ 4Dt͒ and x I ‫ء‬ is the interface location. The model loses accuracy at very low and high diffusivities and becomes unstable in simulations with reaction-rate constants k R Ͼ 0.5⌬x / ⌬t, where the diffusivity D Ͼ 2⌬x 2 / ⌬t. However, in the latter case, the solution is dominated by the diffusive length scale, which is much larger than the lattice spacing L D ϵ ͱ 4Dt ӷ⌬x, and hence an interpolating boundary condition may be less important. Moreover, if needs be, such models can be investigated by adjusting the time scale. If a new time scale ⌬t new is introduced such that ⌬t new = ␣⌬t for some ␣ Ͻ 0, the new diffusivity and reaction-rate constants are similarly reduced ͑D new = ␣D and k new = ␣k͒, leading to more stable simulations.
In addition, the moving-boundary condition is less accurate when the motion is in the opposite direction to the interface normal. While the exact cause is yet to be deter- 2 / ⌬t, k R = 0.01, and u x = ͓0.0, Ϯ 0.01, Ϯ 0.02, Ϯ 0.05, Ϯ 0.1͔⌬x / ⌬t ͑dark to light͒ at t = 100⌬t; ͑c͒ moving boundary with u x = 0.01⌬x / ⌬t, k R = 0.01⌬x / ⌬t, and D = ͓1 / 600, 1 / 100, 1 / 30, 1 / 12, 1 / 6,1/ 3,1,2͔⌬x 2 / ⌬t ͑dark to light͒ at t = 1000⌬t; and ͑d͒ stationary boundary with D =1/ 6⌬x 2 / ⌬t, q = 0, and k R = ͓0.001, 0.01, 0.1,1,10͔⌬x / ⌬t ͑dark to light, black dashed line is the analytical solution for a constant concentration boundary͒ at t = 100⌬t. In all cases, C eq = 1 and C o = 0. Vertical dashed lines indicate final boundary positions; the boundary is initially located at x =0 in ͑b͒ and ͑c͒. Round brackets denote axis units. mined, we suspect this is at least in part due to the need to generate lattice Boltzmann densities at nodes uncovered by the moving boundary. Nevertheless, excellent agreement is found between the simulation and analytical solution at low
2 / ⌬t and for interface velocities, ͉u I ⌬x / ⌬t͉ Ͻ 0.1⌬x / ⌬t, at more moderate diffusivities ͑0.1⌬x
2 / ⌬t Ͻ D Ͻ 30⌬x 2 / ⌬t͒. In Fig. 4 , simulation results obtained from the first-order boundary condition are compared with results using the boundary condition presented by Verhaeghe et al. ͓18͔ for a stationary boundary with q = 0.5. The Verhaeghe boundary condition does remain stable for values of k R Ͼ 0.5⌬x / ⌬t and D Ͼ 2⌬x 2 / ⌬t; however, the two methods are otherwise comparable in accuracy for other values of k r and D. It should be noted that, in contrast with the passive scalar model given here, the Verhaeghe model is based on a two-population model for binary mixtures by Luo and Girimaji ͓24,25͔ and is applicable to stationary boundaries only.
The analytical solution for a half space with a constantflux boundary condition ͑i.e., the zeroth-order boundary condition͒ is
͑21͒
Figure 5 compares this analytical solution to lattice Boltzmann simulations with the same parameters examined in Fig.  2 . As with the earlier figure, good agreement between analytical and simulated results is found in all cases. To verify the model's ability to simulate curved boundaries, we compare the simulation to the analytical solution for a cylinder with surface evaporation ͓23͔. Figure 6 plots the radial distance and concentration of all points inside the cylinder ͑solid circles͒ against the analytical solution ͑gray line͒. Again the agreement is excellent. Contour plots of the error between simulations and analytical solutions for the first-order kinematic boundary condition ͓Eq. ͑20͔͒: ͑a͒ Semilogarithmic contour plot as a function of diffusivity and velocity with constant k R = 0.01⌬x / ⌬t and ͑b͒ log-log contour plot as a function of diffusivity and the reaction-rate constant, k R , with a constant interface velocity u x = 0.01⌬x / ⌬t at t = 1000⌬t. Error contours are given between 0 ͑white͒ and 0.01 ͑black͒ in 0.0005 increments. Round brackets denote axis units. 2 / ⌬t ͑dark to light͒ at t = 100⌬t and ͑b͒ a stationary boundary with q = 0.5, D =5⌬x 2 / ⌬t, and k R = ͓0.1, 0.2, 0.3, 0.4, 0.5͔⌬x / ⌬t ͑dark to light͒ at t = 500⌬t. In all cases, C eq = 1 and C o = 0, and vertical dashed lines indicate the boundary position ͑x = −0.5͒. Round brackets denote axis units.
IV. IMMISCIBLE FLUID SIMULATIONS
For purposes of comparison, in this section we reproduce the simulation of diffusion from a rising bubble presented by Chen and Zhang ͓12͔. In particular, we note the effect that the more accurate boundary condition combined with the reduction of spurious interface velocities has on the distribution of solute concentrations about the bubble. We also demonstrate the model's ability to simulate the dissolution of one fluid into another by comparing results from the lattice Boltzmann simulation to a finite-difference model for the dissolution of a spherical droplet attached to a flat plate ͑modified by Kentish et al. ͓26͔͒ .
Care should be taken with the choice of immiscible model to avoid spurious ͑or "parasitic"͒ interface velocities ͓27,28͔. These velocities are due to discrepancies between the pressure gradient and the interface tension terms in the immiscible model ͓29,30͔. To reduce parasitic velocities, we use a variation on the immiscible model presented by Wu et al. ͓31͔ . This model is an extension of the immiscible model by Lishchuk et al. ͓32͔ and related methods ͓33,34͔. The model uses the recoloration scheme presented by Latva-Kokko and Rothman ͓35͔ to ensure a sharp interface between immiscible fluid components but replaces the interfacial surfacetension calculation in the Lishchuk models ͓32͔ with a simpler calculation based on continuum surface force methods ͓36͔. The force applied at the interface nodes is
where is the surface tension, is the curvature, and is a color function with ͓͔ representing the overall jump in the color function across the interface. The color function, , is given in terms of the densities of the two fluids, a and b , as
Hence, −1 Յ Յ 1 and ͓͔ = 2. The curvature, , is calculated from
using the method presented by Brackbill et al. ͓36͔ . The curvature is calculated in this manner to yield the greatest contribution at the center of the interfacial region rather than at the edges as would be achieved with a direct numerical approximation of −١ · n ͓31,36͔. This immiscible model is employed for its simplicity, the ability to automatically set the surface tension ͓31,35͔ and wetting angle ͓37͔ ͑in contrast to interparticle-force methods in which the surface tension is determined empirically ͓38͔͒, sharp interface boundaries, and decreased spurious interface velocities compared to immiscible lattice Boltzmann methods of similar complexity ͑e.g., ͓39͔͒. It is important that the spurious interfacial velocities are small; lest errors arise in the convection of the soluble phase next to the boundary. However, as long as this condition is met, other ͑potentially more sophisticated͒ immiscible fluid models may be employed in place of the immiscible model used here ͑e.g., lattice Boltzmann models for fluids with large viscosity and density contrasts ͓40͔͒.
The exact location of the boundary between two immiscible fluids is ambiguously defined in diffuse interface models. For example, Sukop and Thorne ͓41͔ suggested three possible choices for the boundary location: ͑1͒ where the fluid density is half-way between that inside the drop and that of the surrounding fluid; ͑2͒ where the lattice density of one fluid equals that of the other; and ͑3͒ where the droplet density first becomes greater than that in the bulk surrounding liquid. The second definition is adopted in this paper, placing the interface at = 0. This definition of the boundary location is independent of the reference fluid and, for bubbles with radii of three lattice units or greater, gives reasonable agreement with Laplace's equation for two-and three-dimensional spherical droplets ͓Fig. 7͑b͔͒
where is the droplet curvature ͑ =1/ R in two dimensions and =2/ R in the dimensions͒. During the simulation, the boundary location is determined by finding edges where the sign of the color function, , changes between one node and its neighbor. The position of the interface is then determined via linear interpolation
and the interface velocity found by interpolating the velocities of the neighboring nodes. The boundary normal, n, is calculated from the gradient in the color function.
In Fig. 8 , we reproduce the simulation of Chen and Zhang ͓12͔ for diffusion from a rising supercritical CO 2 droplet in seawater. Figure 8͑a͒ uses the immiscible model of Shan and Chen ͓42͔, which has high spurious interface velocities at the CO 2 / seawater interface. In combination with our interpolated model, high spurious interface velocities result in nonphysical lobes of increased concentration at regular points around the bubble ͓Fig. 8͑a͔͒. It appears that the boundary condition is more sensitive to spurious velocities than the model of Chen and Zhang ͓12͔ as ͑1͒ the boundary condition is enforced at the interface where the spurious velocities are greatest ͑as opposed to at the nodes which are slightly offset from the interface͒ and ͑2͒ the boundary velocities are incorporated into the boundary condition ͑rather than implicitly set to zero͒ and thus affect the boundary calculation directly, in addition to changing the rates of advection and diffusion in the surrounding fluid. Nevertheless, there is evidence of similar ͑albeit reduced͒ lobes in Figs. 5-7 of Chen and Zhang ͓12͔. However, the lobes of higher concentration are eliminated by employing the immiscible model based on that in Wu et al. ͓31͔ with reduced interface velocities ͓Fig. 8͑b͒ of this paper͔.
Dissolution is simulated by adjusting the immiscible fluid packet densities following the collision step and application of the lattice Boltzmann boundary condition. The fluid packets associated with the fluid form of the soluble phase are decreased according to
at the node closest to the boundary, where f = ͚ i f i and ␦ f is the change in the fluid density. To maintain the pressure at the node, the density of the fluid packets associated with the other fluid phase is increased by the same amount,
To evaluate the boundary condition's applicability in dissolution simulations, we compare the simulation to a finitedifference model of droplet dissolution near a flat plate. The finite-difference model is based on that of Kentish et al. ͓26͔,  which was originally developed to analyze dissolution of spherical droplets under diffusion-controlled conditions. Here, we have modified their finite-difference model by ͑1͒ replacing the constant concentration condition on the droplet boundary with a first-order reaction equation and ͑2͒ employing a Crank-Nicolson scheme in place of the explicit Euler method used in the original paper ͑thereby dramatically improving performance͒. The new Crank-Nicolson scheme was verified by reproducing results of the simulations given by Kentish et al. ͓26͔ with the original constant concentration boundary condition. Figure 9 compares the results of the finite-difference simulation with that of the lattice Boltzmann simulation for a droplet with first-order dissolution boundary conditions. The bubble radii are given in terms of the lattice spacing ͑⌬x͒ and the progress of both simulations is measured against the dimensionless time, t ‫ء‬ = Dt / R o 2 , where R o is the original bubble radius. There are slight discrepancies between the two simulations. The finite-difference simulation assumes a spherical bubble with an infinitesimal contact area at the wall, whereas the droplet in the lattice Boltzmann simulation has a finite surface tension and wetting angle and is slightly elongated by the uneven rates of dissolution at the bubble surface. Second, the domain of the finite-difference simulation is a semiinfinite half space, while the lattice Boltzmann simulation occurs in a finite volume 150ϫ 150ϫ 90 lattice units in dimension, with zero concentration conditions on all boundaries except z = 0. Finally, the finite-difference simulation assumes uniform and constant density inside the droplet ͑ignoring changes to the Laplace pressure as a result of dissolution͒ and also that fluid velocities ͑and subsequent advection͒ due to volume changes in the system are negligible. These differences give rise to a small but noticeable differences in the droplet radii predicted by the two simulations ͓solid lines and circles in Fig. 9͑c͔͒ .
Two sets of lattice Boltzmann simulations were conducted to evaluate the effect of the contact conditions. In the first the droplet was initially in touching contact with the wall, while in the other the initial droplet contact angle was set to the wetting angle. The finite contact angle was accounted for in the finite-difference simulation by scaling the dimensionless time by a correction factor given by Manley ͓43͔: ͓2 + cos ͑2 + sin 2 ͔͒ / ͓2+2 cos ͔, where is the contact angle between the droplet and the flat plate. The initial contact conditions had little effect on the differences in the rate of dissolution between the finite difference and the lattice Boltzmann simulations ͓Fig. 9͑c͔͒. However, accounting for the finite contact area reduced the distortion in the lattice Boltzmann droplets.
Both sets of simulations are in reasonable agreement for much of the lifetime of the droplet ͓dashed line and circles in Fig. 9͑c͔͒ until the radius falls below 2⌬x. We attribute the discrepancy at low radii to two factors: the finite size of the diffuse interface in the immiscible model and the reduction in the applied surface tension ͓Fig. 7͑a͔͒. Nevertheless, these results suggest the lattice Boltzmann method is capable of accurately simulating dissolution of droplets with radii տ2⌬x, without being restricted by the simplifying assumptions used in the finite-difference simulations ͑namely, an axisymmetric concentration distribution and spherical droplet, a flat interface, and no influence of currents due to either convection or changes in Laplace pressure͒.
V. CONCLUSIONS
In this paper, we have presented a lattice Boltzmann boundary condition for simulating first-order reaction kinetics. Like that of Verhaeghe et al. ͓10, 18͔ , the interpolated boundary condition is capable of representing interfaces at arbitrary positions between nodes. However, the approach employs a reduced finite-difference stencil from that of Verhaeghe, using only the two nodes closest to the boundary. In addition, the model is also capable of simulating moving interfaces and can be extended to account for higher-order kinetic boundary conditions ͑as encountered in nearsaturation conditions͒, as well as constant-flux boundary conditions ͑i.e., zeroth-order rate equations͒.
We have verified the accuracy of the boundary condition through a comparison with analytical solutions for ͑1͒ the first-order kinematic boundary condition and ͑2͒ constantflux boundary condition applied to a one-dimensional half space in stationary and moving reference frames. To test the boundary condition in curved boundaries, the lattice Boltzmann method was also used to simulate surface evaporation of a cylinder initially at constant concentration. Excellent agreement between simulated and analytical results is found in all cases.
Simulations of diffusion from a rising bubble and dissolution of a stationary bubble attached to a flat surface were conducted by combining the boundary condition with an immiscible fluid model. In the rising bubble simulation, it was found that an immiscible model with low parasitic velocities was required to eliminate the formation of fictitious lobes of higher concentration. In simulating the dissolution of a droplet near a flat plate, the lattice Boltzmann method showed good agreement with a finite-difference method modified by Kentish et al. ͓26͔ , particularly after accounting for the finite contact width with the solid surface. In addition, the lattice Boltzmann method is unrestricted by the simplifying assumptions employed in the finite-difference method, thereby allowing secondary effects ͑e.g., convection, changing Laplace pressure, and complex boundary geometries͒ to be considered.
