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Abstract
In this paper, we address the minimum-area rectangular and square annulus problem,
which asks a rectangular or square annulus of minimum area, either in a fixed orientation
or over all orientations, that encloses a set P of n input points in the plane. To our best
knowledge, no nontrivial results on the problem have been discussed in the literature, while
its minimum-width variants have been intensively studied. For a fixed orientation, we show
reductions to well-studied problems: the minimum-width square annulus problem and the
largest empty rectangle problem, yielding algorithms of time complexity O(n log2 n) and
O(n log n) for the rectangular and square cases, respectively. In arbitrary orientation, we
present O(n3)-time algorithms for the rectangular and square annulus problem by enumerat-
ing all maximal empty rectangles over all orientations. The same approach is shown to apply
also to the minimum-width square annulus problem and the largest empty square problem
over all orientations, resulting in O(n3)-time algorithms for both problems. Consequently,
we improve the previously best algorithm for the minimum-width square annulus problem
by a factor of logarithm, and present the first algorithm for the largest empty square prob-
lem in arbitrary orientation. We also consider bicriteria optimization variants, computing a
minimum-width minimum-area or minimum-area minimum-width annulus.
Keywords: rectangular annulus, square annulus, minimum area, minimum width, arbitrary
orientation
1 Introduction
An annulus informally depicts a ring-shaped region in the plane, often described by two con-
centric circles. One can consider a generalization to any convex shape, such as squares and
rectangles. Recently, the minimum-width annulus problem has been studied intensively by re-
searchers, in which a set P of n points in the plane is given and one wants to find an annulus
of a certain shape with minimum width that encloses the set P of points. This problem can
be seen as a typical geometric covering problem that seeks a minimum-size geometric shape
that covers a given set P of points. The annulus problem has applications in shape recognition,
facility location, and curve fitting.
Among other shapes, the circular annulus problem has been most intensively studied with
an application to the roundness problem [14, 21, 24]. The first sub-quadratic O(n
8
5
+)-time al-
gorithm was presented by Agarwal et al. [3] The currently best exact algorithm takes O(n
3
2
+)
time by Agarwal and Sharir [2]. Linear-time approximation schemes are also known by Agar-
wal et al. [4] and by Chan [10]. Abellanas et al. [1] considered minimum-width rectangular
annuli that are axis-parallel, and presented two algorithms taking O(n) or O(n log n) time: one
minimizes the width over rectangular annuli with arbitrary aspect ratio and the other does
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Figure 1: (a) A square annulus, (b) a uniform rectangular annulus, and (c) a rectangular
annulus that is not uniform, enclosing a set of points, all of which are axis-parallel. Each of the
three here is of minimum possible width among all square, uniform rectangular, and rectangular
annuli, respectively, enclosing the points.
over rectangular annuli with a prescribed aspect ratio, respectively. Gluchshenko et al. [15]
presented an O(n log n)-time algorithm that computes a minimum-width axis-parallel square
annulus, and proved a matching lower bound, while the second algorithm by Abellanas et al.
can do the same in the same time bound. If one considers rectangular or square annuli in
arbitrary orientation, the problem becomes more difficult. Mukherjee et al. [18] presented an
O(n2 log n)-time algorithm that computes a minimum-width rectangular annulus in arbitrary
orientation and arbitrary aspect ratio. The author [7] recently showed that a minimum-width
square annulus in arbitrary orientation can be computed in O(n3 log n) time. Other variants
such as the minimum-width annulus problem with outliers [6,8] and the maximum-width empty
annulus problem [9,13] have also been studied.
Like other geometric covering problems, one may consider several different objective func-
tions to optimize for annuli. Among those objectives, in this paper, we address the problem of
finding an annulus of minimum area enclosing the input points P , namely, the minimum-area
annulus problem. In the literature, it is surprisingly hard to find results on annuli of minimum
area, but a few remarks about the minimum-area circular annulus problem. As earlier work
pointed out and Chan [10] discussed, the minimum-area circular annulus problem can be formu-
lated into a linear programming, so can be solved in linear O(n) time. It should be mentioned
that the currently best known algorithm for the minimum-width circular annulus problem takes
O(n
3
2
+) time [2]. Little is known, however, about rectangular and square annuli of minimum
area. The purpose of this paper is thus to gain the understanding of the minimum-area rectan-
gular and square annulus problem and their relations with other well-known geometric problems,
and finally to achieve efficient algorithms.
A circular or square annulus is defined by two concentric circles or squares, respectively.
However, a rectangular annulus can be defined in several ways, and, in the literature, two
different definitions are often introduced. In either case, a rectangular annulus is the closed
region between two side-parallel rectangles R and R′ such that R′ ⊆ R. One may restrict the
inner rectangle R′ to be an offset of the outer rectangle R so that the distance from any point
in the boundary of R′ to the boundary of R is all uniform [1, 8], while he/she may allow any
rectangle contained in R to be the inner rectangle R′ [18]. In this paper, we call the latter a
rectangular annulus in general and the former a uniform rectangular annulus. See Figure 1
for an illustration. It is not difficult to see that these two definitions of rectangular annuli are
equivalent for the minimum-width problem and other variants, while this is not the case for the
minimum-area problem.
In this paper, we present first efficient algorithms for the problem of computing a minimum-
area square annulus or rectangular annulus, either in a fixed or over all orientations. For the
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Table 1: Summary on the currently best algorithms for the square or rectangular annulus prob-
lem. Each column of the table marked by ‘W’, ‘A’, ‘AW’, and ‘WA’ stands for ‘minimum-width’,
‘minimum-area’, ‘minimum-area minimum-width’, and ‘minimum-width minimum-area’, re-
spectively. In each row, ‘f’, ‘a’, ‘S’, ‘uR’, and ‘R’ are abbreviations for ‘square annulus’, ‘uniform
rectangular annulus’, ‘rectangular annulus’, ‘in a fixed orientation’, and ‘in arbitrary orienta-
tion’, respectively. For each case, the table indicates the wort-case time complexity of the
currently best algorithm, omitting the big-Oh O(·) symbol, and its reference. Details on the
parameters r = O(n2) and t = O(n2) can be found in Theorems 5 and 8, respectively.
W A AW WA
f
S n log n [1, 15] n log n Thm.1 n log n Coro.1 n log n Coro.1
uR n [1] n Thm.2 n Coro.2 n Coro.2
R n [18] n log2 n Thm.3 n log n Thm.4 n log n+ r Thm.5
a
S n3 Thm.11 n3 Thm.10 n3 Coro.5 n3 Coro.5
uR n2 log n [18] n2 log n Thm.7 n2 log n Thm.6 n2 log n Coro.3
R n2 log n [18] n3 Thm.9 n2 log n+ tn Thm.8 n3 Coro.4
purpose, we show some relations between the minimum-area problem and other well-known
geometric optimization problems, such as the minimum-width annulus problem and the largest
empty rectangle problem. As a result, the minimum-area problem for square and rectangular
annuli is as hard as the minimum-width variant. It is interesting to note that it is not the
case for circular annuli. We also consider the bicriteria optimization problems: computing a
minimum-area minimum-width annulus or a minimum-width minimum-area annulus.
Our results are summarized as follows.
• In a fixed orientation, a minimum-area square or uniform rectangular annulus enclosing
a given set P of n points is shown to be one of also minimum width. On the other hand,
we show that existing algorithms [1, 15] for the minimum-width variant indeed compute
an annulus of minimum area.
• We show that, in a fixed orientation, the minimum-area rectangular annulus problem and
the largest empty rectangle problem are reduced to each other in linear time. The largest
empty rectangle problem is known to have a lower bound of Ω(n log n) [17]. Hence, any
algorithm computing a largest empty rectangle can be used to compute a minimum-area
rectangular annulus in the same time bound.
• A minimum-area uniform rectangular annulus enclosing P in arbitrary orientation can be
computed in O(n2 log n) time by modifying the algorithm of Mukherjee et al. [18].
• A minimum-area rectangular annulus enclosing P in arbitrary can be computed in O(n3)
time by enumerating all maximal empty rectangles among P in all orientations using the
algorithm by Chaudhuri et al. [11].
• The above approach for the minimum-area rectangular annulus problem is shown to apply
to other variants, resulting in the same time bound O(n3): computing a minimum-area
square annulus, computing a minimum-width square annulus, and computing a largest
empty square among P in arbitrary orientation. Remarkably, for the minimum-width
square annulus problem, we improve the previously best algorithm [7] of running time
O(n3 log n) by a factor of logarithm; for the largest empty square problem, no discussion
can be found in the literature and therefore we present the first efficient algorithm.
• We present first algorithms for some bicriteria variants of the problem: computing a
minimum-area minimum-width annulus or a minimum-width minimum-area annulus.
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Table 1 summarizes the running times of the currently best algorithms for the {minimum-width,
minimum-area, minimum-area minimum-width, minimum-width minimum-area} {square, uni-
form rectangular, rectangular} annulus problem in {fixed, arbitrary} orientation.
The rest of the paper is organized as follows: after introducing necessary preliminaries in
Section 2, we consider the axis-parallel case of the problem in Section 3. We then address
the problem of rectangular annuli in arbitrary orientation in Section 4, and square annuli in
Section 5. We finally conclude the paper by Section 6 with some remarks and open questions.
2 Preliminaries
In this paper, we consider the plane R2 with a standard coordinate system, having the horizontal
x-axis and the vertical y-axis. For any subset A ⊆ R2, its boundary and interior, denoted by
∂A and intA, are defined from the standard topology on R2. For any two points p, q ∈ R2, let
pq denote the line segment joining p and q, and |pq| denote the Euclidean length of pq.
Orientations. The orientation of a line or line segment ` in the plane is a real number θ in
range [0, pi) such that the rotated copy of the x-axis by θ counter-clockwise is parallel to `. If the
orientation of a line or line segment is θ, then we say that the line or line segment is θ-aligned.
A θ-aligned rectangle (or square) for θ ∈ [0, pi/2) is a rectangle (square, resp.) whose sides
are either θ-aligned or (θ + pi/2)-aligned. Note that any rectangle or square in the plane is
θ-aligned for a unique θ ∈ [0, pi/2). Two rectangles or squares are said to be parallel if both
are θ-aligned for some θ ∈ [0, pi/2). For a square, its center is the intersection point of its two
diagonals and its radius is half its side length. Two squares are called concentric if they are
parallel and share a common center. We denote by area(R) the area of a rectangle or square R.
In each orientation θ ∈ [0, pi/2), we regard any θ-aligned line to be horizontal and directed
in the x-coordinate increasing direction, while any (θ + pi/2)-aligned line to be vertical and
directed in the y-coordinate increasing direction. For any p, q ∈ R2, we say that p is to the left
of q, or q is to the right of p, in orientation θ if the orthogonal projection of p onto a θ-aligned
(directed) line is prior to that of q. Analogously, p is below q, or equivalently, q is above p in θ
if the orthogonal projection of p onto a (θ + pi/2)-aligned (directed) line is prior to that of q.
This also enables us to identify the top, bottom, left, and right sides of any rectangle or square
in any orientation θ ∈ [0, pi/2).
Square and rectangular annuli. A square annulus A is defined to be the closed region
between two concentric squares, called the outer and inner squares of A. Its width width(A) is
the difference of the radii of its outer and inner squares, and its area area(A) is the difference
of the areas of its outer and inner squares. See Figure 1(a) for an illustration.
A rectangular annulus A is the closed region between two parallel rectangles R and R′ with
R′ ⊆ R, that is, A = R \ intR′. The two rectangles R and R′ defining A as above are called
the outer and inner rectangles of A, respectively. The perpendicular distance between the
top side of R and the top side of R′ is called the top-width of A. Analogously, we define the
bottom-width, left-width, and right-width of rectangular annulus A. The width width(A) of A is
defined to be the maximum of its top-, bottom-, left-, and right-widths. If the top-, bottom-,
left-, and right-widths of A are all equal, then A is called a uniform-width (or, shortly uniform)
rectangular annulus. The area area(A) of A is simply the difference area(R) − area(R′) of the
areas of its outer and inner rectangles. See Figure 1(b–c) for an illustration.
A rectangular or square annulus is also called θ-aligned if its outer and inner rectangles or
squares are θ-aligned. If an annulus is 0-aligned, then it is rather called axis-parallel.
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Problem definition. In this paper, we study the problem of computing a rectangular or
square annulus of minimum extent that encloses a given set P of n points in the plane either in
a fixed orientation or over all orientations θ ∈ [0, pi/2). The objective extents to minimize we
are interested in are width, area, or their combinations.
To be more precise, for each θ ∈ [0, pi/2), let S(θ), R(θ), and Ru(θ) be the set of all θ-alignes
square, rectangular, and uniform rectangular annuli, respectively, that enclose P . By definition,
note that S(θ) ⊂ Ru(θ) ⊂ R(θ). Also, let S :=
⋃
θ∈[0,pi/2) S(θ), R :=
⋃
θ∈[0,pi/2)R(θ), and
Ru :=
⋃
θ∈[0,pi/2)Ru(θ). For each class A ∈ {S,R,Ru}, we consider the following optimization
problems:
• The minimum-width problem asks to minimize width(A) over all A ∈ A(θ) for a fixed
orientation θ ∈ [0, pi/2), or over all A ∈ A for arbitrary orientation.
• The minimum-area problem asks to minimize area(A) over all A ∈ A(θ) for a fixed
orientation θ ∈ [0, pi/2), or over all A ∈ A for arbitrary orientation.
In most cases, there may be two or more annuli of a particular shape with minimum width or
minimum area. This yields a series of bicriteria optimization problems. Here, in this paper,
two variants are discussed.
• The minimum-area minimum-width problem asks to find an optimal annulus whose area
is the smallest among those with minimum width, either in a fixed orientation or over all
orientations.
• The minimum-width minimum-area problem asks to find an optimal annulus whose width
is the smallest among those with minimum area, either in a fixed orientation or over all
orientations.
3 Annuli in Fixed Orientation
In this section, we study the problem of computing a minimum-area square and rectangular
annulus in a given orientation θ ∈ [0, pi/2), and its variations. Without loss of generality, we
assume θ = 0, so our annuli in mind are all axis-parallel. We first handle the square case and
move on to the rectangular case.
3.1 Axis-parallel square annulus
Let P be a set of n input points in the plane R2. We show that any minimum-area axis-parallel
square annulus is indeed a minimum-width axis-parallel square annulus. For the purpose, we
review a necessary observation about minimum-width square annuli.
Lemma 1 (Gluchshenko et al. [15]) There exists a minimum-width square annulus enclosing
P such that its outer square is a smallest enclosing square for P , that is, a pair of its opposite
sides contain a point of P on each.
For the minimum-area case, we observe the following.
Lemma 2 Let A be any minimum-area axis-parallel square annulus enclosing P . Then, the
outer square of A is a smallest enclosing axis-parallel square for P .
Proof. Suppose for the contradiction that the outer square S of A is not a smallest enclos-
ing square for P . Let A′ be a minimum-width square annulus such that whose outer square
S′ is a smallest enclosing square for P . Such an annulus A′ exists by Lemma 1. We then
have width(A) ≥ width(A′) and area(S) > area(S′). This implies that area(A) > area(A′), a
contradiction.
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Lemma 2 indeed fixes the size of the outer square of any possible minimum-area square
annulus, and thus the problem is reduced to finding such a minimum-width annulus described
in Lemma 1.
Lemma 3 Let A be an axis-parallel square annulus enclosing P . Then, A is of the minimum-
area if and only if A is of the minimum-width and its outer square is a smallest enclosing square
for P .
The algorithm by Gluchshenko et al. [15] indeed computes a minimum-width square annulus
whose outer square is a smallest enclosing square for P based on Lemma 1, and they also proved
a lower bound Ω(n log n) for the minimum-width problem. Hence, we conclude the following.
Theorem 1 A minimum-area square annulus in a fixed orientation enclosing n points can be
computed in optimal O(n log n) time.
Note that the algorithm by Gluchshenko et al. can be easily modified to find all minimum-
width square annuli whose outer square is a smallest enclosing square for P in O(n log n) time.
Thus, a minimum-area minimum-width or minimum-width minimum-area square annulus in a
fixed orientation can be computed in the same time bound, and this is time-optimal.
Corollary 1 A minimum-area minimum-width and a minimum-width minimum-area square
annulus in a fixed orientation can be computed in optimal O(n log n) time.
3.2 Axis-parallel rectangular annuli
Next, we consider axis-parallel rectangular annuli. The following is a well-known observation
on the minimum-width rectangular annuli.
Lemma 4 (Abellanas et al. [1] and Mukherjee et al. [18]) There exists a minimum-width axis-
parallel rectangular annulus enclosing P such that its outer rectangle is the smallest enclosing
axis-parallel rectangle for P . The same holds for a minimum-width axis-parallel uniform rect-
angular annulus.
It is not difficult to see that for the minimum-width problem, rectangular annuli and uniform
rectangular annuli are equivalent. Here, we give a direct and simple proof for the fact.
Lemma 5 Let A be a minimum-width uniform rectangular annulus enclosing P . Then, A is
also a minimum-width rectangular annulus enclosing P .
Proof. Let A′ be a minimum-width rectangular annulus enclosing P . Since any uniform rect-
angular annulus is also a rectangular annulus, it holds that width(A′) ≤ width(A) in general.
Suppose to the contrary that width(A′) < width(A), and assume without loss of generality that
the width width(A′) of A′ is determined by the top-width of A′. Then, by sliding each side of
the inner rectangle of A′ inwards, one can obtain a new uniform rectangular annulus A′′ with
width(A′′) = width(A′) < width(A), a contradiction.
Unlike the minimum-width problem, the minimum-area problem behaves differently for
uniform and general rectangular annuli. Our first observation on the minimum-area problem
for rectangular annuli is about their outer rectangles.
Lemma 6 Let A be a minimum-area axis-parallel rectangular annulus or a minimum-area
uniform axis-parallel rectangular annulus enclosing P . In either case, its outer rectangle should
be the smallest enclosing axis-parallel rectangle for P .
Proof. Suppose that the outer rectangle R of A is not the smallest enclosing rectangle for P .
Then, replacing R by the smallest enclosing rectangle for P results in an annulus enclosing P
with smaller area, a contradiction.
This already implies the following.
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Theorem 2 A minimum-area uniform rectangular annulus enclosing P in a fixed orientation
is unique and it coincides with the minimum-width uniform rectangular annulus whose outer
rectangle is the smallest enclosing rectangle for P in the orientation. Therefore, it can be
computed in O(n) time.
Proof. By Lemma 6, the outer rectangle of an axis-parallel minimum-area uniform rectangular
annulus enclosing P should be the smallest axis-parallel rectangle R enclosing P . For a fixed
outer rectangle R, minimizing the area is equivalent to minimizing the width over all uniform
rectangular annuli enclosing P . Hence, the axis-parallel minimum-area uniform rectangular
annulus enclosing P is uniquely determined by the minimum-width axis-parallel uniform rect-
angular annulus whose outer rectangle is R. Such an annulus exists by Lemmas 4 and 5, and can
easily computed in O(n) time by computing the distance from each point in P to the boundary
of the outer rectangle R, as done in Abellanas [1].
By the uniqueness and the characterization of Theorem 2, the minimum-area minimum-
width and minimum-width minimum-area uniform rectangular annulus in a fixed orientation
can also be computed in O(n) time.
Corollary 2 A minimum-area minimum-width or minimum-width minimum-area uniform rect-
angular annulus enclosing P in a fixed orientation can be computed in O(n) time.
We then turn to the case of general rectangular annuli. For the general rectangular annulus,
Lemma 6 also fixes the outer rectangle as the smallest enclosing rectangle R for P . Hence,
the minimum-area problem is now reduced to maximizing the area of the inner rectangle. Let
R′ be a possible inner rectangle that maximizes its area. Then, R′ must satisfy the following
conditions: (1) R′ is empty of points in P , that is, no point in P lies in the interior of R′. (2)
R′ is contained in R, that is, R′ ⊆ R. Such a rectangle R′ satisfying conditions (1) and (2) is
called an empty rectangle among P . This directly shows a reduction to the problem of finding
an axis-parallel largest empty rectangle among points P . The largest empty rectangle problem
takes an axis-parallel rectangle B and a set Q of n points in B as input, and asks to find a
maximum-area axis-parallel rectangle that is empty of P and is contained in B.
Lemma 7 The problem of computing a minimum-area axis-parallel rectangular annulus enclos-
ing P is computationally equivalent to the problem of computing a largest empty axis-parallel
rectangle among P . More precisely, both problems are reduced to each other in linear time.
Proof. Let P be an instance of the minimum-area axis-parallel rectangular annulus problem.
As discussed above, Lemma 6 tells us the outer rectangle of the solution should be the smallest
enclosing rectangle R for P . Then, we can find the inner rectangle of maximum area by solving
the largest empty rectangle problem for input R and P . This shows a reduction to the largest
empty rectangle problem in O(n) time.
Next, consider an input (B,Q) of the largest empty rectangle problem, where Q is a set of
n points in rectangle B. To solve the problem, we apply any algorithm for the minimum-area
rectangular annulus problem for input P := Q ∪ {p1, p2}, where p1 is the top-left corner and
p2 is the bottom-right corner of B, and let A be the output optimal annulus. By Lemma 6,
the outer rectangle of A is B. On the other hand, the inner rectangle R′ of A should maximize
its area while R′ is empty of P and R′ ⊆ B. Such a rectangle R′ is of course a largest empty
rectangle. This completes a reduction to the minimum-area rectangular annulus problem in
O(n) time.
Hence, our problem can be solved by applying any algorithm for the largest empty rectangle
problem. The largest empty rectangle problem is one of the classical and well-studied problems
in computational geometry. There are two approaches to solve the problem: whether one checks
all maximal empty rectangles or not. Given a set P of points and its bounding rectangle R,
a (axis-parallel) maximal empty rectangle is an empty rectangle each of whose edges either
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contains a point in P or a portion of an edge of R. Naamad et al. [19] presented an algorithm
for the largest empty rectangle problem that runs in O(min{r log n, n2}) time, where r denotes
the number of maximal empty rectangles. In the same paper, it is also shown that r = O(n2) in
the worst case and r = O(n log n) in expectation. This algorithm was improved by Orlowski [20]
to O(n log n+r) time. Chazelle et al. [12] presented an O(n log3 n)-time algorithm that does not
enumerate all maximal empty rectangles, and Aggarwal and Suri [5] improved it to O(n log2 n)
time with O(n) space. Mckenna et al. [17] proved a lower bound of Ω(n log n) for this problem.
Theorem 3 A minimum-area rectangular annulus enclosing P in a fixed orientation can be
computed in O(n log2 n) or O(n log n+r) time in the worst case, or in O(n log n) expected time,
where r = O(n2) denotes the number of maximal empty rectangles among P . Moreover, any
algorithm for the problem takes Ω(n log n) time in the worst case.
Proof. The first statement directly follows from Lemma 7 and the above discussion. The
currently fastest algorithms for the largest empty rectangle problem are one by Aggarwal
and Suri [5] with running time O(n log2 n) and the other by Orlowski [20] with running time
O(n log n+r). As proved by Namaad et al. [19], r = O(n2) in the worst case and r = O(n log n)
in expectation, so the algorithm by Orlowski runs in O(n log n) expected time. Finally, again
by Lemma 7, the lower bound Ω(n log n) by Mckenna et al. [17] applies to the minimum-area
rectangular annulus problem in a fixed orientation.
A minimum-area minimum-width rectangular annulus can be found as follows: First, com-
pute the minimum-width uniform rectangular annulus A0 in O(n) time, and let w be its width
and R′0 be its inner rectangle. We need to find a maximum-area empty rectangle R′ that con-
tains R′0 in order to keep the width of the annulus formed by R and R′ at most w, that is, being
the minimum width. Since A0 is a minimum-width annulus, we further observe that at least
one side of R′ must be overlapped with a side of R′0. Without loss of generality, we assume that
the bottom side of R′ is a segment on the line ` supporting the bottom side of R′0. Then, R′
can be found by enumerating all maximal empty rectangles whose bottom side lies on `, testing
if each contains R′0, and, if so, checking its area. Fortunately, Orlowski [20, Section 2] showed
how to enumerate those maximal empty rectangles whose bottom side lies on ` in O(n) time,
after sorting the points in P in their x- and y-coordinates. Thus, we conclude the following.
Theorem 4 A minimum-area minimum-width rectangular annulus enclosing P in a fixed ori-
entation can be computed in O(n log n) time.
A minimum-width minimum-area rectangular annulus can be found by checking all largest
empty rectangles for P . However, known algorithms [5, 12] that do not enumerate all maximal
empty rectangles do not guarantee to find all largest empty rectangles. Hence, we apply the
algorithm by Orlowski [20] and check every maximal empty rectangle and the width of the
corresponding annulus. This takes O(n log n+ r) time.
Theorem 5 A minimum-width minimum-area rectangular annulus enclosing P in a fixed ori-
entation can be computed in O(n log n+r) time, where r denotes the number of maximal empty
rectangles among P .
4 Rectangular Annuli in Arbitrary Orientation
In this section, we consider the problem of computing an optimal rectangular annulus in arbi-
trary orientation for different objectives.
We will often discuss the distance between the orthogonal projections of p and q onto a
θ-aligned line for θ ∈ [0, pi), denoted by wθ(p, q). It is not difficult to see that
wθ(p, q) = |pq| · | cos(θpq − θ)|,
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wθ+pi/2(p, q)
wθ(p, q)p
q
θpq
θ
θ
q q(θ)
q q(θ)
qq (θ)
q q(θ)
Rθ
(a) (b)
Figure 2: For θ ∈ [0, pi/2), (a) wθ(p, q) and wθ+pi/2(p, q) for two points p, q ∈ R2, and (b) the
smallest enclosing θ-aligned rectangle Rθ for points P .
where θpq ∈ [0, pi) denotes the orientation of pq. Intuitively, one may regard that wθ(p, q) is
the horizontal distance and wθ+pi/2(p, q) is the vertical distance between p and q in orientation
θ ∈ [0, pi/2). See Figure 2(a).
As the side length of a θ-aligned rectangle or square of our interests is often described by a
combination of wθ with different pairs of points (p, q), we first introduce some basic properties of
such functions of variable θ. A function of a particular form a sin(ωθ+φ)+b for some constants
a, b, ω, φ ∈ R is called a sinusoidal function, where a, b, ω and φ are called its amplitude, base1,
(angular) frequency and phase, respectively. Note that cos(θ) is also sinusoidal with base 0 as
cos(θ) = sin(θ + pi/2). Observe that for a fixed pair of points p, q ∈ R2, wθ(p, q) is a piecewise
sinusoidal function of base 0 and frequency 1 over θ ∈ [0, pi) with at most one breakpoint at
θ = θpq − pi/2 or pi/2− θpq.
The following properties of sinusoidal functions are well known and easily derived.
Observation 1 The sum of two sinusoidal functions of base 0 and frequency ω is also sinusoidal
of base 0 and frequency ω. Therefore, the graphs of two sinusoidal functions of equal frequency
cross at most once in domain [0, pi).
Observation 2 The product of two sinusoidal functions of base 0 and frequency ω is equal to
a sinusoidal functions of frequency 2ω. Specifically, it holds that
a1 sin(ωθ + φ1) · a2 sin(ωθ + φ2) = a1a2
2
(
sin
(
2ωθ + φ1 + φ2 − pi
2
)
+ cos(φ1 − φ2)
)
,
for any constants a1, a2, φ1, φ2, ω ∈ R.
4.1 Uniform rectangular annuli
For any orientation θ ∈ [0, pi/2), let Rθ be the smallest θ-aligned rectangle enclosing P . The
rectangle Rθ is determined by the leftmost, rightmost, topmost, and bottommost points in
orientation θ among those in P , in such a way that each side of Rθ contains each of these four
points. Let q q(θ), q q(θ), qq (θ), q q(θ) ∈ P be the topmost, bottommost, leftmost, and rightmost
points in orientation θ among those in P . (If there are two or more topmost, bottommost,
leftmost, or rightmost points in θ, then we choose an arbitrary one.) See Figure 2(b). For each
p ∈ P and θ ∈ [0, pi/2), we define a function fp : [0, pi/2) → R to be the “distance” from the
1The constant b is usually called the center amplitude in wave analysis, while here we call it base for simplicity.
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boundary of Rθ. More precisely, fp(θ) takes the minimum among the perpendicular distances
from every side of Rθ to p:
fp(θ) := min{wθ+pi/2(p, q q(θ)), wθ+pi/2(p, q q(θ)), wθ(p, qq (θ)), wθ(p, q q(θ))}.
Now, we let w(θ) be the width of a minimum-width θ-aligned rectangular annulus enclosing
P . By Lemma 4, there exists a minimum-width uniform θ-aligned rectangular annulus whose
outer rectangle is Rθ. Note that such a uniform rectangular annulus is unique and we denote it
by Au(θ). Moreover, Lemma 5 states that Au(θ) is also a minimum-width θ-aligned rectangular
annulus. Hence, we have
w(θ) = width(Au(θ)) = max
p∈P
fp(θ).
The above discussion already results in an O(n2 log n)-time algorithm for the minimum-
width rectangular annulus problem over all orientations θ ∈ [0, pi/2). The minimum-width
problem can be solved by computing minθ∈[0,pi/2)w(θ) and the corresponding annulus. Observe
that for an interval I ⊂ [0, pi/2) such that the tuple of four points (q q(θ), q q(θ), qq (θ), q q(θ))
is fixed, each function fp restricted to I is piecewise sinusoidal with at most eight pieces. In
such an interval I, minimizing w over θ ∈ I can be done by computing the upper envelope of
functions fp and finding a lowest point in the envelope.
Lemma 8 Let I ⊂ [0, pi/2) be an interval in which the four points q q(θ), q q(θ), qq (θ), q q(θ)
determining Rθ are fixed. Then, the function w over I is a piecewise frequency-1 sinusoidal
function of complexity O(nα(n)) and can be explicitly computed in O(n log n) time.
Proof. Note that function w is the upper envelope of n functions fp for p ∈ P . Since fp over
I consists of at most eight sinusoidal curves for each p ∈ P , function w over I is the upper
envelope of O(n) curves that are sinusoidal of frequency 1. By Observation 1, any two of these
curves cross at most once. Thus, the upper envelope w on I can be explicitly computed in
O(n log n) time [16], while w consists of O(nα(n)) sinusoidal pieces [22].
Finally, as observed earlier by Toussaint [23] and also applied by Mukherjee et al. [18] and
Bae [7], the domain [0, pi/2) is decomposed into at most O(n) such intervals I.
Lemma 9 (Toussaint [23]) There are at most O(n) changes in the tuple of four points (q q(θ),
q q(θ), qq (θ), q q(θ)) as a function of θ ∈ [0, pi/2). That is, the domain [0, pi/2) is partitioned into
O(n) maximal intervals, in each of which the four points stay constant.
Each such interval described in Lemma 9 is called primary. Therefore, in O(n2 log n) time,
we can compute a minimum-width rectangular annulus enclosing P over all orientations2.
Note that the above algorithm indeed finds all minimum-width uniform rectangular annulus
enclosing n points over all orientations. Hence, by picking one with minimum area among all
of them, we can find a minimum-area minimum-width uniform rectangular annulus.
Theorem 6 A minimum-area minimum-width uniform rectangular annulus enclosing n points
over all orientations can be computed in O(n2 log n) time.
Now, we turn to the minimum-area problem for uniform rectangular annuli. Recall Theo-
rem 2 stating that Au(θ) is indeed the unique minimum-area θ-aligned uniform rectangular an-
nulus enclosing P . So, we want to minimize area(Au(θ)) over θ ∈ [0, pi/2). The area area(Au(θ))
can be represented as follows:
area(Au(θ)) = peri(Rθ) · w(θ)− 4(w(θ))2
= 2(wθ+pi/2(q q(θ), q q(θ)) + wθ(qq (θ), q q(θ))) · w(θ)− 4(w(θ))2,
2The O(n2 logn)-time algorithm presented by Mukherjee et al. [18] is slightly different, but its outline and
approach is almost identical to that we describe here.
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where peri(·) denotes the perimeter of a rectangle.
Consider any primary interval I ⊂ [0, pi/2). In I, the four extreme points q q = q q(θ),
q q = q q(θ), qq = qq (θ), and q q = q q(θ) are fixed, so each of the terms wθ+pi/2(q q, q q) and
wθ(qq , q q) are piecewise base-0 frequency-1 sinusoidal, and so is their sum by Observation 1.
Further, Lemma 8 tells us that w(θ) is also piecewise base-0 frequency-1 sinusoidal over I.
From the above discussion, we then observe that area(Au(θ)) is piecesise frequency-2 sinusoidal
by Observation 2. Hence, we can compute an explicit description of the function area(Au(θ))
over θ ∈ I, provided that the description of function w has been computed, in time proportional
to the number of breakpoints of w.
Theorem 7 A minimum-area uniform rectangular annulus enclosing n points over all orienta-
tions can be computed in O(n2 log n) time.
Proof. We handle each primary interval I ⊂ [0, pi/2) in which the four extreme points q q =
q q(θ), q q = q q(θ), qq = qq (θ), and q q = q q(θ) are fixed. Apply Lemma 8 to explicitly compute
function w on I in O(n log n) time. Note that w is a piecewise sinusoidal function of O(nα(n))
breakpoints. As briefly discussed above, the term wθ+pi/2(q q, q q) + wθ(qq , q q) = peri(Rθ)/2 is a
piecewise sinusoidal function of O(1) breakpoints. Compute a sorted list of all breakpoints of
w and peri(Rθ) in O(nα(n)) time. This is possible because the breakpoints of w are already
given sorted from Lemma 8. We then compute the function area(Au(θ)) between every two
consecutive breakpoints and find a minimum in there. Note that area(Au(θ)) between two
consecutive breakpoints is a sinusoidal function of frequency 2 by Observation 2 and can be
minimized in O(1) time.
Consequently, we can minimize area(Au(θ)) over θ ∈ I in O(n log n) time. Since there are
O(n) primary intervals by Lemma 9, our algorithm takes O(n2 log n) time in total.
Remark that our algorithm described in Theorem 7 indeed finds all minimum-area uniform
rectangular annulus enclosing n points over all orientations. Hence, by selecting one with
minimum width among all of them, we can find a minimum-width minimum-area uniform
rectangular annulus.
Corollary 3 A minimum-width minimum-area uniform rectangular annulus enclosing n points
over all orientations can be computed in O(n2 log n) time.
4.2 Minimum-area minimum-width rectangular annulus
Next, we solve the minimum-area minimum-width rectangular annulus problem. For the pur-
pose, we specify all orientations in which the width function w(θ) is minimized over θ ∈ [0, pi/2),
and then we find a minimum-area rectangular annulus in each of these orientations, applying
the algorithm of Theorem 4.
Theorem 8 A minimum-area minimum-width rectangular annulus enclosing n points over all
orientations can be computed in O(n2 log n+ tn) time, where t = O(n2) denotes the number of
different orientations θ′ such that w(θ′) = minθ∈[0,pi/2)w(θ).
Proof. As described above, we first compute the explicit description of function w over θ ∈
[0, pi/2) in O(n2 log n) time as described in the previous section by Lemmas 8 and 9. Since we
identify the full description of w, we can specify all orientations that minimize w. Let Θ be
the set of all orientations θ ∈ [0, pi/2) that minimize w in the same time bound. Note that the
orientations in Θ are obtained in the sorted order. We then apply the algorithm of Theorem 4
for each θ ∈ Θ. Provided the sorted lists of P in orientation θ and θ+pi/2, this takes O(n) time
for each θ ∈ Θ. As θ continuously increases from 0 to pi/2, the sorted lists of P in orientation
θ and θ + pi/2 can be maintained in total O(n2 log n) time after sorting the orientations of
all lines through two points in P in O(n2 log n) time. Thus, a minimum-area minimum-width
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rectangular annulus enclosing P can be found in O(n2 log n+ tn) time, where t = |Θ|.
Now, we bound the cardinality t of Θ. As proved in Lemma 8, the complexity of w in a
primary interval I is O(nα(n)). This already implies that t = O(n2α(n)) by Lemma 9. Here,
we prove that t = O(n2) in fact.
Let w∗ := minθ∈[0,pi/2)w(θ) be the minimum width over θ ∈ [0, pi/2). In each primary
interval I ⊂ [0, pi/2), recall that the width function w is the upper envelope of n functions fp
and fp is a piecewise frequency-1 sinusoidal function of O(1) breakpoints. By Observation 1,
for each p ∈ P , there are O(1) different orientations θ ∈ I such that fp(θ) = w∗. Hence, we
have |Θ∩ I| = O(n) for any primary interval I ⊂ [0, pi/2), and t = |Θ| = O(n2) by Lemma 9.
4.3 Minimum-area rectangular annulus
Finally, we consider the minimum-area problem for general rectangular annuli in arbitrary
orientation. For a fixed orientation θ ∈ [0, pi/2), recall that the problem is equivalent to the
largest empty rectangle problem in orientation θ as shown in Lemma 7, so we can find a largest
empty θ-aligned rectangle in the smallest enclosing θ-aligned rectangle Rθ for P .
Let a(θ) be the area of a minimum-area θ-aligned rectangular annulus enclosing P . Our
problem here is to minimize a(θ) over θ ∈ [0, pi/2) and to find the corresponding annulus. By
Lemma 7, the inner rectangle of an optimal annulus over all orientations is a maximal empty
rectangle among P in some orientation. A maximal empty rectangle among P in arbitrary
orientation is defined to be a θ-aligned empty rectangle Eθ for θ ∈ [0, pi/2) such that Eθ is
contained in Rθ and there is no other θ-aligned empty rectangle E
′
θ with Eθ ⊂ E′θ. This implies
that each side of any maximal empty rectangle either contains a point of P or is a portion of a
side of Rθ. We then represent a maximal empty rectangle Eθ by a tuple (p q, p q, pq , p q; θ), where
θ is the orientation of Eθ, and
• p q denotes a point in P lying on the top side of E, if any, or p q = q q(θ), otherwise;
• p q denotes a point in P lying on the bottom side of E, if any, or p q = q q(θ), otherwise;
• pq denotes a point in P lying on the left side of E, if any, or pq = qq (θ), otherwise;
• p q denotes a point in P lying on the right side of E, if any, or p q = q q(θ), otherwise.
Two maximal empty rectangles Eθ = (p q, p q, pq , p q; θ) and E′θ′ = (p′q, p′q, p′q , p′ q; θ′) with
θ ≤ θ′ are said to be combinatorially equivalent if p = p′ for each ∈ { q, q, q , q} and all
rectangles represented by (p q, p q, pq , p q; θ′′) for θ ≤ θ′′ ≤ θ′ are maximal empty rectangles among
P . We call a maximal set of combinatorially equivalent maximal empty rectangles among P a
MER class. A MER class is thus represented by a tuple (p q, p q, pq , p q; J), where J ⊆ [0, pi/2) is
an orientation interval such that (p q, p q, pq , p q; θ) is a maximal empty rectangle for each θ ∈ J .
We shall call J the valid interval of MER class E. Chaudhuri et al. [11] proved that there are
O(n3) different MER classes, and presented an O(n3)-time algorithm to specify all of them.
Let E = (p q, p q, pq , p q; J) be a MER class, and Eθ := (p q, p q, pq , p q; θ) for θ ∈ J be the
maximal empty θ-aligned rectangle in E. Then, the area area(Eθ) of Eθ is
area(Eθ) = wθ+pi/2(p q, p q) · wθ(pq , p q),
which is the product of two sinusoidal functions of base 0 and frequency 1. Define aE(θ) be the
area of the rectangular annulus whose outer rectangle is Rθ and inner rectangle is Eθ. We then
have
aE(θ) = area(Rθ)− area(Eθ)
= wθ+pi/2(q q(θ), q q(θ)) · wθ(qq (θ), q q(θ))− wθ+pi/2(p q, p q) · wθ(pq , p q).
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Since the four extreme points q q(θ), q q(θ), qq (θ), q q(θ) are fixed in a primary interval I ⊂ [0, pi/2),
the function aE(θ) over θ ∈ I ∩ J is indeed a piecewise sinusoidal function of frequency 2 with
O(1) breakpoints by Observations 1 and 2, so can be minimized in O(1) time.
From the observations above, we are ready to describe our algorithm for the minimum-
area rectangular annulus problem. First, specify all primary intervals in O(n log n) time by
Toussaint [23] and all MER classes in O(n3) time using the algorithm by Chaudhuri et al. [11].
For each MER class E with valid interval J , we call a primary interval I relevant to E if
I ∩ J 6= ∅. We then compute all relevant primary intervals for each MER class in O(n3) time
as follows.
Lemma 10 The number of pairs (E, I) such that E is a MER class and I is a primary interval
relevant to E is O(n3), and all such pairs can be computed in O(n3) time.
Proof. Let T be the number of such pairs (E, I). Since the algorithm by Chaudhuri et al. [11]
runs in an orientation-sweeping fashion, we can easily specify and store all primary intervals I
relevant to each MER class E in time O(n3 + T ).
Now, we show that T = O(n3), so the running time above is bounded also by O(n3).
Consider any two consecutive primary intervals I and I ′, and let θ be the shared endpoint of
I and I ′. Naamad et al. [19] showed that the number of maximal empty rectangles in a fixed
orientation θ is O(n2). This implies that there are at most O(n2) MER classes E such that
both I and I ′ are relevant to E. Since there are O(n) primary intervals by Lemma 9 and O(n3)
MER classes shown by Chaudhuri et al. [11], we conclude that T = O(n2 · n+ n3) = O(n3).
Then, for each MER class E = (p q, p q, pq , p q; J) and each primary interval I relevant to E,
we construct the function aE(θ) and minimize it over θ ∈ I ∩ J in O(1) time. The minimum of
such minima over all MER classes and relevant primary intervals is indeed the minimum possible
area of a rectangular annulus enclosing P since a(θ) = minE aE(θ) is the lower envelope of aE
over all MER classes E and we want to compute
min
θ∈[0,pi/2)
a(θ) = min
θ∈[0,pi/2)
min
E
aE(θ) = min
E
min
θ∈[0,pi/2)
aE(θ).
This proves the correctness of our algorithm. Hence, we conclude the following theorem.
Theorem 9 A minimum-area rectangular annulus enclosing n points over all orientations can
be computed in O(n3) time.
Our algorithm described above indeed can find all minimum-area rectangular annuli enclos-
ing P over all orientations. Therefore, a minimum-width minimum-area rectangular annulus
can be found by selecting one with minimum width over all minimum-area annuli.
Corollary 4 A minimum-width minimum-area rectangular annulus enclosing n points over all
orientations can be computed in O(n3) time.
5 Square Annuli in Arbitrary Orientation
In this section, we consider the square annulus problem in arbitrary orientation.
Let a(θ) be the area of a minimum-area θ-aligned square annulus enclosing P , and w(θ)
be the width of a minimum-width θ-aligned square annulus enclosing P . By Lemma 2, the
outer square of a minimum-area θ-aligned square annulus should be a smallest enclosing θ-
aligned square for P . Let d(θ) be the side length of a smallest enclosing θ-aligned square for P .
We have d(θ) = max{wθ+pi/2(q q(θ), q q(θ)), wθ(qq (θ), q q(θ))} since a smallest enclosing θ-aligned
square for P contains the smallest enclosing θ-aligned rectangle Rθ for P . We then have
a(θ) = 4d(θ)w(θ)− 4(w(θ))2,
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by Lemma 3.
The author in [7] proved that the width function w(θ) on [0, pi/2) is piecewise base-0
frequency-1 sinusoidal with O(n3) breakpoints, and showed how to compute its explicit de-
scription in O(n3 log n) time. Using this, we have the following result.
Lemma 11 The function a : [0, pi/2)→ R is piecewise frequency-2 sinusoidal with O(n3) break-
points, and can be explicitly computed in O(n3 log n) time.
Proof. As introduced above, by the results in [7], w : [0, pi/2)→ R is piecewise base-0 frequency-
1 sinusoidal with O(n3) breakpoints and can be explicitly computed in O(n3 log n) time. On
the other hand, the function d : [0, pi/2) → R is piecewise base-0 frequency-1 sinusoidal with
O(n) breakpoints by Lemma 9, since d has at most O(1) breakpoints in each primary interval
by Observation 1.
Now, recall that a(θ) = 4d(θ)w(θ)−4(w(θ))2. So, each breakpoint of a is either a breakpoint
of w or one of d. Between two consecutive breakpoints of a, both d and w are sinusoidal functions
of frequency 1 and base 0. As a is the sum of products of two such sinusoidal functions, it appears
to be a sinusoidal function of frequency 2 by Observations 1 and 2.
After gathering the breakpoints of w and d and sorting them, we can obtain an explicit
description of a in O(1) time per breakpoint. Hence, O(n3 log n) time is sufficient.
This already implies that, in O(n3 log n) time, we can indeed minimize the area function
a(θ) over θ ∈ [0, pi/2) and obtain a minimum-area square annulus enclosing P in arbitrary
orientation. In the following, we show how to improve this downto O(n3) without computing a
full description of the area function a.
For the purpose, we make use of the maximal empty rectangles in arbitrary orientation, as
done above for the minimum-area rectangular annulus problem. Our approach here is based
on an easy observation that the inner square of a minimum-area θ-aligned square annulus
should be contained in a maximal empty θ-aligned rectangle. We thus check each MER class
E = (p q, p q, pq , p q; J), searching a minimum-area square annulus whose inner square is contained
in the maximal empty rectangle Eθ = (p q, p q, pq , p q; θ) for some θ ∈ J . More precisely, we
define aE(θ) for θ ∈ J to be the minimum possible area of square annuli whose outer square
is a smallest enclosing θ-aligned square for P and whose inner square is contained in Eθ. By
definition, possible locations of inner squares are restricted; if there is no possible center for an
inner square, then aE(θ) is defined to be the area of the outer square, that is, aE(θ) = (d(θ))
2.
Details are given below.
Let Cθ be the set of centers of all smallest θ-aligned squares enclosing P . Observe that Cθ
forms a line segment whose orientation is θ if d(θ) = wθ+pi/2(q q(θ), q q(θ)), or θ + pi/2 if d(θ) =
wθ(qq (θ), q q(θ)). Further, its length |Cθ| is equal to |wθ+pi/2(q q(θ), q q(θ))−wθ(qq (θ), q q(θ))|. See
Figure 3(a) for an illustration when d(θ) = wθ+pi/2(q q(θ), q q(θ)), so Cθ is a θ-aligned segment.
Lemma 2 implies that any minimum-area θ-aligned square annulus is centered at some c ∈ Cθ,
and so is its inner square.
Consider any MER class E = (p q, p q, pq , p q; J). Define δE(θ, c) for θ ∈ [0, pi/2) and c ∈ Cθ
to be the side length of the largest θ-aligned square centered at c contained in Eθ if θ ∈ J and
c ∈ Cθ, or zero, otherwise. Specifically, it holds that
δE(θ, c) :=
{
min{wθ+pi/2(p q, c), wθ+pi/2(p q, c), wθ(pq , c), wθ(p q, c)} if θ ∈ J and c ∈ Cθ ∩ Eθ
0 otherwise
.
See Figure 3(b) for an illustration. We then define δE(θ) := maxc∈Cθ δE(θ, c).
We then consider a primary interval I ⊂ [0, pi/2) and fixes the four extreme points q = q (θ)
for ∈ { q, q, q , q}. Note that the functions δE(θ, c) and δE(θ) in I ∩ J are dependent only on
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d(θ)
d(θ)
d(θ)
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p q
p q
pq p q
Eθ
q q(θ)
qq (θ)
q q(θ)
q q(θ)
Figure 3: (a) How Cθ is formed, when it is θ-aligned. Two endpoints of Cθ are the centers
of the leftmost and rightmost smallest θ-aligned square enclosing P and thus enclosing Rθ. (b)
For a MER class E, Eθ is a maximal empty θ-aligned rectangle contained in Rθ.
the eight points q q, q q, qq , q q, p q, p q, pq , p q∈ P , so are of constant complexity. More precisely, we
observe the following, while its proof is postponed to Appendix A.
Lemma 12 For any MER class E with valid interval J and any primary interval I, the function
δE(θ) over θ ∈ I ∩ J is piecewise base-0 frequency-1 sinusoidal with O(1) breakpoints.
Now, let aE(θ) := (d(θ))
2 − (δE(θ))2 be the minimum possible area of a square annulus
enclosing P whose outer square is a smallest θ-aligned square enclosing P and inner square
is contained in Eθ. Observe that a(θ) = minE aE(θ) since the inner square of a minimum-
area θ-aligned square annulus should be contained in a maximal empty θ-aligned rectangle.
In the minimum-area square annulus problem in arbitrary orientation, we want to compute
minθ∈[0,pi/2) a(θ) and this is equivalent to compute
min
θ∈[0,pi/2)
min
E
aE(θ) = min
E
min
θ∈[0,pi/2)
aE(θ).
This indeed describes our algorithm.
Our algorithm runs as follows: First, as done for the rectangular case, we compute all
primary intervals and MER classes in O(n3) time using the algorithm by Chaudhuri et al. [11].
We also specify and store all primary intervals I relevant to each MER class in time O(n3) by
Lemma 10, as done in the previous section. For each MER class E = (p q, p q, pq , p q; J) and each
primary interval I relevant to E, we minimize aE(θ) = (d(θ))
2 − (δE(θ))2 over θ ∈ I ∩ J . As
discussed above and by Lemma 12, both functions d(θ) and δE(θ) are piecewise base-0 frequency-
1 sinusoidal with O(1) breakpoints in I ∩ J . Thus, the function aE is piecewise frequency-2
sinusoidal with O(1) breakpoints by Observations 1 and 2, so can be minimized in O(1) time.
By taking the minimum over those O(n3) minima we have computed in the above process, we
obtain the minimum possible area of any square annulus enclosing P and the corresponding
annulus. Therefore, we conclude the following theorem.
Theorem 10 A minimum-area square annulus enclosing n points over all orientations can be
computed in O(n3) time.
The same approach also applies to the minimum-width problem. We define wE(θ) :=
d(θ)/2− δE(θ)/2, which is the minimum possible width of a square annulus enclosing P whose
outer square is a smallest θ-aligned square enclosing P and inner square is contained in Eθ. We
15
then have w(θ) = minE wE(θ) and want to compute
min
θ∈[0,pi/2)
w(θ) = min
θ∈[0,pi/2)
min
E
wE(θ) = min
E
min
θ∈[0,pi/2)
wE(θ).
Thus, to compute the minimum possible width and a corresponding square annulus, we minimize
wE(θ) = d(θ)/2 − δE(θ)/2 over θ ∈ I ∩ J , for each MER class E = (p q, p q, pq , p q; J) and each
primary interval I relevant to E. Again by Lemma 12, we deduce that wE(θ) in I ∩ J is
a piecewise sinusoidal function of frequency 1 and base 0 with O(1) breakpoints, so can be
minimized in O(1) time.
Hence, we also conclude the following.
Theorem 11 A minimum-width square annulus enclosing n points over all orientations can be
computed in O(n3) time.
Note that this even improves the previously fastest algorithm of running time O(n3 log n)
by the author [7].
Both algorithms for the minimum-width and minimum-area problems can indeed find all
minimum-width or minimum-area square annuli enclosing P over all orientations in the same
time bound. Therefore, we conclude the following corollary.
Corollary 5 A minimum-width minimum-area or minimum-area minimum-width square an-
nulus enclosing n points over all orientations can be computed in O(n3) time.
6 Concluding Remarks
We have presented first algorithms on the minimum-area square and rectangular annulus prob-
lem. On one hand, the minimum-area problem in a fixed orientation is shown to have a close
relation with the minimum-width problem and the largest empty rectangle problem, so can be
solved by existing algorithms. On the other hand, our algorithms for the problem in arbitrary
orientation make use of the concept of maximal empty rectangles among input points. This
approach also applies to the problem of computing the largest empty square among P over all
orientations. An empty square among P is an empty rectangle among P that is a square.
Theorem 12 Given a set P of n points, a largest empty square among P over all orientations
can be computed in O(n3) time.
Proof. Consider any MER class E = (p q, p q, pq , p q; J). Let sE(θ) be the side length of a largest
empty θ-aligned square contained in Eθ. Also, let s(θ) be the side length of a largest empty
θ-aligned square among P . Then, we have s(θ) = maxE sE(θ). Since we want to maximize s(θ)
over θ ∈ [0, pi/2) and we have
max
θ∈[0,pi/2)
s(θ) = max
θ∈[0,pi/2)
max
E
sE(θ) = max
E
max
θ∈[0,pi/2)
sE(θ),
this theorem is obtained by maximizing sE(θ) for each MER class E among the n input points,
using the same algorithmic framework as in Theorems 9 and 10.
The last task to be done is to check sE(θ) is piecewise sinusoidal of frequency 1 and base 0
with O(1) breakpoints. This directly follows from the observation that
sE(θ) = min{wθ+pi/2(p q, p q), wθ(pq , p q)}
since it depends only on the four fixed points p q, p q, pq , and p q.
It is quite surprising that this is the first nontrivial bound for the problem in the literature,
to our best knowledge. The problem of computing a largest empty square in a fixed orientation
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can be found in O(n log n) time by searching the L∞ Voronoi diagram of the input points, as
also pointed out in early papers [5, 12,19].
Our algorithmic results seem to have room for improvement for several cases, in particular,
for arbitrary orientation cases. Note that the minimum-area square and (general) rectangular
annulus problem in a fixed orientation has a lower bound of Ω(n log n) by our reductions shown
in Lemmas 3 and 7. In particular, improving the algorithms for the minimum-area rectangular
problem automatically improves those for the largest empty rectangle problem. For the problems
in arbitrary orientation, there is no known nontrivial lower bound, other than Ω(n log n) or Ω(n)
which follows directly from that for the fixed-orientation problem.
Our algorithms for square and rectangular annuli in arbitrary orientation are heavily de-
pendent on the maximal empty rectangles n points. It would be interesting to ask a different
approach that avoids computing all maximal empty rectangles, which already takes O(n3) time.
In particular, to compute a minimum-area square annulus or a largest empty square, it is suf-
ficient to check all maximal empty squares among P , instead of maximal empty rectangles.
Similarly to maximal empty rectangles, a maximal empty square can be defined to be an empty
square such that its three sides contain a point in P . For a fixed orientation θ ∈ [0, pi/2), the
number of maximal empty squares is bounded by O(n) since each of them defines a vertex of the
L∞ Voronoi diagram. However, we are unaware of any result on the number of maximal empty
squares over all orientations. Its upper bound is O(n3) from the number of maximal empty
rectangles, and it can be Ω(n2) sometimes by a simple construction of P . If the correct bound
is subcubic, then there would be hope to improve the O(n3) algorithms for the minimum-area
square annulus and the largest empty square problems to subcubic-time algorithms.
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A Proof of Lemma 12
In this Appendix, we give a proof of Lemma 12.
Lemma 12 For any MER class E with valid interval J and any primary interval I, the function
δE(θ) over θ ∈ I ∩ J is piecewise base-0 frequency-1 sinusoidal with O(1) breakpoints.
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Figure 4: How (a) c`(θ) and ca(θ), and (b) c+(θ) are determined. `Eθ is the (θ+ pi/2)-aligned
line halving Eθ.
We first recall some definitions: Rθ is the smallest θ-aligned enclosing rectangle for P ; Cθ is
the set of centers of all smallest θ-aligned enclosing squares for P ; d(θ) = max{wθ+pi/2(q q(θ), q q(θ)),
wθ(qq (θ), q q(θ))} is the side length of a smallest θ-aligned enclosing square for P ; For each MER
class E = (p q, p q, pq , p q; J), and for any θ ∈ [0, pi/2) and any c ∈ Cθ
δE(θ, c) =
{
min{wθ+pi/2(p q, c), wθ+pi/2(p q, c), wθ(pq , c), wθ(p q, c)} θ ∈ J, c ∈ Cθ ∩ Eθ
0 otherwise
is the side length of the largest θ-aligned square centered at c contained in Eθ if θ ∈ J and
c ∈ Cθ, or zero, otherwise; lastly, δE(θ) = maxc∈Cθ δE(θ, c).
Here, for convenience, we refine primary intervals as follows. Throughout this proof, a
primary interval is redefined to be a maximal interval I ⊂ [0, pi/2) such that the four extreme
points are fixed, so q q = q q(θ), q q = q q(θ), qq = qq (θ), and q q = q q(θ) over all θ ∈ I, and further
there is no θ ∈ I with wθ+pi/2(q q, q q) = wθ(qq , q q). The second condition keeps the function d(θ)
to be in a simpler form in a primary interval: d(θ) = wθ+pi/2(q q, q q) or d(θ) = wθ(qq , q q). For
a fixed tuple of (q q, q q, qq , q q), there is at most one θ such that wθ+pi/2(q q, q q) = wθ(qq , q q) by
Observation 1. Hence, in order to prove the lemma, it suffices to consider each of these refined
primary interval.
Now, we give a proof for the lemma. Consider any MER class E = (p q, p q, pq , p q; J) and
a (refined) primary interval I. If I ∩ J = ∅, then the lemma follows trivially, so suppose in
the following that I ∩ J 6= ∅. Let q q = q q(θ), q q = q q(θ), qq = qq (θ), and q q = q q(θ) for
any θ ∈ I. Without loss of generality, we assume that wθ+pi/2(q q, q q) ≥ wθ(qq , q q) for any
θ ∈ I, so d(θ) = wθ+pi/2(q q, q q). Then, Cθ forms a θ-aligned line segment whose midpoint is
located at the center of Rθ, that is, the intersection of two diagonals of Rθ, and whose length
is |Cθ| = wθ+pi/2(q q, q q)− wθ(qq , q q).
Let `θ be the line extending Cθ. We let m be the midpoint of line segment q qq q and m′ be the
midpoint of line segment qq q q. Note that the θ-aligned line through m horizontally halves Rθ
and the (θ+pi/2)-aligned line through m′ vertically halves Rθ. Observe that `θ is the θ-aligned
line through m for any θ ∈ I, so `θ rotates around m as θ ∈ I continuously increases. Also, we
denote by c`(θ) and ca(θ) the left and right endpoints of Cθ for θ ∈ I, and let c+(θ) ∈ `θ be
the intersection point between `θ and the (θ + pi/2)-aligned line that halves Rθ. See Figure 4.
We are interested in three empty squares centered at c`(θ), ca(θ), and c+(θ), respectively,
that are contained in Eθ. Define
ρ`(θ) := δE(θ, c`(θ)), ρa(θ) := δE(θ, ca(θ)), and ρ+(θ) := δE(θ, c+(θ))
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Figure 5: Illustration to the proof of Observation 3.
to be the side lengths of the largest θ-aligned squares contained in Eθ centered at c`(θ), ca(θ),
and c+(θ), respectively. We claim that these three functions over θ ∈ I ∩ J are all piecewise
frequency-1 base-0 sinusoidal. For the purpose, we need more observations. For any p ∈ R2,
let λθ(p) be the signed distance from m to the orthogonal projection of p onto `θ so that it is
positive if p is to the right of m or negative if p is to the left of m. Specifically, we have
λθ(p) = |pm| · cos(θpm − θ),
where θpm ∈ [0, pi) is the orientation of segment pm. Note that wθ(p,m) = |λθ(p)|.
We then observe the following.
Observation 3 For any θ ∈ I ∩ J , any c ∈ `θ and any p ∈ R2, it holds that
• wθ+pi/2(p, c) = wθ+pi/2(p,m), and
• wθ(p, c) = |λθ(p)− λθ(c)|.
Proof. See Figure 5 for an illustration. Since c ∈ `θ, the distance between the orthogonal
projections of c and any p ∈ R2 onto a (θ + pi/2)-aligned line is equal to that between the
projections of m and p. This proves the first equation.
The value of wθ(p, c) is equal to the distance between the orthogonal projections of p and
c onto `θ, and hence is represented by the difference of their relative distances to m, which is
|λθ(p)− λθ(c)|.
Applying the above observation to the case where c = c`(θ) or c = ca(θ), we obtain the
following.
Observation 4 For any θ ∈ I ∩ J and any p ∈ R2, it holds that
• wθ+pi/2(p, c`(θ)) = wθ+pi/2(p, ca(θ)) = wθ+pi/2(p,m),
• wθ(p, c`(θ)) = |λθ(p)− (λθ(m′)− 12(wθ+pi/2(q q, q q)− wθ(qq , q q)))|, and
• wθ(p, ca(θ)) = |λθ(p)− (λθ(m′) + 12(wθ+pi/2(q q, q q)− wθ(qq , q q)))|.
Proof. The first equation directly follows from Observation 3 when c = c`(θ) and c = ca(θ).
To see the last two, recall that Cθ ⊂ `θ is a line segment of length wθ+pi/2(q q, q q)−wθ(qq , q q),
and its midpoint is the intersection of `θ and the (θ + pi/2)-aligned line through m
′. Thus, we
have
λθ(c`(θ)) = λθ(m′)− |Cθ|/2, and λθ(ca(θ)) = λθ(m′) + |Cθ|/2,
where |Cθ| = wθ+pi/2(q q, q q) − wθ(qq , q q) is the length of segment Cθ. Plugging these into
Observation 3, we obtain the last two equations.
Similarly, for the case c = c+(θ), we observe the following.
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Observation 5 For any θ ∈ I ∩ J and any p ∈ R2, it holds that
• wθ+pi/2(p, c+(θ)) = wθ+pi/2(p,m), and
• wθ(p, c+(θ)) = |λθ(p)− 12(λθ(p q) + λθ(pq ))|.
Proof. This follows from Observation 3 and the fact that λθ(c+(θ)) =
1
2(λθ(p q) + λθ(pq )).
From Observations 4 and 5, it is easy to see that the three functions ρ`, ρa, and ρ+ behave
nicely.
Lemma 13 The three functions ρ`(θ), ρa(θ), and ρ+(θ) over θ ∈ I∩J are piecewise frequency-1
base-0 sinusoidal with O(1) breakpoints.
Proof. First, consider the function ρ`(θ) = δE(θ, c`(θ)). By definition, we have
ρ`(θ) = min{wθ+pi/2(p q, c`(θ)), wθ+pi/2(p q, c`(θ)), wθ(pq , c`(θ)), wθ(p q, c`(θ))},
if c`(θ) ∈ Eθ, and ρ`(θ) = 0, otherwise. In case of c`(θ) ∈ Eθ, Observation 4 implies that
ρ`(θ) = min{wθ+pi/2(p q,m), wθ+pi/2(p q,m),
|λθ(pq )− (λθ(m′)− |Cθ|/2)|, |λθ(p q)− (λθ(m′)− |Cθ|/2)|},
where |Cθ| = wθ+pi/2(q q, q q)−wθ(qq , q q) is the length of Cθ. Now, we check the four terms in the
min{·}. The first two are obviously piecewise frequency-1 base-0 sinusoidal. For the last two,
observe that λθ(p) for any fixed point p ∈ R2 is frequency-1 base-0 sinusoidal by definition, and
|Cθ| is also piecewise frequency-1 base-0 sinusoidal. Thus, the last two terms are also piecewise
frequency-1 base-0 sinusoidal by Observation 1. Hence, ρ`(θ) is piecewise frequency-1 base-0
sinusoidal. The number of breakpoints of ρ` is bounded by O(1) since it depends only on a set
of constantly many fixed points, namely, {q q, q q, qq , q q, p q, p q, pq , p q,m,m′}. The proof for ρa(θ)
is almost identical to above.
Now, consider the function ρ+(θ) = δE(θ, c+(θ)). By definition, we have
ρ+(θ) = min{wθ+pi/2(p q, c+(θ)), wθ+pi/2(p q, c+(θ)), wθ(pq , c+(θ)), wθ(p q, c+(θ))},
if c+(θ) ∈ Eθ∩Cθ, and ρ+(θ) = 0, otherwise. For the case where c+(θ) ∈ Eθ∩Cθ, Observation 5
implies that
ρ+(θ) = min{wθ+pi/2(p q,m), wθ+pi/2(p q,m), 12(λθ(p q)− λθ(pq ))}.
By a similar argument as above, ρ+(θ) is also piecewise frequency-1 base-0 sinusoidal with O(1)
breakpoints.
We then show that the maximum δE(θ) of δE(θ, c) over c ∈ Eθ ∩ Cθ, for each θ ∈ I ∩ J , is
represented by the three functions ρ`, ρa, and ρ+.
Lemma 14 The function δE(θ) over θ ∈ I ∩ J is represented as follows:
δE(θ) =

0 Cθ ∩ Eθ = ∅
ρ+(θ) c+(θ) ∈ Eθ ∩ Cθ
ρ`(θ) c+(θ) /∈ Eθ ∩ Cθ, c`(θ) ∈ Eθ, ca(θ) /∈ Eθ
ρa(θ) c+(θ) /∈ Eθ ∩ Cθ, c`(θ) /∈ Eθ, ca(θ) ∈ Eθ
max{ρ`(θ), ρa(θ)} c+(θ) /∈ Eθ ∩ Cθ, Cθ ⊂ Eθ
.
Proof. Recall that δE(θ) = maxc∈Cθ δE(θ, c), and δE(θ, c) = min{wθ+pi/2(p q, c), wθ+pi/2(p q, c),
wθ(pq , c), wθ(p q, c)} if c ∈ Cθ ∩ Eθ, or zero, otherwise. For c ∈ `θ ∩ Eθ, note that
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• wθ+pi/2(p q, c) = wθ+pi/2(p q,m),
• wθ+pi/2(p q, c) = wθ+pi/2(p q,m),
• wθ(pq , c) = λθ(c)− λθ(pq ), and
• wθ(p q, c) = λθ(p q)− λθ(c),
by Observation 3. Hence, for a fixed θ ∈ I ∩ J , the first two terms are constant over all
c ∈ Cθ ∩Eθ, and the last two terms are linear functions of λθ(c) of slope 1 and −1. This implies
that the function c 7→ min{wθ+pi/2(p q, c), wθ+pi/2(p q, c), wθ(pq , c), wθ(p q, c)} on c ∈ `θ ∩ Eθ is
piecewise linear with three pieces whose slopes are 1, 0, and −1 in this order. Observe that the
maximum of this function over c ∈ `θ ∩ Eθ is always attained at c = c+(θ) since
wθ(pq , c+(θ)) = wθ(p q, c+(θ)) = (λθ(p q)− λθ(pq ))/2 ≥ min{wθ(pq , c), wθ(p q, c)}
for any c ∈ `θ ∩ Eθ.
Now, consider the function δE(θ, c) and its maximum δE(θ) over c ∈ Cθ ∩ Eθ. We handle
the five cases separately. For the first case where Cθ ∩ Eθ = ∅ it is trivial that δE(θ) = 0.
Second, assume that c+(θ) ∈ Eθ ∩ Cθ. Then, by the above discussion, we have δE(θ) =
δE(θ, c+(θ)) = ρ+(θ).
Next, suppose that Cθ ∩Eθ 6= ∅ and c+(θ) /∈ Eθ ∩Cθ. Then, again by the above discussion,
we have either δE(θ) = δE(θ, c`(θ)) or δE(θ) = δE(θ, ca(θ)). On the other hand, at least one of
c`(θ) or ca(θ) must be contained in Eθ, since Cθ is a θ-aligned line segment and c+(θ) /∈ Cθ.
Thus,
• if ca(θ) /∈ Eθ, then δE(θ) = δE(θ, c`(θ)) = ρ`(θ);
• if c`(θ) /∈ E(θ), then δE(θ) = δE(θ, ca(θ)) = ρa(θ);
• otherwise, if both c`(θ) and ca(θ) lie in Eθ, then we have
δE(θ) = max{δE(θ, c`(θ)), δE(θ, ca(θ)} = max{ρ`(θ), ρa(θ))}.
This completes the proof of the lemma.
Note that each of ρ`(θ), ρa(θ), and ρ+(θ) are piecewise sinusoidal of frequency 1 and base 0
as observed in Lemma 13. Hence, by Lemma 14, we verify that δE(θ) is piecewise sinusoidal of
frequency 1 and base 0, too. The number of breakpoints of δE(θ) over θ ∈ I ∩J is also bounded
by a constant as follows:
The function δE(θ) has the five cases as described in Lemma 14. As θ continuously increases
in I ∩ J , we turn into a different case from one whenever one of the following events occurs:
(i) When c`(θ) or ca(θ) lies on the left or right side of Eθ, equivalently, when either one of
the following becomes zero: wθ(pq , c`(θ)), wθ(pq , ca(θ)), wθ(p q, c`(θ)), and wθ(p q, ca(θ)).
(ii) When the top or bottom side of Eθ lies on `θ, equivalently, when either wθ+pi/2(p q,m) = 0
or wθ+pi/2(p q,m) = 0.
(iii) When either c`(θ) = c+(θ) or ca(θ) = c+(θ), equivalently, when either wθ(pq , c`(θ)) =
wθ(p q, c`(θ)) or wθ(pq , ca(θ)) = wθ(p q, ca(θ)).
As described above, each event occurs when some sinusoidal function of frequency 1 and base
0 becomes zero, so there are a constantly many number of such events by Observation 1.
This completes the proof of Lemma 12.
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