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This thesis examines the use of multi-scaling capabilities of wavelet and a novel 
learning algorithm, support vector machine (SVM), for the forecasting of time series. 
Scaling law has been empirically observed in various time series such as the financial 
time series. The basic idea revolves around using wavelet transform to decompose the 
original time series into separate time series at different time scales. These scaled 
series were used as inputs to SVM to improve forecasting performance and achieved 
dimensionality reduction by using fewer lag vectors. 
 
An investigation was first conducted to examine the suitability of various wavelet 
transform schemes for time series forecasting. It was found that redundant Haar 
wavelet transform was the most suitable for the current application due to its property 
of shift invariance, accurate alignment of events between time scales and minimum 
boundary distortions. These properties have been found to be crucial in affecting 
forecasting performance in time series.  
 
Two schemes were devised to integrate both wavelet and SVM to produce an 
integrated system for forecasting. Test was carried out to evaluate the performance of 
this system and compared with referenced work using other models such as neural 
networks. It was found that this integrated approach out-performed most of the 
performance metrics used by other models. It was also observed that models using 
wavelet pre-processing inclusive of neural network seemed to yield better 
performance. Therefore, it can be concluded that the selection of inputs and types of 
neural estimator has profound effect on the performance of time series forecasting. 
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Chapter 1  
 
1.1  Introduction 
Forecasting refers to the prediction of future events from the inferences of past events. 
It plays an important role in foreseeing unfavourable outcome so that actions can be 
taken to avoid it or in some unavoidable cases, lessen the impact of it. 
 
Advances in information technology have not only enhanced our ability to gather and 
make inferences of information from past events, it has enabled decisions to be 
executed at speeds never thought possible. This truth is very evident in electronic 
exchanges in the financial markets, where trades are matched and transactions 
occurred within seconds of orders being keyed in. One of the key elements in ensuring 
survival in this highly competitive environment lies on the ability to foresee future 
trends and formulation of strategies to capitalise on forth coming events. Hence, 
accurate forecasting has important implications for implementing both financial and 
business decisions. 
 
Traditionally, time series forecasting and analysis has been based on statistical 
inferences of the data. These classical methods have served us well in revealing and 
quantifying the nature of the data. However, one of the assumptions in classical time 
series prediction is that the underlying processes are invariant and stationary in nature. 
Under this assumption, the underlying distributions and variances are assumed to 
remain constant over time. This assumption of stationarity also leads to an elegant 
theory from the point of view of both estimation and forecasting [1].  
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However, many real world processes were observed to have distributions and 
variances that change over time. Examples of such non-stationary processes abound 
e.g. in financial analysis, economics, biological science, geophysics, data 
communications and many other fields. Several approaches, based on piecewise 
stationarity [2], local stationary processes [3], time-frequency analysis[4] and wavelets 
[5] have been proposed to analyse time series data of this nature. From the perspective 
that some time series (economic and business cycles) have an inherent structure 
occurring over different time scale [6,7], wavelet appears to be very appropriate for 
this purpose due to their efficient representation of localization in both time and 
frequency or scale. 
 
On the prediction front, parametric models such as ARMA[8], GARCH[9,10] have 
been the most widely used methods in prediction. In parametric approach, certain 
assumptions are made of the underlying process and a model is fitted to data with the 
model parameters estimated by methods such as the maximum likelihood estimator 
(MLE). Generally, this approach assumed certain amount of linearity in the data. 
Therefore, it may not be entirely suitable for data which are inherently noisy and non-
linear in nature. 
 
Artificial intelligence such as neural networks, have been increasing used for time 
series prediction. These methods generally do not presume any underlying generating 
processes and they literally let the data speak for themselves. In particular, neural 
networks, which have been gaining popularity among practitioners, show enormous 
capability in learning and adapting to changes in data. It has been used in an increasing 
number of fields where the nature of the data is highly non-linear and encounters 
 2
difficulties in theoretical modelling or implementations. However, one of the critical 
concerns in neural networks is the problem of over-fitting resulting in the model 
memorising the data instead of generalising it.   
 
 Recently a novel learning algorithm called support vector machine (SVM), has been 
receiving increasing attention due to their remarkable generalisation performance. 
SVM was developed by Vapnik [11] in the nineties. It is based on the structured risk 
minimisation principle, which seeks to minimise an upper bound of the generalisation 
error rather than the empirical error commonly implemented in neural networks. Due 
to its success in pattern recognition [12-14], which was its intended application, it has 
since been generalised to solving problems in other areas such as regression estimation 
[15-22]. 
 
The main aim of this project is to explore the use of wavelet technique to capture the 
non-stationary characteristics of the data and the use of support vector machine 
(SVM), a robust learning algorithm, to improve the prediction of time series.  
 
1.2  Research Objectives 
The main objective of this study is to explore the use of the multi-scaling ability of 
wavelet as a pre-processing tool to enhance the prediction performance of support 
vector machine. To achieve this, the following task will be accomplished: 
1) Investigation on the suitability of wavelet and its transform for this task. More 
specifically, a study to examine the effects of wavelet transform scheme (namely 
discrete and redundant transform) on the data. 
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2) Devise a scheme to integrate the wavelet transform and support vector machine for 
the task of learning and prediction. In this part, two separate schemes will be 
proposed. The first uses the output of the transform as feature vector input to the 
support vector machine. The second involved the regression of the individual 
transform outputs using support vector regression. The outputs in the second 
scheme will then be re-combined to yield the final results. 
3) Application of the new scheme to financial prediction. In this final task, the 
proposed method will be applied to the task of predicting financial data such as 
stock indexes. A comparison will be drawn against other methods such as neural 
network to appraise the performance of the method.   
 
1.3  Thesis Overview 
This thesis consists of four chapters. A literature review on both support vector 
machine and wavelet will be given in Chapter 2. A brief insight into the theoretical 
aspect of wavelet and support vector machine will be given in this chapter to serve as 
an introductory background to these subjects with brief mentions of their extensions 
and applications. In chapter 3, an investigation of various wavelet decomposition 
schemes will be carried out to examine their suitability for time series forecasting. The 
integration wavelet transform and support vector machine will also be described here 
along with the introduction of two different schemes of implementation and a 
comparison between them. Experiments will be set up to compare the performance of 
the proposed method to the more established neural networks in the area of financial 
prediction. Finally, conclusions drawn from the current work together with some 
discussions and suggestions for future work will be presented in the last chapter. 
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Chapter 2  
 
2.1  Introduction 
In this chapter, a literature review on Support Vector Machine (SVM) and wavelet is 
given in Section 2.2 and Section 2.3 respectively to provide some introductory 
background to these two subjects.  In Section 2.2.1, a brief introduction of SVM with a 
little historical overview will be given. In Section 2.2.2, the reader will be introduced 
to a simple linear SVM used in regression followed by a discussion of various loss 
functions in Section 2.2.3. In Section 2.2.4, the idea of non-linear SVM will be 
developed with a brief discussion on various kernel used. The training of SVM will be 
covered in Section 2.2.5. Finally in Section 2.2.6 some recent developments and 
applications of SVM will be given. 
 
Similarly in Section 2.3.1, an introduction with historical overview of the theory 
behind wavelet will first be given followed by some insights on multi-resolution 
analysis in Section 2.3.2. Two common decomposition schemes: continuous wavelet 
transform in Section 2.3.3 and discrete wavelet decomposition in Section 2.3.4 will be 
introduced. The concept of redundant transform will also be introduced in Section 
2.3.5. Finally some extensions and applications of wavelet will be discussed in Section 
2.3.6. 
 
2.2  Support Vector Machines 
2.2.1 Introduction 
Support vector algorithm has its beginning from the Generalised Portrait algorithm 
developed back in the sixties [23,24]. It was developed based on the framework of 
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statistical learning theory (or VC theory) over the last three decades by Vapnik, 
Chervonenkis and others. This theory characterised the properties of learning 
machines, which enable them to generalise well when presented with unseen data by 
finding a balance between learning accuracy and capacity for learning. 
 
Traditional learning algorithms, such as neural networks, employing empirical risk 
minimization principle to approximate a function, yield small training error but not 
generalisation (test) error. Without any control on the capacity of learning or model 
complexity, there is also probability of an over complex model memorising the data 
instead of generalising it. By implementing structural risk minimisation principle, the 
generalisation error of SVM is upper bounded by the sum of training error with a 
confidence interval dependent upon Vapnik-Chervonenkis (VC) dimension. Therefore, 
SVM not only minimises training error but its learning capacity is limited by VC 
dimension so as to reduce the probability of over-fitting the model.  
 
Compared with neural network, SVM offers the following advantages: 
• Training SVM is equivalent to solving linearly constrained optimisation instead of 
non-linear optimisation in neural network, which could result in solution stuck in 
local minima. Therefore the solution of SVM is always unique. 
• Solutions are usually represented by a small subset of the training points called 
support vectors and the architecture of the network is determined automatically by 
the training algorithm.   
The introduction of kernel mapping of original input data into higher dimensional 
space also enables the linear SVM to approximate non-linear functions by constructing 
a linear function in the higher dimensional space. 
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SVM in its present form has been developed in AT&T Bell Laboratory by Vapnik and 
co-workers [25-29], with much focus on real world applications. Its initial application 
was on optical character recognition (OCR) and it was soon recognised as a very 
robust classifier. Since then, it has found its way to other area of applications in 
regression [15,22], novelty detection [30-32] and multi-class classification [33]. 
 
2.2.2 Support Vector Machine in Linear Regression 
Suppose that we are given a set of input data denoted by vector x, with the following 
observations (or output) denoted by vector y, and we are interested in approximating a 
linear relation between them by using a linear estimator of the following form: 
bxwxfy +==  . )(         (2.1) 
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ε  is the empirical risk with error calculated using 
ε−insensitive loss function given by Eq (2.3). The regularised constant, C, determines 
the trade off between model complexity and training error. ε, known as tube size, 
controls the deviations of f(x) from y. Both C and ε are parameters specified by user. 
This regularised risk function is the key in balancing the needs between learning 
accuracy and capacity for learning. 
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Eq (2.2) can be solved by formulating it as a convex optimisation problem. However, 
at this point we are assuming that a function f(x) can be found. In the event that such 
constraints are infeasible to the optimisation problem, slack variables ξ, ξ∗ were 
introduced to allow some trade off in error.  
This led to the transformation of Eq (2.2) to the primal form (or primal objective 
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It turns out that the optimisation in Eq (2.4) can be solved more easily in its dual 
formulation Eq (2.5). This can be done with the introduction of Lagrange multipliers 
iα , ,*iα iη ,  as dual variables. It can be shown [34-36] that this function has a saddle 
point with respect to the primal and dual variables at optimal solution. It is minimum 
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It follows that the partial derivatives of function L with respect to the primal variables 
have to vanish at optimal solutions. That is: 
( ) 0* =−−= ∑ im
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In any constrained optimisation problems (convex or not), Karush-Kuhn-Tucker 
(KKT) conditions has to be satisfied at the optimal solution [37]. According to 
Karush-Kuhn-Tucker (KKT) [38] conditions, the product between the Lagrange 






















b in Eq (2.10) can be calculated from Eq (2.11) at training points when 
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It follows that the Lagrange multipliers can only be non-zero when ε≥− |)(| yxf . 
This means that  will be zero for data lying inside the ε-tube. Hence the sparse 




vectors. However, having a sparse representation by increasing the ε tube size 
depreciate the accuracy of approximation. Therefore, ε presents a trade-off between 
sparseness representation and accuracy. 
 
2.2.3 Loss Functions 
Loss functions are used as a measure of errors between estimated and actual values. 
Choice of loss functions depends very much on the problem at hand. For example, in 
binary classification, the product between actual and estimated values, y * f(x), is used 
to determine outcome of a classification. In regression, it is the difference in values, |y 
- f(x)|, that is used to determine the quality of the estimate. A discussion on general 
loss function in SVM can be found in [39] 
 
Selection of a loss function to measure these errors has implications on the sparsity of 
the support vectors, robustness of the estimator and optimisation scheme to be used. 
For example, using a non-convex loss function results in combinatorial optimisation 
setting during risk minimisation resulting in many local minima [26]. Other practical 
considerations include the computational efficiency when evaluating these functions.  
 
It has been found that the optimal choice of loss functions in regression is actually 
related to the noise density distribution in the data [11]. Figure 2.1 shows some 
common choice of loss functions used in regression. For data with normal additive 
noise, gaussian loss function performs best. For noisy data with symmetric density, it 
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Figure 2.1 Graphs of loss functions and corresponding density models. 
 
When sparsity of solution representation is required, the ε−insensitive loss function 
used in previous sub-section: 
))(,0max())(,( εε −−= xfyxfyL ii      (2.13) 
                      =   
otherwise
xfyxfy
                              0




would be more appropriate. This loss functions only penalises values falling outside 
the ε band and ignores values within (See Figure 2.2). It has also been proved [40] that 
ε−insensitive loss function is the best choice for additive and gaussian noise whose 


























Figure 2.2 Illustrations of ε−insensitive loss function 
 
2.2.4 Non-linear SVM using kernel 
The capability of SVM can be further extended to enable the learning of non-linear 
functions. This can be done via mapping the input data to some feature space through 
a mapping function )(xφ . This mapping essentially maps the input space into a higher 
dimensional feature space where the likelihood of finding a linear function is higher. 
The linear hyper plane estimator can be written as: 
bxwxfy +== )( . )( φ        (2.14) 
However, this approach causes two problems, generalization and computation. 
• As the number of features (with possible redundant ones) used in mapping the 
input data into higher dimension increases, it could result in over fitting of data 
causing a degradation of generalisation performance. This phenomenon is 
sometimes referred to as the curse of dimensionality. 
• The increase in features used in the mapping also results in an increase in 
computational resources used in evaluating the features. 
 
The problem on generalisation performance can be solved from the perspective of 
statistical learning theory [11] (VC theory) by limiting the capacity for learning from a 
small data set in a rich feature space. This can be done with the introduction of a 
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capacity control term 2w  leading to the regularised risk functional in eq (2.2) for our 
case here. This means that SVM can generalised well regardless of the dimension of 
the feature space used. 
 
The problem of computation can be resolved through the use of kernel functions. One 
important property of linear learning machine is that they can be expressed in a dual 
representation Eq (2.10). This dual function is expressed by the dot product of the 
training data points. The decision of this function is found by evaluating dot product 
between training and test data points. Extending this to the linear hyperplane estimator 
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From Eq (2.15) it is evident that the increases in features used in the mapping result in 
quadratic increases in computation of the dot product. By combining the two steps of 
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Clearly this offers a computationally cheap way to evaluate a high dimensional feature 
space without explicit computation of the mapping function. Any kernel satisfying 
Mercer’s condition [41] can be used as a kernel function. Some of the commonly used 
kernels are: 
Polynomial kernel :   where d denotes the degree of 
polynomial kernel 
d
jiji xxxxK )1,(),( +=
 13
Gaussian Kernel : where σ denoted the 
bandwidth of gaussian kernel.  
)2/||||exp(),( 22 σjiji xxxxK −−=
 
Techniques for constructing kernel can be found in many papers, reference [42] 
provides a good coverage of the general methods used with references to areas of 
application. Kernels have also been designed to solve problem specific tasks. Sparse 
vector kernel, where a given text features is mapped to a sparse vector, is used for 
categorising text [43,44]. An extension of this is the string kernel [45] which is used to 
deal with string data instead of text. Probabilistic kernel based on hidden Markov 
model has been used to evaluate bio sequences [46,47].  There have also been attempt 
to learn the kernel directly from the data [48]. 
 
It is evident that the implicit mapping of a kernel offers a cheap way for SVM to 
construct a variety of non-linear functions. Not only does a kernel characterise the 
features of the input data, but having a well defined kernel could greatly improves the 
performance of SVM. Therefore, studies on kernels constitute an important area of 
research in SVM.  
 
2.2.5 Training of SVM 
The training of SVM can be viewed as solving a linearly constrained quadratic 
optimisation problem. General quadratic optimisation techniques such as quasi-
newton, conjugate gradient and primal dual interior methods can be easily applied to 
solve for the constraint equations in SVM. The main advantage of using these 
techniques is that their performance is generally well understood and they are widely 
available either as commercial packages or freeware. Some of the commonly used 
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packages for SVM are MINOS, from Stanford Optimisation Laboratory and LOQO, 
which uses a primal dual interior-point approach. However, most of these gradient 
based approaches require storage of the kernel matrix and expensive matrix operations 
such as Cholesky Decomposition. This can cause problems in memory usage and 
computation time when the data set is huge. 
 
Various training algorithms have also been specifically developed for SVM in view of 
the above mentioned limitations. When the problems are large, it would be advantages 
to break it down to smaller problem prior to solving it. Several methods, such as 
chunking[49,50] and decompostion[51,52], involved updating a subset of  at any 
given time. In chunking, the problem starts with a small arbitrary subset or chuck of 
data and obtains support vectors from this chunk. These support vectors are used to 
test the remaining points. Points that violate the KKT conditions are added to the 
chunk and SVM is re-train with the updated chunk until some stopping criteria are 
met. Typically the working chunk grows as it progress and there is also an assumption 
made that the optimiser can handle the whole data set. In decomposition, only a fixed 
set of  is updated, meaning if new data is added to the chunk, some had to be 
removed. The goal here is to find a global solution to the problem by acting on a small 
set rather than acting on all active constraints. The extreme of this approach is the 
sequential minimal optimisation (SMO)[53] where the chunk is reduced to only two 
data points which admits an analytical solution for the problem. A review of other 







2.2.6 Extensions & Applications of SVM 
Since their introduction in the nineties, numerous work have been done on extending 
SVM to other area of application or to enhance existing capability or performance. 
Some involved the use of other loss function such as unified loss function[55] instead 
of the ε−insensitive loss function. Other approaches adopt a different regularised term 
such as sparsity regularised term[56] to enforce sparsity of solution. There is also an 
attempt to regulate the ε bandwidth of ε−insensitive loss function to place more 
emphasis on recent data in regression[16]. An interesting development is the use of a 
new parameter to control the percentage of support vectors instead of specifying the 
tube size ε in v-SVM [57,58,59].  
 
As the kernel forms an integral part of learning in SVM, attempts have been made to 
find useful kernels such as ANOVA decomposition kernel[60] and recently wavelet 
kernel[61], to improve the performance of SVM.  There have also been attempts to 
design kernels for domain specific applications such as invariance kernel for character 
recognition[62], string kernel for text categorization[45], locality improved kernel for 
image processing[63] and special kernels for biosequences[64]. Efforts have also been 
made to include probabilistics framework into SVM such as the relevance vector 
machine[65] that extends SVM to probability estimation. 
 
SVM has also been applied to solving problems in other areas (besides classification 
and regression) such as novelty detection [66] and clustering[67]. Novelty detection 
can be thought of as a single class classifier used for outliner detection. It has been 
used in detection of masses in mammograms[68], condition monitoring of  jet 
engines[69] among others. Clustering is done in SVM by finding a minimal enclosing 
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sphere in feature space, which when mapped back into the data space separates into 
several components each enclosing a cluster of points.  
 
Recent years have seen an increasing used SVM in other fields of applications besides 
pattern recognition. Some of the more exotic applications include: detection of traffic 
incident [70], intrusion detection [71], monitoring of household appliances [72], 
Database Marketing [73] and high energy physics [74]. More recently it has also been 
extended to the financial domain where it has been used in forecasting [18,19,75], 
volatility modelling [76], credit analysis [77]. A good review of SVM applications in 
finance domain can be found in [54]. SVM has also been gaining popularity in 
bioinformatics. It has been used in classifying microarray gene expression [78], cancer 
tissue classification [79], protein secondary structure prediction[80], enzyme 
classification [81] and drug prediction [82].  
 
2.3 Wavelets  
2.3.1 Introduction 
The general idea behind wavelet system is very similar to Fourier analysis. Fourier 
uses a series of sines and cosines, also known as basis functions, to approximate a 
signal or function. In wavelet system, the translates and dilates of a mother wavelet 
form the basis functions. However, unlike Fourier transform, which loses temporal 
information after transform, wavelet transform retains this property thus giving the 
signal localization in both time and frequency or rather scale.  
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From the historical perspective, the underlying mathematics leading to wavelets began 
with Joseph Fourier (1807) with his theories of frequency analysis, now often referred 







kk ktbktaa      (2.17) 
of its Fourier series. Where coefficients a0, ak, bk are calculated by  
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As it turns out, Fourier's assertion brought about a new idea on function 
representations. Gradually, mathematicians working on this area of work began to shift 
from frequency based analysis to scale based analysis as it was found that this sort of 
scale analysis is less sensitive to noise.  
The first recorded mention of what we now call a "wavelet" seems to be in 1909, in a 
thesis by Alfred Haar. 
Since then, researchers have been working on the representation of functions using 
scale-varying basis functions. It was not until works by several authors: Morlet [83], 
Mallat [84,85], Meyer[86] and Daubechies [87] in the 1980s laid the foundation of 
modern wavelet theory and popularised its applications to other fields of studies. A 
good introduction to the history of wavelet with an easily accessible language to 
wavelet concept is written by Burke [89]. 
 
2.3.2 Concept of Multi-resolution Analysis 
Fourier analysis seeks to approximate a signal f(t) with a weighted sum of sinusoidal 
function, also known as basis function. The weighted coefficients of the sinusoidal 




= dtetfwf jwt         (2.19) 
where w represent the frequency components of the signal. However, the temporal 
location at which the frequency occurs is lost during transformation. This isn’t helpful 
when analysing non-stationary signals, where the frequency content of the signals 
varies with time. As an illustrations, the left plot in Figure 2.3 shows the a chirp signal 
with a its frequency varying linearly with time. The right plot shows the fourier 
transform of the signal with only amplitude information of the occuring frequencies, 
without any time information. 
Figure 2.3 Chirp signal with linearly varying frequency content and its fourier 
transform. 
 
Fourier transform assumes that the whole length of the signal analysed is periodic. To 
overcome the problem analysing non-stationary signals, one of the approaches is to 
assume that a small segment of the signal is periodic and perform fourier analysis on 
it. This approach is also known as Short Time Fourier Transform(STFT) by Dennis 
Gabor [89]. It is defined by: 
 )]()([),( '∫∞
∞−
−Ω= dtetttfwtSTFT jwt       (2.20) 
where Ω is a window function used to define the segment of the signal for which 
fourier analysis is carried out for every t’ instance.  
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The shortfall of STFT approach is a compromise between frequency resolution and 
time resolution. A narrow window gives good time resolution but poor frequency 
resolution. Conversely, having an infinite window gives good frequency resolution but 
it reverts back to the original fourier transform. This phenomenon is also known as 
Heisenberg Uncertainty Principle due to its resemblance to the physical phenomenon 
in quantum physics.  
 
Instead of using infinitely long sinusoidal basis function, wavelet analysis 
approximates a given signal using a small wave called wavelet. Unlike Fourier 
transform, which loses temporal information after transform, wavelet transform retains 
this property thus giving the signal localization in both time and frequency or rather 
scale.  
 
The way wavelet system achieved this seems to be best explained through the concept 
of multi-resolution analysis MRA, where a scaling function decomposed the signal into 
different levels of scales with the wavelet function describing the characteristic 
features of the signal at each scale. MRA, as implied by its name, analyses the signal at 
different frequencies with different resolutions. Every spectral component is not 
resolved equally as was the case in the STFT. MRA is designed to give good time 
resolution and poor frequency resolution at high frequencies and good frequency 
resolution and poor time resolution at low frequencies. This approach makes sense as 
usually signals have high frequency components only for short time and low frequency 
components for a longer period. 
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Figure 2.4 Time-Frequency tiling of Short Time Fourier Transform & Wavelet 
system. 
 
This concept is best explained through the use of time-frequency tiling shown in 
Figure 2.4. In STFT, the rectangular grids represent the windowed fourier transform of 
STFT. Note that extension of the grid along time axis reduces the grid distances along 
frequency axis implying good frequency resolution but poor time resolution. For the 
wavelet system, low frequencies are analysed using a longer time grid distance and 
higher frequencies at a shorter grid distance. Thus giving the system good low 
localisation of high frequency components and good information on low frequency 
contents. For more technical details on how multiresolution concept is implemented, in 
wavelet system, the reader is encouraged to refer to the following references [90-92]. 
One final note on the time-frequency grid is that the area of each rectangle in both 
STFT and MRA is the same and cannot be reduced to obtain better resolution due to 
Heisenberg Uncertainty Principle. 
 
2.3.3 Continuous wavelet transform 






baW *)(1),(       (2.21) 
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where a is the scale parameter, b is the position parameter and * corresponds to the 
complex conjugate of the wavelet function Ψ . Similar to fourier transform, wavelet 
transform also approximate a given signal f(t) by using a basis function except that the 




 Stretch Shift 
Compare 
similarity 
Figure 2.5 Continuous Wavelet Transform Process 
 
The following present a simplistic way to view the wavelet transform process (See 
Figure 2.5):   
1) take an arbitrary wavelet function Ψ ,compare it with the signal f(t), calculate a 
similarity coefficient W;  
2) Shift the wavelet function Ψ by b, compare and calculate the similarity coefficient 
again until end of signal; 
3) Proceed to the next scale by stretching the wavelet function Ψ by a; 
4) Shift the stretched wavelet function Ψ through the signal as in step 2 and calculate 
the similarity coefficients. 
 
Figure 2.6 Continuous Wavelet Transform of Linear Chirp Signal 
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Figure 2.6 shows the result of a continuous wavelet transform. Note that the scales on 
the vertical axis is representative of the frequency information except that higher 
scales denote the lower frequency components of the signal and lower scales the 
higher frequency components. The scales of the transform can also be interpreted as a 
collection of frequency components and the central frequency of these components of 
the wavelet function can be used to in place of scales for an approximate time-
frequency analysis. 
 








baWtf  *1),()( 2      (2.22) 
To re-construct the original signal without loss of information, has to statisfy the 





ωψ         (2.23) 
This implies that Fourier transform of vanishes at the zero frequency. )(tΨ
0||)(| 0
2 ==ωωψ         (2.24) 
This means that wavelet must act a band-pass filter and its mean must be zero in time 
domain as shown in Eq (2.25). 
∫ = 0)()( tdtψ          (2.25) 
This means that any basis function satisfying Eq (2.24) & (2.25) can be a wavelet. 
This observation offers a lot of flexibility in selecting a suitable basis function for the 
given task compared to the sinusoidal function in Fourier transform. It also has very 
important implications for the developing a fast wavelet transform algorithm later on. 
Figure 2.7 shows some of the commonly used wavelet basis functions. 
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 Figure 2.7 Types of commonly used wavelet basis functions 
 
2.3.4 Discrete Wavelet Transform 
In continuous wavelet transform, the wavelet function is stretched and shifted along 
the signal in a continuous manner resulting in a continuum in time-scales of the 
transform. This presents an enormous amount of work and there is some redundancy 
in the data in the sense that there is more than enough information for re-constructing 
back the original signal. 
 
It turns out that if the scales and shifting are discretised based on powers of two -- so-
called dyadic scales and positions (Figure 2.8) -- then computing of the transform will 
be more efficient without any loss in accuracy. The interested reader is encouraged to 
refer to the following references [90-92] for a detail analysis on discrete wavelet 
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transform. In the present context, a brief description of the general idea behind discrete 
wavelet transform is given. 
 
Figure 2.8 Dyadic discretization of scales, S, and positions, t. 
······················ · · · · · · · · · ·








In Eq (2.24), it was observed that wavelet transform behaved like a bandpass filtering 
of signal at each scale. Based on this idea, a wavelet filter satisfying conditions in Eq 
(2.24) & (2.25) can be designed to obtain the coefficients at each scale. As wavelet 
transform start processing from the higher spectrum (lower scale) of the signal to the 
lower spectrum (higher scale), this presents a problem which requires the lower 
spectrum to be covered by an infinite number of scale reduced wavelet as shown in  
Wavelet (band-pass) filter ψ
Increasing direction of Scale 
ψ3 ψ2  ψ1
Figure 2.9 Spectrum coverage of wavelet (band-pass)
 
A low pass filter can be designed to plug the gap at the 
filter, also know as the scaling function, can be construc
snugly fit the lower spectrum as shown in Figure 2.10.  
 25f filter ψ. 
lower spectrum. This low pass 
ted from the wavelet filters to 
ωn ¼ωn ½ωn 
Wavelet spectra (ψ)
j = n




Figure 2.10 Plugging of lower spectrum with scaling function ϕ. 
 













k tkjdtkctf ψϕ      (2.26) 
)(),()( ttfkc kϕ=  
)(),(),( ttfkjd kψ=  where j denotes the scale index, k denotes the position index. 
An efficient way to implement discrete wavelet transform using filters was developed 
in 1988 by Mallat [84,85]. This scheme is based on a classical algorithm known in the 
signal processing community as a two-channel subband coder. 
 
This scheme works by first passing the original signal through a high pass filter 
(wavelet filter) and low pass filter (scaling function) separately. The two sets of 
coefficients were then sub-sampled to yield two sets of signal namely: a detailed and 
an approximation respectively. These sets of coefficients represent the first scale of the 
wavelet transform. The approximation represents the underlying trend with high 
frequency components (sometimes noise) removed. Subsequent scales are generated 
by passing the approximation through both filters again. The whole process forms a 
decomposition tree as shown in Figure 2.11. In theory, this process can be continued 
indefinitely. In reality, the decomposition can proceed only until the individual details 
consist of a single sample. In practice, the level of decomposition can be based on the 
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nature of the signal, or on a suitable criterion such as entropy [93]. Re-construction is 
































Figure 2.11 Discrete wavelet transform decomposition tree. 
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approaches to deal with this problem include: a wavelet filter adapted to deal with 
finite support signals [94]; lifting schemes for dealing with interval data [95]. 
 
2.3.5 Redundant Wavelet Transform 
In discrete wavelet transform, the decimation and filtering of the signals at each scale 
resulted in signals not being time invariant. If a signal is shifted in time (bottom rows 
in Figure 2.12), the discrete wavelet transform does not produce a shifted version of 
the non-shifted transform. Another problem associated with discrete wavelet transform 
is the mis-alignment of events occurring at the same instance between the scales. 








Figure 2.12 Illustration of non-shift invariant of characteristics of discrete 
wavelet transform. 
 
Redundant non-decimated wavelet transform can be used to address these two issues. 
There have been various implementations of redundant transform [96-100]. The 
method follows from the following references [101-104]. This algorithm essentially 
follows the same decomposition tree (Figure 2.11) in discrete wavelet transform 
except that instead of filtering and decimating the signals, the filters are being up-
sampled by inserting zeros in between prior filtering at each scale. Therefore, all levels 
of time scales have the same length as the original signal in this transform. It also 
overcomes the problems in shift invariant and phase mis-alignment but at the expense 
of additional storage. 
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2.3.6 Extension 
There have been several extensions and modifications of the basic scheme. Wavelets 
applications have also been used in an increasing number of studies in other 
disciplines. This section will review some these extensions and recent applications in 
other fields of studies. 
 
Wavelets have been extended to deal with multidimensional data such as an image 
through the use of multidimensional wavelets [84]. Bi-orthogonal wavelets [105] are 
used for decomposing and re-constructing signal using different non-orthogonal bases. 
Using a different wavelet basis is also possible at each scale through multiwavelets 
[106]. Wave packets [107] provide a richer way to look at the signal by decomposing 
the details too and it can be used to search for the best basis representation. 
 
Other variants of wavelets have also appeared such as ridgelets [108] , curvelets [109] 
, beamlets [110], wedgelets [111] and platelets [112] to deal with signals with specific 
characteristics. Recently, wavelets have also been used to analyse atmospheric 
turbulence through the use of quasi-wavelets [113] representations. There has also 
been interest in using second generation wavelets created from lifting scheme [95] to 
deal with the shortcomings of infinite length and regularly sampled assumptions of 
signals in current wavelet transform. It has been found to be successful in creating 
high resolution images from multiple low resolution sensors [114].  
 
Applications of wavelets can be found in a multitude of areas, such as image and 
signal processing, data compression, statistical estimation, biomedical image and 
signal analysis [115,116]. It has also been successfully used as basis functions for 
 29
discretization of PDEs [117]. More recently it has been used to aid in the clearing of 
mine fields [118] and applications of wavelet has also been found in power 
engineering [119] and data mining [120]. Wavelets is also being used in 
bioinformatics [121] for analyzing genome sequence [122], protein structure [123] and 
microarray data[124]. Due to its multi-scaling characteristics, which enables analyzing 
events at different time scale, it has been used to study financial data [125-127] where 
the underlying processes are heterogeneous and multifractal in nature.  
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Chapter 3  
 
3.1 Introduction 
This chapter will describe the implementation and performance of wavelet and support 
vector machine algorithm for time series forecasting. The integration wavelet 
transform and support vector machine will first be introduced in Section 3.2, followed 
by a discussion on the suitability of various wavelet decomposition schemes for time 
series forecasting in Section 3.3. In Section 3.4, the algorithm of the redundant Haar 
wavelet transform used in current work is given in more detail. In Section 3.5, the use 
of wavelet distribution properties to capture scaling behaviour in financial data will be 
shown. A brief summary of this chapter is given in Section 3.6. 
 
3.2 Wavelet-Support Vector Machine algorithm 
This section introduced how wavelet transform is integrated with support vector 
regression for use in time series forecasting. The main idea of this algorithm is to use 
wavelet as a pre-processing tool to decompose the original time series into various 
time scales. This allows support vector machine to learn about the characteristics of 
the signals at different time scales and to arrive at a model capable of approximating 
the signal. Two separate schemes were proposed to implement this idea. 
 
In the first scheme, the original signal is first decomposed into a series of wavelet 
details and a base trend representing the signal at various time scales using wavelet 
transform. These were then used as feature vectors input into support vector machine. 
The feature vectors inputs were then used to train against a desired output through the 
SVM learning algorithm. Figure 3.1 shows the flowchart of implementing the 
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algorithm. The advantage of using this arrangement is that it is very direct and it can 
be implemented very easily.  
Wavelet Scales
Wavelet Transform


















Figure 3.1 Flowchart of wavelet-SVM algorithm Scheme 1. 
 
In the second scheme, instead of using the wavelet details and trend as inputs to the 
regression, SVM can be used to approximate and forecast each individual details and 
trend. Figure 3.2 shows how this can be done. Due to the additive nature of redundant 
wavelet transform, the original signal can be re-constructed by directly summing all 
the details and trend. The outputs of each individual forecast can therefore be summed 
up to arrive at the next forecast of the original signal.  
 
This scheme offers the flexibility of approximating the signal using either lag values 
from itself or other variables and the used of different SVM kernels, loss functions or 
even other modelling techniques more appropriate for the signal. This could result in 
better approximation and forecast at each individual scale, which leads to 
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improvement in the overall forecast. The down side of this scheme is the cost of 
computing more variables compared to the first scheme. However, this scheme offers 
























Figure 3.2 Flowchart of wavelet-SVM algorithm Scheme 2. 
 
3.3 Wavelet Transform for time series forecasting 
This section examined the three wavelet decomposition scheme: continuous, discrete 
and redundant wavelet transform, described in Chapter 2, on their suitability for used 
in time series forecasting.  
 
The issues discussed here will be very much focused on the effects of boundary 
distortions due to padding of points at the boundary and length of the wavelet filter in 
discrete wavelet transform. A test was performed to investigate the forecasting 
performance due to these effects. A brief discussion on the determination of level of 
wavelet decomposition will also be given at the end. 
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In continuous wavelet transform, a continuous scale (Figure 2.6) is used in describing 
how the frequency content of a signal varies over time. This provides a very rich map 
of frequency information of the signal achieved through the computation of wavelet 
transform of the signal at every conceivable scale. However, the large amount of scale 
(frequency) information posed a problem when used as inputs for neural networks or 
SVM. They result in high dimensional input of the data, also known as dimensionality 
curse, that could affect the computation and generalization performance of the 
algorithm. Furthermore, there is also redundancy in information presentation as the 
difference between scales is very small. This renders continuous wavelet transform 
unsuitable from the implementation point of view even though this rich amount of 
information might yield good prediction performance. 
 
The discrete wavelet transform has a very efficient way of representing information 
over different time scales as only characteristic scales necessary for the re-construction 
of the original were generated. However, the time scales generated are not time 
invariant due to the filtering and decimation processes. Mis-alignment of events 
between the scale and the signal is also possible depending on the phase-shift of the 
filters. There is also the problem of boundary distortion due to the padding of the finite 
length signal at both ends to account for the length of the filter during convolution 






























Detail at Scale Level 1
Figure 3.3. Effect of boundary padding on boundary points distortion. 
 
Figure 3.3 shows the effect of various boundaries padding method applied on the 
distortion of the boundaries. Padding of boundary points is necessary due to the finite 
length of the signal during convolution and the number of points added increases with 
the length of the filter. A few commonly used methods were illustrated in this 
example: Symmetric reflection of points at the edges, padding of zeros at the edges, 
periodic extension at the edges, were compared with transform when future points 
were available, no distortion. The wavelet filter used in this example was Daubechies 
wavelet filter 2nd order, which has a filter length of four points. In the figure, the first 
decomposed scale (Detail 1) and the underlying trend after the 4th decomposition 
(scale level 4) were shown. It is obvious that as the transform progressed from low to 
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Figure 3.4 Effect of filter length distortion of the boundary point. 
 
Figure 3.4 shows the effect of filter length distortion of the boundaries. In this 
example, three set of daubechies wavelet filters with filter length 4,8 and 16 were 
used. Though it may not be obvious in low scale(Detail 1), but as filter length 
increases, more points at the boundary becomes affected. For higher scales (Trend), 
the distortion becomes visibly worse. 
Another point to note is the effect of inclusion of new data on the decomposed scales. 
Figure 3.5 shows inconsistencies of the boundaries as new data points were used to 
compute the transform. In this figure, a 2nd order Daubechies wavelet filter was used to 
compute the transform. Wavelet transform was performed on the signal each time a 
new data point was added in. Shown in this figure were wavelet scale generated at 
level 1 and trends at level 4.It was observed that the scales computed with the addition 
of new data points do not present a continuity from previous computation. This 
presents a problem when new data is added to computation. This lack of data 
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continuity does not bode well from the forecasting perspective and it affects the 
performance of the learning algorithm to learn about the true nature of the signal, thus 
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Distorted edges
Figure 3.5 Lack of data continuity in wavelet discrete transform with inclusion of 
new data points. 
 
A test was carried using discrete wavelet transform on the bench mark time series data 
of sunspots, to investigate the performance of the wavelet-SVM algorithm under the 
above mentioned conditions. The sunspot series used was annual recorded number of 
sunspots from the year 1700 to 1979. The series consist of 280 points of data. The first 
221 points were used for training. Validation points from the year 1921 to 1954, 33 
data points. The rest of the 24 data points from 1955 to 1979 were used for testing. As 
is commonly used in time series forecasting, a one step ahead forecast was computed 
in the current test. 
 
Figure 3.6 shows the results of this investigation. The normalised mean square error 
used as the metrics to evaluate the performance of the algorithm. It was observed that 
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the forecast generally lags by one point. The errors shown in Table 3.1 are rather large 
when compared to the redundant transform result.  














Values by SVM      
Figure 3.6 Sunspots forecasting of wavelet-SVM using discrete wavelet 
transform. 
Discrete Transform Redundant Transform
Validation (1921-1954) 0.45 0.077
Testing (1955-1979) 0.601 0.17  
Table 3.1 NMSE of sunspots forecast between discrete and redundant wavelet 
transform 
 
In time series forecasting, the end points of the signal are very important as they 
usually have more influence over the prediction of the next point. Therefore in the 
decomposition process, distortion at the edges or boundary points has to be kept 
minimum. Haar wavelet could be used to achieve this as it has the smallest filter size 
of only two points. However, the block shaped decomposition represent artifacts of the 
decomposition rather than the actual processes. Furthermore, learning algorithms 
perform better when approximating smoother functions.   
This presents a dilemma as a smooth wavelet filter requires more points to construct 
resulting in longer filter length. But this results in more boundary distortions. Another 
point to note on the selection of wavelet is the phase shift of the filter, which results in 
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mis-alignment of events in the decomposed scales. One could manually shift the scales 
according if the amount of phase shift is known as in symmetric wavelet where it has a 
linear phase shift. Another alternative is to use redundant transform mentioned in next 
section. 
 
On the note of determining the number of level of decomposition required, this very 
much depend on the problems at hand. It is also in the interest of using the least 
possible level of decomposition to achieve an optimum representation. In wavelet 
literature, the optimal level decomposition could be obtain via various entropy based 
criteria such as Shannon entropy, logarithm energy entropy and threshold entropy 
[128]. Optimal level is reached when the entropy cost function E(0)=0 is minimum. 
An alternative way to this is to decompose till a level when the base trend is 
sufficiently smooth to approximate the underlying trend of the original signal. A good 
reference for this can found in a literature by Percival and Walden [129] which 
introduced the used of wavelet for time series analysis.  
 
3.4 Redundant Haar Wavelet Transform 
This section described the redundant Haar wavelet transform used in the current work 
to address the issues of time invariance, mis-alignment and boundary points distortions 
in discrete transform. This transform was based on the “à trous” algorithm by Aussem 
et al [104]. Though there are other stationary wavelet transform, this was chosen due 
to its simplicity and ease of implementation.  
 
In redundant transform or non-decimated transform, the signal X is decomposed into 
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where cJ is the base trend or smooth version of the original signal X and wj 
corresponds to the details at scale of 2-j . The base trend and details were obtained by 
convolving signal X with an up sampled filter, h and g, at each stage. Figure 3.7 shows 
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In this case, the Haar wavelet filter h=(½,½) was used due to its causal property, which 
does not involve the use of future values. Figure 3.8 shows the points influencing the 
computations at each scale. As in non-decimated transform, the filter h is decimated, 
instead of the signal in decimated case. Filter h is padded with zeros prior to 
convolution at each scale, given by: 
Njhh jjj ,..,2,1,   2
1
12,0,
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cJ in Eq 3.1 can be obtained at the last decomposition when j+1 = J. 
A mirror approach was used to handle boundary values and future values after signal 
length t were not used in computation. Figure 3.8 shows that only current and lagged 








Figure 3.8 Points influenced by computation at each scale. 
 
3.5 Capturing scaling with wavelet distribution properties 
Statistical means have always been very popular in characterising lesser understood 
phenomenon in both natural and social science. This is even more evident in financial 
econometrics where statistics has been used in explaining the generation process in 
ARCH models[130,131], Black-Scholes option pricing model [132] and characterising 
the stylised facts (properties) observed in financial markets. Recent studies in high 
frequency finance [133] reveals evidence of scaling in the distribution properties of 
various financial instruments inclusive of FX rates[134] and equities[135,136]. 
Wavelets have been used to analysed both short and long memory processes in time 
series. This section will demonstrate that the used of wavelet distribution properties to 
capture the scaling behaviour is comparable to the usual means. 
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In this study, the Dow Jones Industrial Averages (DJIA) 1st September 1993 to 16 
October 1996 was used. Figure 3.9 (a) shows the variances and kurtosis (Figure 3.9 
(b)) of DJIA returns at different intervals. Linear scaling was observed in the log-log 
plot of variances vs returns suggesting a power law behaviour. The same was also 
observed in the wavelet variance (Figure 3.9 (c)) at similar intervals. The distribution 
properties of wavelets were obtained by first taking the wavelet transform of DJIA 
index and computing the statistical properties of interest of individual details by the 
usual means. Wavelet transform in this case bears a similar resemblance to the returns 
of the index. The lesser occurrence of extreme events at longer return interval was also 
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Figure 3.9 Variance & Kurtosis at different return inte
Further moments were also computed (based on Eq 3.6) us
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Return Interval Return Interval  
Figure 3.10 Higher moments at different return interval. 
From Figure 3.10, higher moments of DJIA at different return intervals also exhibit 
similar scaling behaviour and wavelet has also managed to capture all these 
behaviours in the same moments. In past studies, scaling behaviour was generally 
observed in these even moments such as the spread of the distribution shape. 
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Therefore, current study only seeks to capture these even moments exhibiting scaling 
through the use of wavelet distribution properties. 
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Figure 3.12 Distribution plots at different return intervals 
A plot of the distribution (See Figure 3.12 & 3.13) at various returns interval revealed 
distributions which are quite comparable to wavelet distributions at similar intervals. 
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Figure 3.13 Distribution plots of wavelet details 
The solid line represents an imposed Gaussian distribution for comparison purposes. It 
can be seen that wavelet distribution has some similarity with the return distribution. 
Therefore, it is able to capture scaling behaviour in the data. 
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3.6 Summary 
In this chapter, the wavelet-SVM algorithm was introduced in Section 3.2 as a method 
to include multi-scaling information to improve time series forecasting. Two schemes 
of implementation were proposed. Multi-scaling was achieved through the use of 
wavelet transform whose output served as feature vectors inputs to SVM. A brief 
discussion on the type of wavelet transform suitable for time series forecasting was 
also given in Section 3.3. To avoid using the large inputs generated by continuous 
transform and boundary distortion, data mis-alignment in discrete transform, 
redundant Haar wavelet transform was preferred and used in current work. A brief 
description of this algorithm was also given in Section 3.4. Wavelet distribution 
properties have been shown to be able to capture scaling behaviour observed in 
financial return series as demonstrated in Section 3.5. However, there is a limitation in 
approximating the distribution tail at higher return interval. 
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Chapter 4  
 
4.1 Introduction 
In this section, experiments were carried out to evaluate the performance of the 
wavelet-SVM algorithms with comparison of results on the same data sets obtained by 
some other methods such as neural networks. The evaluations were carried out on 
three sets of data namely: annual sunspot series (Section 4.2), Dow Jones Industrial 
Index (DJIA) (Section 4.3) and Standard & Poor’s 500 (S&P500) equities index 
(Section 4.4). A summary of this chapter generalising the performance between the 
wavelet-SVM algorithm and other models will be given in Section 4.5. 
 
 
4.2 Annual Sunspot Series 
Sunspots refer to dark spots observed on the sun surface and they are related to solar 
activities, which are known to cause communications problems and influence on 
earth’s magnetosphere. This is a particularly interesting series as it exhibits cyclical 
pattern with non-constant period. On average the cycle seems to repeat itself every 
eleven years. Current study uses the annual average number of sunspots during the 
period from 1700 to 1979 shown in Figure 4.1. This period of the sunspots times series 
has been used in numerous studies [137,138] in time series analysis, modelling and 
forecasting literature. Therefore it has been popularly used as benchmark for 
comparison between various forecasting models. Historical data of this time series can 


























Figure 4.1 Annual mean sunspots time series from year 1700 to 1979. 
In line with most studies, the data was divided into three sets: learning set from year 
1700 to 1920, validation set from year 1921 to 1954) and test set from year 1955 to 
1979. The performance metric for current evaluation was chosen to be normalised 
mean square error (NMSE) for reasons of comparison with other reference works 
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For the current application, the data was decomposed into 4 level of wavelet details 
and a final trend as shown in Figure 4.2. The forecasts for the validation and test sets 
are shown in Figure 4.3. Table 4.1 shows the performance of both schemes compared 
with results obtained using other regression models. First column contains the results 
of the validation set and second column the test set. It was observed that wavelet-SVM 
performs better than the rest of the algorithms in the test set but was very close to 
wavelet to wavelet neural network in validation set. Overall this method achieved a 
26% improvement in the test set over the best results obtained.  
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Figure 4.2 Wavelet decomposition of sunspot time series 














Values by SVM      




Neural Network 0.086 0.35
Standard SVM 0.088 0.26
TDNN 0.093 0.246
Wavelet NN 0.076 0.23
Wavelet SVM (Scheme 1) 0.077 0.17
Wavelet SVM (Scheme 2) 0.119 0.17  
Table 4.1 NMSE of sunspot forecast compared with other methods  
 
On comparison between Scheme 1 and 2, both achieved the same result in the test set 
but varied widely in the validation set (See Table 4.1). It seems Scheme 1 would be 
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the preferred method for this set of data due to its cheaper computation cost for 
achieving the same test result. 
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4.3 Dow Jones Industrial Index (DJIA) 
Dow Jones Industrial Averages (DJIA) was created in 1896 to measure the movements 
of industrial stocks due to their growing share in the market relative to railways stocks 
at that time. It is one of the oldest stock indexes today with over a hundred years in 
history but it is not the first index created to track stocks. That belongs to the 
transportation index, which was also created by Dow Jones. The industrial averages 
began with only twelve stocks at that time but today it tracks thirty big capital stocks 
in the US equities market inclusive of stocks from Citigroup, Microsoft and Boeing. It 
is one of the most watched US equity index by investors all over the world, especially 
when major events occur. 
 
In this study, the Dow Jones Industrial Averages (DJIA) daily closing values were 
used. The period of study starts from 1st September 1993 to 16 October 1996 (800 data 
points) as shown in Figure 4.4 (a). The first 700 data points were used for training set 
and subsequent 100 points for validation.  Reasons for choosing this set up was for 
comparisons with similar work done by Zheng et al.[127]. Current data were obtained 
from Dow Jones website [141]. 
 
The experiment was set up follows: the DJIA series was decomposed into 4 wavelet 
details and a base trend. This was done in line with the referenced work in [127]. They 
served feature vectors input into SVM. An additional set using 10 lagged values as 
embedding dimension for support vector machine regression of the DJIA series was 



















(b) 1995 1996(a)  
Figure 4.4 (a) Daily closing values & (b) ACF of Dow Jones Industrial Averages 
(Sep 93 to Oct 96) 
 
This set-up was used as comparison between SVM and wavelet-SVM. Figure 4.5 
shows the result of wavelet SVM algorithm and Table 4.2 shows the comparison of the 
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Figure 4.5. Wavelet-SVM & SVM forecast of daily 
Industrial Averages. 
 
 53SVWavelet-SVPrediction  
Actual 




Wavelet SVM (Scheme 1) 1556.742
Wavelet SVM (Scheme 2) 1514.779  
Table 4.2 MSE of DJIA forecasted by various models. 
 
Scheme 1 Scheme 2
Training Set NMSE 0.00181 0.00182
Prediction Set NMSE 0.06163 0.05958
Training Set MAE 20.46 20.66
Prediction Set MAE 29.18 28.87
Training Set DS 51.36 53.91
Prediction Set DS 49.50 56.44
Training Set MSE 793.553 799.025
Prediction Set MSE 1556.742 1514.779  
Table 4.3 Wavelet-SVM Scheme 1 & 2 comparison of DJIA forecast. 
 
From Table 4.2, it was observed that both wavelet-SVM schemes have the lower mean 
square error than the rest of the models. Models with wavelet pre-processing in this 
data set seem to do better in prediction. This improvement in performance can be 
attributed to the capturing of scaling information in the data by wavelet transform.  
 
A detail comparison between Scheme 1 and 2 is shown in Table 4.3. It could be seen 
that Scheme 2 did slightly better than Scheme 1 in prediction in all performance 
measures but lag slightly in training. In the case of Scheme 2, individual regression 
was performed using 10 lagged values of each individual series. Therefore, there is a 
potential for improving the results with more historical values (indicated by 
autocorrelation function) coupled with inputs from other series. However, this could 
lead to an increase of computation cost. 
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4.4 Standard & Poor’s 500 (S&P500) 
Standard and Poor’s 500 index is widely regarded as the representative of the US 
market. It was created in 1923 with 233 stocks. Today, it has grown to comprise 500 
of the largest capital stocks covering 80% of the total US equities market. It is also 
used as a building block for construction of portfolios due to this wide coverage. 
Therefore, it is one of the closely followed indexes by fund managers and served as a 
benchmark for investors to evaluate the performance against their own funds.  
 
In this study, the daily closing values for S&P 500 index from the period of 04 Jan 
1993 to 29 Dec1995 was selected as shown in Figure 4.6 (a). This data set has been 
used by Cao et al. [19] to analyse the performance of SVM against neural network 
















Figure 4.6 (a)Daily closing values & (b) 5-day returns of Standard & Poor’s 500 
index (Jan 93-Dec 95) 
 
The set-up for the experiment was rather simple. The index was first smoothed using a 
three day exponential smoothing followed by a transform into a five-day relative 
difference in percentage (Eq.4.3) as suggested by Thomason et al [142]. This 
transformed data representing a five-day period of the returns of the index is shown in 
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Figure 4.6 (b). A plot of the autocorrelation function (see Figure 4.7) shows that this 
series has more dependent lagged values than the usual daily returns. Therefore it 
offers more predictability. 
 
Wavelet was used as a data pre-processor decomposing the set into 4 levels of details 
and a base trends in place of 5 sets of lagged-day return inputs used in reference study 
[19].  
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Figure 4.8 shows the result of wavelet-SVM algorithm. A comparison between various 
models in Table 4.4 shows that wavelet-SVM achieved the best performance among 
all performance metrics. On average, wavelet-SVM achieves a 45% improvement in 
NMSE and 26% in MAE when compared to SVM alone and neural network in the 
testing set. It also attained 60.8% of the right directions compared to 49% in neural 
network and 47% in SVM. 
 
Actual values 
Values by Wavelet-SVM      
Figure 4.8 Wavelet-SVM 5-day return forecast of Standard & Poor’s 500 index.  
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 Training Data Test Data
 NN SVM Wavelet-SVM NN SVM Wavelet-SVM
NMSE 0.9144 0.0001 0.0001 1.4446 1.4383 0.7893
MAE 0.3218 0.0005 0.005 0.3496 0.3403 0.2502
DS 51.7 95.59 98.19 49.24 47.72 60.8  
Table 4.4 Forecast of S&P 500 index by various models 
 
Scheme 1 Scheme 2 Scheme 1 Scheme 2
NMSE 0.0001 0.00154 0.7893 0.7246
MAE 0.005 0.014 0.2502 0.2458
DS 98.19 93.94 60.8 60.4
Training Data Test Data
Wavelet-SVM
 
Table 4.5 Wavelet-SVM Scheme 1 & 2 comparison of S&P 500 forecast. 
 
Table 4.5 gives a detail comparison between the two wavelet-SVM schemes. The 
results between the two schemes were very close with Scheme 2 doing slightly better 
in the test set but falls behind Scheme 1 in the direction measure. In this case, Scheme 
2 used a smaller lagged value of 5 for each individual regression as compared to 10 
lagged values in DJIA series. Similar observation was found with test results faring 
slightly better than training. However, as mentioned previously, there is potential for 
improving the results in Scheme 2 with additional variable but at higher computation 
cost. Another approach was to use a different kernel, loss function or possibly other 
models such as parametric models like ARMA, for each individual series in the 
regression in Scheme 2. This is possible due to the additive nature of redundant 
transform. 
 
For all the data set included in this study, the ε−insensitive loss function and Gaussian 




The performance of wavelet-SVM algorithm was evaluated in this chapter and 
compared with other models such as neural networks. It was found that wavelet-SVM 
performed better in most of evaluation metrics in the three dataset used namely: 
sunspot, DJIA and S&P 500. It was also observed that models with wavelet-pre-
processing such as wavelet neural network, seem to perform better than those without 
it. Comparison with the two schemes revealed that their performance were very close. 
Therefore Scheme 1 might be more attractive for fast, cheap, general purposes 
computation, while Scheme 2 lends itself in situations that require flexibility in 
modelling more complex processes. In general, it could be deduced that multi-scaling 
information together with robust estimator improve the forecast of a time series. 
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Chapter 5  
 
5.1 Conclusions 
This chapter provides some conclusions drawn from the current the work done and 
discusses future direction of work.  
 
Scaling law has been empirically observed in various time series such as financial time 
series. Recent studies in high frequency finance have also revealed stylised facts which 
suggested a heterogeneous market structure where traders based their decisions on 
different time scales. The aim of current work is to investigate a forecasting algorithm 
based on the multi-scaling capabilities of wavelet and a robust non-linear estimator, 
support vector machine (SVM), for the prediction of these time series. The basic idea 
revolves around using wavelet transform to decompose the original time series into 
separate time series at different time scales. These scaled series are used as feature 
vectors input to SVM to arrive at a one step ahead forecast. 
 
However, there are several issues regarding the use of wavelet transform for time 
series forecasting. One of which regards the type of wavelet transform to be used. The 
three most commonly used types of wavelet transform namely: continuous, discrete 
and redundant transform were discussed. In continuous transform, the original time 
series is decomposed into seemingly infinite fine scale creating a very and detail 
representation of the time series at very possible time scale. Though it is very useful as 
a visualization tool, it presents a very high amount of input dimension for SVM which 
degrades the performance of the algorithm.  
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Discrete wavelet transform seemed to be a plausible candidate as only scales necessary 
for the re-construction of the original time series were generated. Therefore it presents 
a very efficient representation in scales as compared to continuous transform. 
However, the filtering and decimation performed during the transform causes points 
near the boundary of the time series to be distorted. There is also a problem of mis-
alignment of events between scales due to the phase shift of the wavelet filters. 
Therefore, in current work, redundant Haar wavelet transform was used.  
 
The proposed algorithm, wavelet-SVM, was compared with other similar works using 
neural network in three data sets namely, the annual sunspot series, Dow Jones 
Industrial Averages (DJIA), and Standard & Poor’s (S&P) 500 index.  In the annual 
sunspot series, wavelet-SVM achieved an improvement of 26% in NMSE when 
compared with the best results obtained by neural network. Similar results were also 
achieved in S&P 500 index with an average of 45% improvement in NMSE, 27% 
improvement in MAE and 25% improvement in directional symmetry when compared 
with neural network and SVM without wavelet pre-processing. In DJIA, wavelet-SVM 
achieved an improvement of 17% in MSE when compared to SVM without wavelet 
pre-processing and 5% in MSE when compared to wavelet-NN.  
 
It was observed that wavelet-SVM generally performed better than most of the 
algorithms in the performance metrics used. With similar work done using wavelet as 
a pre-processing tool in neural network such as multi-layered perceptrons (MLP), it 
was also observed that algorithms with wavelet pre-processing seemed to do better 
than those without.  
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With such observations, it can be concluded that wavelet pre-processing does helps in 
improving the forecasting performance of learning algorithms. Not only does it extract 
useful characteristics of the time series, it also helps to contain the dimensionality of 
the input. However, an improved forecasting system can only be realized through a 
robust learning algorithm as it has been shown when comparing neural network and 
SVM with same input pre-processing. 
 
5.2 Future work recommendations 
Though redundant transform using Haar wavelet has been very useful in current 
context, it is after all a two point filter with limitation in approximating the true nature 
of the time series. Using a smoother filters certainly helps in improving learning 
algorithms performance due to the assumptions of smoothness in approximations. But 
this inevitably leads to boundary distortions due to assumptions of future values or 
boundary points padding. One promising aspects of work in this direction is the use of 
second generation wavelets (SGW)[143,144]. SGW does not presumed infinite signal 
length as is the case of current wavelet transform, which could resolve the issues 
associated in boundary distortions. But the added advantage here is the use of SGW 
for irregularly spaced data such as high frequency financial data. 
 
Another aspect of current work is the separate pre-processing of input data using 
wavelet. Though there has been some initial work done [98] in the direction of 
integrating wavelet pre-processing as a kernel function in SVM, more work could be 
done to examine the properties and usefulness of such kernel functions and the 
possibility of inclusion of Bayesian framework to estimate the uncertainty associated 
with the forecast. 
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 On the application front, current work only used past observations to produce the next 
forecast. Future work here could involve using other variables such as macroeconomic 
variables to improve the accuracy of the forecast. As the weights of SVM were derived 
very consistently for each set of training parameters, unlike neural network which 
gives non-unique solutions, it offers the potential of deriving a model much like the 
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