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Abstract 
Value-at-Risk (VaR) is a simple and popular method to assess the risk 
level of a stock portfolio. The VaR computation relies on the building of 
the distribution model of the portfolio return. Recently a new approach to 
compute VaR is proposed using the Independent Component Analysis (ICA) 
and the Gaussian Mixture Model (GMM) [13]. This approach models the 
portfolio return distribution by convolving a finite mixtures of Gaussians. 
One problem of this approach is that the computational complexity in-
creases exponentially as the number of stocks in the portfolio increases. In 
this thesis, we propose the use of component selection criteria to reduce the 
computational complexity. We propose a new selection criteria, called the 
Variance Accounted For (VAF), in addition to the use of kurtosis and skew-
ness. Model constructed using selected factors yields different VaR value from 
the model constructed using all the factors. We suggest the use of an un-
derestimation error function to evaluate and compare the models created by 
different selection criteria. This added process reduces the number of factor 
components used in the mixture convolution process, and hence the computa-
tional complexity significantly. The user is able to monitor the error incurred 
by the simplification of the model. 
We analyze how the portfolio VaR value is sensitive to the different char-
acteristics of the Gaussians in the mixture. We argue that in order to produce 
a good model, the user must look at the other characteristics of the Gaussians 
in addition to the use of an appropriate selection criteria. The portfolio return 
model produced by this new approach can be used for portfolio optimization 
and management. We generate the efficient frontier portfolios by using the VaR 








風險值（V a l u e - a t - R i s k ,簡稱V a R )可用以評估一個證券組合的風險 
度。它是一個即簡單又常用的評估方法。評估計算的方法取決於如何 
建立證券組合回報率的分佈模型。其中一個建立分佈模型和計算風險 
值的方法是結合獨立分量分析（ I n d e p e n d e n t Component A n a l y s i s , 






我們提出一個新的選擇標準，稱爲方差解説量（V a r i a n c e Accounted 
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1.1 Motivation and Objective 
Financial crisis such as the Asian turmoil of 1997 have great impact on the 
stability of the market and the economy. Like natural disasters that wipe 
out buildings and farmlands, financial disasters result in substantial loss of 
investment portfolios. These catastrophic events are rare and often unpre-
dictable. Just as we are able to build dams and reinforce dikes to protect 
ourselves against floods, we can safeguard our portfolio value against risks by 
measures such as maintaining reserves. The study and control of the market 
uncertainties is risk management. 
For risk management, one central issue is the assessment of risk. To manage 
risk for portfolios, this means measuring the uncertainty of the portfolio values. 
To measure the uncertainty, the standard approach is to follow probability and 
statistics rules. We first construct a probability distribution model for changes 
of portfolio value. Then the risk measure can be quantified by calculating 
statistical estimates on the distribution model. Risk management involves 
both ex post and ex ante application of risk measure. 
Mathematically, VaR is just the quantile statistics of the profit and loss 
distribution of asset holdings. It has become increasingly popular since the 
1 
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publication of RiskMetrics in 1996 [20]. The adoption of Basel Capital Ac-
cord in 1988 stimulated the research and development of risk management 
techniques [18]. Today, the VaR method is applied to fund management, capi-
tal management, portfolio management, regulatory reporting, and many other 
business and financial areas. Many VaR methods are available, each with its 
assumptions and may be tailored for different application. These VaR methods 
have improved in the estimation accuracy and vary in their complexity. 
Traditional portfolio VaR methods include the historical simulation method, 
variance-covariance method, and the monte-carlo method [26]. All these meth-
ods aim at constructing a profit and loss distribution for the portfolio return. 
These methods are built upon a multivariate normal model for stock returns. 
To reduce the computational tractability and improve the efficiency of calcu-
lation, methods such as the "delta-normal" or "delta-gamma" are proposed. 
They are based on the linear or the quadratic approximation of the covariance 
structure of the stock returns. We will give a brief overview of these methods 
in Chapter 2. J or ion's book [26] has a nice survey for these methods. 
One critical part of the computation of portfolio VaR is the modelling of 
the portfolio return distribution. Portfolio return distribution is often mod-
elled using a factor model where the factors are risks that drive the up and 
down movement of the portfolio return. The advantage of factor models lies at 
separating the systematic (market) risk factors and the idiosyncratic (residue) 
risk factors. The identification of a small number of market risk factors for the 
portfolio return model can reduce the dimension of the model and hence the 
complexity involved [22]. In the traditional risk factor model, risk factors are 
assumed to be normally distributed. And because of this normality assump-
tion, the dependency structure of factors is fully explained by the correlation 
among the factors using the second order statistics. 
One way to build a more realistic portfolio factor model is to relax the 
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normality assumption. Evidence have shown that the stock returns are non-
normal —with high peak values and heavy tails [17]. The VaR method, which 
relies heavily on the underlying portfolio return distribution, is then very sen-
sitive to the heavy tail behavior. The normality assumption for the risk factors 
therefore results in VaR estimation that is often too optimistic. An excellent 
paper on using non-normal risk factors to compute portfolio VaR is [19 . 
One problem frequently involved in the VaR methods, including the risk 
factor model, is the efficiency and accuracy of numerical computation. The 
VaR measure is often approximated empirically using simulation techniques 
such as the Monte Carlo method. An analytical closed form solution for VaR 
is impossible unless we can find a closed form expression for the portfolio return 
distribution. In the case of factor models, this either means the factors are 
normally distributed or their covariance structure is known. 
In 1999, Chin, Weigend, and Zimmermann suggested an efficient solution 
to the computation of portfolio VaR problem [13]. The solution uses the in-
dependent component analysis (ICA) that assumes the factors are jointly in-
dependent against each other. Each factor, being non-normal, can be further 
modelled by a finite Gaussian Mixture Model (GMM). The analytical form for 
the portfolio return distribution can be obtained from a convolution mixture 
of these Gaussian densities. Statistics such as VaR, Expected Shortfall, and 
Lower Partial Moment can be computed analytically. The accuracy of the VaR 
estimation depends only on the accuracy of the parametric density estimation 
process. A more detail description of the process can be found in Chapter 3 
or in the original paper [13 . 
This thesis is built on the work of Chin, Weigend, and Zimmerman in [13. 
Our objective here is to show the problems and solutions in the implementation 
of the approach proposed in [13]. In [13], the complexity of the convolution 
process is exponential to the number of independent factors used. We show 
that the computation complexity can be reduced by adopting a factor selection 
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criteria. We show that different selection criteria gives different estimation 
accuracy. We will demonstrate the sensitivity of the VaR estimation to the 
factor components of the model. As a result, we have to trade accuracy for 
efficiency when using this approach. 
The steps for computing portfolio VaR given a specific portfolio weighting 
is specified in [13]. Another objective of this thesis is to extend this mixture 
convolution model for computing portfolio VaR into a portfolio optimization 
framework. Similar to the mean-variance portfolio analysis, we show that 
the efficient portfolio can be found using the portfolio VaR as a risk measure 
constraint. Another application for this model is in the setting of the mean-
independent portfolio risk factor model. The objective here for the framework 
is to allow efficient portfolio analysis and management. The user can choose 
freely the risk factors and combine them to test the risk level of the portfolio. 
When user observes changes in the underlying risk factors, the portfolio can be 
quickly readjusted to maintain risk level or return level. We want to show the 
flexibility of this mixture convolution approach for modelling portfolio return. 
1.2 Contributions 
The direction of this thesis is to implement and extend the approach given in 
13]. We here list the contributions of this thesis. 
• We propose various selection criteria in order to reduce the complexity 
of the mixture convolution process suggested in [13]. We found that the 
variance account for (VAF) is a simple selection criteria for portfolio re-
turn reconstruction. It performs better than the kurtosis or the skewness 
selection criteria when the VaR is used for evaluation. 
• We demonstrate the sensitivity of the convolution mixture approach sug-
gested in [13] to the selection of factor components. The user needs to 
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trade efficiency for accuracy. 
• We defined an under-estimation error function so that the VaR estima-
tion computed using any method can be compared against a certain 
benchmark estimation method. 
• We show the portfolio VaR approach suggested in [13] can be used in the 
portfolio optimization and management framework. Efficient portfolios 
can be obtained using the risk-reward optimization framework similar to 
the mean-variance method. The user is free to choose the factor compo-
nents so that the portfolio can be better analyzed for its risk and return 
level. Readjustment to the portfolio is possible under this framework. 
• We proposed the justification for the approach used in [13]. We suggest 
the possible advantages of using the independent factor model, finite 
mixture of Gaussians, and the mixture convolution in accordance with 
the risk factor model. 
1.3 Thesis Organization 
This thesis is composed of six chapters. 
In Chapter 2, we present the background of risk management, in particular 
how to quantify and measure risk. We present traditional methods such as 
the variance of returns and the expected shortfalls. We present the concept 
of Value-at-Risk (VaR) and the three commonly used methods to calculate it. 
We also describe the data set used in the experiments in this thesis. 
In Chapter 3, we restate the approach used by Chin, Weigend, and Zim-
mermann in [13]. We apply the steps to calculate the VaR of risk factors for 
18 stocks in the Hong Kong Stock Exchange. We shall describe the JADE 
algorithm and Independent Component Analysis and their application to re-
trieve independent factors. We provide several factor selection criteria in this 
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chapter, namely the kurtosis, skewness, and the variance accounted for (VAF). 
We evaluate their effectiveness by using the VaR on reconstructed return series 
as an evaluation method. 
In Chapter 4, we apply the Expectation Maximization (EM) Algorithm [21 
to find the finite Gaussian Mixture Model for each independent risk factor. We 
show different ways of evaluating the fitness of the distribution density esti-
mated. We demonstrate, with an example, the sensitivity of VaR estimation 
to the factor component selection process. 
Chapter 5 presents the theories and numerical methods behind the portfo-
lio optimization framework. We start with the classical Markowitz model and 
its variations. We explore how the portfolio optimization framework agrees 
with the principle of maximizing expected utility. We also present the experi-
ment runs of the code derived from the framework based on the risk measures 
described in Chapter 2. We extend this optimization framework to take advan-
tage of the VaR risk measure. We present the steps to arrive at the optimized 
portfolios using the portfolio VaR approach suggested in [13] and the selection 
criteria described in Chapter 3. We show the advantage of being able to man-
age the independent risk factors and to include the extreme behaviors at the 
same time in generating scenarios for portfolio optimization. 
Finally in Chapter 6, we conclude our findings and make suggestions for 
future research. 
Appendix A gives a brief overview on the Independent Component Analysis 
(ICA). 
Appendix B gives a brief overview on the Gaussian Mixture Model (GMM). 
Chapter 2 
Background of Risk 
Management 
Uncertainty exists everywhere in the stock market. By uncertainty, we usually 
mean the fluctuation of the stock price. Many factors may cause the fluctua-
tion. The changes of macro economic factors such as the interest rate and the 
unemployment rate may cause prices of certain stocks to move up or down. In 
reality, the stock market operates much like a black box such that the exact 
causal relationship among the factors and the prices are unknown. Trading 
information such as the price of the stock and the trading volume are the only 
reliable observations we can make on the black box. There are many ways of 
building models to describe how the black box operates. These models all have 
their assumptions, advantages and disadvantages. They often aim at provid-
ing better explanations and tools for analysis than predictions. This chapter 
introduce the background of risk modelling. 
Uncertainty means risk. There are many types of risk, for example, market 
risk, credit risk, liquidity risk, social and political risk. In portfolio manage-
ment, we can find two main types of risk: risk that can be avoided by diversi-
fication of the portfolio; and risk that cannot be avoided by diversification, or 
often called as the market risk. By portfolio here we means set of investment 
in the stock market. Each portfolio is a weighted combination of the possible 
7 
Chapter 2 Background of Risk Management 8 
stocks we can investment. The set of weights is the set of percentages of our 
total wealth invested in the stocks. We shall define the portfolio return in 
Chapter 4 mathematically. 
It is clear that diversifiable risk can be avoided by diversification of the 
portfolio, possibly using the mean-variance analysis taking advantage of the 
correlation among the assets in the portfolio. If we cannot avoid the market 
risk, we can try to manage it. Managing risk means we are able to construct 
a mathematical model to quantify the risk. Then we derive a strategy that 
we can follow and receive better profit in portfolio return in the long run. 
Probability theories allow us to construct models to quantify risk. Decision 
theory, in particular the concept of maximization of expected utility, allows us 
to come up with strategy that performs well given the constructed mathemat-
ical model With these methods, we want to effectively manage both types of 
risk. 
Value-at-Risk (VaR) provides a way to quantify the different kinds of risk 
under a single number. This number has a simple interpretation. It means how 
much the portfolio will lose in the event that occurs at a certain probability 
confidence level. The calculation of Value-at-Risk (VaR) is not something 
new from a statistician's perspective. It is computed using the definition of 
percentile, or quantile in statistics. 
In the following chapters, we present the mathematical model to perform 
the measurement for risk and use this mathematical model in the risk-reward 
optimization framework to obtain efficient investment decisions. For the rest 
of this chapter, we introduce the fundamentals of risk measurement. 
2.1 Measuring Return 
The notion of return is very important to financial applications. It is a more 
suitable way to measure financial success or failures than price. Different from 
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price, return is scale-free and often shows stationarity and ergodicity [9 . 
There are two common definitions of return, namely the simple return and 
the log return. Given Pt as the price of an asset at time t, the simple return 
Rf is defined as 
Rt = ^ - I . (2.1) 
t-i 
In this thesis, we use the log return definition. It is defined as 
n = / o p ( ^ ) . (2.2) 
The advantage of using the log return definition is the ease of handling 
when we need to transform a single-period return into multi-period return for 
presentation. Continuous compounding of return is transformed to a series of 
additive operations for log return. On the other hand, a series of multiplicative 
operations is needed when we compound simple return continuously [9 • 
In our thesis, because we use the daily return and the data period we use 
to calculate the return series is well defined for the experiments, the subscript 
t is dropped from the return notation. We use the subscript i to denote stock 
i. So the log return of stock i is simply r^. 
Table 2.1 shows the description of 18 stock price data used in the ex-
periments in this thesis. These 18 stocks are selected because they are key 
constituents of the Hang Seng Index^ and their daily price data are available 
from 18-September-1981. The column Stock # is the numbering system used 
in this thesis. The column Ticker # is the stock numbering system used in 
the Hong Kong Stock Exchange. The column Sector is the classification of the 
stock as used by the Hang Seng Index, a weighted stock index of the Hong 
Kong Stock Exchange. The Date From and Date To columns use the date 
format YYYYMMDD. 
Table 2.2 shows the different data periods used for experiments. The Ro-
man numerals are used to identify the data periods. Again, the Date From 
and Date To columns use the date format YYYYMMDD. 750 price data points 
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Stock # Ticker # Company Sector D a t e From D a t e To Pr ice D a t a p o i n t s 
1 1 Cheung Kong P r o p e r t y 19810918 20030530 5350 
2 2 C L P Uti l i ty 19810918 20030530 5350 
3 3 HK China Gas Uti l i ty 19810918 20030530 5350 
4 4 Whar f Conglomera te 19810918 20030530 5350 
5 5 HSBC Banking 19810918 20030530 5350 
6 6 HK Electr ic Uti l i ty 19810918 20030530 5350 
7 10 Hang Lung Group P rope r ty 19810918 20030530 5350 
8 11 Hang Seng Bank Banking 19810918 20030530 5350 
9 12 Hendersen Land P rope r ty 19810918 20030530 5350 
10 13 Hutchison Conglomerate 19810918 20030530 5350 
11 14 Hysan Dev P rope r ty 19810918 20030530 5350 
12 16 SHK Prope r ty 19810918 20030530 5350 
13 17 New World Dev P rope r ty 19810918 20030530 5350 
14 19 Swire Pacific A Conglomerate 19810918 20030530 5350 
15 20 Wheelock Conglomerate 19810918 20030530 5350 
16 23 Bank of Eas t Asia Banking 19810918 20030530 5350 
17 83 Sino Land P rope r ty 19810918 20030530 5350 
18 97 Henderson Inv Conglomerate 19810918 20030530 5350 
Table 2.1: Description of data set used in experiments. 
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D a t a Pe r iod D a t e From D a t e To R e t u r n D a t a p o i n t s 
I 19810918 19840927 749 
II 19840928 19871013 749 
III 19871014 19901029 749 
IV 19901030 19931104 749 
V 19931105 19961111 749 
VI 19961112 19991126 749 
VII 19991129 20030530 849 
Table 2.2: Data period for returns used in experiments. 
represent 3 years of trading days. When data is not available for particular 
days, we use a simple interpolation method of averaging. Return, whether 
positive or negative, is distributed evenly over the period of missing data. The 
return data have 749 data points. 
2.2 Objectives of Risk Measurement 
In this section, we examine several methods used in risk measurement. When 
we measure risk, we need to firstly define a proper metrics. We also need to 
define clearly from what period we perform the measurement. And because 
risk measurement often involves statistical sampling and estimation, we need 
to specify a confidence level for the computation. 
Figure 2.1 shows the competing relationship among the three objectives of a 
good risk measurement methodology. The three objectives are the robustness, 
the efficiency, and the accuracy of the methodology. The robustness objec-
tive here means the methodology should be able to cater as much different as 
possible, preferably even those that are not available when the methodology is 
being tested. The efficiency objective means the methodology must be efficient 
when executing in terms of the space and the time of the computation. The 
iTwo of the stocks, New World Dev and Sino Land, are removed from the constituents 
list of Hang Seng Index as of 9-June-2003. Our data here is till 30-May-2003. 




w w . 
Figure 2.1: Risk measure objectives. 
accuracy objective means the methodology should yield results that are nu-
merically accurate as it is expected. It is often hard to find a risk measurement 
method that achieves the three objectives at the same time. The more knowl-
edge we have about the return and its structure, the better tradeoff decision 
we can make in selecting the best risk measurement method. 
For example, most financial applications assume that return data is nor-
mally distributed. Under this assumption, risk measurement based on order 
statistics is only possible up to the second order moment, which is the vari-
ance. Statistics such as skewness and kurtosis are not available. In real life, 
the return distribution is usually non-normal. This can be shown by the non-
zero higher order sample statistics of return data. Another way is to plot the 
Quantile-Quantile diagram (Q-Q plot) for the returns. The Q-Q plot is a sim-
ple way to tell if the two sets of data are coming from the same distribution 
by visually examining the linearity of the plot [29]. Besides the observed non-
linearity of the diagram, we can also see the heavy tail activity from the Q-Q 
plot. Therefore, if we want to yield a good risk measure so that asymmetric 
and fat tail behaviors are well accounted for, the mathematical model has to 
be more sophisticated and we often need to lift the assumption of normally 
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Figure 2.2: Histogram and fitted normal curve of stock 1, period I return. 
distributed return. As a result, we are trading efficiency for accuracy and 
robustness. 
Figure 2.2 shows the histogram of stock 1 return from period I. The normal 
distribution curve is fitted onto the return data at 95% confidence. We can 
easily see how the high kurtosis and non-zero skewness indicate a non-normal 
distribution. 
Figure 2.3 shows the Q-Q Plot of the return distribution. It is easy to see 
that a normal distribution is not appropriate to describe the return data due 
to the heavy tail behavior at both the positive and the negative end. 
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Figure 2.3: Q-Q Plot of stock 1, period I return. 
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2.3 Simple Statistics for Measurement of Risk 
The definitions and estimation methods of the following statistics can be found 
in books on statistics or data analysis, such as [40]. The interpretation of these 
statistics in risk management and finance can be found in [9] and [22 . 
One way to quantify risk is to use the variance of the data. It gives a simple 
number that represents the expectance of the squared deviation of returns from 
the sampled mean. Taking the square root of variance yields the standard 
deviation which has the advantage of being the same unit as the data sample. 
The variance is also referred to as the volatility. 
In the following sets of equations, we show how the simple statistics about 
return expressed in the expectation notation E[-] can be calculated from sample 
estimations. The estimated statistics is differentiated from the theoretical 
statistics by a ^ symbol. N denotes the total number of data points. 
Mean and sample mean of return: 
IM = i] (2.3) 
= (2.4) 
n=l 
Variance and sample variance of return: 
a? = E[{r, - (2.5) 
= J y n - (2-6) 
n=l 
Skewness and sample skewness of return: 
E[{ri - f i j f ] . . 
& = ^ (2.7) 
1 N / ^ xQ 
1 • (n - / o ON 
n=l I 
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Kurtosis and sample kurtosis of return: 
= 3 (2.9) 
1 N ^ \ 4 
= ( 2 . 1 0 ) 
n=l ^ 
The percentile, or quantile statistics is defined using the following formula 
nOQ 
c = Prob{X >q)= f{x)dx = 1 — F{q) , (2.11) 
where c is the confidence level, q is the cut-off value, f{x) is the probabilistic 
density function, and F{q) is value of the cumulative probability function 
evaluated at q. For the cases where f{x) or F{x) are not readily available, 
the empirical percentile is determined by firstly sorting the data samples into 
ascending order, and then finding the value (interpolated if necessary) that is 
the least upper bound of the ordered data samples, at 1 — c percentage sample 
size level. The percentile statistics is used in computing the VaR (defined in 
the next section). 
Another related statistics, the conditional percentile, which tells the ex-
pected value when X is smaller than the cutoff value q, can be computed 
as 
= (2.12) 
This conditional percentile is often called the expected shortfall, or conditional 
loss. It is used in computing the Conditional VaR. 
2.4 Methods for Value-at-Risk Measurement 
In this section, we give a brief overview of various methods of computing the 
VaR. These methods can be classified into two groups - the local-valuation 
methods and the full-valuation methods [26]. The local-valuation methods 
produce portfolio valuation model once and then compute the VaR value based 
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on a derivative model of the underlying factors. The full-valuation methods 
measure risk by repricing the portfolio over a range of scenarios. The delta-
normal model, which is based on a linear approximation of change in portfo-
lio values due to the underlying factors, is an example of the local-valuation 
method. Historical simulation and the Monte Carlo simulation methods are 
full-valuation methods. 
The ultimate goal for these methods is to build a good description of the 
distribution of data, expressed either in the form of data samples or in the 
functional form of distribution density. Details on implementation methods 
based on valuation are available in texts such as [26] and [41 . 
As noted earlier, the calculation of VaR is similar to the calculation of 
quantile statistics. Given a time period T, and a confidence level c, the Value-
at-Risk (VaR) V of an asset is defined as 
l - c = f f{x)dx P{x <V) = p . (2.13) 
J —oo 
Note the above definition for VaR is closely related to the quantile statistics 
defined in Equation (2.11). Both definitions use the probability integral, which 
sums the area under the probability distribution function from negative infinity 
to a set probability level. If the parameters and the form for the probability 
distribution function is known, an analytical expression can be obtained easily. 
The numerical value can be computed by numerical packages to a high degree 
of accuracy. For example, if the data is normally distributed, the table of 
cumulative standard normal distribution function can be consulted. Numerical 
packages can handle types of cumulative distribution function other than the 
standard normal distribution. Methods such as the non-parametric or the 
semi-parametric statistics are also available [26]. Because those methods are 
often complicated and our thesis uses a finite mixture of Gaussians for the 
probability distribution function, we do not present them here. 
Another common approach is to compute VaR directly by ordering the 
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underlying samples and then reading the quantile off the ordered samples. 
This is the empirical VaR [26]. However, this method is very sensitive to the 
sample size and the interpolation method used. Many statistics algorithms 
such as bootstrapping and bagging can be used to improve the empirical VaR 
estimation. In this thesis, we do not use these sampling algorithms and use 
linear interpolation for simplicity of the method. 
2.5 Conditional VaR 
A short introduction of Conditional VaR and its use in optimization applica-
tion can be found in [45] and [2]. Conditional VaR is also called Mean Excess 
Loss, Mean Shortfall, Tail VaR, or Expected VaR in some literatures. 
The Conditional VaR (CVaR) Vc is defined as the expected return condi-
tioned on the distribution of the return being smaller than the VaR V at a 
confidence level c. Therefore, the CVaR is closely related to VaR and is defined 
as 
Vc = E[r\r < V] (2.14) 
E[r;r< V] 
=P{r < V) (2.15) 
fV rf(r)dr , 
= … . (2.16) 
P 
In the above equation, / ( r ) is the probability distribution function of the return 
r, and p is the probability quantile defined in Equation (2.13). 
2.6 Portfolio VaR Methods 
There are many ways of calculating the VaR of a portfolio. The first thing 
for VaR computation is to determine the mathematical model for the portfolio 
return distribution. By model here we means the statistical description of the 
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return data. It is often expressed as a set of mathematical functions. This 
model can be a non-parametric model so that non-parametric VaR methods 
such as empirical VaR can be used to calculated the portfolio VaR. 
For a more accurate and flexible way of calculating the portfolio VaR, we 
can try to determine the analytical form of the portfolio return distribution. 
After this mathematical model has been found, we can then apply the an-
alytical methods described above in Equation 2.13 to estimate the portfolio 
VaR. 
Several mathematical models exist for the portfolio return data. Figure 2.4 
is the easiest way. It tries to obtain the model parameters by fitting a single 
Gaussian distribution to the return samples. The problem of this fitting is 
that portfolio returns may be non-normal so a single normal curve may not be 
realistic. 
Figure 2.5 shows the method that models portfolio returns as linear combi-
nation of risk factors. Many methods can be used to obtain the factor model, 
such as the Principle Component Analysis (PCA) and linear regression. This 
model however has a strong dependency on the correlation among factors and 
the distribution of individual factors. VaR estimation using this factor model 
is then possible using either analytical methods or the local and full evaluation 
methods described earlier. 
Figure 2.6 shows the method that takes advantage of the Independent Com-
ponent Analysis (ICA) approach. This generates a factor model in which the 
factors are statistically independent against each other and the factor has 
non-normal distribution. However, since the parametric form of the form of 
distribution of each factor is unknown, analytical VaR method cannot be used. 
Usually an empirical VaR method is used. 
Figure 2.7 is the approach used in [13]. Because the density of each inde-
pendent factor is here modelled as a mixture of Gaussians, the analytical form 
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f ^ S t o ^ ^ f o o u s s ^ Value-at-Risk 
( R e t u r n s ^ Distribution — ^ Model ^ Estimation Val^  ) 
F mg V ^ ^ v ^ W 
Figure 2.4: VaR computation process using fitted normal distribution. 
/ " s t o ^ r ? . / T T ^ Mixing Value-at-Risk 
- - ^ F Q c t o , ^ (Linear) — Estimation 
Figure 2.5: VaR computation process using factor models. 
of the portfolio return distribution can be obtained using a convolution of mix-
tures method. This approach has the flexibility of using evaluation methods 
for VaR computation, or the direct analytical VaR estimation. It is certainly 
more versatile than the independent factors only approach in Figure 2.6. 
2.7 Coherent Risk Measure 
An important property of risk measure is the coherency. In [3], the definition of 
coherent risk measure is defined. Also in [3], the coherent property of various 
risk measures are reviewed. Coherent risk measure ensures the convexity of the 
risk function. The convexity property is very important in producing efficient 
portfolios in the portfolio optimization framework. 
Here we list out the three axioms of coherent risk measure following the 
definitions in [3]. Only the results are presented here. For proofs and original 
/ s t o ^ … Mixing Value-at-Risk ICA ri ICS > ,• • : > ——c. VaR 
^ ^ ^ I (Linear) Estimation 
Figure 2.6: VaR computation process using ICA. 
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Figure 2.7: VaR computation process using ICA and GMM. 
definitions please consult [3 . 
Define firstly a probability space (set of all risks) Q and a risk measure p 
which is a mapping from the probability space Q to the set of real numbers R: 
p-.g ^ R . 
A risk measure p is said to be coherent if it satisfies the following three 
axioms. 
• Axiom 1 : Translation Invariance 
For all X eQ and every a G M, we have p{X + a) = p{X) + a. 
• Axiom 2 : Subadditivity 
For all Xi, X2 G Q, we have + X2) < + "( 2). 
• Axiom 3 : Positive Homogeneity 
For all X G 5 and every A > 0, we have p(\X) Ap(X). 
According to [3], VaR measure using quantile statistics is only coherent for 
special cases such as multivariate normal distributions. In general it is not 
coherent because it is not satisfy the axiom of subadditivity. This coherency 
property argues for the use of linear model of normal distributions for underly-
ing risk factors. Risk measures such as expected shortfall, CVaR are coherent. 
Chapter 2 Background of Risk Management 22 
This is the primary reason for the use of mean-CVaR portfolio optimization 
framework in [2]. In this thesis, we only use the mean-VaR approach. 
2.8 Summary 
In this chapter, we defined the notion of return, log return, used in this thesis. 
We showed the data sets used in the experiments in this thesis. The non-
normal, heavy tail behavior of stock return is demonstrated using a histogram 
and a Quantile-Quantile Plot. We defined the three objectives in risk mea-
surement, namely robustness, efficiency, and accuracy. In practice, we often 
have to trade efficiency for accuracy because of the nature of model techniques 
and underlying assumptions. 
We presented the equations for obtain simple statistics on the data. These 
are the mean, the variance, the skewness and the kurtosis. We defined the 
method for computing the Value-at-Risk (VaR) and the Conditional Value-at-
Risk (CVaR). We presented the approaches in calculating the portfolio VaR. 
Finally, we included the coherency axioms defined for risk measures. 
In the next chapter, we shall move into the implementation details of com-
puting portfolio VaR. 
Chapter 3 
Selection of Independent 
Factors for VaR Computation 
We introduced different approaches in estimating the portfolio VaR in the last 
chapter. The approach we will use in this thesis uses Independent Component 
Analysis (ICA) and finite Gaussian Mixture Model (GMM). This approach is 
first proposed by Chin, Weigend, and Zimmermann in [13]. To avoid having to 
refer to the terms ICA and GMM over and over again, we call their approach 
"mixture convolution" • This is certainly a generalization because the mixture 
density is no longer restricted to the mixture of Gaussians model. 
In this chapter, we shall present the problem of selecting independent fac-
tors for the mixture convolution approach. We present the various selection 
criteria which are based on either sample statistics or the by-product of the 
numerical process. We analyze the effectiveness of these selection criteria using 
a simple underestimation error function. We also present the reasons behind 
the differences of selection criteria. 
23 
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3.1 Mixture Convolution Approach Restated 
According to [13], the ICA/GMM approach "does not exploit time structure 
in a predicative way but concentrates on inferring from distributional charac-
teristics built on stationarity assumptions". This means we assume the data 
has the property of being stationary. 
First, we restate the steps for mixture convolution proposed in [13]. Some 
of the terms used here will be explained in detail in this and later chapters. 
• Step 0: Asset return pre-processing. Asset return data are adjusted to 
zero mean data. 
• Step 1: Independent Component Analysis. Independent components are 
recovered from the zero mean asset return data usingthe Joint Approxi-
mate Diagonalization of Eigenmatrices (JADE) algorithm [10 . 
• Step 2: Gaussian mixtures. Each independent component obtained in 
Step 1 is modelled by a mixture of Gaussians using the Autoclass [12 
algorithm. The parameters of the mixture, in particular the number 
of Gaussians in the mixture is selected automatically by the Autoclass 
algorithm. 
• Step 3: Convolution. Mixture density of each independent component 
obtained in Step 2 is convolved together into a new mixture of Gaussian 
model, based on the independence assumption. The return distribution 
of a given portfolio is expressed as a mixture of Gaussians. 
• Step 4: Risk measures. Risk measures such as VaR, Expected Shortfall, 
and Lower Partial Moments are computed using the analytical form of 
the portfolio return distribution obtained in Step 3. 
We would like to point out the following key differences between the steps 
implemented in this thesis and in [13 . 
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• In [13], the asset data used are stock index, country bond returns, and 
foreign exchange. In this thesis, we use return data of individual stocks. 
• Not all the independent components recovered in the ICA process is used 
in this thesis. The independent components are chosen by a selection 
criteria. This will be explained in details later in this chapter. 
• We use the EM Algorithm modified from [38] instead of AutoClass to 
obtain the GMM. The number of Gaussians in the GMM is set to 3 
instead of automatically selected. The reason will be explained in the 
next chapter. 
Same as Step 1 in [13], we use Independent Component Analysis (ICA) to 
decompose stock return data into independent factors. The JADE algorithm 
designed by Cardoso [10] is used here to obtain the independent components. 
Computation of VaR and the portfolio optimization algorithm operate on 
these independent components. We use the Gaussian Mixture Model (GMM) 
to model the distribution density of each independent components (Step 2 of 
13]). We can model the portfolio return distribution by convolution of these 
Gaussian mixtures of independent components (Step 3 of [13]). The number 
of Gaussians required to describe the portfolio return distribution model is 
J 
}C = Y [ K j . (3.1) 
3=1 
J is the number of independent components. Kj is the number of Gaussians 
to model independent component j. In this thesis, K j is equal to 3 as we use 
three Gaussians to model each independent component. This means 
/C = 3J . (3.2) 
The complexity of the convolution process depends on the total number of 
Gaussians. In this thesis we use ICA on a return series of 18 stocks and we ob-
tain 18 independent components. If we use all the 18 independent components 
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in the model, the number of Gaussians become /C = = 387420489. Because 
of this exponential growth in complexity, we should use as few independent 
components in the model as possible. The problem of selecting independent 
factors was studied in [37] and [11]. In those two pieces of work, factors are 
sorted and selected by criteria such as the L2 norm, the L^o norm, the kurtosis, 
and the number of runs. The performance of these selection criteria is evalu-
ated using the Run-Test. The Run-Test is used to estimate the randomness of 
the residues in the factor model constructed. 
Our objective then is to produce accurate VaR estimate after reconstruc-
tion. We choose the 5% percentile VaR to evaluate the performance of different 
selection criteria. We show that criteria such as kurtosis and skewness are poor 
at selecting the appropriate factors to match the VaR of actual return series. 
We propose the use of variance-accounted-for (VAF) as a selection criteria. 
The reconstructed return series using VAF gives a good estimate of the VaR 
of the actual return series. VAF is easy to compute because it is solely based 
on the mixing matrix resulted from the JADE algorithm. Methods such as 
kurtosis and skewness have to rely on further computing of the statistics of 
components and are sensitive to outliers. 
3.2 Procedure for Selection and Evaluation 
3.2.1 Data Preparation 
We use stock closing price data from 18-September-1981 to 30-May-2003 of 
eighteen stocks listed on the Hong Kong Stock Exchange. These data are 
separated into six periods each with 750 data points and one period with 850 
data points. 750 data points are approximately equal to three years of trading 
days. Data periods are numbered using the Roman numerals (I, II, III, IV 
and V). Description of the data used are tabulated in Tables 2.1 and 2.2. 
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The log return r of the stock i is calculated from 
ri{t) = log\pi{t)] — log\pi{t — 1)] . (3.3) 
Pi is the price of stock i and t is a particular observed time instance. Because 





= r i ( t ) - fM (3.5) 
Here, T is the total number of data points and E[-] is the expectation operator. 
3.2.2 ICA Using JADE 
Under the ICA model, the zero-mean log return series of each stock is a linear 
combination of J statistically independent components Sj. 
J 
ri{t) = X d i j S j i t ) (3.6) 
CLij is the entry for stock i, component j of the ICA mixing matrix A. The 
number of components J is equal to the number of stocks 1. 
A number of algorithms are available to obtain the mixing matrix A and 
components Sj (t) from the input series. We here use the JADE algorithm 
suggested by Cardoso [10]. We choose JADE for its computational efficiency. 
It always converges. JADE produces components with unit variance. This 
means no further processing is necessary on the components and all important 
statistics can be obtained from the mixing matrix A. This allows us to obtain 
the variance-accounted-for (VAF) statistics using only the mixing matrix A. 
In this step, we use the JADE-op algorithm in ICALAB [14] to process our 
data. JADE-op is robust, optimized for numerical procedures, and there is no 
need to tune any algorithm parameters. After the ICA processing, we obtain 
the mixing matrix A by computing the inverse of the de-mixing matrix W. 
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3.2.3 Factor Statistics 
In this step, we need to compute the following statistics of each indepen-
dent component: kurtosis weighted and un-weighted skewness and ) 
variance-accounted-for (0). Because the components are zero-mean and unit 
variance, kurtosis of each component j is computed simply by 
Kj = s —3 • (3.7) 
The implementation of sample kurtosis statistics follows Equation (2.10). 
For weighted skewness, we compute the skewness of component data weight-
ed by the corresponding weight in the mixing matrix A. The weighted com-
ponent j for stock i is 
Sij dijSj . (3.8) 
The implementation of sample skewness statistics follows Equation 2.8. 
Statistics computed on weighted components allow us to have different 
ranking, hence different selected components for each stock reconstruction 
'5]. Un-weighted statistics will result in the same selected components for 
all stocks. The kurtosis in Equation (3.7) is an un-weighted statistics. The 
variance-accounted-for (VAF) is by nature weighted because it is computed 
from the mixing matrix. 
Skewness of a weighted component is computed by 
= ^[41 . (3-9) 
Skewness of an un-weighted component is computed by 
=E[s^j] . (3.10) 
Again, the implementation for the sample statistics follows Equation 2.8. 
The variance of each stock return i is just the sum of squared mixing matrix 
entry across the entries of the row of the mixing matrix produced in the JADE 
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Ranking Criteria Ranking Order By Number of Components 
Selected (Ji) 
Kurtosis Descending Magnitude Fixed (= 9) 
Weighted Skewness (f) Ascending Positive Mag- Fixed (= 9) 
nitude 
Un-weighted Skewness Ascending Positive Mag- Fixed (= 9) 
nitude 
VAF (</)) Descending Percentage Fixed (= 9) 
VAF-9Q% Descending Percentage Varied (< 18) 
Table 3.1: Methods for selecting independent factors, 
algorithm (see [13]), which is 
. (3.11) 
Hence, the variance-accounted-for (VAF) for each stock i by each component j 
can be computed by the squared mixing matrix entry normalized by the total 
variance of each stock return i as computed using Equation (3.11). 
= 4 . (3-12) 
We multiply (pij by 100 to get the VAF in percentage. 
3.2.4 Factor Selection 
Based on the four types of statistics computed in Step 3, we can rank the 
factors. The selection methods are tabulated in Table 3.1. 
Definitions of the ranking criteria can be found in "Factor Statistics" sec-
tion above. Note in particular the VAF criteria is defined by Equation (3.12). 
Both the VAF and VAF-90% criteria rank the components in the order of 
descending VAF value. The VAF method selects a fixed number of compo-
nents, 9, which is half the total number of components. The VAF-90% method 
selects components until the total VAF by the the selected components reaches 
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90%. Therefore, the number of components selected using the VAF-90% crite-
ria is variable. It is smaller or equal to the total number of components, which 
is 18 in this case. 
For the kurtosis criteria, we rank the components in the order of descending 
magnitude of their kurtosis statistics, and then select the first 9 components. 
For the weighted and un-weighted skewness criteria, we rank the components 
in the order of ascending positive magnitude of their skewness statistics, and 
then select the first 9 components. 
For each stock, the index of the independent component selected is stored 
in a set 
3.2.5 Reconstruction and VaR Computation 
Each stock return is then reconstructed according to the following equation: 
ri{t) = ^ a i j S j { t ) (3.13) 
jeSi 
Ji is the set that contains the index of the independent component selected 
using the methods in Step 4-
For the VaR value of each reconstructed stock return series, we compute 
the empirical 5% percentile of each reconstructed series. To better compare 
the results, we also compute the empirical 5% percentile for the each original 
return series. As noted in Chapter 2, the method of empirical VaR is used 
here because we only have data samples but not the analytical form of the 
probability density of each independent component. 
3.3 Result and Comparison 
Table 3.2 shows the result of using different factor selection criteria. The last 
column of the table shows the number of independent components selected 
using the VAF-90% method for each stock. The total number of factors selected 
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Stock VaR VaR VaR(un- VaR VaR VaR N u m 
(kur tos is) (weighted weighted (weighted (VAF- (origi- Selected 
skew- skew- VAF) 90%) nal) VAF-
ness) ness) 90% 
1 -0.0305 -0.0313 -0.0315 -0.0508 -0.0508 -0.0495 9 
2 -0.0242 -0.0236 -0.0254 -0.0397 -0.0415 -0.0408 8 
3 -0.0246 -0.043 -0.0464 -0.0595 -0.0549 -0.062 7 
4 -0.0268 -0.0338 -0.0342 -0.0498 -0.0488 -0.053 8 
5 -0.0153 -0.0244 -0.0239 -0.0276 -0.0275 -0.0283 8 
6 -0.028 -0.022 -0.021 -0.0374 -0.036 -0.038 8 
7 -0.039 -0.0518 -0.051 -0.0521 -0.052 -0.0549 8 
8 -0.0357 -0.0367 -0.0379 -0.0435 -0.0419 -0.0436 7 
9 -0.0254 -0.0399 -0.0426 -0.0534 -0.0492 -0.0542 8 
10 -0.0349 -0.0355 -0.0302 -0.0459 -0.0459 -0.0509 9 
11 -0.0358 -0.0389 -0.0388 -0.0418 -0.0423 -0.0415 7 
12 -0.0405 -0.037 -0.0366 -0.0532 -0.0532 -0.0537 8 
13 -0.0304 -0.0394 -0.0422 -0.0518 -0.0484 -0.0537 7 
14 -0.0341 -0.0257 -0.0373 -0.0426 -0.0426 -0.0438 9 
15 -0.0343 -0.0424 -0.0398 -0.0565 -0.0544 -0.0579 8 
16 -0.0366 -0.0266 -0.0282 -0.0416 -0.0425 -0.0453 8 
17 -0.0363 -0.0367 -0.0386 -0.0627 -0.0638 -0.0652 8 
18 -0.0445 -0.032 -0,0456 -0.052 -0.0511 -0.0527 8 
Total number of factors selected : 143 
Table 3.2: Result of using different factor selection methods, data period 1. 
for data period I is 143. If we fix the number of factors for each stock to 9, we 
need 9 x 18 = 162 factors. 
Figures 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7 are bar charts of empirical VaR 
using stock return data of period I to VII respectively. 
As we can see from the chart, the VAF methods give estimates that are 
much closer to the VaR of the original return series. The VAF method is also 
consistently better or matching the method using kurtosis. The VaR values 
of reconstructed series using weighted or un-weighted skewness as a ranking 
method are quite poor comparing to kurtosis or VAF method. Over-estimation 
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Figure 3.4: 5% VaR of reconstructed stock returns for period IV. 


Chapter 3 Selection of Independent Factors for VaR Computation 38 
I … . ;'• ,‘':”•• ? : ? , • • • • • iiiii i_i__| _i" I ji_r 
L j I i 1 .1 . IIII I ” I , ,,+ 
11 I —_ .1 j. 
I I" I , I 
- ! ^ ― — l i i i - > 
= 
I i " l . : . ' ‘ ‘ I 
0 inpllllllIIIlllllllllIII • • • • • • • • • • • • • M i ^ 
St^  ‘~‘ 1 t j i 
1 • I 
I "I i"I "II ‘ 1 : I 
I I _ I 
I : -
r 
‘ t J 1i j “ 
I '‘ ‘ ‘ 
. ‘ I 
I- i ^ T ^ - - i - - - - - - 1 - - - - -
i S 1 8 i I i i i i ° 
^ o o o o o (enjBA atniosqy) emueojed %S 
Figure 3.7: 5% VaR of reconstructed stock returns for period VII. 
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Here we propose a way to measure the VaR estimation error due to the 
different selection criteria. We use the Value-at-Risk statistic as the measure. 
The VaR statistic of the original return series is used as the benchmark to 
compute the error statistic. If the reconstructed return series gives a good de-
scription of the negative fat-tail behavior of the original return series, matching 
the VaR estimate of the benchmark, then the selection criteria has a good re-
construction fitness for original return series. Here the VaR is computed as the 
5% empirical percentile of the data series. The reconstruction fitness of the 
model for each stock i is measured by the following error function (() based 
on the VaR estimate. 
‘ 0 if VaR{xi) < VaR{yii) 
= VaR{xi) 1 . . (3.14) 
— — r — 1 otherwise. 
VaR{yii) 
The error function takes in two vectors of data series. The Xj is the orig-
inal return series of stock i and Xj is the data series reconstructed using the 
different selection criteria from the independent components. For the purpose 
of comparison, we run the error statistic by setting the x^ to a data series 
reconstructed by the different selection criteria used earlier. In the error func-
tion, we only count the error caused by under-estimation of the VaR, which is 
A 
V"a_R((x)) > VaR{-K). This is because we do not want to be optimistic about 
the VaR estimation and in most risk management financial applications, a 
pessimistic risk measure produce more sensible results. 
The total error ( is then computed by averaging the error of all the I stocks. 
C = (3.15) 
i=i 
Table 3.3 shows the average underestimation error of using different selec-
tion criteria for stock return series of data period I. As we can see, the two 
VAF selection criteria show significantly lower average underestimation errors 
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Stock Index Er ror (by Er ror (by Er ror (by Er ror (by 
Kur tos is ) Skewness) VAF) VAF-90%) 
1 0.3838 0.3677 0.0000 0.0000 
2 0.4069 0.4216 0.0270 0.0000 
3 0.6032 0.3065 0.0403 0.1145 
4 0.4943 0.3623 0.0604 0.0792 
5 0.4594 0.1378 0.0247 0.0283 
6 0.2632 0.4211 0.0158 0.0526 
7 0.2896 0.0565 0.0510 0.0528 
8 0.1812 0.1583 0.0023 0.0390 
9 0.5314 0.2638 0.0148 0.0923 
10 0.3143 0.3026 0.0982 0.0982 
11 0.1373 0.0627 0.0000 0.0000 
12 0.2458 0.3110 0.0093 0.0093 
13 0.4339 0.2663 0.0354 0.0987 
14 0.2215 0.4132 0.0274 0.0274 
15 0.4076 0.2677 0.0242 0.0604 
16 0.1921 0.4128 0.0817 0.0618 
17 0.4433 0.4371 0.0383 0.0215 
18 0.1556 0.3928 0.0133 0.0304 
Average error ( 0 : 0.3425 0.2979 0.0313 0.0481 
Table 3.3: VaR underestimation error of different selection criteria, data period 
1. 
than the kurtosis and skewness selection criteria. Using the VAF criteria, we 
can control the underestimation error under 10% for individual stock and un-
der 5% on average. The same statistic shows an underestimation error as high 
as 60% for some stocks and about 30% on average for the kurtosis and skew-
ness selection criteria. The high estimation error can significantly impact the 
accuracy of applications that use the VaR statistic. 
3.4 Problem of Using Kurtosis and Skewness 
The kurtosis statistics is very sensitive to outliers. It is therefore not a robust 
measure of nongaussianity that is frequently observed in stock return series 
24]. Kurtosis measures the spread of the data so it can sort out the fat tailed 
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distribution easily. However, kurtosis method has a strong dependence on 
the assumption that the underlying distribution is symmetric. Because of the 
sensitivity to outliers, it might sometimes confuse distribution with extreme 
outliers and fat tailed distribution without much extreme outliers. 
Figure 3.8 shows the histogram of an independent component obtained 
from ICA on period I stock return data. The component index is 18 and the 
stock index is 7. This component is not picked by the kurtosis criteria but is 
picked by the skewness criteria. This component 18 is ranked the 3rd on the 
weighted skewness but only the 17th on the kurtosis. We can see from the 
histogram that this weighted component is negatively skewed. The shape of 
the histogram is not so spread out and it does not have many extreme outliers, 
therefore the kurtosis is quite small. We can see from Figure 3.1 that for 
stock 7, the weighted skewness method produce a better VaR estimate than 
the kurtosis method. As we observed in our experiment, VaR measure for 
reconstructed series using the kurtosis method is not very consistent for its 
closeness to the empirical VaR of the original series. 
Independent components obtained from ICA are usually not symmetri-
cally distributed. This property can be attributed to the skewed original stock 
return series. Since the VaR measure concerns the negative tail of the distri-
bution, it is very reasonable to use skewness as sorting criteria. However, as 
we observed from our experiment results, skewness is also not a robust mea-
sure of the heavy negative tail behavior of the underlying distribution. Figure 
3.9 shows the histogram of an independent component obtained from ICA on 
period VI stock return data. The component index is 3 and the stock index 
is 4. This component is not picked by the skewness criteria but is picked by 
the kurtosis criteria. Component 3 is ranked the 2nd on the kurtosis but is 
the last on the weighted skewness rank. We can see from the histogram that 
this weighted component is positively skewed. The distribution is supergaus-
sian and have many extreme outliers. Therefore the kurtosis is very large. 
Chapter 3 Selection of Independent Factors for VaR Computation 42 
Perlpct!, mm 
35 1 r 1 r t 
Max = 0,0257 
Min=-0.02ri I 
30 - Kurtosis = 1.5357 I -
Skewness = -O.Z010 J 
5% Percentile = -0.0118 _ 
… — ― i 
: l ^ i l I -
-0.03 -0.02 -0.01 0 0.01 0.02 0.03 
Figure 3.8: Histogram of weighted component 18, stock 7, period 1. 
The extremely positive outlier near 0.25 on the histogram affects the skewness 
calculation. When this outlier is removed from the component, we found the 
skewness changes to —0.5219. It would put the component to the 5th place 
of the weighted skewness list. This shows the ranking process can be affected 
dramatically by the underlying statistics and positive outliers. We can see 
from Figure 3.6 that for stock 7, the weighted skewness method produces a 
better VaR estimate than the kurtosis method. 
Two reasons are behind this. Firstly, not all of the components we picked 
have negative skewness. Secondly, components that have close to zero or very 
positive skewness can still have a heavy negative tail. These components are of-
ten selected using the kurtosis criteria. And because symmetrically distributed 
component can also have heavy tail behavior, it does not help to use the abso-
lute skewness value. As shown in the experiment result, the skewness criteria 
can sometimes estimate VaR value close enough to the empirical VaR of the 
original series. On the other hand, the skewness criteria can also be very poor 
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Figure 3.9: Histogram of weighted component 3 stock 4, period VI. 
at the estimation and is worse than using the kurtosis. This inconsistency 
matches our analysis above. 
One possible solution to the problem of using kurtosis or skewness alone 
could be to use a score function that combines the two measures. However, 
the characteristic of such function is unknown to us. And the kurtosis and 
skewness are statistics of different order, such a function have to account for the 
different properties of the two statistics when the components exhibit heavy 
tail behavior. Furthermore, the computation of such score could be quite 
complicated and suffer from estimation problems. Therefore, the VAF method 
is a much simpler way and it produces consistent and well matching results. 
3.5 Summary 
In this chapter, we first described the "mixture convolution" approach using 
ICA and GMM proposed by Chin, Weigend, and Zimmermann in [13]. We 
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listed out how our implementation in this thesis is different. 
We then analyzed the factor selection problem in reconstruction of stock 
return series. The motivation behind selecting components for reconstruction 
is due to the saving in computational complexity in the convolution process. 
Fewer components means fewer Gaussian mixtures are involved in the convolu-
tion process. However, we cannot sacrifice the accuracy of the VaR estimation, 
which is key to the risk measurement problem. Therefore, our key objective is 
to find a selection criteria that yields VaR estimation that matches the orig-
inal return series consistently. The selection process should also be easy to 
compute that does not outweigh the saving during the convolution process. 
Supported by our experiment result, we found the VAF method consistently 
produce VaR estimation that matches the original return series. It is simple to 
compute because it uses the mixing matrix from the JADE algorithm. With 
the VAF method, no statistics and estimation have to be performed on the 
components as kurtosis or skewness. The VAF-90% method is also able to 
choose a different number of components for each stock return series. This 
further reduces the complexity in the convolution process while maintains a 
consistent and accurate VaR estimation for the reconstructed return series. 
We also analyzed the reasons behind the kurtosis or skewness fails to pro-
vide a consistent and accurate VaR estimate. Both methods are not robust 
measure for components that exhibit heavy negative tail behavior. A combined 
scoring function of the two statistics is computational intensive and prone to 
additional estimation problems. 
Chapter 4 
Mixture of Gaussians and 
Value-at-Risk Computation 
In this chapter, we use GMM to model the probability distribution of indepen-
dent components (Step 2 in [13]). We use the mixture convolution method to 
obtain the analytical form of the probability distribution of portfolio returns 
(Step 3 in [13]). The portfolio VaR is computed from this portfolio return 
probability distribution. 
Our objective here is to analyze the complexity of the mixture convolution 
process. We argue the importance of selection criteria to the complexity of the 
mixture convolution process. We demonstrate with an example that the port-
folio VaR estimation is very sensitive to the underlying Gaussian components. 
Care must be taken when using selection criteria to reduce computational 
complexity. 
4.1 Complexity of VaR Computation 
In this section, we shall further analyze the complexity of the implementation 
of using ICA and GMM to compute the portfolio VaR. The key of the com-
putation depends on convolution and the mixture of Gaussians. The tradeoff 
here is between the complexity of the computation and accuracy of the VaR 
45 
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estimation. We shall demonstrate the sensitivity of the VaR estimation to 
simplification of the model. 
4.1.1 Factor Selection Criteria and Convolution Com-
plexity 
As explained in Chapter 3, different factor selection criteria yield different VaR 
estimation and the underestimation error can be significant. It is possible to 
use all the J independent components for the GMM process and convolution. 
However, as pointed out by Equation (3.1), the complexity is an exponential 
function of J. In our 18 stocks experiment, using 3 Gaussians mixture for 
each component, we need to construct three matrices with = 387420489 
number of rows, each to hold the probability weight, the mean and the standard 
deviation of each convoluted Gaussian component. 
By using a factor selection criteria, we are able to reduce the number of 
independent components required to reconstruct a stock return series and thus 
able to save on the convolution complexity. However, as we can see from 
Table 3.3, if we use the kurtosis or the skewness selection criteria, picking 
only 9 components out the the 18 components, we are able to reduce the 
computational complexity in the convolution process at the cost of significant 
underestimation error. 
We can use the VAF method suggested to reduce the number of components 
required to reconstruct each stock return series. However, in the convolution 
process, this will not reduce the space complexity because we still need to com-
pute huge matrices. The only difference of this method is that we have more 
zero entries in the probability weight matrix. One way to avoid this problem 
is to use a simulation method instead of the convolution method. We can use 
the GMM for each stock return series to generate sample stock return data 
and then empirically determine the VaR measure for the weighted portfolio 
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return from the sample stock return data. Though this is a possible solution 
but we are unable to take advantage of the convolution of independent factors. 
Furthermore, simpler method such as using the Monte Carlo Simulation to 
generate stock returns is already available (see [26] and [41]). 
There is a tradeoff between accuracy and efficiency. If the computation 
system involved can handle huge matrices efficiently, then it can handle com-
putation with a higher number of components. On the other hand, VAF 
selection criteria is recommended for higher accuracy. In cases where huge 
matrices computation is not available, either we can choose a uniform set of 
components for all stocks using the kurtosis selection criteria, or we can use 
VAF selection criteria to choose components and use Monte Carlo Simulation 
methods to generate samples. 
4.1.2 Sensitivity of VaR Estimation to Gaussian Com-
ponents 
We will now show, using an example, the effect of the removal of Gaussian and 
independent component on the VaR estimation. We relate the observation to 
the decision to simplify the model or provide better estimation. We argue that 
VaR estimation can be very sensitive to model simplification and is dependent 
on the distribution structure of the removed components. 
Assume that we have obtained the following returns model of three indepen-
dent components; each independent component is a GMM of three Gaussians. 
The model is constructed so that the mean of each independent component 
remains zero. The model is tabulated in Table 4.1. The histogram and the 
probabilistic distribution functions (PDFs) of each independent component is 
shown in Figure 4.1, Figure 4.2, and Figure 4.3. 
We construct a sample portfolio with three stocks that are equally weighted 
(i.e. Wi = 0.3). In Table 4.2, we present the VaR estimations of different 
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IC # Pr io r P robab i l i ty Mean Variance Sample Kur tos i s Sample Skewness 
1 (0.1,0.1,0.8) (-3,-2,0.625) (3,1.2,0.8) 0.8804 -0.9739 
2 (0.5,0.3,0.2) (-5,0,12.5) (5,10,5) 0.0760 1.1540 
3 (0.2,0.7,0.1) (1,2,1.5) (2,0.8,2) ' 0.2827 -0.2397 
Table 4.1: Parameters and sample statistics of a sample returns model. 
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Figure 4.1: Histogram and PDFs of GMM of IC 1, sample model. 
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Histogram and PDFs of GMM of Independent Component 2 (IC2) 
451 1 1 1 1 1 1 1 1 
40 - -
35 - |r -
30 - T] -
S 
n 
I 25- n -
'''''jl 
: li / , k J | k 
qI _L-_.-^ jimiiiiiiiiiiiiiiiiiiiimiiiiifi I — 
-20 -15 -10 -5 0 5 10 15 20 25 
Return 
Figure 4.2: Histogram and PDFs of GMM of IC 2, sample model. 
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Histogram and PDFs of GMM of Independent Component 3 (IC3) 
501 1 1 1 1 1 
45 - [1 -
40 - -
35 - [1 -
t n 




2 5 - n -
r • r’ 
® . A 
i-20 - • i J t -
LL [T I I 
15- n [ I I -
irr I I 
10 - [ [ \ n -
Q n J U i f e : I : : : : : : : : : : : : ’ U 
-4 -2 0 2 4 6 8 
Return 
Figure 4.3: Histogram and PDFs of GMM of IC 3, sample model. 
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C o m p o n e n t s in VaR Es t ima t ion Compar i son wi th Benchmark 
Convolu ted Mix tu re 
All -0.1714 Benchmark 
1 a n d 2 -0.1985 +15 .81% (pessimist ic) 
1 a n d 3 -0.0055 -96.79% (opt imist ic) 
2 a n d 3 -0.1712 -0.02% (opt imis t ic) 
Table 4.2: VaR estimation of a sample portfolio of the sample returns model. 
components used in the convoluted mixture. 
For the analysis, we use the VaR Estimation for using all components 
for the convoluted mixture as a benchmark. If we use kurtosis as a factor 
selection criteria and choose only two components for the convolution model, 
we will choose IC 1 and IC 3. This convolution model using only IC 1 and 
3 has the VaR estimate of —0.0055. This is extremely optimistic estimation 
of the portfolio return VaR because the benchmark VaR is —0.1714. If we 
pick IC 2 and 3, the VaR estimate becomes —0.1712. Though smaller than 
the benchmark VaR, it's only differ by less than 0.02%. If we pick IC 1 and 
2, we obtain a pessimistic VaR estimate that exceed the benchmark by about 
15.81%. 
We can conclude that IC 2 is critical at determining the sample portfolio 
VaR for the sample returns model. A look at Figure 4.2 will provide us with 
the reasons. IC 2 is positively skewed as comparing to IC 1 and IC 3. IC 2 has 
three prominent peaks that make it a trimodal distribution. On the contrary, 
IC 1 has a small peak and a large peak that make it a bimodal distribution; 
and IC 3 has a unimodal distribution that is quite Gaussian like. 
Our sample model might be a very extreme model but it provides a strong 
evidence for the sensitivity of the VaR Estimation due to the Gaussian com-
ponents. Recent research showed that certain asset returns do have a trimodal 
distribution structure [27]. We argue that the sensitivity of the VaR Esti-
mation is very dependent on the chosen convolution model. Simplification of 
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the convolution model based on simple statistic but without a proper analysis 
of the component distribution structure can yield mixed results that deviate 
from the benchmark significantly. Care must be taken when trying to trade 
accuracy for efficiency. 
Here we only provide a qualitative description based on a sample observa-
tion of the effect of model simplification to VaR Estimation. For future work, 
it is beneficial to derive an analytical form for the error bound of estimation 
given the parameters of the model. It would be very useful if such analytical 
form can be used to choose a convolution model given an error bound the user 
desires. 
4.2 Gaussian Mixture Model 
4.2.1 Concept and Justification 
We now explain the concepts and methods behind modelling the distribution 
of each independent component. This modelling problem belongs to the gen-
eral problem of density estimation. It is possible to perform density estimation 
using parametric methods and nonparametric methods such as using the ker-
nels [21]. In this thesis, we model each independent component as a mixture of 
Gaussians. The use of the Gaussian Mixture Model (GMM) has the following 
advantages. 
• It simplifies computation. When computing the VaR and Conditional 
VaR of the portfolio, the use of Gaussian distribution provides a closed 
form analytic solution so that we can use a much simpler optimization 
tool to obtain the value. 
• It is a more powerful model to explain descriptively the negative fat tail 
behavior and skewness for daily stock returns comparing to other mixture 
models [28 . 
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There are many other ways to model the distribution of return. One model 
that is proven to be more realistic is the use of hyperbolic distributions [16 . 
However, such hyperbolic model is often not closed under convolution and 
introduce extra computational and statistical burden [7]. Though it is useful 
for pricing in derivative markets, for our stock portfolio optimization problem 
without any derivative instruments, we opt for the simpler GMM method. 
In the independent factor model, stock returns are linear combination of 
some independent components. Though we are unable to identify what exactly 
is each independent component in real life statistics, there are evidence for the 
existence of factors that affect stock returns yet are independent to each other 
11]. Following Kon's paper [28], we can break down these indepdent factors 
further into mixture of normally distributed components. For example, in the 
scenario where stock returns may be explained by information and events, an 
independent factor representing one type of information that drives the stock 
returns may be drawn from a mixture of macroeconomic information distribu-
tion, a firm-specific information distribution, and a market-wide information 
distribution. These justify the method used here and in [13 . 
4.2.2 Formulation and Method 
We now move the mathematical formulation of GMM in relation to our portfo-
lio return distribution. We also present the use of the Expectation-Maximization 
(EM) algorithm to learn the parameters of our model. 
The Gaussian Mixture Model (GMM) is a weighted linear combination of 
Gaussian densities. Each independent component Sj is assumed to follow this 
GMM as K 
Sj Y l N[fik,(Tk) , (4.1) 
k=l 
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N{idk, (Tk) is a normal distribution with mean fik and standard deviation a^. 
The value of K can be automatically chosen as specified in [13]. It is 
possible to increase the value of K. The tradeoff is computational complexity in 
the convolution process and the problem of over-fitting the data. In this thesis, 
K is set to be 3. This simplifies the computation involved in the convolution 
process. In both [13] and [28], K is found to vary between 2 and 4 based on 
the likelihood criteria. 
Another argument for using 3 Gaussians is due to a trimodal distribution 
of return. In [27], it is found that using daily stock returns, the trimodal distri-
bution model gives better VaR forecast than models constructed using single 
normal, single normal, extreme value theory (EVT), and bimodal distribution. 
In the case of fitting the independent components, we found that independent 
components are often skewed and have large spread with outliers at both the 
negative and the positive tails. Therefore, we use 3 Gaussians. 
We use the Expectation-Maximization (EM) algorithm to find the param-
eters for the Gaussians. For each component, we initialize the means of the 
three Gaussians to the maximum value of the component, zero, and the min-
imum value of the component respectively. We set the initial variance of the 
Gaussians to the sample variance of the component. We set each initial prob-
ability weight to 1/3. The error rate is the negative total log likelihood of the 
data. For the convergence condition, we require the difference of error rate 
between two iterations to be smaller than 0.0001 or the computation reaches 
a maximum number of 500 iterations. 
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4.2.3 Result and Evaluation of Fitness 
Using the EM algorithm above, we obtain the GMM for the component data. 
We can use the GMM as a generative model. This means we are able to 
generate sample data based on the GMM learned from the component data. 
This is useful in stress testing and simulation. 
It is important then to test for the goodness of fit of our GMM against 
the component data. A popular method is the Kolmogorov-Smirnov Test. We 
here follow the definition and methods given in [29], [39], and [42 . 
D = maxi<i<nlF(xi) - (^ 4.3) 
Here, D is known as the K-S Statistic. F{xi) and G{xi) are the empirical 
cumulative distribution functions evaluated at Xi across all samples. In our 
case, F{xi) is the empirical cumulative distribution function for either the 
samples generated from the GMM or a single standard normal density model. 
G{xi) is the empirical cumulative distribution function for the independent 
component data samples. 
Following [42], it is convenient to calculate a p-value to show the confidence 
level of the fitness. The notion of p-value is just a probability value between 0 
and 1 that a given hypothesis being true. We define the null hypothesis Hq be 
"the two data sets come from the same distribution" and the alternate hypoth-
esis Hi be "the two data sets do not come from the same distribution". We 
reject the null hypothesis Hq if the p-value is less than a predefined confidence 
level. In our thesis the predefined confidence level is set to 0.05. 
Table 4.3 shows the result of running the EM algorithm. The table shows 
the prior probability, the mean, the variance of each Gaussian for each inde-
pendent component. Also shown in the last four columns are the statistic of 
the K-S Test and the p-value of the K-S Test, for the GMM and the single 
standard normal distribution. As we can see, the GMM has lower K-S statistic 
and higher p-value than the single standard normal distribution model. This 
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shows using the GMM is a much better fit to the independent component data 
samples than using single standard normal distribution. 
Also can be seen from Table 4.3, some components do not have good con-
fidence value for the GMM fitness. The reason is due to extreme outliers 
in the component samples and the estimation error resulted from computing 
the empirical cumulative distribution function. Even so, the GMM model is 
still a better fit in terms of the K-S Test than using a single standard normal 
distribution. In the next subsection, we show how to use Z-Transform, a den-
sity evaluation method to evaluate the fitness of the Gaussian Mixture Model 
generated. 
4.2.4 Evaluation of Fitness using Z-Transform 
Yet another way of evaluating the fitness of the density is to use Z-Transform 
15]. This is also the method used in [13 . 
Assume that we have a data series oct, and p{x) being the density estimated 
for Xt, we define the Z-transform as the cumulative probability of Xt evaluated 
using the density estimate p{x). 
rxt 
Zt= p{x)dx (4.4) 
J —oo 
If the density p{x) fits the data series Xt well, the Zt series should follow 
a uniform distribution [7(0 1). This method is also called the "probability 
integral transform". We can plot the histogram for the Zt series. An exact 
fit of p{x) and Xt would mean the bars of the histogram all levelled at the 
unity line. However, an exact fit is usually not desirable because of the model 
over-fitting problem. 
Figure 4.4 shows the Z-Transform histogram of fitting a single normal den-
sity to the independent component (IC) 1 of period I stock returns. Notice 
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Figure 4.4: Z-Transform histogram of single normal fitted density, period I, IC 
1. 
This means the tail behavior of the independent component is not captured 
correctly by the single normal density. 
Figure 4.5 shows the histogram of fitting a Gaussian Mixture Model (GMM) 
to the same independent component (IC) 1 of period I stock returns. The bins 
are all close to unity. This means the GMM fits the independent component 
well. 
4.2.5 Evaluation of Fitness using VaR 
Here we propose another method to evaluate the goodness-of-fit of the Gaus-
sian Mixture Model. This is similar to the error evaluation method proposed 
by Equation (3.14) and Equation (3.15) in Chapter 3. We use the VaR statistic 
as a measure for the fitness of the GMM. If the GMM gives a good description 
of the negative fat-tail behavior of the independent component, matching the 
VaR estimate of the component data, then the GMM is then said to fit well. 
Here the VaR is computed as the 5% empirical percentile of the data sampled 
from a given GMM. The fitness of the model for each component j is measured 
by the following error function (() based on the VaR estimate. 
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Figure 4.5: Z-Transform histogram of GMM fitted density, period I IC 1. 
‘ 0 if VaR{itj) < VaR{yij) 
G X j ) = otherwise. (4.5) 
The error function takes in two vectors of data samples. For the first error 
statistic, the x^ is the data samples of the independent component j and x^ -
is the data sample generated from the GMM for the independent component 
j. For the purpose of comparison, we run the second error statistic by setting 
the Xj to a vector of data samples generated using a single standard normal 
distribution. In the error function, we only count the error caused by under-
estimation of the VaR. Because in most financial applications, and due to 
the nature of VaR, it is alright to be pessimistic, but we should not be very 
optimistic in its estimation. 
The average error ( is then computed by averaging the error of all the J 
components. 
C = 7 E 0 (4-6) 
J j=l 
Table 4.4 shows the VaR-5% error computed for both the GMM against 
the component samples, and the single standard normal against the component 
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IC VaR-5% VaR-5% VaR-5% GMM- Normal-
G M M IC Normal IC Error IC Er ro r 
[ O ( C ) 
1 -1.4032 -1.2228 -1.5388 0 0 
2 -1.2451 -1.2864 -1.5388 0.0321051 0 
3 -1.7609 -1.6205 -1.5388 0 0.0504 
4 -1.412 -1.3728 -1.5388 0 0 
5 -1.4692 -1.5825 -1.5388 0.0716 0.0276 
6 -1.7004 -1.5641 -1.5388 0 0.0162 
7 -1.5594 -1.605 -1.5388 0.0284 0.0412 
8 -1,7014 -1.6047 -1.5388 0 0.0411 
9 -1.3825 -1.476 -1.5388 0.0633 0 
10 -1.5971 -1.5945 -1.5388 0 0.0349 
11 -1.6973 -1.5907 -1.5388 0 0.0326 
12 -1.6332 -1.5276 -1.5388 0 0 
13 -1.6774 -1.5293 -1.5388 0 0 
14 -1.5934 -1.5182 -1.5388 0 0 
15 -1.731 -1.5737 -1.5388 0 0.0222 
16 -1.5932 -1.5125 -1.5388 0 0 
17 -1.761 -1.6078 -1.5388 0 0.0429 
18 -1.8768 -1.4856 -1.5388 0 0 
Average error ( O 0.0109 0.0172 
Table 4.4: VaR error of GMM model of components of data period I. 
samples. The average error of using a single standard normal is higher than 
that of using the GMM. The explanation is straight forward. Single standard 
normal density fails to capture the negative heavy tail behavior accurately. 
4.3 VaR Estimation using Convoluted Mixtures 
In this section, we perform VaR Estimation of portfolio returns using the 
method of convoluted mixtures. We combine the independent factor selec-
tion method described in Chapter 3 and the Gaussian Mixture Model method 
described in the previous section. Our derivation here follows the derivation 
specified in [13]. We use stock return series from the Hong Kong Stock Ex-
change for the calculation. We also use 18 stocks. The number of Gaussians 
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in the GMM is set to 3. We use the kurtosis method described in Chapter 3 
to select the independent factors. The kurtosis selection method is used here 
because it selects the same set of factors for all the return series. 
4.3.1 Portfolio Returns by Convolution 
The distribution of the sum [z) of two statistically independent random vari-
ables (x and y) can be expressed as a convolution integral of the two probability 
density functions of the random variables [40 . 
POO 
f z = fx{x)fy{z - x)dx . (4.7) 
J OO 
Each independent component follows the distribution specified by the GMM 
as shown in equation 4,1, The convoluted integral can be simplified as 
poo 
f z = / f M f s , { z - s i ) d s , ( 4 . 8 ) 
J —oo 
/ o o 
X I lkxN{si] /Xfci cTfci) ^  lk2N{z — SV, fik2, (^k2)dsi (4.9) 
• fci 1 fc2 = l 
Ki K2 poo 
= ^ X I / N{si;fik^,ak^)N{z - si;fik2,crk2)dsi (4.10) 
ki=ik2=i 
Kx K2 
= ;"A i^ +"fc2 \ A l + 0 • (4-11) 
fcl = l ^ 2 = 1 
Ki and K2 are the number of Gaussians used in the GMM for each in-
dependent component. They are all set to 3 as explained in Section 4.2.2. 
Equation 4.11 follows the property that the Gaussian distribution is closed for 
convolution integral operation [40]. We note again here that this nice property 
is important to the decision of using mixture of Gaussians as opposed to the 
mixture of other type of distributions [7 . 
For a stock portfolio that contains I stocks, the distribution of the portfolio 
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return r at time t is 
I 
rp{t) = , (4.12) 
i=l 




Equation (3.13) allows us to express the zero-mean portfolio return fp as 
I 
r ; (4.14) 
I J 






= ¥ ) • . (4.17) 
Note that J is the same for all stocks in the case when we use kurtosis as a 
factor selection criteria. This already reduce the complexity because we are 
only using J = 9 components to model stock returns. In the case we use VAF 
criteria (see previous chapter), J is different for each stock and each stock can 
be composed of different components. In such case, the convolution method 
still suffer from the complexity problem. Details on this is discussed in Section 
4.1. 
To simply the weight variables aij and Wi, in equation 4.17 we introduced 
a new weight variable vj which is defined as 
I 
Vj = ^ Wiaij (4.18) 
Follow the definition of a portfolio return and its distribution, apply the 
convolution integral repeatedly, we can express the probability density function 
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of the portfolio return fr^ as a weighted mixture of Gaussians. 
K I K2 KJ 
/z = X I X I ' " S [7fci7fc2 …Ikj . N{fy, 
ki = l ^ 2 = 1 kj—1 
vm, + V2 2 … + ^ j M J , y ^ f c i + yWk2 + … + . (4.19) 
Using the total number of mixture components JC given by Equation 3.1, we 
can express the probability distribution of the portfolio return as 
K 
Tp ~ . (4.20) 
Using this Equation (4.20), we are able to model the portfolio returns as a 
convoluted mixture of Gaussian random variables each with mean and variance 
being functions of weight Vj. The parameters of each Gaussian: fi^, and 
a^ can be computed using the following set of equations. 
IK = 7fci7fc2 … . , (4-21) 
= VifJ^ki + V2^Jik2... + ” J , (4.22) 
^livj) = vWk, + … + yWkj . (4.23) 
Each set of parameter for a specific Gaussian distribution ti is calculated using 
the parameters of unique set of Gaussian mixture selected from each compo-
nent j exhaustively for all combinations possible. 
The portfolio return distribution obtained above has mean equals to zero. 
To adjust this zero mean return series back to the scale of the original return, 
we add to the mean of each distribution the expected portfolio return value 
E{rp) given by 
I 
E{r,) = . (4.24) 
i=l 
With the mean of each Gaussian now becomes 
f^ :{vj )=f^ .{vj )+E{r , ) , (4.25) 
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the adjusted portfolio return distribution is 
K 
rp ; ) ( )] . (4.26) 
4.3.2 VaR Estimation of Portfolio Returns 
Following [13], base on the definition of VaR given in Chapter 2 and the portfo-
lio return serieis modelled by the convoluted Gaussian mixture, we can express 
the VaR of a portfolio Vp as the p* quantile in the integral 
P*= [ 7 f c i V ( r ; " > dr . (4.27) 
k=i 
In our computation, it is is easier to consider the following function of Vp 
rvp 
f{vp) = / (4.28) 
J- k=i 
= r N i r ; f i l a k ) d r - p * . (4.29) 
k=i 
We set p* to 0.05 in this thesis, which reflects the 95% confidence level. Es-
timate the portfolio VaR Vp is just to search for the zero of the function in 
Equation (4.29). 
4.3.3 Result and Analysis 
Figure 4.6 shows the result of finding a sample portfolio's VaR using Equation 
(4.29). The sample portfolio is an equally weighted portfolio so that each of 
the 18 stocks in the portfolio receive 1/18 of investment. Nine independent 
components are selected using the kurtosis criteria to reconstruct the stock 
returns. Each independent component is modelled using GMM and the results 
of the model is shown in Table 4.4 earlier. The VaR value is —0.0342 at 
95% confidence. The cumulative probability cost function is a continuous and 
increasing function. 
Chapter 4 Mixture of Gaussians and Value-at-Risk Computation 65 
X 1 q-3 Portfolio Return Value-at-Risk Using ICA and GMM 
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Figure 4.6: Sample Portfolio Value-at-Risk Using ICA and GMM, period VI. 
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D a t a Per iod Kur tos i s Skewness VaR (Single Nor- Empir ival VaR VaR (kur tos is se-
mal F i t ) lection) 
1 3.1571 -0.5063 -0.0416 -0.0413 -0.0493 
2 1.5365 -0.1924 -0.0199 -0.0185 -0.0272 
3 118.7545 -8.0968 -0.0439 -0.0253 -0.5514 
4 4.5962 -0.1881 -0.0191 -0.0163 -0.0688 
5 2.1371 -0.2563 -0.0240 -0.0236 -0.0570 
6 4.3698 -0.1783 -0.0403 -0.0392 -0.0647 
7 7.9172 -0.7957 -0.0254 -0.0233 -0.0389 
Table 4.5: Statistics of equally weighted portfolio for seven periods. 
We can compute the VaR for any portfolio with a given portfolio weight 
w, at confidence level 1 — p*. With the independent components and the 
GMM computed, we construct / ( fp) as given in Equation (4.29). As we can 
see in Figure 4.6, the portfolio VaR Vp is found at the zero of the cumulative 
probability cost function f{vp). The equation is defined as 
Vp = r \ 0 ) . (4.30) 
Table 4.5 shows the portfolio return statistics of the seven periods of data. 
We can see that the VaR computation method using ICA and GMM produces 
more pessimistic estimation than both VaR computation using a single normal 
to fit the data and the empirical VaR computation. Here we use the kurtosis 
selection criteria and chooses only 9 independent components. 
Figure 4.7 shows the return histogram of a the equally weighted portfo-
lio of data period III. In this period, the return distribution is nongaussian, 
leptokurtotic and negatively skewed, see also the statistics of period III from 
Table 4.5. The negative heavy tail behavior is ignored by the VaR methods 
based on the symmetric distribution assumption. The VaR method using ICA 
and GMM method is able to model the return distribution more accurately 
and the more negative VaR value reflects the heavy negative tail behavior. 
Our method is indeed a more accurate reflection of the distribution as we can 
see from the histogram, the extreme events near the —0.4 and —0.3 range. 
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Return Histogram of Equally Weighted Portfolio, Period III 
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Figure 4.7: Return histogram of an equally weighted portfolio, period III. 
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4.4 Summary 
In this chapter, we introduced the Gaussian Mixture Model (GMM) to model 
the distribution structure of independent components obtained in the last 
chapter. We pointed out that the GMM is a simple and powerful way for 
model returns. Convolution operation is closed for Gaussian distribution and 
we can easily arrive at analytical solution to our problems. 
We presented how portfolio risk can be measured by the VaR using the 
mixtures of Gaussians obtained from the GMM and ICA processes. The prop-
erty of factors being independent to each other allows convolution of several 
Gaussian mixtures to produce a single Gaussian mixture model. The portfolio 
return distribution can be modelled by this single Gaussian mixture model. 
With this model, we can calculate analytically the Value at Risk of the port-
folio. We can also generate sample data series from the model. 
We analyzed the complexity involved in the computation. Simplification 
of the model means we have to trade accuracy for efficiency. We argued with 
an example that the sensitivity of the VaR estimation can be affected by the 
model. An analytical form relating the error bound of the VaR estimation and 
parameters of the model is useful to the model selection. We shall see how 
the model can be used in portfolio management and optimization in the next 
chapter. 
Chapter 5 
VaR for Portfolio Optimization 
and Management 
In this chapter, we present the application of VaR in portfolio optimization 
and management. We use the VaR computation model using ICA and GMM 
presented in the previous two chapters. Figure 5.1 is a block diagram showing 
the relationship between different data components and processes. The circles 
shows data series given or obtained from the processes, which are shown as 
rectangular blocks in the diagram. 
We shall first give an overview of the research in portfolio optimization 
using VaR as a risk measure. Then we illustrate how to use the ICA/GMM 
portfolio return model together with VaR and portfolio optimization and man-
agement. 
5.1 Review of Concepts and Methods 
Markowitz's seminal paper on portfolio selection [32] started the research in 
building mathematical models and computational framework for making de-
cisions on the composition of a portfolio. The key concept of diversification 
proved in Markowitz's portfolio selection model remains unchanged despite the 
debate on the validity of the assumptions of the model. For more background 
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Figure 5.1: Portfolio optimization process with VaR using ICA and GMM. 
and extensions of Markowitz's framework, see [44], [33], [34], [36]. Markowitz's 
work sprouted many research works that are related to portfolios. For exam-
ple, the problem of asset allocation, fund management, benchmark matching, 
risk hedging, and pricing theory are built upon similar assumptions and math-
ematical models. 
Markowitz's mean-variance framework falls into a more generalized risk-
reward framework. Under the risk-reward framework, agents make decisions 
rationally, based on the utility maximization principle, with the information 
available about uncertainties. The book to read on this is Von Neumann and 
Morgenstern's classic on game theory, which provided mathematical arguments 
for making decisions [46]. The mean-variance analysis is shown to satisfy the 
utility maximization principle [34]. In the mean-variance framework, reward 
is measured by the mean, the expected return of a portfolio; risk is measured 
by the variance of the portfolio return distribution. A preference ranking 
of portfolios can be obtained by constructing functions that yield the utility 
measure given the mean and variance of different portfolio position as input. 
We can construct different utility functions based on the assumptions of the 
degree of risk aversion of agents. 
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We use X to represent the set that contains all possible portfolio position 
available for us to choose from. This set X is usually non-empty, finite, and 
convex under different constraints. The problem of finding the optimal portfo-
lio can be formulated as two equivalent mathematical programming problems 
as following. 
minrzsA;(x) s.t. x G X, VewQ/rd(X) ^ Leeward (5.1) 
max reward{x) s.t. x G X,risk{x) < Lrisk (5.2) 
Lrisk and Lreward are predefined level of risk or reward. This risk-reward 
optimization framework allows us to decide on the portfolio position to hold. 
When we make assumptions such as the consistent utility function of investors 
and market being efficient, we are able to determine the price of assets under 
the Capital Asset Pricing Model (CAPM). For details, see [22. 
Another useful tool for portfolio management is factor model. The model 
is defined as 
U 
= a + + , (5.3) 
where r^  is the return of stock z; a is the risk-free return; (3 is the factor 
loading, or the weight of each factor f j ; e^  is the residue. The J factors are 
called systematic risks and the residues are called the idiosyncratic risks [1 . 
Pricing model such as the Arbitrage Pricing Theory (APT) uses the factor 
model to derive the asset prices [22 . 
In this thesis, the factor model is followed with an added assumption of sta-
tistical independence. Using the derived independent factor model along with 
the Gaussian Mixture Model, we are able to construct a convoluted mixture 
model for the structure of portfolio returns. We will explain later in this chap-
ter how the convoluted mixture model is able to assist in portfolio optimization 
and management when VaR is used as the risk measure. 
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5.2 Portfolio Optimization Using VaR 
As we pointed out in Chapter 2, there are many ways we can quantify risks. 
VaR is a useful and popular method for its simplicity and explanatory power 
to different people involved in the financial market. We can use the Value-at-
Risk function as the risk function in the risk-reward framework above. The 
portfolio optimization problem can be formulated as 
min Vp(x) (5.4) 
s.t. > fi; (5.5) 
x ^ l = 1 (5.6) 
Xi > 0 . (5.7) 
It tries to find the optimal portfolio position x by finding the portfolio with 
the minimum VaR value at equal level of returns. E[r] is the expected return 
of stocks of vector r. 1 is the vector with all elements 1. fi* is a given portfolio 
return value that we want to achieve. Similar to the risk-reward framework, 
we can also formulate the portfolio optimization problem as 
max (5.8) 
s.t Vp(x) < V; (5.9) 
x ^ l = 1 (5.10) 
Xi > 0 . (5.11) 
In this formulation, we are searching for the portfolio position that has the 
maximum return and the risk does not exceed the VaR value given. 
With the above formulation, we are able to generate the efficient frontier 
under the mean-VaR efficient criteria similar to the mean-variance efficient set 
22 . 
However, the implementation of mean-VaR portfolio optimization can be 
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Optimization Method Most Efficient Portfolio Return Portfolio Risk 
—Mean-Variance 0.0037 0.0110 
— Mean-VaR 0.002 0.0132 
Table 5.1: Tabulated result of most efficient portfolio, Period IL 
quite problematic. First of all, it is very sensitive to the underlying return dis-
tribution. When the distribution of stock returns are multivariate normal, the 
mean-VaR approach is shown to be equivalent to the mean-variance approach 
([45] and [30]). Since the stock returns distribution are often non-normal with 
fat tails, the mean-VaR approach often generates more conservative portfolio 
positions than the mean-variance approach. Secondly, the VaR in its tradi-
tional quantile form is not a coherent measure of risk as we see in Chapter 
2. As a result, the risk function may not be convex [2]. One solution to this 
problem is the use of Conditional VaR (CVaR). The CVaR measure can be 
used instead of the VaR measure in the portfolio optimization framework [2 • 
Our approach of using ICA and GMM to generate the stock return model 
can be used directly in either the VaR or the CVaR measure. The analytical 
form for the VaR or the CVaR can be derived directly from the quantile inte-
gral of the Gaussian Mixture. VaR and CVaR of a portfolio position can be 
calculated easily as shown in the previous Chapter. 
Figure 5.2 shows the efficient frontier generated by the portfolio optimiza-
tion routine using both the mean-VaR approach and the classic mean-variance 
approach. The stocks return data are from data period II. Table 5.1 tabulates 
the result of the most efficient portfolios obtained from the mean-variance and 
the mean-VaR optimization routines. 
We use the mean-variance efficient frontier routine provided in the Matlab 
Financial Toolbox [25]. For the mean-VaR approach, we modify the efficient 
frontier routine provided in Brandimarte's book [8 . 
For both the mean-VaR and the mean-variance approaches, we first find the 
maximum portfolio return possible using a simple linear programming. This 
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X 1 q-3 Efficient Frontier of Stock Portfolios, Period II 
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Figure 5.2: Efficient frontier generated using stocks return of Period II. 
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value is the same for both approaches and are indicated by the right-most point 
on the two curves. We then use a constrained minimization routine to find the 
risk-return efficient portfolio and its return with the minimum VaR and with 
the minimum variance. We then generate target return values between this 
risk-return efficient portfolio and the the portfolio with the maximum return. 
The portfolio weights and risk values (VaR and variance) of the portfolios with 
the target return values are then computed again using constrained program-
ming routines. Note that we do not allow short selling in this experiment so 
the individual stock weights cannot go negative and beyond one. 
In addition to the general characteristics of an efficient frontier [22], we can 
observe the following features from the efficient frontier generated: 
• The efficient frontier generated by the mean-VaR approach in this case 
has higher risk values than the efficient frontier generated by the mean-
variance approach. This is because the mean-VaR approach takes in the 
account of heavy negative tail behaviors of return distribution of stocks 
in Period 11. 
• The efficient frontier generated by the mean-VaR in this case has a more 
gentle overall slope than the efficient frontier generated by the mean-
variance approach. One reason for this is that for this particular data 
period, a small change in expected portfolio return indicates a large heavy 
negative tail behavior and a more asymmetric return distribution. These 
characteristics are not captured by the mean-variance approach. 
We would like to point out that the position and exact shape of efficient 
frontier generated may vary depends on the return underlying distribution 
structure. It is therefore very hard to generalize the characteristics of the 
efficient frontier for all the models. But the optimization procedure applied to 
generate the efficient frontier remains the same. 
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Figure 5.3: Different ways of building the portfolio return model. 
5.3 Contribution of the VaR by I C A / G M M 
The purpose of using ICA and GMM is to build a better and more flexible 
portfolio return model. Figure 5.3 shows different ways the portfolio return 
model can be constructed. The portfolio return can be built directly from 
the linear combination of the stock returns (Path A). The three traditional 
methods for calculating VaR of a portfolio rely on this model. In the histor-
ical VaR method, the portfolio return distribution is completely determined 
by the stock returns weighted by the stock weighting in the portfolio. For 
the variance-covariance method, VaR is calculated from the sample variance-
covariance matrix of the stock returns. Finally, the monte-carlo methods can 
generate return data through a simulation framework that allow VaR value to 
be calculated at a higher accuracy. 
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Sta t i s t i ca l Ar t i f ac t Economic Ar t i fac t Possible Real Mean ing 
Independen t Componen t (IC) Independen t Factors (IF) e.g. co rpora te r e s t r u c t u r e 
Gauss ian Mix tu re of IC (GM) fac tors t h a t causes I F e.g. pa ren t company policy; re-
gional conflict; n a t u r a l disasters; 
SARS 
Gauss ian in t h e Convolu ted Mix- fac tors wi th independent under ly- e.g. co rpora te r e s t ruc tu re due to 
t u r e Model ing causes pa ren t company policy and SARS 
Table 5.2: Components and usage of ICA/GMM Model. 
Path B in Figure 5.3 shows that the portfolio return model can be built 
using the factor model. Factor analysis methods such as regression, principle 
component analysis (PCA) and independent component analysis (ICA) can 
be used depends on the assumptions on the relationship between factors and 
various model specification. Some of the related analysis can be found in [4], 
6], [43], [31], [35], and [28 . 
Path C is the approach we used in this thesis. It was first proposed in [13 . 
The advantage of this approach is that the user is free to choose parameters 
controlling the Gaussians in the convoluted mixture. These parameters can be 
controlled by changing the weights (sensitivity of return to factor and weight 
of stock in portfolio), the mean and variance of each Gaussian factor (so the 
convoluted factor that depends on these factors are also changed). The user is 
able to quickly capture the change in risk by evaluate the portfolio VaR based 
on the new parameters. 
Table 5.2 gives the description of artifacts and their possible meaning in 
real life. Using only the Independent Factor Model, we are able to capture 
and model return as a sum of factors that are independent to each other. 
For example, we might see the factors as company decisions that are quite 
independent to other factors, such as the corporate restructure events. 
However, we are not certain about the underlying structures of factors 
and how they contribute to the portfolio return together. Breaking the factor 
down further allows us to identify events that are perhaps combination. For 
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example, we can identify the corporate restructure events in association with 
some macroeconomic factors, social or political events, and natural events. 
The convoluted mixture model allow us to combine all these factors to-
gether and weighted by each factor's contribution to some greater trends. For 
example, we can identify a single Gaussian in the convoluted mixture model 
as a combination of SARS and corporate policy that triggers the restructure 
event which drives the return of the portfolio differently. 
As pointed out in recent texts on portfolio factor structures ([9] and [1], 
the independent factor framework can be useful in assessing the risk level of 
portfolio or asset pricing. If we consider the case of a portfolio that is composed 
of global assets [47], though the risk evaluation (VaR) can be done through 
traditional methods, we would also like to arrive at a more sophisticated model 
that hopefully can capture various factors and their inter dependency. Assets 
in different countries have returns that can either be independent or correlated. 
Clearly, model that relies on independence or correlation alone is not enough. 
Our convoluted mixture model is attractive because the factors driving stock 
market behaviors may be common among the global markets, yet these factors 
display different influences on these markets and hence produce events that 
have the property of being statistically independent. 
Mathematically, the convoluted mixture model is similar to a data regu-
larization or smoothing process. The advantage is being able to add to or 
remove Gaussian kernels from the model so the accuracy of the model can be 
improved. The robustness of the model can also be improved if the model is 
improved with better knowledge of the data. 
Several open problems of the convoluted mixture model remain. They are 
all related to the explanatory power of the artifacts of the model. What are the 
factors or driving forces? Can we clearly identify one of the Gaussian in the 
model as a factor in real life, such as changes in unemployment rate? Are the 
parameters of the Gaussians in the model constant? What if they are evolving 
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with time, similar to the parameters of the GARCH model? What are the 
possible ways to evaluate the portfolio models built in real market scenarios? 
5.4 Summary 
In this chapter, we showed the risk-reward framework of portfolio optimization. 
We demonstrated how the mean-variance and mean-VaR approach can be used 
in finding optimal portfolios. VaR computation of portfolios return model built 
using ICA and GMM is more sophisticated than traditional VaR methods. 
This provides a flexible way for user to assess portfolio risks and choose optimal 
portfolios based on different risk scenarios. 
Chapter 6 
Conclusion 
Our thesis began with the identification of risk management as an important 
area of the financial industry. Portfolio risk analysis is useful for portfolio 
optimization and management. Value-at-Risk is a nice method to quantify 
risk of a portfolio. There exists many approaches for calculating portfolio VaR. 
The key is how to model the portfolio return distribution accurately. We also 
would like the model to be flexible and computationally efficient. This is the 
three objectives of a risk measure model, robustness, accuracy and efficiency. 
In practice, we often have to trade efficiency for accuracy because of the nature 
of model techniques and underlying assumptions. 
We described the "mixture convolution" approach using ICA and GMM 
proposed by Chin, Weigend, and Zimmermann in [13]. Our implementation is 
different because we implement the selection criteria to reduce complexity. We 
also fixed the Gaussian Mixture Model to contain three Gaussians. The three 
Gaussians are responsible to model the density at the left tail, middle section 
and the right tail of the independent component. We also use different actual 
stock returns. The stock returns are 18 stocks traded in the Hong Kong Stock 
Exchange. 
We analyzed the factor selection problem in reconstruction of stock return 
series. The motivation behind selecting components for reconstruction is due 
to the saving in computational complexity in the convolution process. Fewer 
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components means fewer Gaussian mixtures are involved in the convolution 
process. However, we cannot sacrifice the accuracy of the VaR estimation, 
which is key to the risk measurement problem. Therefore, our key objective is 
to find a selection criteria that yields VaR estimation that matches the original 
return series consistently. The selection process should also be easy to compute 
that does not outweigh the saving during the convolution process. 
Supported by our experiment result, we found the VAF method consistently 
produce VaR estimation that matches the original return series. It is simple to 
compute because it uses the mixing matrix from the JADE algorithm. With 
the VAF method, no statistics and estimation have to be performed on the 
components as kurtosis or skewness. The VAF-90% method is also able to 
choose a different number of components for each stock return series. This 
further reduces the complexity in the convolution process while maintains a 
consistent and accurate VaR estimation for the reconstructed return series. 
We also analyzed the reasons behind the kurtosis or skewness fails to pro-
vide a consistent and accurate VaR estimate. Both methods are not robust 
measure for components that exhibit heavy negative tail behavior. A combined 
scoring function of the two statistics is computational intensive and prone to 
additional estimation problems. 
We presented how portfolio risk can be measured by the VaR using the 
mixtures of Gaussians obtained from the GMM and ICA processes. The prop-
erty of factors being independent to each other allows convolution of several 
Gaussian mixtures to produce a single Gaussian mixture model. The portfolio 
return distribution can be modelled by this single Gaussian mixture model. 
With this model, we can calculate analytically the Value at Risk of the port-
folio. We can also generate sample data series from the model. 
We analyzed the complexity involved in the computation. Simplification 
of the model means we have to trade accuracy for efficiency. We argued with 
an example that the sensitivity of the VaR estimation can be affected by the 
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model. An analytical form relating the error bound of the VaR estimation and 
parameters of the model is useful to the model selection. We shall see how 
the model can be used in portfolio management and optimization in the next 
chapter. 
At last, we showed the risk-reward framework of portfolio optimization. We 
demonstrated how the mean-variance and mean-VaR approach can be used in 
finding optimal portfolios. VaR computation of portfolios return model built 
using ICA and GMM is more sophisticated than traditional VaR methods. 
This provides a flexible way for user to assess portfolio risks and choose optimal 
portfolios based on different risk scenarios. 
6.1 Future Work 
It will be nice if we can produce an analytical solution to the sensitivity of the 
VaR estimation to portfolio weight changes, component parameters changes. 
Right now the sensitivity analysis is qualitative and quite arbitrary. We want 
to know an error bound equation for the portfolio VaR if the underlying com-
ponent model changes. 
Can we explain the convoluted mixtures? If the mixture model is a correct 
representation of the underlying risk factors that drive the portfolio return? 
How good are the explanatory power of the mixture artifacts? Can we find real 
data samples that fit into the risk factors of the mixture convolution model? 
If the risk factors are well identified in real life, can we perform more realistic 
risk factor pricing? In that case, is it possible to extend the portfolio of stocks 




In this appendix, we gives a brief overview of the Independent Component 
Analysis (ICA). The material presented here is adopted from the wonderful 
survey paper [23] and the book [24] written by A. Hyvarinen. In our experi-
ments, we uses the JADE Algorithm by J.-F. Cardoso [10] implemented in the 
ICALAB Toolbox [14 . 
We follow the definition of linear independent component analysis given in 
23 . 
s = W x (A.l) 
X = As (A.2) 
In the Equation (A.l) and Equation (A.2) above, x denotes the random 
vector consists of m observed signals xi,x2, • • • ,Xm- This is the observed stock 
returns data in our experiments. The s is the vector representing the n inde-
pendent components si, S2,. •., Sn. The matrix A is called the mixing matrix 
and the matrix W is called the de-mixing matrix. 
The goal of ICA is to recover the independent components s, often called 
the source components, based on the assumption that these source components 
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Si should be as independent to each other as possible. While this independence 
criteria is satisfied and the number of source components equals to the number 
of observed signals (m = n), we can have W = A " l . This means the de-mixing 
matrix W is just the inverse of the mixing matrix A. 
Various algorithms exist in solving the ICA problem presented above. Here 
we give a brief overview of the Joint Approximate Diagonalization of Eigenma-
trices (JADE) algorithm [10], which is used in the experiments of this thesis. 
Other methods of solving the ICA problem are surveyed in [23] and [24 • 
The JADE algorithm is based on the eigenmatrix decomposition of higher-
order cumulant tensors. For details of the definition of cumulant tensors, one 
can consult [24]. The JADE algorithm uses the fourth-order cumulant tensor, 
which is defined as the linear operator T from the space of m-hy-m matrices 
to itself [23 
T{K)ij ^ cum(Xi, X j , Xk, xi)Kki . (A.3) 
k,l 
The subscript ij denotes the (z, j)-th. element of a matrix, and K is any m-
hy-m square matrix. This linear operator has m^ eigenvalues that corresponds 
to eigenmatrices. The ICA model is estimated by solving for the eigenvalues 
of these eigenmat rices [10. 
The advantage of the JADE approach is that it requires no knowledge of the 
probability densities of the independent components. The algorithm always 
converge. The mixing matrix obtained from the algorithm contains informa-
tion about the variance of the observed signals (stock returns) explained by 
the independent components. This is explained in Chapter 3. 
Appendix B 
Gaussian Mixture Model 
In this appendix, we gives a brief overview of the Gaussian Mixture Model. 
A detail description of it along with the description of Expectation and Max-
imization (EM) algorithm can be found in [21 • 
The Gaussian Mixture Model is a special case of the finite mixture model 
where the probability density of each mixture is assumed to follow a Gaussian 
distribution. 
In the finite mixture model, we can assume a set X = Xi , . . . , Xn be n 
independent vectors such that each x^ comes from the probability distribution 
density 
= ( B . l ) 
k=l 
where the a^'s are mixing weights that satisfy 
0 < Qfc < 1 , (B.2) 
and K 
$ > , = 1 . (B.3) 
k=l 
The K, which is finite, means there are K components in the mixture model. 
We further represent each component as Ui. The /i(Xi|Afc) denotes the distri-
bution with parameters given by A .^ The vector parameter 6 is the contains 
both the afc's and the A^'s. 
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In the special case of the Gaussian Mixture Model, we have Xk = ("fc, ^k), 
where fik is the mean and E^ is the variance of each Gaussian mixture com-
ponent. 
Different methods exist for estimating the vector of parameter 6. One 
popular method is the Expectation Maximization (EM) algorithm. We here 
presents the EM algorithm based on [21 • 
The EM algorithm contains two steps which called the Expectation-Step 
(E-Step) and the Maximization-Step (M-Step). The algorithm iterates the two 
steps until a satisfactory model is obtained. 
In the E-Step, we compute the expected classes of all data points for each 
class. This means to evaluate the following probability 
( ” ) = R ^ m “ • ( ) 
The At's are the parameters of the Gaussian model at each iteration t. The Xi 
indicates the data points, and the ujk indicates the k-th. class. 
In the M-step, we compute the maximum likelihood value of the model pa-
rameters At, which contains the mean fXk and the variance E^ of each Gaussian 
distribution. They are computed using the equations below 
+ = A , (B.5) 
PiyJk oCi, Xt) 
v w i 1 E ^ i Xt)[xi - fikjt + l)][xi - fikjt + 
+ 1 ) p N p/ r^ . J 
Ei=i Xi,Xt) 
The probability weight of each class ak is updated using the following equation 
a “ t + l ) : E L P ( : l - ) , (B.7) 
where N is the total number of data points. 
The iteration stops when the value of the log likelihood function L of the 
model is maximized. The log likelihood function L of the Gaussian Mixture 
Model is computed as 
N K 
L = OikPk{xi\ek)) , (B.8) 
i=l k=l 
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where Oik is the probability weight of each component class k, and Pk{xi\Ok) is 
the probability of each data point Xi given the parameter Ok of each component 
class k. Again, N is the total number of data points and K is the total number 
of component classes. 
In the experiments, the data points Xi are data points of the indepen-
dent components. We also specify the number of component classes of each 
Gaussian Mixture Model as X = 3. The use of the EM algorithm for the 
experiments is described in detail in Chapter 4. 
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