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1 Introduction
The convolutional codes were introduced by Elias [1]
which suggested the use of a polynomial matrix G(z)
in the encoding procedure. These kind of codes are
used extensively in numerous applications as satel-
lite communication, mobile communication, digital
video, radio among others.
One of the problems in convolutional codes the-
ory was to find a method for constructing codes of
a given rate and complexity with good free distance.
Diverse methods have been introduced for this task.
There is a considerable amount of literature on the
theory of convolutional codes over finite fields, (see
[1, 2, 6, 8, 9, 11, 14, 17] for example).
A description of convolutional codes can be pro-
vided by a time-invariant discrete linear system called
discrete-time state-space system in control theory (see
[14, 16, 17]). We want to note that linear systems the-
ory is quite general and it permits all kinds of time
axes and signal spaces.
Rosenthal in [15], presented a first step toward an
algebraic decoding algorithm for convolutional codes
theory. It is based on an input/state/output description
of the code and relies on the controllability matrix be-
ing the parity check matrix of an algebraically decod-
able block code.
The aim of this paper is to present an easy decod-
ing algorithm using linear Algebra techniques.
2 Preliminaries
In this section, we present some basic notions about
codes theory.
Definition 1 An error correcting code C ⊆ A∗ is said
that is a convolutional code, when C is linear (consid-
ered as a vector space over IFq = GF (q) (the Galois
field of q elements) with the usual sum of vectors) in-
variant by right translation operator and has compact
support.
Following Rosenthal and York [16], a convolu-
tional code is defined as a submodule of IFn[s].
Definition 2 Let C ⊆ A∗ be a code. Then C is a con-
volutional code if and only if C is a IF[s]-submodule
of IFn[s].
Corollary 3 There exists an injective morphism of
modules
ψ : IFk[s] −→ IFn[s]
u(s) −→ v(s).
Equivalently, there exists a polynomial matrix G(s)
(called encoder) of order n × k and having maximal
rank such that
C = {v(s) | ∃u(s) ∈ IFk[s] : v(s) = G(s)u(s)}.
The rate k/n is known as the ratio of a convo-
lutional code. We denote by νi the maximum of all
degrees of each of the polynomials of each line, we
define the complexity of the encoder as δ =
∑n
i=1 νi,
and finally we define the complexity convolution code
δ(C) as the maximum of all degrees of the largest mi-
nors of G(s).
The representation of a code by means a polyno-
mial matrix is not unique, but we have the following
proposition.
Proposition 4 Two n × k rational encoders G1(s),
G2(s) define the same convolutional code, if and only
if there is a k × k unimodular matrix U(s) such that
G1(s)U(s) = G2(s).
After a suitable permutation of the rows, we can
assume that the generator matrix G(s) is of the form
G(s) =
(
P (s)
Q(s)
)
with right coprime polynomial factors P (s) ∈
IF(n−k)×k and Q(s) ∈ IFk×k, respectively.
2.1 Convolutional code as input-state-output
This section is based on results obtained by the au-
thors in [4].
Consider the matrices A ∈ IFδ×δ, B ∈ IFδ×k,
C ∈ IF(n−k)×δ and D ∈ IF(n−k)×k. A convolutional
code C of rate k/n and complexity δ can be described
by the following linear system of equations:
xt+1 = Axt +But
yt = Cxt +Dut
}
,
vt =
(
yt
ut
)
,
x0 = 0.
(1)
In terms of systems theory the variable xt is called
a state variable of the system at time t, ut the input
vector and yt the vector output obtained from the com-
bination of input and state variable. If no confusion is
possible, we will write the system as the quadruple of
matrices (A,B,C,D).
In terms of the theory of codes, we have the input
of the encoder after time twhich is called the informa-
tion o vector message ut; the vector yt created by the
encoder is called parity vector, the code vector vt is
transmitted via the communication channel. We will
denote the code convolution created in this way, by
C(A,B,C,D).
The transfer matrix
G(s) = C(sI −A)−1B +D
provides a rational description of the convolutional
code.
In terms of the input-state-output representation
of a convolutional code, the free distance of a convo-
lutional code C, that is, the minimum Hamming dis-
tances between any two code sequences of C, can be
characterized as (see [7])
dfree(C) = lim
j→∞
dcj(C), (2)
where
dcj(C) =
minu(0)6=0
{∑j
t=0wt(u(t)) +
∑j
t=0wt(y(t))
}
is the j-th column distance of the convolutional code
C, for j = 0, 1, 2, . . ..
The free distance of a convolutional code deter-
mines to a large extend the error rate in the case of
maximum likelihood decoding, and is a good indica-
tor of the error correcting performance of the code.
We will note that the concept of minimality of an
input-state-output representation is different from the
concept of minimality of a representation, in classical
linear systems theory. A representation (A,B,C,D)
in linear systems literature is minimal if and only if
the pair (A,B) is controllable and the pair (A,C) is
observable. In fact, if the pair (A,B) is controllable,
then the observability of the pair (A,C) ensures that
the linear system 1 describes a noncatastrophic con-
volutional encoder, as we can see in the following
lemma.
Lemma 5 (Lemma 2.11 of [16],) Assume that the
pair of matrices (A,B) is controllable. The convo-
lutional code C(A,B,C,D) defined through 1 repre-
sents an observable convolutional code if and only if
the pair of matrices (A,C) is observable.
Remember that a convolutional code is said catas-
trophic if it prone to catastrophic error propagation,
i.e. a code in which a finite number of channel er-
rors causes an infinite number of decoder errors. Any
given convolutional code is or is not a catastrophic
code.
Related to the minimality realization of an en-
coder is the output-observability property.
Output-observability represents the possibility of
an internal state, to be only defined by a finite set of
outputs, for a finite number of steps.
Definition 6 The system (A,B,C,D) is said be out-
put observable if the state sequence x(0), . . . , x(`) is
uniquely determined by the knowledge of the output
sequence y(0), . . . , y(`) for a finite number of steps
` ∈ IN.
Observe that x(1), . . . , x(`) are determined by
the knowledge of x(0) and u(0), . . . , u(`−1) because
of
x(1) = Ax(0) +Bu(0)
x(2) = Ax(1) +Bu(1) =
= A2x(0) +ABu(0) +Bu(1)
...
x(`) = Ax(`− 1) +Bu(`− 1) =
= A`x(0) +A`−1Bu(0) + . . .+
+ABu(`− 2) +Bu(`− 1),
and the elements x(0), and u(0), . . . , u(`) can be ob-
tained solving the following system of matrix equa-
tions.
y(0) = Cx(0) +Du(0)
y(1) = Cx(1) +Du(1) =
= CAx(0) + CBu(0) +Du(1)
...
y(`) = Cx(`) +Du(`) =
= CA`x(0) + CA`−1Bu(0) + . . .+
+CBu(`− 1) +Du(`)
(3)
In a more general way we can define the output-
observability character saying that the state sequence
x(s), . . . , x(`) is uniquely determined by the knowl-
edge of the output sequence y(s), . . . , y(s + `) for a
finite number of steps ` ∈ IN.
In an analogous way we have that x(s +
1), . . . , x(s + `) are determined by the knowledge of
x(s) and u(s), . . . , u(s+ `− 1) because of
x(s+ 1) = Ax(s) +Bu(s)
x(s+ 2) = Ax(s+ 1) +Bu(s+ 1) =
= A2x(s) +ABu(s) +Bu(s+ 1)
...
x(s+ `) = Ax(s+ `− 1) +Bu(s+ `− 1) =
= As+`x(s) +As+`−1Bu(s) + . . .+
+ABu(s+ `− 2) +Bu(s+ `− 1),
and the elements x(s), and u(s), . . . , u(s + `) can be
obtained solving the following system of matrix equa-
tions.
y(s) = Cx(s) +Du(s)
y(s+ 1) = Cx(s+ 1) +Du(s+ 1) =
= CAx(s) + CBu(s) +Du(s+ 1)
...
y(s+ `) = Cx(s+ `) +Du(s+ `) =
= CAs+`x(s) + CAs+`−1Bu(s) + . . .+
+CBu(s+ `− 1) +Du(s+ `)
(4)
Calling T`(A,B,C,D) (that we simply write T`
if confusion is not possible) the matrix
T` =

C D
CA CB D
CA2 CAB CB D
...
. . . . . .
CA` CA`−1B CA`−2B . . . CB D

(5)
We have the following.
Proposition 7 A system (A,B,C,D) is output ob-
servable if and only if the matrix T` has full row rank
for all ` ∈ IN.
Proof:
First of all, we observe that for each `, the matrix
T` is the corresponding matrix to the system (3). So,
if the number of rows is bigger than the number of
columns, there are values of y(0), . . . , y(`), for which
the system has no solution. uunionsq
Corollary 8 A necessary condition for output-
observability of the system (A,B,C,D) is that the
matrix
(
C D
)
has full row rank
Therefore, we assume that the number of rows is
less than or equal to the number of columns. It is well
know that in this case and for each `, the systems (3)
have solution for all y(0), . . . , y(`), if and only if the
systems have full rank.
Corollary 9 If the matrix D in the system
(A,B,C,D) has full row rank, the system is
output-observable.
3 Decoding problem
It is well known the existence of several algorithms
for the decoding of convolutional codes. Foremost
among them, codes are decoded using the so called
Viterbi decoding algorithm. The Viterbi Algorithm
was first proposed as a solution to the decoding of con-
volutional codes by Andrew J. Viterbi in 1967, [18],
In order to analyze this process we will assume
that a certain code word {vt}t≥0 = {( y )t ut} was
sent and the message word {v̂t}t≥0 =
{(
ŷt
ût
)}
been
received. The decoding problem then asks for the
minimization of the error
error = min{vt}∈C
∑∞
t=0 dist (vt, v̂t)
= min (
∑∞
t=0(dist (yt, ŷt) + dist (ut, ût))
(6)
If in the transmission, no errors are produced,
then {v̂t}t≥0 is a valid trajectory and the error value
defined in 6 is zero.
Otherwise, if the error value isn’t null, then the se-
quence received isn’t a codeword, and doesn’t belong
to the code family. Then, comes the importance of
decoding, which consists of finding out, from the got-
ten sequence the encoded word supposed to have been
received.
3.1 Decoding convolutional codes
We are interested in the decoding of convolutional
codes represented as linear systems.
Using the matrix 5 we obtain a representation in
terms of state input-output of the code

C D
CA CB D
CA2 CAB CB D
...
. . .
. . .
CA` CA`−1B CA`−2B . . . CB D


x(0)
u(0)
...
u(`)
=

y(0)
y(1)
...
y(`)

(7)
Proposition 10 Let (A,B,C,D) a representation of
an output-observable code. Then, the system 7 is solv-
able.
Proof: If the system (A,B,C,D) is output-
observable the matrix of the equation 7 has full row
rank. uunionsq
Remark 11 It is usual to consider the initial state of
the system x(0) = 0. In this case the system 7 is
reduced to

D
CB D
CAB CB D
...
. . .
. . .
CA`−1B CA`−2B . . . CB D

u(0)...
u(`)
 =

y(0)
y(1)
...
y(`)
 .
(8)
So, in this case the solvability of the system is en-
sured if the matrix
T̂`−1 =

D
CB D
CAB CB D
...
. . . . . .
CA`−1B CA`−2B . . . CB D

has full rank.
But, if the matrix of the system 7 has full row rank,
the system 8 is not necessarily solvable as we can see
in the following example
Example 1. Let (A,B,C,D) a realization of a con-
volutional code with A =
(
0 0
1 0
)
, B =
(
0
0
)
,
C =
(
0 1
)
and D = (0), the system
(
0 1 0 0
1 0 0 0
) x1(0)x2(0)
u(0)
u(1)
 = ( y(0)
y(1)
)
is compatible for all
(
y(0)
y(1)
)
and the solution is x1 =
y(1), x2 = y(0), nevertheless the system(
0 0
0 0
)(
u(0)
u(1)
)
=
(
y(0)
y(1)
)
has only solution for y(0) = y(1) = 0. That is to
say the initial condition for the system are restrictive
conditions for solving the system.
But, in any case, we have the following proposi-
tion.
Proposition 12 If the matrix T̂`−1 has full row rank
the system 7 is solvable with initial conditions x(0) =
0.
Proof: If the matrix T̂`−1 has full row rank, the sys-
tem 8 is solvable. Then, if (u(0), . . . , u(`)) is a so-
lution of this system, clearly (0, u(0), . . . , u(`)) is a
solution for the system 7. uunionsq
3.2 Solving 7
In the case where the matrix of the system 7 doesn’t
have full row rank, the existence of the solution is not
guaranteed and depends on
(
y(0)
y(1)
)
.
If the system is not compatible we can find ap-
proximate solutions using generalized inverses matri-
ces as the Moore-Penrose pseudoinverse matrix.
Remember that, given a matrix A ∈Mn×m(IF) a
matrix X ∈ Mm×n(IF) is called generalized inverse
if and only if it verifies
a) AXA = A,
A generalized inverse X of A is called a reflexive
generalized inverse if and only if it verifies
b) XAX = X
A reflexive generalized inverse X of A is called
normalized and will be denoted by Anor if and only if
it verifies
c) (AAnor)t = AAnor
and finally a normalized generalized inverseAnor
is called the Moore-Penrose pseudoinverse and will be
denoted by A+ if and only if verifies
d) (A+A)t = A+A.
A linear system Ax = y can be solved if we have
a generalized inverse of the matrix A
observe that if
Ax = y
we have
AXAx = y
so
AXy = y
that is to say
Xy
is a solution and the solution general can be easily
obtained if we are taking into account that Im (Im −
XA) = KerA.
Not always there exists the normalized and pseu-
doinverse matrix. Penrose [13] showed that every ma-
trix A over the complex field has a normalized in-
verse and a unique A+. However, Pearl [12] showed
that a matrix A ∈ Mm×n(IF) of rank r over an ar-
bitrary field has a normalized and a Moore-Penrose
A+ (unique) only under certain conditions. In fact we
have the following result
Theorem 13 LetA be anm×n matrix of rank r over
a field F . Then, A has a normalized generalized in-
verse Anor if and only if
r = rank (AtA).
And A has a Moore-Penrose pseudoinverse A+ if and
only if
r = rank (AtA) = rank (AAt).
Example 2. Over IF5 the 1 × 5-matrix A =(
1 1 1 1 1
)
doesn’t have a A+ pseudo-
inverse.
For those methods of solving, instead of only de-
tect the error, (as for instance in the Viterbi decod-
ing algorithm), and put out the correct sequence that
should have been received, at the same time we detect
the error, and give the original message before encod-
ing. In order to solve the system, the algorithms we
will be using will be divided between some steps.
3.3 Iterative decoding algorithm
The first algorithm for solving focuses more on di-
rectly correcting the error in case of disturbance by
approaching the original input that is supposed to have
been encoded (and whose encoding was disturbed, in
case of disturbance). We will consider that if we get
as close as possible to the initial input, with the output
received, by approaching the best possible solution of
our system, then we will have the error implicitly cor-
rected and the original message. We will do so consid-
ering initial conditions, and output-observability ma-
trix.
Of course initial conditions are not our main con-
cern.
Suppose now, that there exists D+ or any other
generalized inverse X
Iterative process
Step 1 Look the number if outputs, denoted by `.
Step 2
Case 1 Fix x(0) such that x(0) = 0, then solve
Du(0) = y(0):
D+y(0) (or Xy(0)) is an approximation solution
(that is exact if Du(0) = y(0) is compatible, in par-
ticular if D has full row rank).
Case 2 Fix x(0) such that x(0) 6= 0 then solve
(C D)
(
x(0)
u(0)
)
= y(0):
(C D)+(y(0)) (or Xy(0)) is an approximation
solution (that is exact if (C D)
(
x(0)
u(0)
)
= y(0) is
compatible, in particular if (C D) has full row rank).
In both cases the error of solution is minimized
consodering dH(T0
(
x(0)
u(0)
)
, y(0)) and u’s Ham-
ming weight as well. Then, settle for the approximate
minimal solution.
Step 3: Iteratively, solve
Du(`) = y(`) − (CA`x(0) + CA`−1Bu(0) +
. . .+ CBu(`− 1)):
D+(y(`) − (CA`x(0) + CA`−1Bu(0) +
. . . + CBu(` − 1))) (or X(y(`) − (CA`x(0) +
CA`−1Bu(0) + . . . + CBu(` − 1)))) is an approxi-
mate solution.
Example 3. Let’s look at the decoding of words, with
the code in which p ≥ k defined as: in the field IF7,
let (A1, B1, C1, D1) with
A =
(
1 3
4 1
)
, B =
(
0
2
)
, C =
(
5 2
0 6
3 0
)
, D =
(
2
5
6
)
(9)
Let’s try to decode the sequence: y =
(y(0), y(1), y(2)) = (3 1 5, 6 0 2, 4 2 2)
Observe that in this case, the system is not output-
observable. Step 1: We have ` = 2
Step 2: We have
D =
 25
6
 ;
then we solve
(
C D
)( x(0)
u(0)
)
= y¯(0).
We have: rankD = 1, which means that D has
full (column) rank; we decide to fix x(0) = 0
So we solve
(
D
) (
u(0)
)
=
 25
6
( u(0) ) =
y¯(0) =
 31
5
 .
The system is clearly incompatible, so we try to
solving using a pseudoinverse matrix.
The matrix D verifies conditions for existence of
D+.
In this particular case the pseudoinverse of such
a matrix D is given by: D+ = (DtD)−1Dt. So, we
get: D+ =
(
1 6 3
)
Then,
(
1 6 3
) 31
5
 = ( 3 ) = u(0)
We get: u(0) = 3; when verifying:
(
D
) (
u(0)
)
= 61
4
 Here, at least we detect errors on 2 elements of
the sequence. Indeed, we get for x(0) = (0), u(0) =
(3).
Step 3: Solve T̂1
(
u(0)
u(1)
)
=
(
y¯(0)
y¯(1)
)
with u(0) = 3. So, it suffices to solve(
CB D
)( u(0)
u(1)
)
= y¯(1) =
 60
2

Then, we solve 4 25 5
0 6
( 3
u(1)
)
= y¯(1) =
 60
2

So,
(
D
) (
u(1)
)
=
 60
2
 − 3
 45
0
 =
 16
2

which means: D+
 16
2
 = ( 1 6 3 )
 16
2
 =
1 = u(1). Then the solution u(1) is (1). When we
verify,
(
CB D
)( u(0)
u(1)
)
=
 06
6
 6=
 60
2
. So,
we detected errors in the second sequence, and our
approximate solution u(1) is 1.
Finally, we solve T̂2
 u(0)u(1)
u(2)
 with
u(0) = 3, and u(1) = 1. So we solve(
CAB CB D
) u(0)u(1)
u(2)
 = y¯(2) =
 42
2

with u(0) = 3, and u(1) = 1.
Then, we solve 6 4 25 5 5
4 0 6

 31
u(2)
 =
 42
2

We get: Du(2) =
 33
4
; we already have D+ =
(
1 6 3
)
.
Which means that: D+
 33
4
 = ( 5 ) = u(2). The
approximate solution u(2) is (5). Verifying, we have:
(
CAB CB D
) 31
5
 =
 43
0

However, dH((4, 3, 0), (4, 2, 2)) = 2; so, we de-
tected 2 errors, and we approached the solution the
best way possible.
For this case, (y¯(0), y¯(1), y¯(2)) =
(3 1 5, 6 0 2, 4 2 2) there were multiple errors
during transmission.
The decoded sequence is u = (u(0), u(1), u(2)) =
(3, 1, 5), with initial condition: x(0) = (0 0)
Remark 14 This method is quite efficient for error
detection; indeed, we can tell when there was a mis-
take within a sequence, by computing: dH(y, y¯), y the
output obtained from the approximate solution; how-
ever the correction rate is harder to figure out, since
we only detect when a mistake occurs, and we assume
the solution we get is the closest without any verifica-
tion.
3.4 Output-observability matrix and Syn-
drome former matrix
Let (A,B,C,D) be a realization of a convolutional
code.
From the system 7, we can deduce the syndrome
former matrix for the given code.
Proposition 15 Suppose that ` ≥ δ. By making ele-
mentary transformations to matrix equation 7 we can
deduce the syndrome former matrix for the convolu-
tional code.
Proof: The system 7 can be rewritten as

C
CA
CA2
...
CA`
x(s) = (T̂`−1 I )

−u(s)
−u(s+ 1)
...
−u(s+ `)
y(s)
y(s+ 1)
...
y(s+ `)

(10)
Now, and taking into account that ` ≥ δ there
exist an invertible matrix P ∈ Gl(p× `, IF) such that
P

C
CA
CA2
...
CA`
 =

C
CA
...
CAδ−1
0
...
0

=
(
O
0
)
where O is the observability matrix of the pair
(A,C).
Applying the matrix P to the matrix equation 10
we obtain
(
O
0
)
(x(s)) =
(
M1 M2
M3 M4
)

−u(s)
...
−u(s+ `)
y(s)
...
y(s+ `)

(11)
Then,
(
M3 M4
)
is the syndrome former ma-
trix. uunionsq
4 Conclusions
In this paper the output-observability of convolutional
codes has been revised and a decoding algorithm for
convolutional codes using linear algebra techniques
has been presented. Also a syndrome former matrix
from output-observability matrix has been deduced.
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