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In recent years, researches on artificial intelligence have achieved remarkable results, and
further development is expected in the future. In the field of image recognition, the
researches on deep neural networks (DNN) began to be actively conducted, starting with
the fact that AlexNet [1], a DNN proposed Krizhevsky et al., won the first place at the
2012 Image Classification Contest (ImageNet Large Scale Visual Recognition Challenge:
ILSVRC) by making a big difference to the approach by computer vision which was the
mainstream of the contest, and finally achieved high performance such as exceeded the
recognition rate by human beings in 2015. As a result, it has received worldwide attention,
and even now, a variety of DNN-based products are on the market.
In the field of speech recognition, Neural Probabilistic Language Model (NPLM) based
on Recurrent Neural Networks (RNN) with feedback connections in their networks have
been widely accepted due to its high performance, and LSTM (Long Short-Term Memory)
[2] and other improved RNNs have also been actively investigated.
On the other hand, research on artificial intelligence has evolved from researches on
single-function neural networks to researches on multi-function neural networks that com-
bine the single-function neural networks. For example, in the field of video recognition,
Donahue et al. conducted researches on behavior recognition and behavior prediction by
combining image recognition (CNN) with image description and prediction (LSTM) [3].
Besides, the Whole Brain Architecture Initiative (WBAI) [4] is researching to build more
advanced artificial intelligence by combining multiple neural networks.
In deep neural networks such as CNNs and RNNs, after the networks are adjusted
(i.e., learning) with a large amount of data (i.e., training data) in any field, another data
in the same field is given to the trained network to obtain output (i.e., inference). But
what kind of characteristics is captured by learning networks? Is it possible to maintain
high regularization ability even when application fields are different to the original one?
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The human brain has acquired these functionalities through various experiences, but the
mechanisms for such functionalities are not clear. Thus, to construct highly universal in-
telligent machines, it seems to be effective to implement the mechanism of human memory
in a neural network.
In other words, the author assumes a human memory mechanism and propose a
general-purpose intelligent machine (neural network) that proves this assumption. The
assumption is that the brain extracts highly abstracted features during learning in each
field and keeps them in long-term memory, and in inference, recalls the features of the
related fields and infer (recognize, judge) with the features. This general-purpose intel-
ligent machine can be composed of several machine learning devices (neural networks)
which have functionalities of extracting, memorizing and recalling the features, and infer-
ring with these. In this dissertation, the author investigates the learning rules for these
machine learning devices. Two neural networks were selected for Recurrent Neural Net-
work (RNN) that extracts features and infers using the recalled features and Hopfield
Neural Network (HNN) that memorizes and recalls the extracted features because RNN
is remarkable to deal with continuous events for many applications and HNN is a well-
known neural network for implementing associate memory which can provide the memory
functionalities.
The author first investigates the RNN through a problem of natural language process-
ing. Focusing on sentences having different degrees of abstraction such as part words,
sentence patterns, and words in the field of speech recognition in natural languages, the
author proposes a heterogeneous configuration in which two distinct RNN subnetworks
are configured and arranged in parallel for the investigation.
The author then investigates the so-called associative memories based on Hopfield
Neural Networks (HNNs). Two extensions for HNNs are adopted in this dissertation, one
is complex-valued HNN (CVHNN) where neuronal states are encoded by complex values,
and another is Hyperbolic-valued HNN (HHNN). A novel training scheme for CVHNN
is presented and its performances are investigated. This scheme is an extension of well-
known Projection rule (PR), so that it can implement the neural networks with partial
connections in the network which PR can not be adopted. Because the scheme has the
restriction that the connections need to be in same layer, the author proposes a gradient
descent learning scheme witch is constructed for HHNN to remove the restriction. The
performances by this scheme are also investigated.
This dissertation is organized as follows. Preliminaries are mentioned in chapter 2. The
investigation of heterogeneous RNN is described in chapter 3. Chapters 4 and 5 describe
4
CHAPTER 1. INTRODUCTION





2.1 Recurrent neural network
Neural Probabilistic Language Model (NPLM) is a neural network that is to obtain the
joint probabilities for sequences of words in a language; the network is trained to output
a word with the highest likelihood from a given sequence of words [5]. Many NPLMs
adopt so-called recurrent-type neural networks (RNNs) with feedback connections in their
networks, for memorizing a past sequence of words. A learning algorithm for RNNs,
Back-Propagation Through Time (BPTT), which is introduced in [6], is typically used for
training recurrent neural networks because a network with a time sequence of input/output
is extracted to multilayered network and then error back propagation algorithm is adopted
to train this network. But the learning by BPTT often gets stuck due to the exploding
and vanishing gradient effects [7] for modifying the connection weights in the network.
The author describes a traditional model of the RNN in detail in chapter 3.2.
According to [6], the algorithm of BPTT is summarized as follows. First, let ek(τ)
denote a network error of its k-th neuron at time t as below,
ek(t) = dk(t)− yk(t), (2.1)
where dk(t) denotes a specified target value which should match the output of the k-th
unit, which is denoted by yk(t), at time t. Therefore, an overall network error at time t







where U denotes the set of indices k such that ek is the network error of a k-th unit in the
network. BPTT need to computing gradients of connection weights among neurons of the
network. The gradient of a weight (wij) on the connection to the i-th unit from the j-th
6
CHAPTER 2. PRELIMINARIES





where µ is a positive learning rate parameter and J total(t′, t) is denoted by




over some appropriate time period (t′, t]. To compute the gradient of J(t) at time t, the
following equations are used for t0 < τ ≤ t, i.e.,














Once the back-propagation computation has been performed back to time t0 + 1, the






δi(τ)xj(τ − 1). (2.7)
To summarize, the algorithm of BPTT performs the following steps at each time t: (1)
the current state of a target network and its current input pattern is added to a history
buffer which stores the entire history of network input and activity since some starting
time t0 at which the network has its state initialized; (2) error for the current time is
injected and back propagation used to compute all εk(τ) and δk(τ) values for t0 < τ ≤ t,
which are denoted by Eqs.(2.4), Eqs.(2.5) and Eqs.(2.6); (3) all the ∂J(t)/∂wij values are
computed by using Eqs.(2.7); and (4) weights are changed step by step.
2.2 Hopfield neural network
Hopfield [8] proposed a recurrent neural network model referred to as the Hopfield neural
networks (HNNs). This is one of the symmetric interconnected neural networks. In an
original HNN, the output of a neuron takes a value of −1 or 1, and the connection weight
from neuron a to neuron b is equal to the one from neuron b to neuron a. In this network,
7
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each neuron changes its value in an asynchronous manner. The initial value of each
neuron is randomly determined, eventually, the network becomes stable where the status
of neurons in the network never change by their updates. The network is often used to
evaluate Associative memories [9] and Ising model, which was introduced by Ernst Ising
in 1924 [10]. Associative memory has functions of storage and recall of information by
association with other information and may be the simplest application of “collective”
computation on a neural network [9].
Associative memories based on HNNs have a wide variety of researches. A neural
network of the associative memory consisting of N real-valued neurons has the action





where ub(t) is the state of the neuron b at a time t, and wab is the connection weight from
neuron b to neuron a. The state of neuron a at (t+ 1) is determined by
ua(t+ 1) = sign(ha(t)), (2.9)
The function sign(·) is an activation function of a real-valued neuron defined as
sign(h) =
 +1 h > 0−1 h < 0 . (2.10)
The u is not updated with h = 0.
The stability of the network using this model is given by showing that the energy








The weight matrix W = (wab) is a Hermitian matrix (wab = wba) with the condition of
waa = 0.
Hebbian learning rule, which is introduced in [8], is a straightforward way to embed
patterns to the network, but this scheme has difficulties in embedding actual patterns to
the network; if the embedded patterns have some correlations, only a few patterns can be
embedded to the network.




















where wab is a connection weight between neuron a and neuron b, which satisfies the




A Neural Language Model by
Heterogeneous Recurrent Neural
Networks
Neural networks for language model are proposed and their performances are explored.
The proposed network consists of two recurrent network of which structures are different
to each other. Both networks accept words as their inputs, translate their distributed
representation, and produces the probabilities of words to occur from their sequence of in-
put words. Performances for the proposed network are investigated through constructions
for language models, as compared with a single recurrent neural and a long short-term
memory network.
3.1 Introduction
Neural Probabilistic Language Model (NPLM) is a neural network that is to obtain the
joint probabilities for sequences of words in a language; the network is trained to output
a word with the highest likelihood from a given sequence of words [5]. Many NPLMs
adopt so-called recurrent-type neural networks (RNNs) with feedback connections in their
networks, for memorizing past sequence of words. A learning algorithm for RNNs, Back-
Propagation Through Time (BPTT), is typically used for training recurrent neural net-
works, but the learning by BPTT often gets stuck due to vanishing signals for modifying
the connection weights in the network. Thus, most of NPLMs with recurrent neural
networks do not use simple RNNs but rather use more sophisticated networks, such as
Long-Short Time Memory (LSTM) [11, 12] and Gated Recurrent Unit (GRU) [13].
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This chapter presents another type of NPLM for improving the learning capability in
using BPTT algorithm. The proposed NPLM consists of two sub-RNNs of which structures
are different to each other, in the sense that these sub-RNNs are three-layered networks
but the numbers of hidden neurons are different. By this configuration of networks, we
expect that each network constructs its own internal distributed representation of words,
such that a network with fewer hidden neurons will express higher class of word (norn,
verb, ...) and another network will represent the relations for the words.
We also expect that mutual interactions for these networks during learning will im-
prove the learning capability. The performances of the proposed network are investigated
through constructing language models from a subset of the penn treebank dataset [14] and
a subset of the Brown corpus dataset [15], as compared with conventional RNNs.
This chapter is organized as follows. Section 3.2 recapitulates the conventional RNNs,
and the proposed network where two RNNs with their own hidden neurons are combined
is presented in section 3.3. Experimental results such as learning capabilities are explored
in section 3.4. This chapter concludes in section 3.5.
3.2 Recurrent neural network for language models
A recurrent neural network (RNN) for NPLM is shown in Fig. 3.1. This network predicts
a word that will appear following a given sequence of words. It consists of three layers
of neurons; input layer, hidden layer, and output layer. The connection weights between
input and hidden layers are denoted by the matrix W⃗HI . Neurons in the hidden layer
accepts the weighted input signals from the neurons in the input layer and their own
output signals through the self-feedback connection H⃗. In the output layer, neurons deal
with the signals from the neurons in the hidden layer with weighted by the connection
matrix W⃗OH . A set of input signals to the network is denoted by x⃗ = {x1, · · · , xNw} where
Nw is the number of neurons in the input layer. The output for i-th neuron in the hidden







hikzk(t− 1) + bi) (3.1)
where wij ∈ W⃗HI denotes the connection weight from j-th neuron in the input layer to
i-th neuron in the hidden layer, hik denotes the connection weight from k-th neuron to
i-th neuron in the hidden layer, and bi is a bias for the i-th neuron in the hidden layer.




vijhj(t) + ci) (3.2)
11






Figure 3.1: A recurrent neural network for neural probabilistic language model
where vij ∈ W⃗OH is the connection weight from j-th neuron in the hidden layer, and ci is
a bias.
Input and desired output for the network are encoded by so-called one-hot representa-
tion, i.e., each word in the text has its own one-hot vector. The neurons in the output layer
produces their output as probabilities of occurrence of the words, and the neuron with
the highest output value corresponds to the word that is predicted by the network. Thus,
the number of neurons for the input and output layers is set to the maximum number
of identification words (Nw). The network is trained so as to minimize the cross-entropy
of the language models by so-called Back-Propagation Through Time (BPTT) where a
network with a time sequence of input/output is extracted to multilayered network and
then error back propagation algorithm is adopted to train this network.
3.3 Heterogeneous recurrent networks
Figure 3.2 shows the structure of the proposed recurrent neural network. The proposed
NPLM consists of two sub-RNNs of which structures are different to each other, i.e. the
numbers of neurons in the hidden layers are different. One sub-RNN accepts each input
word and translates it to its distributed representation with Nhid1 dimensions where Nhid1
denotes the number of hidden neurons in this RNN. The other sub-RNN also accepts
12





































Figure 3.2: The structure of heterogeneous recurrent neural network proposed in this
paper
the word but translates another type of distributed representation with Nhid2 dimensions.
These networks follows the same update schemes as those in Eqs.(3.1) and (3.2).
Both sub networks produce their outputs for the probabilities of words to occur from a
sequence of input words, and the output of the network is defined as the total probabilities
of these two subnetworks. The networks are trained so as to minimize the perplexities of
the language models from these networks. The proposed model accepts and outputs the
same language with different dimensions (granularities), and it is expected that interac-
tions between these networks makes their learning more efficient even if the BPTT is used
for their learning.
3.4 Experimental results
For evaluating the performance of the proposed RNN, we have conducted numerical sim-
ulations for constructing language models from given sets of texts, as compared with
13















Proposed RNN (20+100 neurons)
Proposed RNN (10+100 neurons)
Proposed RNN (25+100 neurons)
Conventional RNN w/ 100 neurons
Conventional RNN w/ 120 neurons
LSTM w/ 100 nuerons
Figure 3.3: Changes for perplexities by the conventional RNNs and proposed RNN where
the training data set for penn treebank dataset is used for input
conventional RNNs. The dataset of penn treebank [14] (for training and test data sets)
and a subset of Brown corpus dataset [15] are used for constructing models.
We adopted Nhid1 = 100 and Nhid2 = 20 for the configuration of the sub networks in
the proposed RNN, i.e. one network constructs 100-dimensional distributed representation
for words in it and the other network uses 20-dimensional one. We will refer to this
network as the proposed network with 20 + 100 neurons. The networks are evaluated
by the perplexity which is calculated between the probabilities of word occurrences for
the networks’ outputs and the ones from the training and test data sets. We adopt a
conventional RNN described in section 2 with 100 neurons and the one with 120 neurons,
for the comparisons. An RNN with 120 neurons comes from similar complexity for an
proposed network containing a network with 100 neurons and a network with 20 neurons.
We also use LSTM network with 100 units with forgetting gates [11] for comparing the
performances.
The changes for perplexities with respect to learning epochs is shown in Fig. 3.3,
where the perplexities are calculated by using the training data set. The perplexities by
all networks except for LSTM gradually decrease with respect to learning epoch, thus the
14
















Proposed RNN (20+100 neurons)
Proposed RNN (10+100 neurons)
Proposed RNN (25+100 neurons)
Conventional RNN w/ 100 neurons
Conventional RNN w/ 120 neurons
LSTM w/ 100 neurons
Figure 3.4: Changes for perplexities by the conventional RNNs and proposed RNN where
the test data set for penn treebank dataset is used for input
learning by the training data set could be conducted for them. Figure 3.4 also the changes
for perplexities where the perplexities are calculated by using the test data set. These
changes are similar to the ones for the training data set, but the proposed networks with
20 + 100 and 25 + 100 neurons takes lower perplexities than the ones by other networks.
By comparing the networks with the same number of neurons, i.e., the proposed network
and the conventional network with 120 neurons, we find that the proposed network can
predict the words better than the conventional network. But when the number of neurons
in one network is quite smaller, i.e., for the proposed network with 10 + 100 neurons, the
performance becomes worse. These suggests that learning by the proposed RNNs with
enough neurons could be successful due to mutual interactions between two sub-networks.
We then conduct the same experiments on the different data set, i.e., a subset of Brown
corpus data set. The original dataset for Brown corpus consists of 15 categories with 500
documents each word of which has a tag for its part of speech. We make a subset from
this dataset so that 100 documents with for categories are used for training data set and
five documents are used for test data set. Tag information attached to words in these
documents are removed.
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Proposed RNN (20+100 neurons)
Proposed RNN (10+100 neurons)
Proposed RNN (25+100 neurons)
Conventional RNN w/ 100 neurons
Conventional RNN w/ 120 neurons
LSTM w/ 100 neurons
Figure 3.5: Changes for perplexities by the conventional RNNs and proposed RNN where
the training data set for Brown corpus dataset is used for input
Figures 3.5 and 3.6 are the changes of perplexities for the training data set and test
data set, respectively. Similar tendencies to the results in Figs. 3.3 and 3.4 are shown in
these results. For this dataset, the proposed network with 20 + 100 neurons and the one
with 25 + 100 neurons have better performances for the test data set.
We explore the predicted words with respect to the input sequence (words) from the
conventional and proposed RNNs. For this purpose, the neurons’ outputs from the hidden
neurons in RNNs are collected for all input signals from the test data set, and then princi-
pal component analysis(PCA) are adopted for these outputs to produce two-dimensional
components. These outputs could indicate the information for the words predicted by
RNNs.
PCA clustering maps are shown in Figs. 3.7 and 3.8 for the conventional RNN with
100 neurons and the proposed RNN with 20+100 neurons, respectively. A subset of brown
data set is used for training and evaluating the networks. Each of output marks for the
input word has its own color in the two-dimensional map. Several clusters can be found
in these PCA outputs and these clusters correspond to frequently appearing words. The
cluster, located at the rightmost area (at around (40, 0)) in Fig. 3.7, corresponds to the
16
















Proposed RNN (20+100 neurons)
Proposed RNN (10+100 neurons)
Proposed RNN (25+100 neurons)
Conventional RNN w/ 100 neurons
Conventional RNN w/ 120 neurons
LSTM w/ 100 neurons
Figure 3.6: Changes for perplexities by the conventional RNNs and proposed RNN where
the test data set for Brown corpus dataset is used for input
input word ‘.’. This cluster can also be found in Figs. 3.8(a) and 3.8(b).
We further investigate the PCA clustering obtained from the conventional and pro-
posed networks for particular class of output. Figure 3.9 shows a PCA clustering result
obtained by the conventional RNN with 100 neurons and by the proposed RNN with
20 + 100 neurons. In this figure, a blue cross-mark in the map corresponds to the output
when the predicted word is categorized as noun, and a yellow cross-mark also points the
output when the predicted word is categorized as noun and the input word to the net-
work is ‘the’. It is expected that the word after ‘the’ tends to be noun in the text, thus
if the outputs with yellow cross-marks are similar to each other, it could be regarded as
the RNN predicting higher structure of the input text, rather than predicting the coming
words. From the result in Fig. 3.9(a), there is a cluster of yellow cross-marks, thus the
conventional RNN could capture some structure. On the other hand, the proposed RNN
seems to fail to obtain this property, from the results in Figs. 3.9(b) and 3.9(c). It is
not clear whether some hierarchical relations can be constructed between subnetworks in
the proposed RNNs, and it is necessary to conduct detailed analysis for evaluating what
relations can be constructed in the proposed and conventional networks.
17
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Figure 3.7: PCA clustering for predicted words in the conventional network with 100
neurons (after 3rd epoch)
3.5 Conclusion
This chapter presents a recurrent-type neural network for language model. The proposed
network consists of two RNNs of which structures are different to each other. It is expected
that mutual interactions during learning process improve the learning capability. The
performances of the proposed network are evaluated through constructions of language
models from the penn treebank and Brown corpus datasets. The clustering analysis for
the predicted words with respect to the input sequence is explored for the proposed and
conventional networks.
For our future work, it is important to investigate the learning process and the detailed
outputs from the networks in the proposed NPLM.
18
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(a) output from 20-neurons network in the proposed network
(b) output from 100-neurons network in the proposed network
Figure 3.8: PCA clustering for predicted words in the proposed network with 20 + 100
neurons (after 3rd epoch)
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(a) output from conventional RNN
(b) output from 20-neurons network in the proposed network
(c) output from 100-neurons network in the proposed network
Figure 3.9: PCA clustering for the conventional and proposed RNNs. Blue cross-mark
indicates an output when the predicted word is categorized as noun, and yellow cross-mark




A Projection Rule for
Complex-valued Associative
Memory with Partial Connections
Projection rule is a powerful learning scheme for embedding patterns onto Hopfield-type
associative memories, but this cannot be used for non-fully connected networks, such as
bidirectional associative memory. This chapter presents a novel type of Projection rule
that can embed patterns onto partially connected networks. The applicability and per-
formances of the proposed Projection rule are evaluated through numerical experiments.
From experimental results, it is confirmed that the proposed scheme actually works on
partially-connected networks, though the embedding capability is not high with compared
to the one in fully-connected networks. It is also shown that gray-scaled images can be
embedded and retrieved in the networks.
4.1 Introduction
Associative memories based on Hopfield neural networks have a wide variety of researches
and many types of extensions have also been proposed and investigated. One of these ex-
tensions is so-called Complex-valued Hopfield Associative Memory (CHAM)[16], in which
the parameters of neuronal parameters are encoded by complex values and the operations
in this model follow those in complex numbers. By using complex numbers for the rep-
resentation of neurons’ states, it is possible to deal with multilevel signals; the state of a
neuron is represented by a distinct point on a unit circle in the complex plane, i.e., the
state can be represented by a phase for this point, and the resolution for multilevel sig-
21
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nal can be configured by the unit phase. Applications for such neural networks include a
database for gray-scaled images. Each pixel in the image can be represented by the state of
a neuron in the network. Several extensions for CHAMs have also been proposed, such as
Quaternionic Hopfield Associative Memories (QHAMs) for representing RGB intensities
for pixels[17] and Hyperbolic-valued Hopfield Associative Memories (HHAMs)[18, 19, 20]
for improving the storage capacity in CHAMs.
Other than the extensions of CHAMs, many researches are focused on the learning
algorithms for CHAMs, i.e., the schemes for embedding the desired patterns to the net-
work. Hebbian learning rule is a straightforward way to embed patterns to the network,
but this scheme has difficulties in embedding actual patterns to the network; if the em-
bedded patterns have some correlations, only a few patterns can be embedded to the
network. Projection rule[21] is an improved learning scheme from Hebbian learning rule.
In this rule, the correlated patterns are first projected on the uncorrelated ones, then these
are embedded by the hebbian rule. These schemes are called one-shot learning schemes,
because the learning (making connection weights among neurons) could be conducted at
once from a set of embedded patterns.
Another type of learning schemes is called iterative or incremental learning. This type
of learning schemes creates the connection weights in the network by iterative updates
by incorporating information from the embedded patterns. An iterative learning scheme
for CHAMs has been proposed [22], where the connection weights are gradually updated
by the values obtained from Hebbian learning rule. Each update can be conducted by
low computational cost in this scheme, but a large number of iterations is necessary to
embed all patterns in the network and the order of updates can determine the stability of
the embedded patterns. Gradient descent learning is also categorized as iterative learning
scheme, which is similar to error back-propagation learning typically used in learning
multilayer perceptron-type neural networks. In this scheme, the error between the neurons’
states and desired states (embedded patterns) is defined and then the connection weights
are gradually modified so that the error decreases.
These two types of learning schemes have their own pros and cons. Projection rule can
embed the non-orthogonal (correlated) patterns with relatively low computational cost,
however this rule can be applied to the network where all neurons can be connected to
each other. It is not applicable for the networks with partial connections, such as Bidirec-
tional Associative Memory (BAM)[23, 24] or cellular neural networks. Gradient descent
learning can be applied to any type of networks[21, 25, 26, 27], but the computational cost
tends to be high, i.e., a lot of iterations for modifying connection weights are necessary for
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embedding patterns correctly. It is important to develop learning schemes that incorpo-
rates these advantages, i.e., learning schemes that can embed patterns for networks with
various types of connections with low computational cost.
From this motivation, we propose a learning scheme for CHAMs with the structures of
partially connected networks, and investigate this scheme from the viewpoints of capacity
and noise-tolerance of the networks. Our proposed scheme is based on the projection rule;
the subnetworks are exploit from the network so that the connections among neurons are
available and for each of subnetworks the (partial) patterns are embedded by projection
rule. Finally connection weights for the subnetworks obtained by projection rule are syn-
thesized. We have shown, through numerical experiments, that the proposed scheme can
actually embed the patterns onto partially connected networks, and that the retrieval per-
formances of the partially connected networks are comparative to those of fully connected
networks, when the sizes of the subnetworks are properly chosen depending on the types
of embedding patterns. We have also shown that embedding and retrieval for gray-scaled
images can be conducted by the proposed scheme.
This chapter is organized as follows. Section 4.2 gives the preliminaries for CHAMs and
projection rule for embedding patterns to the networks. Our proposed learning scheme
is introduced in section 4.3. The performances for the proposed learning scheme are
evaluated in section 4.4, as compared to the (conventional) projection rule for the fully-
connected networks. This chapter concludes in section 4.5.
4.2 Complex-valued associative memory
4.2.1 Complex-valued Hopfield neural network
We recapitulate the complex-valued multistate neuron model and its network model used
in this paper, which is also used in [16, 28]. In this model, the state of a neuron and the
connection weights between the neurons are represented by complex values. The output
of a neuron is also a complex value, but it is restricted to one of the distinct points on the
unit circle in a complex plane. Thus, the output of this model can be represented by a
phase value.
We consider a Hopfield neural network with N complex-valued multistate neurons.





where ub(t) is the state of the neuron b at a time t, and wab is the connection weight from
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neuron b to neuron a. The state of neuron a at (t+ 1) is determined by
ua(t+ 1) = csign(ha(t)), (4.2)
The function csign(·) is an activation function of a multistate neuron defined as
csign(u) =

z0 0 ≤ arg(u) < φ0
z2 φ0 ≤ arg(u) < 3φ0
...
z2(K−1) (2K − 3)φ0 ≤ arg(u) < (2K − 1)φ0
z0 (2K − 1)φ0 ≤ arg(u) < 2π
. (4.3)
where z = eiφ0 is a fixed threshold value, and φ0 = π/K defines a quantized unit. The
state of a neuron has K quantized levels.
The stability of the network using this model is given by showing that the energy










where u∗a is a conjugate of ua. The weight matrix W = (wab) is a Hermitian matrix
(wab = w∗ba) with the condition of waa = 0 for 1 ≤ a ≤ N .
4.2.2 Projection rule for complex-valued Hopfield neural network
We also describe a projection rule for CHAMs as a method for embedding patterns to the









be the p-th pattern for embedding, and the matrix Ξ containing
all embedding patterns is given by
Ξ =
(
(ξ1)T, (ξ2)T, · · · , (ξP )T
)
(4.5)
In projection rule, the embedded patterns, which may not be orthogonal to each other, are
first projected onto the patterns that are orthogonal to each other, then these projected
patterns are embedded by Hebbian rule.






where Ξ† is an adjoint matrix of Ξ. W has the following properties: connections be-
tween two neurons have a relation of complex conjugate to eath other, i.e., wab = w∗ba,
and the diagonal elements (i.e., self-connections waa) do not always take 0. The latter
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property does not correspond to the stability of the network. But we confirmed that in
numerical experiments correct retrieval can be achieved from embedded patterns as initial
configurations of the network, under the condition that waa = 0 is set after obtaining the
connection weights by projection rule, as stated in the paper by Kobayashi[20].
4.3 Projection rule for the network with partial connections
The projection rule described in the previous section requires that all neurons in the
network are fully connected in order to calculate an inverse matrix from the matrix Ξ†Ξ.
In this section, we introduce another type of projection rule to relax the above requirement
for non-fully connected networks. The procedures to obtain an inverse matrix for such
networks are
1. define partial sets of neurons from all neurons in the network, such that neurons in
each set have actual connections,
2. calculate the connection weights for each of sets by using projection rule, and,
3. synthesize a set of connection weights from the connection weights of partial sets by
summing up them.
We assume that a network with N neurons are used but the partial connections among
neurons are available. The sets of patterns to be embedded to the network are defined as
ξs.
In order to represent the presences of connections among neurons other than the values
of connection weights, we introduce the parameter γ for neuron. The action potential for





where γab is defined as
γab =

1 if connection is present
from neuron b to neuron a
0 otherwise
. (4.8)
Thus, given the structure(topology) of the network, we can prepare a set of γs is configured
according to the network structure. For an example, if neurons have only local connections,
i.e., the neuron a where a = 4 has the connections from the neurons a−1, a+1, and itself
(a), {γab} = {0, 0, 1, 1, 1, 0, · · · , 0}.
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Then, sets of neurons are prepared from neurons in the network, so that the patterns
with partial elements can be embedded by using projection rule. This is conducted by
defining sets of γab for bs with γab = 1, and let {γ1,γ2, · · · ,γM} be M sets of neurons each
of which has connections among neurons. Each γ represents a partial network in which
neurons have connections, defined from the network with N neurons. For each of γm
(m-th partial network), the sets of P embedded patterns with partial elements, denoted
by ζm, are provided by
{ζ1m, ζ2m, · · · , ζPm} = {ξ1 ◦ γm, ξ2 ◦ γm, · · · , ξP ◦ γm}, (4.9)
where ◦ is an operator of Hadamard product (entrywise product). The pattern vector ζpm
is an N -dimensional vector where elements take 0 for connections of neurons being absent.





T, · · · , (ζPm)T
)
. (4.10)











4.4 Experiments and Results
In this section, we investigate the retrieval performances of the proposed projection rule,
hereafter called PPR. We adopt the conventional projection rule (called PR) for fully-
connected networks as a baseline for comparing the performances.
4.4.1 Experimental setup
First we describe the conditions and procedures for the experiments in sections 4.2, 4.3,
4.4, and 4.5. We use the networks with N = 200 neurons for numerical experiments
except for those in section 4.4.5. We assume that these neurons are arranged in two-
dimensional lattice with width 20 neurons and height 10 neurons, as shown in Fig. 4.1.
Partial connections for the networks are represented by using window parameter w. In
the network, w×w neurons that are neighbors to each other are assumed to be connected,
constituting to a subnetwork. Connection weights for these subnetworks are calculated by
26
CHAPTER 4. A PROJECTION RULE FOR COMPLEX-VALUED ASSOCIATIVE
MEMORY WITH PARTIAL CONNECTIONS
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
2 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
3 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
4 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
5 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
6 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
7 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
8 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
9 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
10 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇 〇
Figure 4.1: A configuration of neurons in the network used in the experiments
PPR. For an example, for a network with N = 200 (20× 10 neurons being arranged) and
window parameter w = 4, we obtain
The diagonal elements in the connection weights are set to 0 after obtaining the con-
nection weights by PR or PPR. We use the following notation for the parameters: the
number of patterns to be embedded is denoted by P , and the resolution factor for neurons’
states is denoted by K.
Experiments are performed by the following procedures.
1. A CHAM with N neurons, of which resolution factor is set to K, is configured.
2. P patterns are randomly generated and embedded to the network by PR or PPR.
3. Test patterns are prepared, where they come from embedded patterns, they are
embedded patterns affected by noise, or randomly generated patterns, depending on
the experiments.
4. Each of test patterns is set as an initial configuration of the network, and the states
of neurons in the network are updated according to Eq.(4.2). The final states of
the network, where the neurons do not change their states by their updates, are
obtained.
5. Retrieval performances are evaluated from these final states for the test input pat-
terns.
Above procedures are conducted 10 times, i.e., 10 sets of connection weights are obtained.
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1 2 3 4 2 3 4 5 17 18 19 20
1 ● ● ● ● 1 ● ● ● ● 1 ● ● ● ●
2 ● ● ● ● 2 ● ● ● ● 2 ● ● ● ●
3 ● ● ● ● 3 ● ● ● ● 3 ● ● ● ●
4 ● ● ● ● 4 ● ● ● ● 4 ● ● ● ●
1 2 3 4 2 3 4 5 17 18 19 20
7 ● ● ● ● 7 ● ● ● ● 7 ● ● ● ●
8 ● ● ● ● 8 ● ● ● ● 8 ● ● ● ●
9 ● ● ● ● 9 ● ● ● ● 9 ● ● ● ●















Figure 4.2: Subnetworks used in the experiments. The neighboring neurons are assumed
to be connected and these neurons constitute to a subnetwork.
4.4.2 Retrieval from random input
First, we investigate the number of local minima emerged in the energy landscape when P
patterns are embedded to the network. This can be estimated by the following experiment:
The network with P patterns is prepared, and the retrievals for patterns are conducted
from the randomly configured neuron states. The retrieval is regarded as successful if the
final state of the network is one of the embedded patterns. It is expected that the success
rate for this experiment is 1/P if only the embedded patterns are set to global minima in
the energy landscape and no other local minima exist. Typically success rate for CHAMs
in this experiment can be P/(KP ) = 1/K. This is due to (K − 1) rotational patterns
being emerged when a pattern is embedded to the network, thus the number of patterns in
the network is KP . The parameters for this experiment for PPR are w = 4, 5, 6, 7, 8, 9, 10,
The number of sets of patterns to be embedded is 10 and for each set of patterns 100
random states are prepared and set as the initial states of the network.
We show the success rates for the network with respect to the resolution factor K
when only 1 pattern is embedded (P = 1) in Fig. 4.3. The success rates with PR are
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Figure 4.3: Retrieval success rates with respect to resolution factor K from random states
(P = 1)
approximately 1/K as expected, which is also shown in [29]. For the networks with PPR,
the success rates have similar tendencies to those in PR, but the success rates tend to be
low when the window size w is small. This is due to small number of connections being
presented in obtaining connection weights in the network. The success rates are improved
for higher value of the window parameter, and in the cases of w = 9 and w = 10, the
success rates are similar to those by PR.
The success rates when P = 5 and P = 10 patterns are embedded are shown in
Figs. 4.4 and 4.5, respectively. Similar tendencies to those in Fig. 4.3 are obtained, but
the success rates take lower values when the number of embedded patterns becomes high.
The subnetworks with smaller number of neurons, such as the cases w = 4 or w = 5,
cannot stabilize the embedded patterns in them, as shown in these results.
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Figure 4.4: Retrieval success rates with respect to resolution factor K from random states
(P = 5)
4.4.3 Stability of embedded patterns
We next investigate the stability of the patterns embedded to the network, i.e., we evaluate
the basins of attractors for the embedded patterns. The following experiment is conducted;
the network is configured with the parameters P , K, and w (for PPR), the initial state
for the network is selected from one of the embedded patterns (denoted by the original
pattern) with being affected by the noise, and the retrieval is regarded as successful if
the final state of the network is the same as the original pattern. The noise affection is
conducted by the following scheme; the value of each element in the pattern is replaced
to other value with the probability r. 10 different connection weights are produced in this
experiment, and 100 initial patterns are prepared for each r = 0.05, 0.10, · · · , 0.75, 0.80.
In the case r = 0.0 (the case without noise), the number of initial pattern is set to 1. The
parameters in the experiment are K = 4, 8, 16, 32, 64 and w = 4, 5, · · · , 10.
Figure 4.6 shows the success rates with respect to the noise probability, for the various
number of embedded patterns P in the case of K = 4 and w = 4. The success rates
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Figure 4.5: Retrieval success rates with respect to resolution factor K from random states
(P = 10)
gradually degrade when the noise probability r increases because the difference between
the original and initial patterns become large. Also, they degrade when many patterns are
embedded to the network for the fixed number of neurons in the network. For the r = 0.0
case, i.e., the initial state is not affected by noise, all patterns can be successfully retrieved
for P = 10, · · · , 15 but no patterns can be retrieved for P = 16. This phenomenon comes
from the characteristic of projection rule, where network with N neurons without diagonal
elements (without self connection) can embed N − 1 patterns. Each of sub-networks with
w = 4 defined by PPR can embed up to w2 − 1 = 15 patterns. This can be confirmed for
other Ks, as shown in Fig. 4.7.
We then show the stability of the embedded patterns for various resolution factor Ks.
Figure 4.8 shows the success rates for r = 0.3 and w = 4 as an example. As shown in
this figure, stability (or robustness against noise) is degraded by increasing the load for
network (i.e. K and P ).
We next show the stability from the viewpoint of the fixed P and various Ks. Figure
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Figure 4.6: Success rates with respect to noise probability r for P = 10, · · · , 16, w = 4,
and K = 4
4.9 shows the success rates with respect to the noise probability r for P = 10 and w = 4.
We see the success rates becomes lower with increasing the noise probability r for all Ks.
In the case K = 4, the success rates are rapidly degraded for r > 0.3 and take lower values
than those in the cases K = 8 and K = 16. This tendency disappears when P is large, as
shown in Fig. 4.10, and this phenomenon is confirmed for various ws (see Fig. 4.11).
A reason for the rapid degradation of success rates at lower resolution, like K = 4,
is that random noise patterns are biased. For example, if the element in the original
pattern is 1, the mean of real part for generated patterns is not 0 but −1/(K − 1). It is
because noise patterns are generated so that they are different to their original pattern, as
mentioned in [30]. Therefore, this phenomenon appeared at lower resolution. This can also
be confirmed by another set of random patterns for the condition P = 10 and w = 5, as
shown in Fig. 4.12. In this case, random patterns are generated without checking whether
these generated patterns being the same as original pattern or not, resulting in the bias
in the generated patterns being suppressed.
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(a) K = 8 (b) K = 16
(c) K = 32 (d) K = 64
Figure 4.7: Success rates for P = 10, · · · , 16, w = 4, and K = 8, 16, 32, 64
We further show r-dependencies with respect to the window size w for various Ks.
Figure 4.13 shows the success rates with respect to r for the cases of w = 4, 5, · · · , 10 and
fully-connected (PR). The resolution factor is set to K = 4 and the number of embedded
pattern is P = 10. We see that noise robustness is improved for larger ws. The number
of connections for sub-networks increases at the rate of w2 for the configuration of the
network used in this experiment (see Fig. 4.2), thus the degree of noise-robustness can
be proportional to the number of connection weights. Similar tendencies are obtained for
other K values, as shown in Fig. 4.14.
4.4.4 Estimation for storage capacity
We further investigate the storage capacity of the network, i.e., estimate the number of
patterns that can be embedded to the network with PPR. The experiments are conducted
with the following procedures. P patterns are embedded to the network by PPR, and
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Figure 4.8: Success rates with respect to P and K (r = 0.3 and w = 4)
these embedded patterns are also used as the test patterns. Each of test patterns is used
as the initial state of the network, and retrieval is conducted. If the embedded patterns
are correctly embedded, the initial state of the network does not change by the updates
of neurons’ states. Thus, when the network states do not change for all (P ) test patterns,
this network can embed P patterns, i.e., the storage capacity for the network is at least
P . In principle, the network with N neurons can embed (N − 1) patterns by PR (without
self-connections for neurons). 10 sets of patterns are prepared for this experiment, and for
each set of patterns 100 trials are conducted.
Figure 4.15 shows the success rates with respect to the number of patterns P with w = 4
configuration. The numbers of patterns to be embedded, P , are set to P = 10, 11, · · · , 16.
In this case, none of the patterns can be embedded in the network regardless of Ks, this is
due to the small window parameter w = 4; this network can embed w2− 1 = 15 patterns.
When w increases, the network can embed more patterns, as shown in Fig. 4.16 and 4.17,
where the window parameters are set to w = 5, 6, · · · , 10. These results demonstrate that
w2 − 1 patterns are correctly embedded but no patterns can be embedded in embedding
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Figure 4.9: Success rates with respect to noise probability r for P = 10 and w = 4
w2 patterns.
4.4.5 Pattern retrieval with partially connected network
Finally, we demonstrate the performances of PPR for embedding and retrieving gray-
scaled images. We use networks with N = 1024(= 32 × 32) neurons arranged on two-
dimensional space, and each neuron is connected to neighboring neurons with 5 × 5 of
window size (w = 5). The embedded images come from CIFER10 dataset (https://www.
cs.toronto.edu/~kriz/cifar.html), where the images have 3 channels (red, blue, and
green) with 32 × 32 pixels. These color images are converted to gray-scaled images for
embedding onto CHNNs. Examples of the images are shown in Fig. 4.18.
We first show retrieval success rates for the conditions of P (the number of embedded
patterns). The initial state of the network is set to one of the embedded images (called the
original image) affected by gaussian noise with variance σ. Condition σ = 0 corresponds
to an image without noise, and an image affected by gaussian noise with higher σ means
the quality of the image is largely degraded.
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Table 4.1: Retrieval success rates for image retrieval task
Embedding scheme PR PPR
P 10 10
σ = 0 100 100
Success rate (%) σ = 10 80 0
σ = 20 50 0
σ = 30 20 0
Success rates achieved by both PR and PPR with P = 10 patterns being embedded
are shown in Fig. 4.1. The number of trials for each configuration is set to 10. If an
obtained pattern starting from the initial state is the same as the original image, retrieval
is regarded as successful, which is the same condition as the previous experiments. From
this table, retrieval from noisy images does not seem to be performed in the networks
where the patterns are embedded by PPR.
We next show several examples of retrieved images in these cases. The qualities of the
images are quantitatively evaluated by the PSNR (peak signal to noise) with respect to
the original image. Three cases of retrievals in the case of P = 10 are shown in Fig. 4.19,
where each of images are affected by gaussian noise with σ = 10, 20, 30, respectively. From
the retrieved images in this figure, the retrieved images are not the same as the original
images, as shown in Table. 4.1, but these are quite similar to each other, as higher PSNR
values for retrieved images show. The same tendencies are obtained in the case of P = 20
where the images are shown in Fig. 4.20, though smaller PSNR values in the retrieved
images are achieved than those in the case of P = 10. P > 24 images can not be embedded
because of small window size w = 5; in this configuration only w2 − 1 = 24 images can be
embedded by PPR.
4.4.6 Summary for the experimental results
We have performed performance evaluations of associative memories, where each neuron
in the network is locally connected and the degree of connectivity for neuron is determined
by the parameter w as an example of partially connected networks.
In the first experiment, we investigate the stability, capacity, and noise tolerance of the
embedded patterns in the networks, where randomly generated patterns are embedded to
the networks with 200 neurons. From the experimental results, we found the networks
with w ≥ 9 are comparative to the fully connected networks for the retrieval performances.
The second experiment concerns the embedding and retrieval for gray-scaled natural
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images. We found the image patterns can be practically retrieved by the network with
w = 5 that is less than that in the first experiment.
4.5 Conclusion
In this paper, we have proposed a learning scheme for complex-valued Hopfield associative
memories, and evaluates the performances of this scheme through numerical experiments.
The proposed scheme is an extension of the projection rule, which is one-shot learning
scheme for fully-connected networks, and this scheme is applicable for non-fully connected
networks. In this scheme, connection weights in each subnetwork, where the neurons
are connected to each other, are generated by the projection rule, and at the final stage
these connection weights are synthesized. From the results in numerical experiments, it
is confirmed that the proposed scheme actually works on partially-connected networks,
though the embedding capability is not high with compared to the one in fully-connected
networks. It is also shown that gray-scaled images can be embedded and retrieved in the
networks.
Applicability of the proposed scheme for various types of network structures, other
than locally connected networks, will be investigated for one of our future challenges. It
is important to improve the capacities of patterns by the proposed scheme.
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(a) P = 11






















(b) P = 12






















(c) P = 13






















(d) P = 14






















(e) P = 15
Figure 4.10: Success rates with respect to noise probability r for w = 4 and P = 11, · · · , 15
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(a) w = 5






















(b) w = 6






















(c) w = 7






















(d) w = 8






















(e) w = 9






















(f) w = 10
Figure 4.11: Success rates with respect to noise probability r for P = 10 and w = 5, · · · , 10
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Figure 4.12: Success rates with respect to noise probability r for PPR with various Ks
(w = 5, P = 10)
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Figure 4.13: Success rates with respect to noise probability r for PPR with various ws
and PR (K = 4, P = 10)
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(a) K = 8

























(b) K = 16

























(c) K = 32

























(d) K = 64
Figure 4.14: Success rates with respect to noise probability r for PPR with various ws
and PR (K = 8, 16, 32, 64)
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Figure 4.15: Success rates with respect to the number of patterns P for PPR (K = 4)
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(a) PPR with w = 5 (b) PPR with w = 6
(c) PPR with w = 7 (d) PPR with w = 8
Figure 4.16: Success rates with respect to the number of patterns P for PPR with various
w5-8
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(a) PPR with w = 9 (b) PPR with w = 10
(c) PR
Figure 4.17: Success rates with respect to the number of patterns P for PPR with various
w9,10 and PR (K = 4)
(a) (b) (c)
Figure 4.18: Examples of images in CIFAR10 dataset
45
CHAPTER 4. A PROJECTION RULE FOR COMPLEX-VALUED ASSOCIATIVE
MEMORY WITH PARTIAL CONNECTIONS












Figure 4.19: Examples of the initial and retrieved images in image retrieval experiment
(P = 10)
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Gradient Descent Learning for
Hyperbolic Hopfield Associative
Memory
This chapter proposes a scheme for embedding patterns onto the Hyperbolic-valued Hop-
field Neural Networks (HHNNs). This scheme is based on gradient descent learning (GDL),
in which the connection weights among neurons are gradually modified by iterative ap-
plications of patterns to be embedded. The performances of the proposed scheme are
evaluated though several types of numerical experiments, as compared to projection rule
(PR) for HHNNs. Experimental results show that pattern embedding by the proposed
GDL is still possible for large number of patterns, in which the embedding by PR often
fails. It is also shown that the proposed GDL can be improved, in terms both of stability
of embedded patterns and of computational costs, by configuring the initial connection
weights by PR and then by modifying the connection weights by GDL.
5.1 Introduction
Researches on associative memories based on Hopfield-type neural networks using complex
values and hypercomplex values have been extensively investigated [31], such as theoretical
stability for the models [32, 33, 34], schemes for embedding patterns to the network [21, 35],
and applications for embedding and retrieving patterns [36, 37]. Signals with multiple
levels, such as intensities of pixels in the image, can be naturally represented and operated
by using (hyper)complex values [16, 17].
Associative memory based on complex-valued neural networks, called CHAM (Complex-
48
CHAPTER 5. GRADIENT DESCENT LEARNING FOR HYPERBOLIC HOPFIELD
ASSOCIATIVE MEMORY
valued Hopfield Associative Memory) with polar representation has been presented in [16].
By using polar representation in complex-values, neurons in this network can handle mul-
tilevel signals, and it has been demonstrated that this network can embed and retrieve
gray-scaled images. It is necessary for associative memories to embed patterns that are
correlated to each other. Thus, projection rule from the real-valued counterpart [38] has
been constructed and evaluated in [21]. Another type of learning algorithm, which ma-
nipulates the energy landscape from the patterns that are to be embedded, has also been
presented and analyzed in [35].
A lot of associative memories have been presented for extensions of CHAMs. One
extension is to introduce hypercomplex-valued number system, such as quaternion, for the
neurons’ states. Quaternion is a four-dimensional hypercomplex number system [39], and
a quaternion can be represented by an amplitude and three kinds of phases, like complex-
values being represented by an amplitude and a phase [40]. Thus, three-dimensional
multilevel signals such as color-valued pixel intensities (red, green, and blue) for a pixel
can be represented by three phases in a quaternion. A quaternionic Hopfield associative
memory (QHAM) with this type of representation has been presented and theoretically
analyzed in [17], and its performances have been investigated in [41] through numerical
experiments. Also, several types of quaternionic associative memories have also been
presented and analyzed in [42, 43, 44, 45].
Another extension for CHAMs adopts other number system with two dimensions.
Hyperbolic number is a two-dimensional number with one real-part and one imaginary-
part, like a complex value, but the imaginary unit h satisfies h2 = +1 [46]. Hyperbolic
Hopfield Neural Network (HHNN) has been proposed in [18, 19, 20], and a projection rule
for embedding patterns has also been introduced. The performances of HHNNs have been
explored through the networks configured by the projection rule, and it is shown that the
proposed projection rule has superior performances from the viewpoint of noise tolerance,
as compared to CHAMs with the same storage capacity.
Projection rule has a constraint that the neurons in the network must be fully connected
[47], thus it is not applicable for associative memories with partial connections of neurons,
such as bidirectional associative memories (BAMs) [23, 24]. One possible solution for
embedding patterns onto the network with partial connections is to adopt gradient descent
learning scheme [48, 49]. This learning algorithm is based on gradient descent method,
where the connection weights among neurons are gradually modified by imposing the
patterns to be embedded to the network. This learning algorithm has been formulated for
several types of associative memories, such as CHAM[21, 25, 26] and QHAM[27], but this
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is not available for HHNNs.
In this chapter, we propose a gradient descent learning for HHNNs and investigate the
performances of the networks with the proposed learning algorithm. We also investigate
this learning scheme with the initial connection weights being set by projection rule. This
configuration is expected to embed patterns more stably and to improve the speed for
embedding patterns.
The rest of the chapter is organized as follows. Section 5.2 provides preliminaries for
associative memory based on hyperbolic neural network and projection rule for embedding
patterns. A gradient descent learning scheme for HHNNs are presented in section 5.3.
The performances for this learning scheme are shown in section 5.4 through the results
by numerical experiments, and the experimental results are discussed in section 5.5. This
chapter concludes with section 5.6.
5.2 Associative Memory Based on Hyperbolic Hopfield Neu-
ral Network
5.2.1 Hyperbolic algebra and Hyperbolic Hopfield Neural Network
Hyperbolic numbers, also called as split-complex numbers, are categorized as a Clifford al-
gebra of degree 2. A hyperbolic number z is composed of one real-part and one imaginary-
part like complex number, denoted by
z = x+ hy,
where x and y are real numbers and h is an imaginary unit satisfying h2 = +1 where
h ̸= ±1. The operations for addition and multiplication follow those of complex numbers
with h2 = +1.
Hyperbolic Hopfield Neural Network, called HHNN, has been proposed in [18, 19, 20],
where the representation and operations for these networks follow those in hyperbolic
number system. We adopt the neuron model proposed in [20] where the neurons’ states
are on a circle in the hyperbolic plane.
The state of a hyperbolic neuron is represented as a point on a circle with radius 1 in
the hyperbolic plane, denoted by
ck = cos 2kθK + h sin 2kθK , (5.1)
where θK = π/K and the parameter K is an integer constant, called resolution factor. By
using this representation, a multilevel signal k (0 ≤ k ≤ (K − 1)) can be represented by a
discrete phase ck.
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The neuron j accepts the output signal zk from the other neuron k weighted by the






where the network contains N neurons that are connected to each other. The output of
the neuron j, denoted by zj , is determined by an activation function defined as:
zj = f(Sj)
= arg maxck Re(ckSj), (5.3)
where Re(Sj) denotes the real part of Sj . This operation shifts the phase in a neuron to
one of discrete phase in a circle where the phases are nearest to each other.
The stability of the network with hyperbolic neurons can be proven by showing that
the energy of the network monotonically decreases with respect to the change of neuron’s








The conditions for the decrease of the energy are wjk = wkj (connection weights should be
symmetric) and wjj = 0 (self-connection should be eliminated). The details of the proof
are shown in [20].
5.2.2 Projection rule
We also present a projection rule for HHNNs as a method for embedding patterns to the
network [20]. Assume that P patterns with N elements and K resolution factor are to be








be the p-th pattern with K resolution
where zi ∈ {0, · · · , (K − 1)} (i = 1, · · · , N). Each element of this pattern is encoded to
ξi = czi








is the p-th encoded pattern for embedding
to the network. Then, the matrix Ξ containing all embedding patterns is given by
Ξ =
(
(ξ1)T(ξ2)T · · · (ξP )T
)
.
In projection rule, the patterns in this matrix is first projected to the patterns that are
orthogonal to each other, then these projected patterns are embedded by Hebbian rule.
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Connection weights in W have the following properties: they are symmetric (wjk = wkj),
and the diagonal elements (i.e., self-connections wjj) are not 0 but take hyperbolic numbers
(not real numbers). Although the self-connections are present, pattern retrieval is still
possible when smaller numbers of patterns are embedded, as simulation results show [20].
We also describe the projection rule proposed in [50], where the noise tolerance for
embedded patterns is improved. This is used for comparing with the performances of our
proposed GDL. Connection weights W = {wjk} in this projection rule are defined as:
wjk = bkj (for j ̸= k),
wjj = |Im(bjj)|+ h Im(bjj), (5.4)
where bij is the (i, j) component of B.
5.3 Gradient Descent Learning for Hyperbolic Hopfield Neu-
ral Network
In this section, we introduce a gradient descent learning (GDL) for HHNNs, based on the
derivation for CHAMs [21, 25].
Let wji be the connection weight matrix from the neuron i to neuron j, and ξpj be the
j-th element in the p-th pattern vector. They are defined as






From wij = wji (a condition for the connection weight) and Eq.(5.5), we get
uij = uji, (5.7)
vij = vji, (5.8)
thus we only consider the parameters satisfying j > i.
We define the error function in GDL for HHNNs in the same manner in CHAM. The
error for the neuron j with respect to the j-th element in the p-th pattern, denoted by
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j is the weighted sum for the neuron j, which is calculated by Eq.(5.2),
when ξp is input to the network. This function requires that both of the amplitudes and
phases for the training pattern should be respectively same as those in the weighted sum
of the neuron. Since f(Spj ) is not a differentiable function and f(S
p
j ) = ξ
p





we adopt the error function as the difference between the pattern and the internal state
of a neuron.






If ξpj = S
p




j ) but also
∣∣∣ξpj ∣∣∣ = ∣∣∣Spj ∣∣∣, then both
phase and amplitude of ξpj and S
p
j equal, for all p and j; E vanishes and it is regarded
that all training patterns are completely embedded.
In GDL, the weight parameters are updated by the following equations:
wji ← wji +∆wji, (5.11)









where η is a constant parameter called learning rate. By using Eq.(5.10) with the condi-
tions uij = uji and vij = vji, the partial derivatives for real-part of the connection weight
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The update equation for the connection weights for neurons wji can be written as


















Iterative applications of the above update equation make the connection weight wji
gradually modified so that the training patterns can be retrieved. The self-connections
wjjs are set to 0 and not updated, due to the stability condition of the network. Since
it often takes a long time to get the stable connection weights, actually, we introduce a
condition for terminating the iteration, i.e., the updates for connection weights terminate
when all embedded patterns are regarded as stable. Learning by GDL is terminated if
Re(Spi ξ
p




i | cos θK , (5.24)
Re(Spj ξ
p




j | cos θK , (5.25)
are obtained for all combinations of i and j (i ̸= j) where i = 1, · · · , N and j = 1, · · · , N .
These conditions satisfy








CHAPTER 5. GRADIENT DESCENT LEARNING FOR HYPERBOLIC HOPFIELD
ASSOCIATIVE MEMORY
for all combination of i and j (i ̸= j).
5.4 Experimental Results
In this section, we investigate the performances of the proposed GDL though numerical
experiments for embedding and retrieving patterns to the networks. We use two types
for investigating the proposed GDL, first type is GDL where all connection weights are
initially set to zero (called GDL), and the second type is GDL where initial connection
weights are determined by PR with the diagonal elements being set to zero (called PR-
GDL). We also use the HHNN equivalent of the improved projection rule (called ‘Improved
PR’) [50] , which is mentioned in section 2.2, as a base line for the performances.
We use the following parameters: the number of neurons in the network is denoted by
N , the number of patterns to be embedded to the network is denoted by P , the resolution
factor for neurons’ state is denoted by K.
5.4.1 Experimental setup
First, we describe the basic procedures and conditions for the experiments in sections 4.2,
4.3, and 4.4. Experimental conditions in the section 4.5 are rather different, thus they are
described independently.
Experiments are performed by the following procedures.
1. An HHNN is configured, where the number of neurons in the network is set to
N = 200 and the resolution factor in each neuron is set to K.
2. P random patterns with N elements, ξp (p = 1, · · · , P ), are generated. Each element
ξpi is set by ξ
p
i = ck with a uniformly distributed random number k(= 0, · · · , (K−1)).
These P patterns are embedded to the network by GDL, PR-GDL, or Improved PR.
3. Test patterns are generated. The ways for generating test patterns depend on the
experiment, such as they are chosen from the embedded patterns with noise being
affected, or randomly generated.
4. Each of the test patterns is set to the initial configuration of the network, and the
states of the neurons in the network are updated until they do not change by updates.
5. Retrieval performances are evaluated from these final states for the test input pat-
terns.
The experiments are conducted in the following computer:
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• Processor: Intel(R) Xeon(R) CPU E5-1650 v4, operated in clock frequency of 3.60GHz
• Memory: 64GB
• OS: Ubuntu 16.04
• Compiler: gcc 5.4.0 (learning methods are implemented in C++)
5.4.2 Retrieval from random patterns
Second, we investigate the number of local minima emerged in the energy landscape in
the network when P patterns are embedded to the network. This can be estimated by
the following experiment: A network with P patterns being embedded is prepared, and
the retrievals for patterns are conducted from the randomly generated test patterns. The
retrieval is regarded as successful if the final state of the network is one of the embedded
patterns.
The parameters for the experiments are K = 4, 8, · · · , 40, and P = 1, 5, 10. For each
K and P , 100 networks are generated by embedding patterns and 100 patterns are also
randomly generated as test patterns.
The success rates for P = 1, 5, 10 are shown in Figs. 5.1(a), 5.1(b), and 5.1(c), respec-
tively. We see similar tendencies for the performances of GDL, PR-GDL and Improved
PR. The success rates for the case P = 1 are almost 25% by Improved PR and GDL,
whereas those by GDL are slightly low (around 20%). For P = 5 and P = 10, the success
rates become around 13% and 10%, respectively.
We also calculate the standard deviations for the success rates in the experiments.
Figure 5.1(d) shows the standard deviations calculated from the trials including all K for
each of P values. These values are almost same (around 4%), except for the case P = 1
by GDL (6.8%).
5.4.3 Computational costs for embedding patterns
We measure the computation costs for embedding patterns as execution periods by the
program in a computer. Mean execution periods with their standard deviations for P =
1, 5, 10, 30, 60, 90 for embedding patterns in the experiments in section 4.2 are shown in
Figs. 5.2(a), 5.2(b), 5.2(c), 5.2(d), 5.2(e), and 5.2(f), respectively.
The computational costs by Improved PR are governed by calculating pseudo-inverse
matrices, and these are almost constant regardless of P and K configurations. For GDL
learning, the computational costs are linearly proportional to K for all P s. Large P and/or
K values mean large amount of information for patterns being loaded to the network,
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(a) P = 1 (b) P = 5
(c) P = 10 (d) Standard deviations
for success rates
Figure 5.1: Success rates for random pattern embedding and retrieval. (a) P = 1 (the
number of patterns embedded to networks is 1), (b) P = 5, (c) P = 10, and (d) Standard
deviation comparison per P
thus many iterations are necessary to embed patterns in the stable points. For PR-GDL
learning, the computational costs for P = 1, 5, 10 are almost constant, but for larger P s,
they show similar tendencies to those by GDL.
5.4.4 Retrieval from noisy inputs
Furthermore, we investigate the retrieval performances when the patterns affected by
noises are used as initial state of the network. The following experiment is conducted;
the network is configured with the parameters P and K, the initial state for the network
is selected from one of the embedded patterns (denoted by the original pattern) with
being affected by the noise, and the retrieval is regarded as successful if the final state of
the network is the same as the original pattern. The noise affection is conducted by the
following scheme; the value of each element in the pattern is replaced to other value which
is randomly selected with the probability r.
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(a) P = 1 (b) P = 5 (c) P = 10
(d) P = 30 (e) P = 60 (f) P = 90
Figure 5.2: Execution time (seconds) with standard deviation for embedding patterns by
Improved PR, GDL, and PR-GDL. (a) P = 1, (b) P = 5, (c) P = 10, (d) P = 30, (e)
P = 60 and (f) P = 90
10 different connection weights are produced in this experiment, and 100 initial pat-
terns are prepared for each r = 0.05, 0.10, . . . , 0.75, 0.80. In the case r = 0.0 (the case
without noise), the number of initial pattern is set to 1. The parameters in the experi-
ment are K = 4, 8, 16, 32, 64.
Figures 5.3, 5.4, 5.5, 5.6, 5.7, and 5.8 show the retrieval success rates for Improved PR,
GDL and PR-GDL, with P = 10, 20, 30, 40, 50, 60, respectively. The standard deviations
for success rates are also calculated for each of Ks and for each of learning schemes. When
small numbers of patterns are embedded, such as P = 10 and P = 20, all retrieval success
rates show almost the same tendencies with respect to the noise probability, although the
success rates obtained by GDL learning have larger standard deviations (see Figs. 5.3 and
5.4). When P and K become larger, the networks trained by GDL or PR-GDL have better
robustness against noisy input, as compared with those by Improved PR.
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5.4.5 Image retrieval with PR-GDL
Finally, we demonstrate that PR-GDL can be used for storing and retrieving natural
images, as performed in [50]. This task is useful in the sense that GDL for HHNN can
embed the patterns with high resolution K, and that pattern retrievals are possible from
input patterns affected by the noise other than impulsive noise (as in section 4.4). The
embedded patterns come from CIFAR-10 dataset (https://www.cs.toronto.edu/~kriz/
cifar.html), and color images in this dataset are converted to gray-scaled ones with
256 levels. Each image in this dataset has 32 × 32 pixels. Examples of the embedded
patterns are shown in Fig. 5.9. 30 embedded patterns are randomly selected from the
dataset. The intensity of a pixel located at (x, y) in the embedded image p, denoted by
gpxy ∈ {0, · · · , 255}, is converted to the embedded pattern ξp = {ξpi } (i = 1, · · · , 1024) by
ξpx+32y+1 = cgpxy ,
where the pixels at coordinates (0, 0), (0, 31), (31, 0), (31, 31) correspond to the pixels
at the corner of upper left, upper right, lower left, and lower right, respectively. For
embedding patterns, a network with N = 1024(= 32 × 32) neurons is prepared and the
resolution faction K is set to 256 that can represent the gray-scaled intensities of pixels
in the images. The converted patterns are embedded to the network by using PR-GDL.
From the embedded patterns, one pattern is selected and this pattern is affected by
Gaussian noise with σ = 30. This pattern is used for the input pattern to the network.
Examples of noise-affected patterns are shown in Fig. 5.10(b), which are created from the
image in Fig. 5.10(a). By using these patterns as the initial state of the network, the
retrieved patterns from the network are shown in Fig. 5.10(c).
For evaluating the retrieved patterns from the network, the PSNR (peak signal-to-noise
ratio) is calculated between the retrieved pattern and the original input pattern. From
the definition of PSNR, higher PSNR is obtained if the images are more similar, and if
the images are identical, their PSNR becomes infinite. PSNR value between Figs. 5.10(a)
and 5.10(c) is 53.61, which means that the retrieval image is not completely same as but
quite similar to the embedded image.
Other two examples for image retrieval are shown in Fig. 5.11. In these cases, the
retrieval images are respectively identical to the original images.
5.5 Discussion
In this section, we discuss the properties of networks embedded the patterns by GDL,
PR-GDL, and Improved PR based on the results shown in the section 4.
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First, we investigate the results obtained in section 4.2 (Fig. 5.1). In HHNNs, when
one pattern ξp is embedded to the network, three reflected patterns −ξp, ±hξp are also
to be embedded, because they have the same energy with respect to the network states.
Thus, in the case of P = 1, the success rate is expected to take 1/4 = 0.25. As shown in
Fig.5.1(a), the success rates for Improved PR (and also GDL with lower K) take around
0.25, which corresponds to this expected rate.
In the case P = 1 with large Ks, the success rates obtained by GDL are lower than
those by Improved PR and PR-GDL. We suppose that there are many cases where the
learning iterations by GDL are not enough, and this can be observed from larger standard
deviation for this case (see Fig. 5.1(d)). This may be due to relatively soft conditions on
which it is terminated to update connection weights (Eqs.(5.24) and (5.25)).
In the case P = 10, the success rates obtained by GDL and PR-GDL are better than
those by Improved PR (see Fig.5.1(c)). In this case, iterative updates by GDL in PR-GDL
does not conduct, because the terminating conditions (Eqs.(5.24) and (5.25)) are satisfied
before GDL is applied. Thus the connection weights are set by PR with eliminating
the diagonal elements. On the other hand, in Improved PR the connection weights are
configured according to Eq.(5.4). The difference for connection weights in this case is
whether the diagonal elements in the connection weights are zero or not. Self connections
by Improved PR cannot be removed and tend to stabilize the states of neurons in the
network if they are not the states of embedded patterns [50], thus pseudomemories can
emerge in the network.
The success rates obtained by PR-GDL for the case P = 10 are always higher than
those by GDL for many Ks, and also this can be found for the cases P = 1 and P = 5.
Thus, PR-GDL learning can be the best in the three types of embedding methods. It
is supposed that PR-GDL learning can avoid local minima in the error landscape (E) in
learning, by the initial configuration (connection weights) being set by PR.
The success rates for P = 5, 10 and K = 4 (and K = 8) are degraded for all learning
schemes, we suppose that this is simply because the pattern space spanned by N and K
is not enough wide against the number of patterns to be embedded to the network.
Then, we proceed to the computational costs by the learning schemes (section 4.3,
Fig. 5.2). Since the projection rule is a one-shot learning algorithm and almost computa-
tional time is governed by calculating inverse matrix, we see that the standard deviations
of Improved PR is quite small.
Constant and relatively small computational costs can be achieved by PR-GDL, be-
cause it is not necessary to update the states of the neurons in the network by GDL,
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i.e., the initial connection weights set by PR can satisfy the conditions in Eqs.(5.24) and
(5.25), for P = 1, P = 5 and P = 10.
The execution time increases at K = 40 in P = 30, K ≥ 24 in P = 60, and K ≥ 16 in
P = 90, where the connection weights in the network are updated by GDL in these cases.
The execution time by PR-GDL does not exceed to the execution time by GDL for all
P and K cases, smaller number of iterations by GDL learning is enough for embedding
patterns, due to the initial connection weights being set by PR.
Furthermore, we discuss the results for noisy initial configuration (section 4.4, Figs. 5.3,
5.4, 5.5, 5.6, 5.7, 5.8). As we have described, when P and K become larger, the retrieval
success rates by Improved PR deteriorate, while the success rates by GDL and PR-GDL
maintain high values (for examples, see Figs. 5.5(f) (P = 30,K = 64) and 5.6(f) (P =
40,K = 64)). We suppose that the deterioration by Improved PR is due to the diagonal
elements in the connection weights (wjjs); these are zero by GDL and PR-GDL, but these
by Improved PR are not zero.
The retrieval success rates by PR-GDL are higher than those by GDL in most cases,
particularly the differences between them are high values when P and K takes higher
values. We suppose that this can be due to the stable attractors in the network made by
the combination of PR and GDL; the attractors are initially created by PR and these are
to become more stable by the iterative updates of connection weights by GDL.
5.6 Conclusion
This section presents a scheme for embedding patterns to the Hopfield-type associative
memories based on hyperbolic numbers called HHNNs, and its performances have been
investigated. Connection weights in the network are gradually updated according to the
states of embedded patterns by using gradient descent learning method.
The performances are evaluated by embedding and retrieving patterns by the proposed
scheme and a projection rule with an improvement in terms of noise tolerance as a con-
ventional method. It is shown that similar tendencies to the projection rule are obtained
by the proposed schemes, and that for embedding many patterns with high resolution
the proposed scheme can embed the patterns better than the projection rule. It is also
shown that learning by gradient descent method can be improved, in terms of robustness
of the embedded patterns and computational costs in learning, by configuring the initial
connection weights by the projection rule.
The networks with the pattern being embedded by PR-GDL have better performances
than those by Improved PR or GDL. This can be achieved by the combination of PR and
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GDL; at first PR can make stable attractors in the network, and then iterative updates
for connection weights by GDL make these attractors more stable. We also demonstrate
that gray-scaled images can be embedded by PR-GDL and can be successfully retrieved
from noise affected images.
It is expected that our proposed scheme can be improved by incorporating various op-
timization methods used for training multilayer perceptron-type networks. It is important
to explore the applicability of this scheme for bidirectional associative memories, where
partial connections among neurons are present and learning by GDL is necessary. These
remain for our future work.
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(a) K = 4 (b) K = 8 (c) K = 16
(d) K = 32 (e) K = 64 (f) Standard deviations
for success rates
Figure 5.3: Success rates for pattern retrieval from noisy patterns (P = 10)
(a) K = 4 (b) K = 8 (c) K = 16
(d) K = 32 (e) K = 64 (f) Standard deviations
for success rates
Figure 5.4: Success rates for pattern retrieval from noisy patterns (P = 20)
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(a) K = 4 (b) K = 8 (c) K = 16
(d) K = 32 (e) K = 64 (f) Standard deviation
for success rates
Figure 5.5: Success rates for pattern retrieval from noisy patterns (P = 30)
(a) K = 4 (b) K = 8 (c) K = 16
(d) K = 32 (e) K = 64 (f) Standard deviations
for success rates
Figure 5.6: Success rates for pattern retrieval from noisy patterns (P = 40)
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(a) K = 4 (b) K = 8 (c) K = 16
(d) K = 32 (e) K = 64 (f) Standard deviations
for success rates
Figure 5.7: Success rates for pattern retrieval from noisy patterns (P = 50)
(a) K = 4 (b) K = 8 (c) K = 16
(d) K = 32 (e) K = 64 (f) Standard deviations
for success rates
Figure 5.8: Success rates for pattern retrieval from noisy patterns (P = 60)
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Figure 5.9: Examples of embedded images
(a) Original embedded
image
(b) Input image (c) Output image
Figure 5.10: Input and output patterns for image retrieval experiment. (a) Original image
(one of embedded image), (b) Noise-affected input image, (c) Output from the network
(PSNR with respect to original image is 53.61 dB).
(a) Input image (b) Output image (c) Input image (d) Output image
Figure 5.11: Other examples from image retrieval experiment. (a) input image to the
network, (b) its output image from the network (identical to embedded image), (c) input




The author assumed that the brain had the functionalities to extract highly abstracted
features during learning in each field and kept them in long-term memory and when new
data was given the brain recalled the features of the related fields and inferred (cognized
and judged) what was the given data. To understand and construct this mechanism, the
author believed that it was necessary to integrate several types of neural networks and
that there were already ones for classification (retrieving) and ones for associative memory.
Before integrating these networks, therefore, it is necessary to investigate performances of
ones. In this dissertation, the author investigated the two types of neural networks, clas-
sification (retrieving) one and associative memory one, in terms of learning schemes. For
the former, the author constructed a recurrent-type neural network (RNN) for language
model in chapter 3. For the latter, the author adopted two types of Hopfield neural net-
works, complex-valued ones (CVHNN) in chapter 4 and hyperbolic-valued ones (HHNN)
in chapter 5.
In chapter 3, the author proposed a neural network consisting of two RNNs of which
structures are different to each other. It is expected that mutual interactions during
learning process improve the learning capability. The neural network could obtain a higher
inference accuracy rate than the conventional type with the same number of neurons. The
clustering analysis for the predicted words with respect to the input sequence was explored
for the proposed and conventional networks.
In chapter 4, the author proposed a novel type of Projection rule that can embed
patterns onto partially connected networks for CVHNN. The proposed scheme is an ex-
tension of the projection rule and applicable for non-fully connected networks. In this
scheme, connection weights in each subnetwork are generated by the projection rule, and
at the final stage these connection weights are synthesized. From experimental results in
evaluating CVHNN, it was confirmed that the proposed the scheme worked on partially-
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connected networks, though the embedding the capability was not high compared to the
one in fully-connected networks.
In chapter 5, the author proposed a scheme for embedding patterns onto HHNNs.
This scheme was based on gradient descent learning (GDL), in which the connection
weights among neurons were gradually modified by iterative applications of patterns to be
embedded. The performances of the proposed scheme were evaluated though several types
of numerical experiments. Experimental results showed that pattern embedding by the
proposed GDL was still possible for a large number of patterns, in which the embedding
by PR often fails. It was also shown that the proposed GDL could be improved, in terms
both of stability of embedded patterns and of computational costs.
In the above investigations, the author proposed novel types of learning schemes and
improved the performances of RNNs and HNNs. The investigations were not completed
yet but the author believed that these neural networks would be able to be integrated to
construct the brain mechanism. The author has prospects of advancing the investigations
and demonstrating the brain mechanism by integration of these neural networks.
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