Abstract: Infrared image has poor visual effect for its low resolution. Super-resolution reconstruction (SRR) is an effective means to address this problem. Existing SRR algorithms use well-focused images and ignore the value of defocused images generated by the infrared imaging system during focusing. The basic idea of the present study is to treat a defocused infrared image as distribution and accumulation of scene information among different pixels of the infrared detector, as well as a valid observation of the imaged subject; defocused images are the result of blurring a corresponding high resolution (HR) image using a point spread function (PSF) followed by downsampling. From this idea, we used multiple defocused images to build an observation model for HR images and propose an SRR algorithm to approach the HR images. We have developed an image degradation model by analyzing optical lens imaging, using the particle swarm optimization algorithm to estimate the PSF of the HR image, and using compressed sensing theory to implement SRR based on the noncoherent characteristics of the defocused infrared images. Experiments demonstrate that our method can be used to obtain more information about details of a scene and improve the visual effect without adding any hardware facilities, improving the recognition and interpretation of the image subject.
Super-Resolution Reconstruction From
Multiple 
Introduction
In infrared imaging applications, insufficient resolution in details is an important factor limiting the visual effects of images and the performance of target recognition and interpretation. Super Resolution Reconstruction (SRR) is an effective means to address the inability to distinguish image details. The SRR method is a process of LR images evolving into HR images. It is a typical ill-posed problem; therefore, additional information must be introduced. Depending on the source of the additional information, SRR can be divided into interpolation-based methods, learning-based methods and reconstruction-based methods [1] , [2] . Image interpolation is the simplest, characterized by fast and easy implementation. Because the interpolation algorithm is a mathematical operation, it does not produce high-frequency information. Therefore, interpolation techniques are evolving, mainly towards development of edge-enhancing image interpolation algorithms [3] - [7] . Learning-based SRR relies on single-frame images or an image database, which is characterized by exploiting the characteristics associated with the spatial and transform domains of HR and LR images to obtain high resolution information through learning and training. In particular, the learning method based on single-frame images uses similarities between features of various areas or between the overall features and local features of LR images to obtain high frequency information. These types of algorithms have no additional requirements and are easily implemented; thus they have attracted considerable attention [8] - [12] . Marco Bevilacqua et al. proposed a superresolution via linear mapping of interpolated self-examples [10] . Their method doesn't rely on external dictionary or database, the LR patch is mapped into HR version through a linear function learned from self-examples. Zhiliang Zhu et al. proposed another single image super-resolution via self-example learning and sparse representation [12] . An efficient implementation based on the K-SVD algorithm was presented. The orthogonal matching pursuit algorithm(OMP) was employed for self-example-learning-based sparse reconstruction with fewer signals.
Another learning-based method relies on an image database to obtain a priori knowledge of the image by training the samples [13] - [15] . SRR uses LR image sequences and more rigorous conditions to obtain additional true information for better reconstruction. Many efficient algorithms have emerged in this area; the majority can be divided into frequency domain methods [16] and spatial domain methods [17] - [20] .
Interpolation methods and learning-based methods are based on experience and patterns to obtain HR details using algorithms. While images of the same type are similar, they also have their own unique individual characteristics that are likely to be the focal points in subsequent applications. Learning-based methods are general methods to restore image details and can also improve the visual effect of the image. However, they can hardly reflect the unique characteristics of an image and may even add "pseudo details". Reconstruction methods that are based on LR image sequences can exploit the complementary nature of multiple frames of an image to recover details, but they require image sequences to have sub-pixel displacements between frames. This method also has special requirements for the imaging device, limiting its application.
Infrared imaging systems have a manual or automatic focus function. In image processing and applications, people want well-focused images, and blurry images will be discarded when focusing. In fact, these blurry defocused images are also observations of the scene and contain valuable information. If image information can be extracted from multiple frames of defocused images generated during automatic or manual focusing, then more information about the scene details can be obtained to generate a more realistic HR images with no additional hardware.
Defocused images reflect the redistribution of scene information among different infrared detector pixels. If defocused images are treated as downsampled observations of the corresponding HR image, then the information transfer between images with different degrees of defocusing is noncoherent. In this work, the term "down-sample" means that one pixel in LR image is derived from the average of four adjacent pixels in the assumed HR image. Meanwhile, the LR image refers to the actual image from the camera. Reconstructing HR images based on multiple defocused images is essentially a problem of constructing original signals based on several non-coherent observations. The compressed sensing (CS) theory developed in recent years attempts to use information in sparse signals; CS obtains discrete samples through random observations and then reconstructs the signal using a nonlinear algorithm. CS theory has confirmed the feasibility of restoring highdimensional sparse signals using low-dimensional signals and has been applied to reconstruct images with super resolution [21] , [22] . It also provides a feasible solution to SRR using defocused image sequences.
The motivation of our study lies in improving the visual qualities of medical infrared images. It demands for good performance of optical system and large pixel size of the detectors. And, our method is suitable for SRR of medical image with stationary object. The focus of this paper is to reconstruct HR infrared images of fixed scenes based on a clear picture and multiple defocused images. Key problems include the estimation of the point spread function (PSF) of defocused images, construction of the observation equation of HR images, and HR image reconstruction based on CS theory. Our main contributions are as follows:
1) The principle and approach to reconstruct HR images based on defocused image sequences are proposed. 2) A method to estimate the PSF of a defocused image is proposed based on the particle swarm optimization (PSO) method. 3) An HR image downsampling observation equation is constructed. 4) HR images are reconstructed using CS theory. The paper is organized as follows: in Section 2, the algorithm principle is introduced, and the characteristics of the problem, approach to solve the problem and the implementation method are described; in Section 3, the PSF estimation method is presented, the algorithm model is proposed, and the blur radius is derived based on the PSO method to obtain the PSF; in Section 4, the HR image reconstruction method is introduced, including the construction of an HR image downsampling observation function, a sparse image representation method, and the reconstruction and assembly of HR image pieces to obtain the entire image; in Section 5, an overall experimental validation of the proposed method is conducted, and the performance of the algorithm is discussed; last, in Section 6, the present study is concluded.
Approach Framework

Related Work
The degradation model of blurred images is usually described using (1), in which f (x, y) is the clear image, h (x, y) is the PSF, n(x, y) is additive noise, "⊗" represents the convolution operation, and g(x, y) is the blurred image, the degradation of f (x, y) whose resolution is the same as that of f (x, y).
The noise, n(x, y), is not considered in the analysis in the later part of the paper. Geometric optics indicates that the PSF of an image blurred by the defocusing of an optical system is a uniformly distributed disc function. At this time, the degree of defocusing of the blurred image can be determined using the blur radius, R. Once R is determined, the PSF, h (x, y), can be obtained, as shown in (2) . (x, y) are the pixel coordinates with the center of the disk as the origin.
To conduct a template operation on the image, the PSF (with blur radius R) can be written as a matrix according to (2) , represented as h R . Equations (3) are several examples of PSFs with different radii (R). If R ≤ 0.5, then h R = [1] , and the image obtained is well-focused, denoted as X . Let X be a blurred image with a blur radius of R ; then X can be derived by calculating X ⊗ h R . In most practical applications, the PSF matrix (h R ) is first estimated for the blurred image, and then the clear image is reconstructed using inverse filtering, Wiener filtering, deconvolution algorithms or other methods. In the present study, we cannot get the defocused HR images directly but their downsampled ones corresponding to the actual images. In order to acquire HR images, we should use multiple defocused images to achieve SRR. 
Framework of Our Study
In this paper, we used images obtained by downsampling an HR image as LR images. Each pixel of an LR image is the superposition of four adjacent pixels in the HR image, as shown in Fig. 1 . The scene was focused onto the image plane by an infrared imaging system, and then a detector collected the signal to generate the image. In the figure, y 0 is a well-focused image, and X 0 is the corresponding HR image; y i is the defocused image sequence, and X i is the corresponding HR image, i = 1, 2, . . . , k. Let D be the downsampling matrix, representing the superposition operation of converting 4 points into 1 point. The method to construct D was described in our previous work [23] . Then, y i can be expressed as
The conventional SRR algorithm is to reconstruct X 0 based on y 0 . In this paper, in addition to using y 0 , a defocused image sequence (y i ) was used to complete the reconstruction of X 0 . Because y i is also an effective observation of X 0 and observations with different blur radii are non-coherent, then more information about details of X 0 can be obtained from y i to improve the reconstruction quality.
Based on Fig. 1 , X i can be considered as the result of blurring X 0 using the PSF matrix h i , and thus can be written as X i = X 0 ⊗ h i . The convolution operation can be transformed into product form and written as X i = H i X 0 , in which H i is called the blur matrix and uniquely determined by the PSF (h i ); namely, H i is determined by the blur radius R i . The method to construct H i will be introduced in Section 4. In the following description, estimation of the PSF might be written as H i , h i or R i estimation, which are essentially estimates of R i . Equation (4) summarizes the above discussion: The present study attempts to reconstruct an HR image X 0 based on a well-focused image (y 0 ) and k frames of defocused images with different blur radii. Equation (4) indicates that y 0 and y i are multiple observations of X 0 and provide the possibility to accurately reconstruct X 0 . The present study focused on two aspects: how to estimate the blur radius of the HR image corresponding to defocused images to obtain H i , and in addition, how to reconstruct the HR image, X 0 , based on multiple observation images. In this paper, we use the PSO algorithm to estimate R i and use CS theory to complete the HR image reconstruction.
PSF Estimation for the Defocused HR Image
Algorithm
Under normal circumstances, PSF estimation is estimating the degree of blurring of the corresponding clear image, y 0 , based on blurred images of the same resolution (y i ). If y 0 is unknown, this is called blind estimation. Many methods have been proposed for blind PSF estimation [24] , [25] . However, it remains a challenging task. The present study focuses on SRR, in which one must estimate the PSF (h i ) of the corresponding HR image (X i ) based on blurred images (y i ) and then derive H i in (4).
In (4), H i cannot be derived directly from y i because X 0 is unknown. However, y i can be treated as the result of blurring y 0 . Let the PSF matrix be p i ; then p i satisfies y i = y 0 ⊗ p i . If the relationship between p i and h i can be determined, namely p i = f (h i ), then h i can be estimated by solving the optimization of (5).
The method to estimate h i is the same for different y i . For the sake of description, we will not distinguish between different i , and use h , X , p , y, H , and R in place of h i , X i , p i , y i , H i , and R i , respectively. . Now let h be a W × W matrix. W is odd due to the symmetric property and its value can be determined by R , as shown in Table 1 . The PSF of the LR image, p , is determined by the HR image PSF, h , and the values of four adjacent pixels.
According to Fig (6).
To unify the description, matrix h can be transformed for d 1 , d 2 , d 3 and d 4 , respectively. A column of zeros and a row of zeros are inserted, changing the matrix into a (W + 1) × (W + 1) matrix, as shown in (7) . Then, (8) can be derived based on (6) and (7) .
Equation (8) pixels in four quadrants.
In (9), a 1 , a 2 , a 3 and a 4 represent sums of pixel values of in all 4 quadrants. Using the continuity of the image distribution, a k /
A is the sum of 9 pixels, then 4 k = 1 d k is y 0 (i 1 , j 1 ) and (10) can be derived. Equation (11) can be derived from (8) and (10) .
Let matrix q be the weighted sum of the 4 matrixes in (7), that is, q=
Then, according to (11) , the effect of d on d can be described using (12) .
Because (i , j) are the coordinates of d 1 with respect to the PSF matrix (h ) of d 1 , then based on , the coordinates of the corresponding LR image pixel, d , with respect to the PSF (p ) of d should be ((i + 1)/2, (j + 1)/2). Equation (13) can be derived from this.
Comparison of (12) and (13) indicates that if s = (i + 1)/2 and t = (j + 1)/2, in which s, t = 1, 2, . . . , (W + 1)/2, then (14) can be obtained.
The PSF matrix (p ) of LR images can be derived based on (14) . That is, first let the blur radius of HR images (X) be R to obtain the PSF matrix h W ×W , and then four (W + 1) × (W + 1) matrixes, h for d k , can be obtained based on (7) . a k and A are calculated using (9) , and then matrix q can be calculated using q=
Lastly, according to (14) , four adjacent elements in matrix q can be combined to obtain a (W + 1)/2 × (W + 1)/2 matrix of p. It should be noted that because pixel values of y 0 are involved when calculating p , p will be different for different positions even though the same h is used.
In the above analysis, the relationship between the PSF matrix (h ) of an HR image and (p ) of an LR image is determined, namely, p = f (h ). Then, by solving the optimization of (5), the PSF matrix (h ) of an HR image can be estimated; in practice, this is by estimating the blur radius R .
Estimating the PSF Using PSO
Particle Swarm Algorithm:
The analysis in Section 3.A has shown that PSF (h ) of the HR image can be estimated by solving an optimization problem. There are many mature techniques to solve optimization problems, including ant colony algorithms, genetic algorithms, artificial neural networks, etc. Each has its own advantages and disadvantages. The optimization problem in the present study is an unconstrained optimization with only one parameter, the blur radius. Assuming that the dimension of h is no more than 9 × 9, then the value of R will be between 0 and 4.5. For the convenience of model construction, we use PSO to solve this optimization problem.
Inspired by the foraging behavior of birds, the PSO algorithm was first proposed by Kennedy in the United States in 1995. Because PSO is simple in concept and easy to implement, it has seen extensive development in just a few years and has been widely used in parameter optimization [26] , target recognition and classification [27] , [28] , path planning optimization [29] , [31] and many other areas. PSO considers some number of individual particles in the L dimensional search space; each particle is flying at a certain speed in the search space and can dynamically adjust its speed according to the experiences of the particle itself and its flying companions.
In the present study, the blur radius R is the only parameter, namely, L = 1. Let the total number of particles be M 1 , the best position a particle has yet experienced be the local optimum, denoted as p b(i ), and the best position any particle experienced be the global optimum, denoted as gb. Then, this optimization problem can be described by (15) .
Equation (15) indicates that during the search of any particle i , the result of the (k + 1) th round of optimization, R
, is determined by the result of the previous round of optimization, R (15), w is the speed inertia factor. A greater w is conducive to global search and jumping out of the constraint of a local optimum. c 1 and c 2 are acceleration factors toward a local and global optimum, and r 1 and r 2 are random numbers between 0 and 1. Initially, R 0 i takes the value of a random number between 0 and 4.5 and will approach the estimated blur radius (R ) after several iterations. By then, the PSF matrix h can be obtained.
Fitness Value Calculation:
A key problem in the particle swarm algorithm is to calculate the fitness, which is the key step of using the principle of the algorithm to solve practical problems. In this paper, the fitness is calculated to determine the local and global optima during iteration. For any blur radius R , the PSF matrix h R can be derived using (2) , and then the fitness function fi t(R ) can be defined based on the optimization problem of (5), as shown in (16) .
To reduce the calculation load of (16), the blur radius can be estimated using an image block. An M × N image block (b y ) is taken from (r , c) in the blurred image y; (r , c) are the coordinates of the upper left corner of the image block, which may be modified as needed. An (M + 6) × (N + 6) image block b y 0 is taken from (r − 3, c − 3) in the clear image y 0 to ensure that the image block from the blurred image is located in the center of the image block from the clear image. The PSF matrix h is first obtained for an R between 0 −4.5. If the dimension of h is less than 9 × 9, zeros are added at the boundary. Then, using the method described in Section 3.A, the PSF matrix (p ) of each point, except zeros at the boundary, can be calculated based on image b y 0 . Considering the location factors, the PSF of location (i , j) is denoted p i ,j . Because no PSF can be calculated for the boundary, the algorithm limits the position of (i , j) to i , j = 2, 3, . . . , M + 5. p i ,j is a 5 × 5 matrix, and p i ,j k,l represents the value of the element at (k, l) in p i ,j , k, l = 1, 2, . . . , 5. Then, (16) can be converted into (17) , and the fitness value (fi t(R )) can be calculated.
Using PSO to Solve for Blur Radius:
In this paper, the number of particles is set to be M 1 , and the number of iterations is set to be N 1 . The algorithm takes the following steps: 1) system initialization: set R 0 i to be a random value between 0 and 4.5 for each of the M 1 particles, i = 1, 2, . . . M 1 , and set R 0 i to be the local optimum of particle i ; 2) calculate the fitness value (fi t(R k i )) for each particle i using (17) and compare it with the optimum fitness value the particle experienced -p best ( ) for all particles based on (15) and then go to step b) for the next iteration; 5) reach the optimal solution. This method is used to estimate the blur radius (R i ) of the HR image that each blurred image y i corresponds to, and then the H i in (4) can be determined. Based on a clear image y 0 and a number of blurred images y i , X 0 can be restored using the CS theory, achieving HR images.
i ). If fi t(R k i ) < p best(i ), then p best(i ) is updated, namely p best(i ) = fi t(R
HR Image Reconstruction Based on CS Theory
According to (4) , y 0 , y 1 . . . y k are multiple observations of the HR images X 0 . The SRR in the present study is then transformed into reconstructing HR image X 0 based on observations y i |i = 0, 1, . . . , k, which can be solved using the CS theory.
CS Theory
CS is a signal processing theory developed in recent years. It confirmed the feasibility of using a low-dimensional signal to restore high-dimensional sparse signals and has been widely used in SRR. The prerequisite to use the CS theory is that the signal can be sparsely represented. Let X be a non-sparse N dimensional signal, X ∈ R N ×1 ; X may become sparse in a transform domain, as shown in (18) . In the equation, ∈ R N ×N is the transformation matrix, which can be a wavelet transform, discrete cosine transform, or a redundant dictionary obtained using the K-SVD algorithm. β represents the projection of X in the orthogonality space. If β has sparse features, then is called the sparse basis of X . X = β (18) Given that X can be sparsely represented, according to the Restricted Isometry Property (RIP) [32] , an observation matrix ( ∈ R M ×N (M N )) not associated with the sparse base can be used for the linear observation of X to obtain the low-dimensional observations, as shown in (19) .
A = is called a sensor matrix. If A satisfies the RIP, then for a given y, β can be reconstructed accurately or with high probability by solving the constrained optimization problem of (20) . Then, X can be obtained based on (18) .
When l = 0, (20) is an optimization problem based on l 0 -norm. l 0 -norm is an NP-hard problem and difficult to solve directly. Theoretical studies show that solving the optimization of a norm on l = 1 has results equivalent to solving for l 0 -norm. There are several ways to solve the l 1 -norm problem: the greedy method, the relaxation method and Bayesian statistical optimization methods. The greedy algorithm selects support for β by successive iterations, eventually approaching the true signal. It mainly includes the matching pursuit (MP) and orthogonal matching pursuit (OMP) algorithms. Experiments showed that the OMP algorithm reconstructed the signal more stably and is faster. In this paper, the OMP algorithm was used to reconstruct HR images.
CS Theory-Based HR Image Reconstruction
Image Block Division and Blur Matrix (H ) Construction:
For the image reconstruction in the present study, X in (18) is the HR image (X 0 ) to be reconstructed. For a 320 × 240 (resolution) image, N = 76800, which can cause the transformation matrix and observation matrix dimensions to be excessively large. Thus, in the present study, the image was divided for reconstruction. Once all blocks were reconstructed, they were stitched together to generate a complete image. Taking into account that the dimensions of the PSF matrix (h) for the HR image was 9 × 9, 4 rows and 4 columns of points outside of the block were required to construct points at the edge of that block. That is, the pixel values of an M × N LR image block are dependent on a (2M + 8) × (2N + 8) HR image block (see Fig. 4 ). To avoid edge effects, an image block of (2M + 8) × (2N + 8) , instead of 2M × 2N , was obtained. Thus, if LR images are selected continuously for reconstruction, then the HR image blocks obtained will have some overlap.
Once the image is divided, the blur matrix H can be constructed based on the PSF matrix h previously estimated, as shown in- Fig. 4 . X is a (2M + 8) × (2N + 8) image block that can be blurred using h to obtain a 2M × 2N image block X , namely, X = X ⊗ h . The convolution operation needs to be removed from the result for subsequent treatments; that is, X = H X , in which both X and X are represented as vectors.
. . , 2N , were calculated using a 9 × 9 X image block of the corresponding position and h , as shown in (21) .
Matrix X and X are re-arranged into column vectors by concatenating the rows, thus X ∈ R 4M N ×1
and X ∈ R (2M +8)(2N +8)×1 . Then, X i ,j becomes X 2N (i −1)+j and X i ,j becomes X (2N +8)(i −1)+j . Therefore, (21) can be rewritten as (22) . In (22), i takes values 1 to 2M , and j takes values 1 to 2N ; then 4M N equations of X 1 , X 2 . . . X 4MN can be obtained. These equations reflect that any element in vector X is associated with 81 certain elements in vector X . All equations of elements in vector X can be written as a matrix equation X = H X ; then, the blur matrix H can be obtained,
HR Image Block Reconstruction:
After obtaining the downsampling matrix D and blur matrix H , further analysis can be conducted on (4). In block reconstruction, y i in (4) represents the column vector formed by the i th LR image block. It is the downsampling observation of the HR image block X ,
. . , k. ϕ i is the observation matrix of the i th frame of the image.
In (4), y 0 = D X 0 describes the downsampled observation of the clear image. To reconstruct the HR image together with blurred images, the dimension of X 0 should also be (2M + 8)(2N + 8) × 1. Then, D becomes the downsampling matrix that converts 4 adjacent points into 1 point. The dimension of y 0 should be (M + 4)(N + 4) × 1. That is, an image block taken from y 0 should expand outwards at all 4 outer edges by 2 rows or 2 columns compared with the corresponding blurred image blocks to generate (M + 4) × (N + 4) blocks and then convert into a column vector.
Upon completion of the above, the observation equations are combined and simplified according to (23) . In (23), Y is a column vector with a total of (M + 4) × (N + 4) + kM N elements, and is the observation matrix with (M + 4) × (N + 4) + kM N rows and (2M + 8)(2N + 8) columns. Different PSFs can be obtained by changing the blur radius through focusing to make satisfy RIP and Y become the random observations of HR image block X 0 . Then, the CS theory can be used to reconstruct the image. In the present study, the DCT transformation matrix was used as a sparse base, and the OMP algorithm was used to reconstruct the sparse coefficients to eventually obtain the HR image block vector X 0 . Finally, X 0 was re-arranged in the form of a (2M + 8) × (2N + 8) matrix to obtain an HR image block. ⎡
Stitching Image Blocks
Together to Obtain an HR Image: HR image blocks X 0 are constructed for all LR image blocks, and then, these image blocks are stitched together to obtain a complete HR image. For an M × N LR image block, the corresponding HR image block is (2M + 8) × (2N + 8). When LR image blocks are continuously selected, adjacent HR image blocks will have 8 pixels of overlap between them, as shown in Fig. 4 . Overlapping points are usually treated in 3 ways: one is to ignore the 4 rows and columns of pixels around the outer edges of the HR image block, leaving only 2M × 2N pixel values for direct stitching; the second method is to average the overlapping points to give the final pixel value; the third is to use the weighted sum of the pixel values, where weights are determined by the distance between the overlapping point to the center of the block, with shorter distances weighing more. To avoid a mosaic effect, we used the third method to stitch the image blocks to obtain the final HR images.
Experimental Results and Discussion
To validate the proposed method, we conducted simulation experiments. The algorithm was written using Matlab 7.0. We tested it on blurred images generated by artificially constructed PSFs and actual focusing. When estimating the PSF, the speed-inertia factor w was set to 0.8, the local optimum acceleration factor c 1 was set to 0.1, the global optimum acceleration factor c 2 was set to 0.2, the number of particles was set to 50, and the number of iterations was 30.
Reconstruction Experiment on Images Blurred by an Artificially Constructed PSF
To verify the accuracy of the PSF estimation, we used a 320 × 240 infrared image as the known HR image, as shown in Fig. 5(a) . Four adjacent points in this figure were averaged to generate the clear LR image, as shown in Fig. 5(b) . The PSF was then generated using a Matlab function with blur radii of 2.3, 3.6 and 1.0 to blur and downsample the original image, as shown in Fig. 5(c), (d) and (e), respectively. The resolution of all downsampled images is 160 × 120. We used this algorithm to estimate the corresponding blur radius R of y 1 , y 2 and y 3 , respectively. PSFs were obtained based on R . We use the 4 images of (b), (c), (d) and (e) to reconstruct the HR image. In addition, we perform a comparative assessment of our method with two typical single-image SR algorithms in literature [12] (called SEL-SR) and [10] (called LAMP-SE). We consider Bicubic interpolation as a reference for traditional analytical interpolation methods. Lastly, performance analysis was conducted on the reconstruction result.
PSF Estimation:
Based on the blur radius estimation by our algorithm on Fig. 5(c) , (d) and (e), we randomly selected 5 particles from 50 particles to investigate changes during iterations. In the experiment, changes in the blur radius R during the optimization were recorded, as shown in Fig. 6. Fig. 6 indicates that the initial blur radius of the 5 particles was randomly generated, and R ∈ (0, 4.5). After 30 iterations, the blur radii of y 1 , y 2 and y 3 had converged to 2.2655, 3.6944 and 0.9626, respectively, and were closer to the actual values of 2.3, 3.6 and 1.0, respectively.
Image Reconstruction Effect:
Upon obtaining the PSF matrix based on the estimated blur radius, we used our proposed method to conduct the SRR test. In the experiment, we tested image reconstruction from four images (y 0 , y 1 , y 2 and y 3 ), and obtained the HR image shown in Fig. 7(d) . Meanwhile, the results of Bicubic interpolation, SEL-SR in literature [12] and LMAP-SE in literature [10] are also gained from y 0 and presented in Fig. 7(a), (b) and (c), respectively. Visually, Fig. 7(d) is close to the original HR images. It demonstrates the efficiency of our method. To obtain definitive conclusions, we calculated the M SE and PSN R of the four reconstructed images with respect to the original HR image. The M SE and PSN R of Fig. 7(a), (b) , (c) and (d) are shown in Table 2 . Since our SRR method depends on multiple defocused images, and, the CS is time consuming, it will take more time (68 Seconds in average) to implement HR image reconstruction comparing to the other three comparative methods in our experiments (less than 30 seconds), which depend on single image. 
Reconstruction Experiment on Images Blurred by Focus Adjustment
Multiple blurred images of an actual scene were obtained by adjusting the focus using an infrared imager, a FLIR Photon 160 with a relatively large pixel size (38 μm), which is conducive to implementing the algorithm. Because position matching between images is not discussed in this paper, this method is suitable for stationary scenes. Two groups of images are captured corresponding to two different scenes, each group contains four 160 × 120 images with different degrees of defocusing. We then used our proposed PSF estimation method to conduct the SRR test. The two groups of images are shown in Fig. 8 .
PSF Estimation:
According to our algorithm, clear image (a) was used as the reference map (y 0 ) to estimate the blur radii of images (b), (c), (d) in the two groups. Similarly to the previous method, for group A we randomly selected 5 particles from 50, recorded their blur radii during optimization and displayed them graphically. Fig. 9 shows changes in the R values of the particles in images (b), (c) and (d) of group A. The initial values were again randomly generated. After 30 iterations, the algorithm converged to give estimates. The resulting blur radii of images (b), (c) and (d) in group A were 1.6619, 2.7353 and 3.9859, respectively. The blur radii of images (b), (c) and (d) in group B were 4.0183, 2.6722 and 1.4768, respectively.
Image Reconstruction Effects:
After obtaining the PSF matrix based on the estimated blur radius, our method was then used to test the SRR. Similarly to the previous method, we conducted the test from four images -(a), (b), (c) and (d). The reconstructed HR images corresponding to image sequences A and B in Fig. 8 were obtained, as shown in Fig. 10(d) . And, the methods of Bicubic interpolation, SEL-SR and LMAP-SE are also implemented according to the well-focused image (a) in Fig. 8 . The results were presented in Fig. 10(a), (b) and (c), respectively. It can be seen that the proposed super-resolution algorithm outperforms the other three methods. 
Discussion
The theoretical analysis and experimental verification supported the feasibility of our method, which is worth to be further explored. Applications of our method will be affected by the optical characteristics of the imaging system and the pixel size of the detector. Poor performance of the optical system can cause deviations from the assumptions of overlapping pixel values used in our method; however, excessively small pixel size will make implementation of the algorithm difficult. For example, the pixel sizes of most FLIR infrared detectors are 38 μm, 25 μm or 17 μm, which are larger than those of visible light CCDs. If the optical performance of the system is limited, then our algorithm is suitable for imaging systems with larger pixel sizes. In addition, to estimate the PSF, the proportional distribution of the PSF needs to be estimated based on the pixel value distribution in the clear LR image. Therefore, PSF estimation will be affected if the image has much high frequency information and complex texture. In practical applications, the PSFs of different positions of the same image might be different. To improve performance, our algorithm should be revised to estimate the PSF for each image block and then reconstruct the image block independently. In the present study, inter-frame position changes were not considered in the algorithm, and thus, it is suitable for stationary scenes. For moving subjects, such as human or animal photography, motion compensation is required to achieve inter-frame matches. Finally, the algorithm is relatively complex. It takes more than one minute to reconstruct an HR image, and hence, real-time processing is not currently feasible. Thus, we need simplification of computational complexity in future work.
Conclusion
We have proposed a new approach for infrared image SRR. The basic idea is to exploit usually overlooked defocused images as effective observations of the actual scene. As implied by the characteristics of PSF, images defocused to various degrees are incoherent observations of the scene. Therefore, these defocused images reflect distribution and superposition of scene information among different pixels. Extracting the information for image reconstruction can achieve resolution higher than that of the actual imaging system. In the present study, PSF was implemented to derive the observation equation using the PSO method. Then, using the sparsity of the image in the transform domain, images were reconstructed using CS theory, and good results were achieved, laying the foundation for further research and optimization of the application.
