Abstract. We consider the estimation of important parameters of a linear combination of order statistics (L-statistic) in a finite population, emphasizing the influence of auxiliary information on the estimation accuracy. Assuming that values of an auxiliary variable are available for all population units, we construct calibrated estimators for the variance of L-statistics and for the parameters, which define one-term Edgeworth expansions of distributions of L-statistics. The gain of the new estimators is demonstrated by the simulation study.
Introduction
Consider a study variable x with the real values X = {x 1 , . . . , x N } in the finite population U = {1, . . . , N }. Assume that an auxiliary (completely known) real variable z is available with the values Z = {z 1 , . . . , z N }. Let X = {X 1 , . . . , X n } be the measurements of the simple random sample units {1, . . . , n}, n < N , drawn without replacement from the population. Let Z = {Z 1 , . . . , Z n } be the corresponding measurements of the variable z. The L-statistic
is a linear combination of the order statistics X 1:n · · · X n:n with the real coefficients Example 1. The trimmed mean is defined as follows: for any fixed numbers 0 < t 1 < t 2 < 1,
where [·] represents the greatest integer function. This statistic is close (asymptotically equivalent) to the statistic (1) , with the weight function J(u) = (t 2 − t 1 ) −1 I{t 1 < u < t 2 }. Here I{·} is the indicator function. Note that the marginal case, where t 1 = 0 and t 2 = 1, represents the usual sample mean. In this case J ≡ 1. The trimmed means are applied in a robust estimation of the center of population X . Example 2. In the case of independent and identically distributed (i.i.d.) observations, the L-statistic, defined by the weight function J(u) = 6u(1 − u), is applied as an efficient estimator of the location parameter for the logistic distribution [1] . Let us denote it by L loc . Therefore, if it is assumed that the population X is obtained from the logistic distribution, the defined statistic L loc may be useful in the estimation of the center of population X . Clearly, in many other situations, it may also be meaningful to give smaller weights to extreme observations. The first object of our interest is an estimation of the variance σ 2 L = Var L. The quality of estimators of σ 2 L is important, if, e.g., we construct the confidence intervals for a parameter which is some L-functional or, we choose between two or more competing statistics by comparing their variances. To construct estimators for σ 2 L , we choose the following strategy. Since the L-statistic is a symmetric function of observations, application of Hoeffding's decomposition to symmetric statistics [2] yields
where
are the linear and quadratic parts of the decomposition, respectively. Next, for many commonly used statistics higher-order terms in (3) are stochastically negligible. For instance, for statistic (1) normalized by the factor n 1/2 , it follows from Theorem 1 in [2] and by the proof of Theorem 1 in [3] that, if J(·) has a bounded second derivative J (·) on (0, 1) and E X 2 1 is finite, then the variance of higher than the second-order terms in (3) is of the order O(n −2 * ) where n * = min{n, N − n}. Therefore, we truncate the variance decomposition formula (2.6) in [2] :
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Here, in the case of L-statistics, the first-and the second-order influence functions g 1 (·) and g 2 (·,·) have explicit expressions, see [3] . In particular, denote by
N n the probability that a hypergeometric random variable with the parameters N , n and i attains the value j. Assume that, without loss of generality,
with the numbers
and with
. The main variance estimation idea is simple. To estimate the right-hand side of (4), we estimate all values of the functions g 1 (·) and g 2 (·,·) given by (5) and (6) . The same approach is applied in a construction of bootstrap estimators using information of the sample X only, see [4] . In the present paper, we incorporate auxiliary information into the estimation process.
The second object of our survey is approximations to the distribution function of the standardized L-statistic
and the distribution function of the Studentized statistic
is the jackknife estimator of σ
k n are L-statistics with the weights c j = J(j/n), 1 j n − 1. A very usual approximation to distributions (7) and (8) is the standard normal distribution function Φ(x). Theorem 1 of [5] states that if J(·) is bounded and satisfies the Hölder condition of order δ > 1/2 on (0, 1), and E X 2 1 is finite and a condition of the Lindeberg-type is satisfied for all n * , then distribution (7) converges to Φ(x) as n * → ∞. The same conditions imply the convergence of (8) . It follows from the same theorem and from Proposition 3 in [2] . In the case of a trimmed mean, the requirements for J(·) are replaced by a little stronger than the Lindeberg-type smoothness condition, see Theorem 2 in [5] . However, if, e.g., the sample size is not large enough, the normal approximation can be inaccurate. One of the methods to correct Φ(x) is Edgeworth expansions. Compared to the theoretical error O(n −1/2 * ) of the normal approximation, the error of the one-term Edgeworth approximation, under an appropriate conditions, is of the order o(n −1/2 * ) or, under more restrictive conditions, O(n −1 * ). The corresponding one-term Edgeworth expansions for distributions (7) and (8) are, see [2, 6] ,
and
Here Φ (x) denotes the derivative of Φ(x) and τ 2 = N pq, p = n/N , q = 1 − p, and
If J (·) is bounded on (0, 1) and E |X 1 | 3+δ is finite for some δ > 0, and a nonlattice condition is satisfied, then the error of approximation (10) is of the order o(n −1/2 * ) as n * → ∞. In the case of (8) , by Theorem 2 of [6] , in order to ensure the rate o(n −1/2 * ), the finite E |X 1 | 6+δ and the additional condition qτ → ∞ are needed as n * → ∞. The case of trimmed means is still not studied for samples without replacement, but one can expect that conditions sufficient for the validity of the short Edgeworth expansions should be similar to that appearing in the i.i.d. case, see [7] .
Note that the parameters α and κ completely define the one-term Edgeworth expansions and depend on the functions g 1 (·) and g 2 (·,·) only. Thus, here the problem is the same as in the case of the variance estimation.
There is a number of variance estimation methods. One of more popular methods, which also appears in our numerical comparisons, is the jackknife estimator (9) . It is well studied in the case of symmetric statistics, see [8] . In addition to the mentioned papers [2] [3] [4] 6] on the Edgeworth expansions in the cases of finite population symmetric statistics and L-statistics, we note that similar problems are historically important in the classical case of i.i.d. observations, see [7, [9] [10] [11] [12] [13] .
In Section 2, we apply the calibration technique, see [14] , to estimate the functions g 1 (·) and g 2 (·,·). It is a specific method applied in finite population problems. As a basis for the construction of the calibrated estimators, we use two different types of estimators of (5) and (6) . It is bootstrap estimators derived in [4] and also certain new estimators. The calibrated estimators obtained yield new results in estimating the variance σ 2 L and the one-term Edgeworth expansions G(x) and G S (x). In Section 3, to demonstrate the power of calibrated estimators, we present a simulation study for L-statistics of Examples 1 and 2. We compare the accuracies of estimators of the parameters σ 2 L , α, and κ, and show how the estimators of α and κ affect the efficiency of empirical one-term Edgeworth expansions. We also separately simulate and discuss the estimates of the functions g 1 (·) and g 2 (·,·). In Section 4, we summarize the main findings of our work.
Estimation
We present four different estimators of (5) and (6) . Assume that, without loss of generality,
· · · z j N be the corresponding ordered sequence, which is necessary for the calculation of g 1 (k; Z) and g 2 (k, l; Z) below. Here j 1 , . . . , j N is some permutation of 1, . . . , N . Let Z 1:n · · · Z n:n be the order statistics of Z. Denote ∆Z j:n = Z j+1:n − Z j:n .
Bootstrap estimators
The construction in [4] is based on one of the finite population bootstrap variants [15] . Write N = mn + t, 0 t < n, where m is integer. Denote ∆X j:n = X j+1:n − X j:n .
and, for 1 k < l N ,
By [4] , these estimators give more stable estimates of the parameters α and κ, compared to the universal jackknife estimation method from [16] , in the sense that they are less sensitive to a non-smoothness of the weight function J(·).
Calibrated bootstrap estimators
We construct calibrated estimators on the basis of the bootstrap estimators. Rewrite, for
The weights d
(k, l) can be modified using auxiliary variables and calibration ideas from [14, 17] to obtain estimators with a smaller variance. We define here the calibrated estimators of g 1 (k; X ), 1 k N , and g 2 (k, l; X ), 1 k < l N , of the following shape:
where the new (calibrated) weights w
• minimize the distance measure
here
• satisfy the calibration equations
respectively.
Calibration equations (20) and (21) are treated as the requirements to use the new weights in order to obtain the exact estimates of the known values g 1 (k; Z) and g 2 (k, l; Z). Thus, in the case of quite a high correlation between the study and auxiliary variables, it is natural to expect that the estimates of g 1 (k; X ) and g 2 (k, l; X ) will be more accurate when the calibrated weights w (1B) j (k) and w (2B) j (k, l) are applied in (17) and (18), respectively.
The weights w (17) and (18) are given by the following proposition that is actually a corollary which follows from the derivation of weights of a calibrated estimator of the finite population total in [14] . (17) and (18), which minimize the distance measure (19) and satisfy the corresponding equations (20) and (21), are given by
Proof. Let us take the distance measure (19) and calibration equation (20), and define the Lagrange function
The derivatives ∂Λ/∂w
Then, summing (22) multiplied by r j (k), respectively, and taking into account calibration equation (20), we can find
Substituting this expression into (22), we get an equation for w (1B) j (k). The proof for the case of a calibrated bootstrap estimator of the function g 2 (·,·) is similar.
Horvitz-Thompson type estimators
To construct more typical calibrated estimators, following [14] , we introduce simple estimators which are similar to the usual Horvitz-Thompson estimators in the sense that, in expressions (5) and (6), population characteristics are replaced by their empirical analogs. Let 1 i 1 < · · · < i n N denote the positions of the order statistics X 1:n · · · X n:n in the ordered set X . Since these indexes are unknown, we introduce their estimators 1 î 1 < · · · <î n N , which are the positions of the order statistics Z 1:n · · · Z n:n in the auxiliary ordered set Z. Then, for 1 k N , definê
Calibrated estimators
The following estimators are based on the Horvitz-Thompson type estimators (23) and (24) which are modified analogously as the bootstrap estimators (13) and (14), i.e., we consider the calibrated estimators of (5) and (6) of the form: for 1 k N ,
Here the calibrated weights w 
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(1)
The proof is similar to that of Proposition 1.
Estimators of variance and parameters of Edgeworth expansions
Using the bootstrap estimators (13) and (14) of all the values of functions g 1 (·) and g 2 (·,·), we define bootstrap estimators of the variance of L-statistic and parameters (12):
Similarly, by substituting estimators (17), (18), (23), (24), (25), and (26) into (4) and (12), we define the calibrated bootstrap (σ Replacing the true parameters α and κ in (10) and (11) by their estimators defined above, we obtain the corresponding empirical Edgeworth expansions for which we use the following notation:
where, for example, G B (x) and G SB (x) are defined as follows:
Simulation study
The simulation study is performed to observe the efficiency of the estimators of variance of L-statistic and to check how the empirical Edgeworth expansions improve the standard normal approximation to distributions (7) and (8).
Case 1. First, we consider an artificial population U F of size N = 120. The auxiliary variable z, that is defined on U F , is simulated from the Fisher distribution F (5, 4) . The values of the study variable x are generated according to the formula:
The variables x and z are strongly correlated with the correla-
Case 2. The second population of size N = 150 is also artificial. Let us denote it by U E . In this case, the study variable x is simulated from the exponential distribution E(0.001) with the expectation equal to 1000. The values of the auxiliary variable z are generated according to the formula: z k = x k + 1100ξ k , ξ k ∼ U(0, 1). As in the previous case, the correlation between the variables x and z is high (ρ(x, z) = 0.94). The trimmed mean M 0.25;0.75 (see Example 1) is chosen for analysis, as an example of L-statistic. R = 1000 simple random samples of fixed size (n = 40 for Case 1, and n = 50 for Case 2) are drawn and for each of them the estimators of g 1 (k; X ), 1 k N , and g 2 (k, l; X ), 1 k < l N , are computed. Consequently, the estimates of variance of L loc , M 0.25;0.75 and parameters (12) , required for the construction of the empirical Edgeworth expansions, are also produced.
In the next subsections, we analyze the quality of these estimators by estimating some of the following quality measures: expectation (E), bias (Bias), standard error (S), and mean square error (MSE). For any estimatorθ of the finite population parameter θ, these characteristics of accuracy are estimated by the following equations:
whereθ r is the estimate of θ computed from the rth simulated sample.
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The quality of the estimators of variance of the L-statistic and parameters (12) depends on the estimators of functions g 1 (·) and g 2 (·,·). Thus, we should first analyze the statistical properties of these estimators. For the best estimators of g 1 (·) and g 2 (·,·), we expect the highest accuracy of corresponding estimators of the parameters mentioned.
The following empirical study is performed for Case 1, i.e., for the case of population U F and L-statistic L loc . The results for Case 2 are similar. Because of many values of the function g 1 (·), we illustrate the performance of estimators of g 1 (k; X ), 1 k N , only graphically. Figure 1 shows the estimated expectation for some more important pairs of estimators as well as real values of g 1 (·). Thus, one can estimate visually the bias for each value.
The calibrated estimatorsĝ 1w (k; X, Z), 1 k N , have the lowest bias on the average. As one can see, both calibration methods reduce the bias, i.e., both calibrated estimators are less biased than the respective simple estimators (13) and (23). The HorvitzThompson type estimator (23) is more biased than bootstrap estimator (13) . The highest bias of estimators is observed on the right side of the values. Figure 2 illustrates the estimated mean square error for some pairs of estimators discussed above.
The calibrated bootstrap estimatorsĝ 1Bw (k; X, Z), 1 k N , have the lowest mean square error on the average. It is of interest to note that for some values of g 1 (·) this measure of accuracy is about 13 times lower than that of bootstrap estimator (13) , but there exist a few values of g 1 (·) for which the auxiliary information does not help, i.e., the mean square error of the calibrated bootstrap estimator is higher than that of the bootstrap estimator. Such a situation is not observed in the case of the pair (ĝ 1HT ,ĝ 1w ): for all values of g 1 (·), the mean square error of calibrated estimator (25) is lower than the same characteristics of Horvitz-Thompson type estimator (23). Compared to the corresponding estimators (13) and (23), the most significant gain in reduction of the mean square error of both calibrated estimators is observed on the right side of the values. We do not present the results for the case of the function g 2 (·,·), because the pattern for the expectation and mean square error of the estimators of this function remains very similar as in the case of the function g 1 (·).
Estimation of variance of the L-statistic and parameters α and κ
High quality estimators of the variance σ 2 L are preferable in solving many practical statistical problems. When constructing empirical Edgeworth expansions, one prefers to use estimators of the parameters α and κ with a smaller variance. Naturally, we consider here empirical statistical properties of the estimators of variance of the L-statistic and parameters α and κ. Table 1 shows the estimated bias and mean square error of the estimatorsσ
Lw . In the second column, the true values of variance of the statistics L loc and M 0.25;0.75 are also given. As expected, the calibrated and calibrated bootstrap estimators outperform all the other ones. They are almost unbiased and have the lowest mean square error. For Case 1, the jackknife estimatorσ In Tables 2 and 3 , we present the estimated bias and mean square error of the estimators of parameters α and κ as well as their true values. Again, the calibrated estimators are www.mii.lt/NA of the highest quality. Especially in Case 1 (see Table 2 ), we observe the biggest difference between the simple estimatorsα B ,α HT ,κ B ,κ HT , and the corresponding calibrated estimatorsα Bw ,α w ,κ Bw ,κ w , whose mean square error is lower about 3 times. For the estimatorα w , this improvement is followed by an increased absolute bias. In Case 2 (see Table 3 ), we see not so great gain in reduction of MSE. The calibration approach slightly improvesα HT andκ HT . It is of interest to note that for both cases, all the estimators of κ overestimate this parameter, whereasα B ,α Bw andα HT underestimate α.
In opposition to the case of estimation of the variance σ 2 L , the Horvitz-Thompson type estimator of the parameter α outperforms the bootstrap estimatorα B . Only in Case 2, the estimatorκ HT is more efficient thanκ B . The calibrated estimatorsα Bw andα w are of a similar quality. The statistical properties ofκ Bw are similar to that ofκ w , only in Case 1. In the exponential population, when the L-statistic is the trimmed mean M 0.25;0.75 , the estimatorκ Bw is more successful as compared toκ w .
We note that a number of other simulation experiments (with different populations and L-statistics) give results similar to that of Cases 1 and 2.
Estimation of distributions
In the tables below, we compare the distributionsF (x),
by taking their q-quantiles, q = 0.01, 0.05, 0.10, 0.90, 0.95, 0.99. HereF (x) andF S (x) are Monte-Carlo approximations to the exact distributions F (x) and F S (x), respectively. The quantiles of empirical Edgeworth expansions are estimators of quantiles of the corresponding true distributions, to which we give the estimated expectation ( E) and standard error ( S) (see Tables 4-7) , based on the same set of simple random samples mentioned at the beginning of Section 3.
At first, we discuss the simulation results for Case 1 which show (see Table 4 ) that the one-term Edgeworth expansion G(x) is much more better approximation ofF (x) than the normal approximation Φ(x). The inverses of empirical Edgeworth expansions G B (x), G Bw (x) and G w (x) have a similar bias, but the lowest variance belongs to the inverses of calibrated Edgeworth expansions G Bw (x) and G w (x), which are more efficient than G B (x), G HT (x) and Φ(x). The inverse G −1
HT (·) is the most biased estimator of G −1 (·).
It seems that G B (x) is a slightly better approximation ofF (x) than G HT (x). Table 5 shows that G S (x) outperforms Φ(x), but the approximation accuracy is lower than it is in the case of a standardized L-statistic (see Table 4 ). In the case of the Studentized statistic, one can see that the inverses of calibrated empirical Edgeworth expansions are similarly biased. G −1 SHT (·) has the lowest bias on the average, whereas G −1 SB (·) is most biased. The inverses of calibrated empirical Edgeworth expansions G SBw (x) and G Sw (x) have a significantly lower variance which guarantees that G SBw (x) and G Sw (x) are more efficient than G SB (x) and G SHT (x). Tables 6 and 7 present the approximation results of Case 2, i.e., in the case of population U E and L-statistic M 0.25;0.75 . Here the Edgeworth expansion G(x) approximates F (x) similarly as in the previous case (see Table 6 ), but G S (x) fails on the right tail (see Table 7 ). Now, not only G Taking a variability into account (compare standard errors), we conclude that approximations G HT (x) and G w (x), G SHT (x) and G Sw (x) can be of a similar quality for some quantiles. It can be explained by similar statistical properties ofα HT andα w ,κ HT andκ w (see Table 3 ). The calibrated approximations G Bw (x) and G SBw (x) outperform G B (x) and G SB (x), respectively.
Conclusions
This article expands the range of applications of the calibration technique that was first time proposed for estimating the finite population totals in [14] . As it has been expected, the auxiliary information, highly correlated with the corresponding study variable, and calibration methods lead to improved estimates of the values of functions g 1 (·) and g 2 (·,·) (in some cases, significantly). The estimators of parameters σ 2 L , α and κ, based on the calibrated estimates of g 1 (·) and g 2 (·,·), are the best ones among the others considered in this paper. Because of complicated expressions of the estimators, it is difficult to derive conditions using which one can compare them, or to check their consistency. The simulation results show that, in most cases, the bootstrap type estimators are slightly more accurate than the Horvitz-Thompson type estimators, whereas the calibrated bootstrap estimators outperform the calibrated ones.
