A definition of the fractional Brownian motion based on the fractional differintegrator characteristics is proposed and studied. It is shown that the model enjoys the usually required properties. A discrete-time version based in the backward difference and in the bilinear transformation is considered. Some results are presented.
Introduction
Fractional Brownian motion (fBm), 1/f noises, self-similaririty and long range dependence are interconnected notions and appear in a variety of contexts [1] [2] [3] . The starting point was the introduction of the fBm by Mandelbrot and Van Ness [1, 2] as a model for non-stationary signals, but with stationary increments, that are useful in understanding phenomena with long range dependence and with a frequency dependence of the form 1/ f α , with α non-integer. The proposal of Mandelbrot and Van Ness can be stated as follows: Let H, 0 < H < 1, be the called Hurst parameter and b 0 a number. Then the fBm, B H (t), with parameter H is defined by:
where B H (0) = b 0 , and B(t) is the standard Brownian motion. Following a comon practice in engineering texts, we will introduce the stationary white noise process, w(t), instead of dB(t). Although there are other definitions and approaches to fBm, the above definition is usually accepted. In this paper, we will look at the above definition and interpret it in terms of the fractional differintegrator, showing that it is unacceptable and propose a different approach in the line of thoughts followed in [4, 5] . As it is important to have a discrete-time version , not only for simulating the continuous-time case, but because there are a lot of applications that are essentially discrete-time, we will face the problem of defining a discrete-time fBm (see [6] for an alternative approach).
The proposed approach for defining fBm is presented in the following section, where we will study its main features. In Section 3, we will present the discrete-time definition and, at last, some simulations will be presented.
The Proposed fBm and Its Properties
We begin by rewriting the above definition in the format:
As it can be seen, the fBm as assumed by this definition is a strange signal because it is the difference of the values at t and 0 of a signal defined as the output of a fractional integrator when the input is white noise:
Besides this integrator has order H + 1/2 and, as 0 < H < 1, it is unstable, even in wide sense, for 1/2 < H < 1, the so-called persistent case. On the other hand, the autocorrelation function of B H (t) is easily computed and it is given by:
where σ 2 is the white noise variance. However, for the assumed interval for H , this function is not a valid autocorrelation function, because it does not have a maximum at the origin. These considerations lead us, according to [4, 5] , to propose the following approach to define fBm.
Let w(t) be a continuous-time stationary white noise with variance σ 2 . We call α order fractional noise, r α (t), the output of an α-order differintegrator, |α| <1, when the input is white noise, w(t):
where we put r 0 (t) = w(t). If w(t) is Gaussian, the r α (t) is the so called Fractional Gaussian Noise (FGN). The theory we present in this paper does not require that w(t) be a Gaussian process; so we will not assume this. The fractional noise, r α (t), is a wide sense stationary stochastic process with a autocorrelation function:
Although the signal has an infinite power, its mean is constant and the autocorrelation function E{r α (t+ τ ) · r α (t)} depends only of τ , not of t. Relation (9) shows that we only have a (wide sense) stationary hyperbolic noise if 0 < α < 1/2. The other cases do not lead to a valid autocorrelation function of a stationary stochastic process, since it does not have a maximum at the origin. The abovedefined process is a somehow "strange" process with infinite power. However, the power inside any finite frequency band is always finite. Its spectrum is:
justifying the name "1/f noise".
We obtained a way of generating a fractional stationary process that can be used to define the fBm.
Let r α (t) be a continuous-time stationary hyperbolic noise. Define a process v α (t), t ≥ 0, by:
we will call this process a fractional Brownian motion (or generalised Wiener-Lévy process).
This is a generalisation of the ordinary Brownian noise that is obtained with α = 0. For the proof, we are going to show that it enjoys all the properties normally required for the fBm. 1. v α (0) = 0 and E{v α (t)} = 0 for every t ≥ 0( 1 ) 2. The covariance is:
Putting H = α + 1/2, we obtain the usual formulation:
with
that is much more simple than the usual. The variance is readily obtained:
3. The process has stationary increments.
We are going to show that the increments
are stationary. The computation of the variance is slightly involved. We have:
Using Equation (9), we obtain:
As the primitive of |u| α is
· sgn(u), where sgn(·) is the signum function, it is a simple matter to prove that:
This result confirms that the increments are stationary. In particular, with t = s + T , we obtain:
and
as in [2] by putting 
that shows that the process is self-similar. 5. The incremental process has a 1/ f β spectrum
Defining an incremental process by:
we conclude that its autocorrelation function of the incremental process is
and, as [10] FT 1 2 (β) cos(βπ/2)
the corresponding spectrum of the incremental process is given by:
6. The autocorrelation function of sampled version of the incremental process
where T is the sample interval given by:
and the corresponding spectrum is given by the Polya's summation formula [7] :
If T is enough low, T << π, we have:
and, for low ω, ω → 0, we obtain:
This means that asymptotically, the autocorrelation must be proportional to |k| 2H −2 . In fact, from (24), we obtain
and, using the binomial expansion:
where
are the binomial coefficients. If |k| is very high, we have:
as affirmed above.
Results (25) to (27) show something interesting [1, 2]: 7. If 1/2 < H < 1, the spectrum has a hyperbolic character, corresponding to a persistent fBm, because the increments tend to have the same sign; 8. If 0 < H < 1/2, the spectrum is parabolic, corresponding to an antipersistent fBm, because the increments tend to have opposite signs.
A Discrete-Time Fractional Noise
In the discrete-time case, the problem is in the definition of a discrete-time fractional noise (dFN), e.g. the discrete-time version of Equation (8) . The common approach to model the fractional noise is based on the backward difference conversion [9] that can be considered as a discretization of the Grünwald-Letnikov fractional derivative [5, 8] . However, according to the theory we presented in section 2, this may be incorrect in the persistent case. As it is well known, (1−e − jω ) ( 2 ) is the frequency response of the usual discrete-time approximation for the continuous-time derivative (jω), but its inverse, 1/1 − e − jω , is not a good approximation to 1/ jω. For this, we prefer the bilinear transformation 1
This means that we can use different definitions for the discrete-time fractional noise, depending on the used approximation: backward, bilinear or other. According to what we said above, we define a discrete-time fractional noise as the white noise driven output of a discrete-time system with transfer function given by:
If 0 < H < 1/2 we obtain fractional differentiators, while if 1/2 < H < 1, we obtain integrators. The corresponding spectra are easily computed, provided that we use:
They are given by:
For ω → 0 and attending to the facts that cos(ω/2) ≈ 1 and sin(ω/2) ≈ ω/2, we obtain:
in agreement with (27). This means that, asymptotically, both the autocorrelation functions behave like |k| 2H −2 agreeing with (30). The computation of the inverse Z Transform of (32) (impulse response) is simple by using the binomial series expansion:
where u n is the discrete-time Heaviside function and (a) n = a(a + 1) . . . (a + n − 1) is the Pochhammer symbol. Concerning to (33), we can say that the corresponding impulse response is a convolution of two binomial sequences corresponding to the numerator and denominator. However, it is not difficult to obtain:
we obtain:
where 2 F 1 (a, b; c, 1) is the Gauss hypergeometric function. The autocorrelation function corresponding to (32) is not very difficult to compute and it is given by [10] :
With some work and using the properties of the Gamma function, we can prove the asymptotic behaviour stated before. Relatively to the bilinear case, it seems that there is no closed formula for its autocorrelation function. It is essentially the autocorrelation of (39). It can also be expressed as the convolution of two sequences like (40).
Simulation Results
To test the ability of the above ways of generating the dFN, we made some simulations in the following way. For each method:
We computed a long impulse response L = 2000 in the backward difference and L = 4000 in the bilinear case (this is due to the fact that the impulse response is a convolution of two backward like impulse responses).
We generated 100 sequences with length L + M. We discarded the first L values.
With the M values we estimated the Hurst parameter. We computed the mean and variance of each parameter estimate. There are several estimation procedures for obtaining the Hurst parameter [11] [12] [13] Here we adopted the aggregated variance method for its simplicity. In the following table, we present the results for M = 1000 and M = 2000.
As it can be seen, both the algorithms perform poorly in the integral case (H > 1/2) and with some surprise we see that the bilinear conversion is slightly better even in the derivative case (H < 1/2).
To finish we note that even if we use a uniform white noise to generate the fractional noise, we did not observe a meaningful variation in the results. 
Conclusions
In this paper, we made a brief approach into the fractional Brownian motion definition taking as starting point the definition of fractional continuous-time linear system. We performed an analysis of the definition proposed by Mandelbrot and van Ness and showed why it is unsatisfactory. An alternative approach was proposed based on the fractional differintegrator. We defined the fractional Brownian motion as an integral of a fractional noise defined as the output of a differintegrator when the input is white noise. We studied approaches based on the backward difference and bilinear transformations to define the discrete-time approximations to the differintegrator. Some illustrating simulation results showed that the bilinear based differintegrator is slightly better.
