Samples: CdSe/CdS/ZnS core/shell/shell quantum dots were synthesized following the procedure of Boldt et al. S1 and CdSe/CdS dot-in-rods following the procedure of Coropceanu et al. S2 Figures 1-4 in the main text and Figures S1-3, S5a-e, S8a-h, S9i-p in the Supporting Information show data for CdSe/CdS (8 ML)/ZnS (2 ML) quantum dots, with an ensemble photoluminescence lifetime of 55 ns and quantum yield of 65% in hexane. Figures S7i-p, S8a-h in the Supporting Information show data for CdSe/CdS dot-in-rods.
Spectroscopic experiments: For time-correlated single-photon counting on individual quantum dots, a dilute dispersion of quantum dots in hexane was spin-coated on a glass cover slip to obtain a surface coverage of ∼ 0.1 μm −2 . The sample was loaded on a Nikon Ti-U inverted microscope equipped with a 100× oil-immersion objective (Nikon, CFI Plan Apo VC) with a numerical aperture of 1.4 that was simultaneously used to excite the quantum dots and collect the fluorescence. An individual quantum dot was excited at a repetition rate of 10 MHz and a fluence of ∼ 1 μJ cm −2 using a focused 405-nm pulsed laser diode (Picoquant LDH-D-C-405). The quantum-dot fluorescence was sent to a Hanbury-Brown-Twiss setup with a non-polarizing 50/50 beam splitter and two nominally identical Excelitas SPCM-AQRH-14-TR avalanche photodiodes. Photon counts from the detectors and a reference signal from the laser diode were recorded on a Picoquant HydraHarp 400 time-tagging module operated in time-tagged time-resolved mode. Photoluminescence quantum yields were measured at room temperature with excitation at 405 nm, using a Hamamatsu C11347 Quantaurus-QY spectrometer equipped with an integrating sphere. Ensemble photoluminescence decays were measured with an Edinburgh Instruments FLS 980 fluorometer, exciting with a pulsed diode laser at 375 nm with a repetition rate of 1 MHz.
Monte Carlo simulations of blinking:
In our Monte Carlo model for blinking we simulated random switching of a quantum dot between a bright ON and a dark OFF state according to the desired statistics as well as optical cycling between the ground state and excited state. The quantum dot was initiated at time t = 0 in the ON state and in the ground state. A random duration of the ON state tON was drawn from a power-law distribution (t −p ) with lower limit tmin = 1 μs, upper limit tmax = 1 s, exponent pON1 for times < 1 ms, and exponent pON2 for times > 1 ms (see distributions plotted in Figure 4 of the main text). Until a time tON has passed, the quantum dot cycles between its ground and excited states. When the quantum dot is in the ground state, the time until excitation is drawn from an exponential distribution with mean texc = 2.7 μs. (This value was chosen to obtain simulated count rates similar to those found experimentally.) Next, the time until relaxation to the ground state is drawn from an exponential distribution with mean trec,ON = 50 ns. Upon relaxation, a photon is recorded with probability η det = 10 %. If so, the photon emission time is stored and the quantum dot returns to the ground state. If not, the quantum dot returns to the ground state without a photon detection event. This optical cycling continues until after the first relaxation event at a time exceeding the duration of the ON period t > tON. The quantum dot then transitions to the OFF state. The duration of the OFF state is again drawn from a power-law distribution, but with tmax = 100 ms, and exponents pOFF1 and pOFF2. The OFF state persists until the first relaxation event after the simulated OFF duration ends. Optical cycling in the OFF period again uses the exponential statistics for excitation and relaxation, but with mean relaxation time trec,OFF = 7 ns. The probability that upon relaxation a photon is recorded is reduced to η em η det = 2.5 %, where η em = 25 % accounts for the finite quantum efficiency of the quantum dot in the OFF state. After the OFF state ends, the quantum dot returns to the ON state and the procedure starts from the beginning. Note that if sub-ms blinking is included in the simulation and we then apply binning and thresholding to the simulated photon stream, the statistics of ON and OFF durations extracted are different from the statistics we put in (see Supporting Information Figure S6 ). The correlation functions of Figure 4 in the main text were obtained from a total simulated experiment time of 6000 s.
Derivation of eq 2 in the main text
We consider the maximum bunching amplitude in the intensity correlation function constructed from preselected photons emitted by an individual quantum dot during time bins with an average emission intensity ⟨I⟩. We assume that a timescale tmax exists that is faster than the fastest blinking events in the quantum dot, but slower than the excited-state lifetime. Over this short timescale the quantum dot does not switch between ON and OFF states, while still anti-bunching due to single-photon emission does not affect the photon statistics. In this case, ⟨I(t)I(t + tmax)⟩ = ⟨I(t)I(t)⟩ = ⟨I 2 ⟩, where ⟨I 2 ⟩ is emission intensity squared averaged over the time bins selected. We then obtain for the expected value of the intensity correlation function g (2) that
If we consider that the average intensity in the selected time bins is determined by two-state blinking between an ON state with intensity ION and an OFF state with intensity IOFF, then the average intensity as well as the average intensity squared depend on the fraction of time f that the quantum dot is in the ON state during the time bins selected (see also Figure S4 ):
We can use this to express the maximum bunching amplitudes in terms of the average intensity in the time bins selected and the ON and OFF intensities:
Time ( S4,S5 The higher PL decay amplitude in the charged state is a result of the increased radiative decay rate. † Derivation of the pile-up correction: the photoluminescence decay curve is the decay of the emission signal following a laser pulse. The signal following laser pulse i is due to the excited-state population generated by pulse i plus the population generated by pulses i − 1, i − 2, etc. Neglecting saturation effects, the total signal is therefore
. This is a geometric series that can be written as I(t) = Ae

−t/τ
1 − e −T/τ . Hence the apparent amplitude of the decay curve must be multiplied by (1 − e −T/τ ) to get the photoluminescence decay amplitude A due to the excited-state population generated by an individual laser pulse. Our averaging procedure includes these situations, where we keep tON1 + tON2 = tON. The scenario that the time bin contains a single ON-OFF switch is a special case of this situation with tON1 = tON. The scenario of a single OFF-ON switch is a special case with tON2 = tON. In our simple calculation we do not assign a special (increased) weight to these scenarios in the averaging procedure. In practice, depending on the blinking statistics, this scenario may be more frequent than considered here, but it does not produce a slope in the correlation function on the microsecond timescales like we observe experimentally. Figure 4f of the main text, i.e. with pON1 = 1.7; pON2 = 1.2 and pOFF1 = 1.6; pOFF2 = 1.1. The qualitative difference between the simulation results in f,k compared to the experimental result in a indicates that, as we discuss in the main text, the quantum dot in the experiment has multiple OFF states with low intensity rather than a single well-defined OFF state with emission intensity IOFF as we assume in the simulation. 
The plot shows the power spectral density |ŷ(ω)| 2 as a function of frequency ω. The plot is smoothened by averaging |ŷ(ω)| 2 over 10 evaluations at consecutive values of ω on a logarithmic grid. We observe finite-size artifacts at low frequencies ω < 10 −2 s −1 of the order of the inverse experiment time, then an approximate ω −1 slope on the interval 10
(red dashed line), followed by a flat background for frequencies ω > 10 3 s −1 of the order of the count rate and higher. Other quantum dots show qualitatively similar power spectral density functions. Acad. Sci. 2007, 104, 14249-14254. 
