Abstract: Cash flow forecasting is indispensable for managers, investors and banks. However, which method is more robust has been argued under the condition of small size samples. With sliding window technique we create the Response Surface, Back Propagation Neural Network, Radial Basis Functions Neural Network and Support Vector Machine models respectively, which are examined by comparing performances of training and simulation. Performances of training models are measured by mean of squared errors while that of simulation is done by average relative errors of the results. By comparison, Support Vector Machine is most robust to forecast cash flow, followed by Radial Basis Function Neural Network, the third Back Propagation Neural Network and the last Response Surface Model. The optimal result of each model depends on the window size of the transmitter.
Introduction
Cash flow is the movement of cash into or out of a business, project, or financial product. Cash flow is the most critical factor affecting profitability [1, 2] . For managers, investors and banks, it is important to know about cash flow which indicates the operation performance of a company [3] [4] [5] . Therefore, they do not only need to understand the self-financing capability of a business but also to know the future profitability. Cash Flow forecasts help them to build a model of the way in which cash moves within a project or organization [6] . They help a manager to predict whether the sales or income will cover the costs of operation. They also allow an investor to analyze whether a project will be sufficiently profitable to justify the effort put into it. Cash flow forecasts can also be useful for bankers to judge whether they should loan to a borrower or not [7, 8] .
Although forecasting cash flow is vital, it is argued what method is better [9] . Because factors influencing cash flow are complex and dynamic, it is exceedingly difficult to build a mapped relation among the factors and cash flow. Accordingly, most models employ time series approaches to forecast future values using history data [10] . Various methods and approaches that use traditional statistical methods or artificial intelligence (AI) techniques have been developed to deal with time series problems. A survey conducted by Sapankevych and Sankar (2009) found that time series analysis methods including autoregressive filters, artificial neural networks (ANN) and support vector machines (SVM) have been applied in various fields [11] . They also found that the most important current application of time series analysis is in financial forecasting.
Several studies analyzed forecasting ability of statistical methods with financial time series. Kenneth et al. (1996) developed a multivariate, time-series prediction model. Their predictive results indicated that their models clearly outperformed firm-specific and common-structure ARIMA model as well as a multivariate, crosssectional regression model popularized in the literature [12] . Mooi (2007) used multivariate regression models and panel data on a sample of 173 firms listed on Bursa Malaysia to forecast future cash flow from operations. His study showed predictive ability of all the regression models was improved as more years of historical data of predictors were incorporated [13] . Blyth and Kaka (2006) attempted to produce an individual S-curve for an individual project instead of producing an S-curve that is based on historical projects combined, they created a multiple linear regression model to forecast cash flow. Their conclusions are that the models produced more accurate results than the existing value and cost models [14] . Haahtela (2010) estimated cash flow of a company with the response surface method [15] .
Although these studies show some improvements, other scholars argue that by applying AI methods we could achieve even better results. Many scholars have tried to develop AI models and/or systems that tackle various practical problems. Two critical considerations are applied when employing an AI approach. Firstly, an appropriate approach must be developed based on objectives. Secondly, an applicable historical data pool with relevant parameters must be built. With AI approaches, even though the relationship between inputs and output is not identified, predicted result may still be assessed with an acceptably high degree of accuracy. Chua et al. (1997) used neural networks to assess project budget performance [16] . Boussabaine et al. (1999) used a neural network approach with initial cash flow for periods to address sequential period cost flows [17] . Lowe et al. (1993) used expert systems to help clients manage cash flows [18] . Lokmic and Smith (2000) introduced back-propagation neural networks as an alternative to cash flow forecasting. They also compare accuracy results of the neural network method with regression and a heuristic model [19] . Park et al. (2005) proposed a cash flow forecasting model for construction projects that considered both variable cost weights and time lag [20] . Wang and Yin (2004) analyzed the reason to select Back Propagation (BP) Neural Network model to forecast. They used BP neural network model to forecast free cash flow in order to break some inherent limitations of traditional statistical time series [21] .
Cheng and Roy (2011) fused fuzzy logic, weighted support vector machines and a fast messy genetic algorithm, their simulation performed on historical cash flow data demonstrated that the support vector machine is an effective tool for predicting cash flow [22] .
Above-mentioned scholars did many researches on how to predict cash flow. Every scholar emphasized that their method was better. However, under the condition of small sample size, few studies are done to test different methods. In order to solve the problem, the primary objective of this research is to compare the prediction performance of the models of Response Surface, BP neural network, Radial Basis Functions (RBF) neural network and Vector Machine (SVM). The rest of this article is organized as follows. Section 2 describes sample selection and the sliding window technique. Section 3 presents the methodology and simulation of RSM. Section 4 presents the methodology and simulation of BP. Section 5 presents the methodology and simulation of RBF. Section 5 presents the methodology and simulation of SVM. And section 7 contains a summary and conclusions of the study.
Sample Selection and Sliding Window

Sample selection
Because prior researches depended on different sample data, it is difficult to judge the advantages or disadvantages of different methods. Every researcher emphasized that their method has better accuracy and robustness. In order to compare robustness of different methods impartially, it is necessary to select same sample data to test the performance of different models. The data of this paper are from In simulation, all data are normalized into a (0, 1) range, which helps avoid attributes with greater numeric ranges dominating those with smaller numeric ranges, and also helps avoid numerical difficulties (Hsu et al., 2003) [15] . The function used to normalize data is shown in Eq. (1).
where, CF t max and CF t min are the maximum and minimum of a time series respectively.
Sliding window
This research is based on the sliding temporal window technique. The transmitter and receiver have a window size wt and wr respectively [23, 24] . We select transmitter's window size wt varying from one to eight (wt = 1, 2, . . ., 8) in order to find by what size good prediction performance can be acquired. The receiver's window size wr is equal to one fixedly. Thus, when we slide the windows of the transmitter and receiver over a time series of the cash flow simultaneously, we can get input vector matrix P (i, j) (i = 1, 2, . . ., wt; j = 1, 2, . . ., n − wt) and output vector matrix T (j) (j=1, 2, n-wt) of a model (the windows limited in the time series).
P (i, j) and T (j) are divided into training data and test data respectively. Every group of training data or test data consists of P (i, j) and T (j). For example, input 1 consists of P (1, j) and T (1) (j = 1, . . ., wt). There are three inputs and outputs vectors in the group of test data which are used to check the forecasting performance of the trained model. And training data are applied to train a model. If we assume that the cash flow of the time t is decided by that of the time t − 1, t − 2, . . ., t − wt. [25] , we can find a function f : ℜ wt → ℜ such as to obtain an estimate of CF at time t from the wt time steps back from time t, so that:
Response Surface Model and Simulation
In statistics, response surface methodology (RSM) explores the relationships between several explanatory variables and one or more response variables. The method was introduced by G. E. P. Box and K. B. Wilson in 1951. The main idea of RSM is to use a sequence of designed experiments to obtain an optimal response. Box and Wilson suggest using a second-degree polynomial model to do this. They acknowledge that this model is only an approximation, but used it because such a model is easy to estimate and apply, even when little is known about the process [26, 27] . If y represents output and x i (i=1, 2, . . . , n) represents input, the equation of response surface model is following:
where, b 0 -Constant terms, b i -Linear terms,
The
Performances of different models depend on their root mean square errors (rmse). The smaller its rmse is, the better its performance is. The results of rmse are listed in Tab. I for different models and wts. According to Tab. I, Interactions model fits the training data best when wt is 6. It prediction plot is seen in Fig. 1 . 
Tab. II Average relative errors of test data with different wts in RSM.
Compared with other models, it is obvious that the MAPE of linear are smallest when wt equals 7 with MAPE of 28.01 percent. So, performance of simulation is not good (see Fig. 2 ).
Fig. 2 Performance of simulation of wt=6 in RSM.
BP Neural Network Model and Simulation
BP neural network (BPNN) is a common method of teaching artificial neural networks how to perform a given task, which is a supervised learning method, and is a generalization of the delta rule [30] . It requires a teacher that knows, or can calculate, the desired output for any input in the training set [31] . It is most useful for feed-forward networks (networks that have no feedback, or simply, that have no connections that loop) [32] . Although BP can be applied to networks with any number of layers, just as for networks with binary units, it has been shown that only one layer of hidden units succeeds to approximate any function with finitely many discontinuities to arbitrary precision, provided the activation functions of the hidden units are non-linear (the universal approximation theorem) [33] . The activation of a hidden unit is a function f k of the weighted inputs plus a bias θ k (t), as given in Eq. (7).
where y k (t + 1) is the k output of the t hidden layer, y j (t) is the j input of the t hidden layer, w jk is the weight between the jth input y j (t) and the kth output y k (t + 1), and θ k (t) is the bias [34] . The model is designed and operated in the Neural Network Toolbox of Matlab 2009b. We use function newff to create a network. The network structure is shown in Fig. 3 . Fig. 3 The structure of BP neural network model.
Before training and testing the model, we need to choose the parameters of the BPNN model. Firstly, number of neutrons of input, hidden and output layers should be decided. Number of neurons of input layer equals the number n of input vectors. That of output layer equals one because there is one data in the output. Number n1 of hidden layer depends on the number of neurons of input layer, which can be calculated as follows Eq. (8) [35] :
Secondly, transfer functions will be chosen. We choose tansig and logsig as those of hidden layer and output respectively because input and output data are between −1 and 1. Thirdly, learn and training functions are learngdm and trainlm. Leargdm is the gradient descent with momentum weight/bias. Trainlm is a network training function that updates weight and bias states according to Levenberg-Marquardt optimization. It is often the fastest back propagation algorithm in the toolbox, and is highly recommended as a first choice supervised algorithm, although it does require more memory than other algorithms.
Fourthly, the network's performance is controlled by function mse (mean of squared errors). The goal of performance is 0.0001, which is accurate enough to train a model.
After all parameters are set, we start to train the model with 2000 epochs. Because training performances of the models with different wts are the same, prediction performances of the model are measured by relative errors between test data and simulation results. At the same time, considering that there are some limitations for BPNN, for example that the convergence is very slow and not guaranteed, the result may generally converge to any local minimum on the error surface [36] , every group of test data is simulated twice (see Fig. 4 and Tab. III). 
Tab. III Relative errors of test data with different wts in BP.
Evidently, when the window size of transmitter is 3, the average relative error (16.41 percent) is smallest from Tab. IV. Performances of training and simulation 
Tab. IV Relative errors of test data with different wts in RBF.
of wt=3 are given by Fig. 4 and Fig. 5 . Although there is strong ability of approximation for BP, many times the tests show that the average relative errors are not stable, sometimes being very big.
RBF Neural Network Model and Simulation
Radial Basis Functions (RBF) is embedded into a two-layer feed-forward neural network. Such a network is characterized by a set of inputs and a set of outputs.
Between the inputs and output there is a layer of processing units called hidden units. Each of them implements a radial basis function [37] . The way in which the network is used for data modeling is different when approximating time-series and in pattern classification. In time-series, the network inputs represent data samples at certain past time-laps, while the network has only one output representing a signal value. Various functions have been tested as activation functions for RBF networks.
The most used activation function is the Gaussian function [38, 39] . Mixtures of Gaussians have been considered in various scientific fields. The Gaussian activation function for RBF networks is given by Eq. (9).
For j=1, . . . , L, where X is the input feature vector, L is the number of hidden units, µ j and ∑ j are the mean and the covariance matrix of the jth Gaussian function [40] .
The model is designed and operated in the Neural Network Toolbox of Matlab 2009b. Function newrbe is used to create a network. In the model parameter SPREAD (a radius) is vital. The larger the SPREAD, the smoother the function approximation will be. But, too large a spread can cause numerical problems [41] . In order to obtain an optimal value for SPREAD, we increase it varying from 1 to 1000. 
Tab. V Relative errors of test data with different wts.
We can draw a conclusion that average relative error is smallest when wt equals six. The relative error of 14.67 percent may be accepted although it is not small enough. Performances of training and simulation are given by Fig. 6 and Fig. 7. 
Support Vector Machine Model and Simulation
A support vector machine (SVM) is a concept in computer science for a set of related supervised learning methods that analyze data and recognize patterns, used for classification and regression analysis. The standard SVM takes a set of input data and predicts, for each given input, which of the two possible classes the input is a member of, which makes the SVM a non-probabilistic binary linear classifier [42] . Given a set of training examples, each marked as belonging to one of the two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other [43] . An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall on [44, 45] .
In this paper, we introduce Least Squares Support Vector Machines (LS-SVM) proposed by J. Vandewalle and J.A.K. Suykens for regression, which is closely related to regularization networks and Gaussian processes but additionally emphasize and exploit primal-dual interpretations [46] .
In order to obtain an LS-SVM model (with the RBF kernel), we need two extra tuning parameters: γ (gam) is the regularization parameter, determining the trade-off between the training error minimization and smoothness of the estimated function. σ 2 (sig2) is the kernel function parameter [47] . The model is created and operated in the LS-SVMlab Toolbox. We choose training function robustlssvm and weight functions including whuber, whampel, wlogistic and wmyriad as training parameters. The optimal results of training with different weight functions and simulation are displayed in Tab. VI, Fig. 8, Fig. 9 . For SVM model, the average relative error is smallest when wt equals five, the relative error of 11.95 percent is only a little smaller than that of RBF model. 
Conclusions
This research drew a comparison of robustness of forecasting cash flow among the Response Surface, Back Propagation Neural Network, Radial Basis Function and Support Vector Machine. The research is based on small size samples (34 data, less than 300). In order to predict the future cash flow, we also use the sliding temporal window technique which divides sample data into two parts: input and output. And we assume that the value of the receiver window is decided by that of the transmitter window, which means that future cash flow depends on history cash flows.
Analyzing the performance of training and simulation of each model, we can draw a few conclusions. Firstly, among all models, SVM has the best predicting performance (wt=5), followed by RBF, BP and RSM. Secondly, BP has the best training performance (wt=7), followed by SVM, RBF and RSM. As a whole, the predicting robustness of SVM and RBF is stronger than that of the others under the condition of small size samples.
However, above findings do not imply SVM is the most robust tool for forecasting cash flow because this study has compared only four popular methods. In fact, there are still newer methods such as genetic algorithm, ant colony optimization and particle swarm optimization etc. which are valuable to be discussed in the future. In addition, because the quantity of samples could not be big enough, it is suggested to collect the data of more companies to examine the performance of different models of predicting cash flow in the future work.
