In this work, we assume that a response variable is explained by several controlled explanatory variables through a non-linear regression model with normal errors. The unknown parameter is the vector of coefficients, and thus it is multidimensional.
Background and Notation
Let us assume we have N independent observations from the following doseresponse model y j = η(x j , θ θ θ ) + ε j , ε j ∼ N 0, σ 2 , j = 1, . . ., N,
where y j is the response of the unit j treated at the dose x j ∈ X and η(x j , θ θ θ ) is some possibly non-linear continuous mean function of p parameters, θ θ θ = (θ 1 , . . . , θ p ); with θ θ θ ∈ Θ Θ Θ, where Θ Θ Θ is a compact set in R p . In general, several units may be treated at the same experimental condition; an experimental design is a finite discrete probability distribution over X :
where x m denotes the different doses used in the analysis and p m are the proportions of units to be taken at each experimental point, m = 1, . . ., M. Actually, following Kiefer (1974) the weights ω m ≥ 0, with M ∑ m=1 ω m = 1 are not necessarily multiples of 1/N. It is well known that a good design can substantially improve the inferential results in a statistical analysis. For instance, if the inferential goal is point estimation of θ θ θ then an optimal design is chosen by maximizing some functional Φ(·) of the information matrix
as M(ξ ; θ θ θ ) −1 is proportional to the asymptotic covariance matrix of the maximum likelihood estimator (MLE).In other terms, an optimal design for precise estimation of θ θ θ is
where Ξ is the set of all the finite discrete probability distributions on X (i.e. the set of all designs). Some classical references concerning optimal design theory are.... Since the design (2) depends on the unknown parameter θ θ θ unless in the case of linear models, it is said locally optimal and can be computed only if a guessed value θ θ θ 0 is available. A locally optimal design is usually not robust with respect to different choices of θ θ θ 0 . In order to solve this problem in this paper we consider a two stage adaptive procedure where in the first stage n 1 observations are recruited according to some design and in the second phase additional n 2 data are observed according to a local optimal design where an estimate obtained from the first stage data is used as a nominal value for the parameter. The whole vector of observations (first and second stage data) are then used to estimate θ θ θ through the maximum likelihood method. The asymptotic properties of this maximum likelihood estimator (MLE) are studied assuming that only the second stage sample size goes to infinity; n 1 is assumed to be finite and small. In many different contexts it is quite common to develop a preliminary small pilot study in order to have an idea about the phenomenon under study and then to perform a larger and well developed study on the same subject. Thus, it is practical to assume that n 1 is fixed and small, and asypmtotic approximation in the first stage is not adequate.
2 Two-stage adaptive procedure and corresponding model Let us assume that a guessed value θ θ θ 0 for θ θ θ is available, for instance from an expert opinion. In the first stage a finite number of independent observations, say n 1 < +∞, are taken according to a local optimum design
i.e. n 1m observations are taken at the experimental point x 1m , for m = 1, . . . , M 1 where n 1m is obtained by rounding n 1 ω 1m to an integer under the constraint ∑
be the first stage observations. An estimate for θ θ θ can be computed maximizing the likelihood corresponding to these first stage observations; the MLEθ θ θ n 1 depends on the first stage data through the complete sufficient
In the second stage, n 2 independent observations are accrued according to the following local optimum design
{y 2m j } M 2 ,n 2m 1,1 denotes the second stage observations, where n 2m is obtained by rounding n 2 ω 2m to an integer under the constraint ∑ M 2 m=1 n 2m = n 2 , for m = 1, . . ., M 2 .
Let us note that ξ * 2 is a random probability distribution (discrete and finite) since it depends on the first stage observation throughȳ 1 asθ θ θ n 1 =θ θ θ n 1 (ȳ 1 ); thus, givenȳ 1 , the second stage design ξ * 2 is determined and {y 2m j } M 2 ,n 2m 1,1 are n 2 conditionally independent observations. In addition, it is natural to assume that second stage observations depend on the first stage information only through ξ * 2 . As a consequence, given ξ * 2 , {y 2m j } M 2 ,n 2m 1,1 are conditionally independent on {y 1m j } M 1 ,n 1m 1,1 and thus, from (1) we have the following model for the whole set of observations
Likelihood and Fisher information matrix
The likelihood for model (4) is
j=1 y im j is the stage i sample mean at the m-th dose for m = 1, . . . , M i .
The total score function is
represents the score function for the i-th stage. As outlined before,ȳ 2 depends onȳ 1 only through ξ * 2 and givenȳ 1 the second stage design ξ * 2 is completely determined. As a consequence, Eȳ 2 |ȳ 1 [S 2 ] = 0 and Fisher information matrix is
where
Now the per-subject information can be written as
where M 2 , x 2m and n 2m are random variables, defined by the onto transformation (3) ofȳ 1 . Let us note that as n 2 → ∞ (and thus n → ∞) the per-subject information converges almost surely to
3 Asymptotic Properties
One needs an approximation to the asymptotic distribution of the final MLE θ θ θ n which may be used for inference at the end of the study. The classical approach is to assume that both n 1 and n 2 are large (see for instance [4] ). This approach eliminates the dependency between stages, which is mathematically useful, but not realistic in many studies. Our approach is to assume a fixed first stage sample size n 1 and a large second stage sample size n 2 . for any n ≥n(ω).
Proof. Let us consider the global likelihood equation
which means, for any j-th component, j = 1, ..., p,
Since n 1 is fixed while n 2 goes to infinity as n tends to infinity, we have that the ratio S 1n 1 j (θ θ θ )/S 2n 2 j (θ θ θ ) goes to zero as n → ∞ and hence, for any n ≥n(ω), 
as n 2 → ∞, where ξ * 2 is a random design which is a function ofȳ 1 , and Z Z Z 2 2 2 = (Z 21 , · · · , Z 2M 2 ) T is a vector of i.i.d. standard normal random variables independent onȳ 1 .
Proof. Part (a). Consider the estimating equation based only on the second-stage data: S 2n 2 (θ θ θ ) = 0. Since S 2n 2 is a conditioned likelihood, the classical theory can be applied and then θ θ θ n 2 converges to θ θ θ t (see [17, Cap. 12] ). Since, from Lemma 1, for any n ≥n(ω) we have that S n ( θ θ θ n ) = 0 if and only if S 2n 2 ( θ θ θ n ) = 0, also θ θ θ n converges to θ θ θ t .
Part (b). In the classical theory the proof of asymptotic normality is based on the expansion of the score function S n (θ θ θ ) around the true value θ θ θ t and on the facts that S n ( θ θ θ n ) = 0 and that θ θ θ n is known with high probability to be closed to θ θ θ t (see [15, Theorem 5.1] ). From the result in Lemma 1, we can expand S 2n 2 ( θ θ θ n ) instead of the total score S n ( θ θ θ n ): for any j = 1, ..., p
and θ θ θ * is a point between θ θ θ n and θ θ θ t . Since S j 2 ( θ θ θ n ) = 0, for any n ≥n(ω), it follows that
for any n ≥n(ω). As in [15, Theorem 5.1] (under suitable regularity conditions), S j 2kl (θ θ θ * ) is bounded in probability, and then, using the consistency proved in part (a) of this Theorem,
are asymptotically equivalent (that is, their difference converges in probability to zero). As a consequence, (8) is asymptotical equivalent to 1 √ n S j 2n 2 (θ θ θ t ), and then the vectors
are asymptotically equivalent. Now,
since, for every m = 1, ..., M 2 , we have that n 2m /n converges to w 2m as n → ∞, and
are i.i.d. standard normal random variables independent onȳ 1 as follows from the definition of the model (4). Moreover,
in probability, because the jk-th element of the matrix − 1 nṠ 2n 2 (θ θ θ t ) satisfies
and the second addend in the right term of equation (12) converges in probability to zero from the low of large numbers. Using the asymptotic equivalence of (9) and the convergences (10) and (11), the thesis follows from Slutsky's Theorem.
Theorem 2
The asymptotic variance of √ n θ θ θ n − θ θ θ t is σ 2 Eȳ 1 X ∇η(x, θ θ θ t )∇η(x, θ θ θ t ) T dξ * 2 (x) −1
