This paper extends Merton's structural credit risk model to account for the fact that a rm's asset volatility follows a stochastic process. With the presence of stochastic volatility, the transformed-data maximum likelihood estimation (MLE) method of Duan (1994 Duan ( , 2000 can no longer be applied to estimate the model. We devise a particle ltering algorithm to solve this problem. This algorithm is based on the general non-linear and non-Gaussian ltering with sequential parameter learning, and a simulation study is conducted to ascertain its nite sample performance. Meanwhile, we implement this model on the real data of companies in Dow Jones industrial average and nd that incorporating stochastic volatility into the structural model can improve the model performance signicantly.
Introduction
In the past few years, nancial markets have been experiencing an unprecedented crisis.
As a result, the academic literature on modeling credit risk has been growing fast.
Currently, there are two main approaches to modeling credit risk. One is called the reduced form approach, which considers default as an exogenous event. The other one is a structural approach that was rst developed in Merton (1974) , and henceforth is called the Merton model. The Merton model assumes that a rm's asset value follows a geometric Brownian motion with a constant volatility, and the rm's capital structure consists of a zero-coupon debt and common equity. The default is consequently treated as an endogenous decision usually made by the rm's equity holders. However, one of the assumptions in the Merton model, that the rm's asset return has a constant volatility, has a long history of criticism. This paper presents a structural credit risk model with stochastic volatility (SV structural model). In particular, we employ the stochastic volatility model to describe the evolution of a rm's asset value, and derive the corresponding credit risk measures of the rm based on this model.
There are compelling reasons for incorporating stochastic volatility into the structural model to estimate credit risk. From a theoretical perspective, estimating the structural credit risk model largely depends on the value of the rm's equity, which is regarded as a call option written on the assets of the rm. Since volatility plays a crucial role in pricing options, it will also have a major impact on structural model estimation. At the empirical level, academics and practitioners have long noted that the volatility of a rm's assets changes through time. Some studies have shown that the constant volatility assumption is too restrictive and causes the Merton model to estimate the credit risk measures with a large bias. Jones et al. (1984) analyzed 177 bonds issued by 15 rms and found that the Merton model overestimates bond prices by 4.5% on average. Ogden (1987) shows that the Merton model underpredicts the bond yield spread by 104 basis points on average. Eom et al. (2004) empirically test the Merton model in terms of estimating credit default swap (CDS) spread and nd that this model generates a very large estimation error. Tarashev (2005) suggested that the default probability generated by the Merton model is signicantly less than the empirical default rate. In general, as the relationship between the rm's asset value and its debt obligation is fundamental to corporate credit risk, a stochastic volatility model will help us more properly describe the rm's asset price evolution, and more accurately measure its credit risk exposure.
The objectives of this paper are three-fold. First, we develop a new structural model of credit risk that explicitly accounts for stochastic volatility in a rm's asset return.
Particularly, we employ the Heston model as an example to illustrate how to use this type of model in credit risk estimation. Second, we devise a transformed-data particle ltering algorithm to estimate the model, and this technique is based on the general non-linear and non-Gaussian ltering approach. In general, the stochastic volatility (SV) structural model can be regarded as a non-standard state space model with the asset value being unobserved. It is worth noting that several issues make the model estimation challenging. One is that due to the unobserved asset values many existing approaches used for estimating the standard state space model can't be directly applied.
Second, when the asset return has a stochastic volatility, the likelihood function of the returns based on the observed equity prices is no longer available in a closed form.
The standard MLE method can't be used to estimate the model. Lastly, the state variable that determines the level of volatility is not directly observed, which increases the dimension of the latent variables that need to be estimated. The algorithm we developed here is able to address each of these issues. We rstly employ a transformation technique developed in Duan (1994) to obtain the implied asset values from the observed equity values. Furthermore, we implement particle lter on the observed equity values to generate consecutive prediction and ltering distributions for the unobserved asset values and the latent stochastic volatility process by using a set of samplers. It turns out by using this algorithm the likelihood function of these observed equity values can be easily evaluated without any distribution assumptions, and the new model parameters as well as the distribution of the asset return volatility can be subsequently inferred.
Third, we implement our model on the real data of companies in Dow Jones industrial average to nd empirical support for this methodology. We estimate the SV structural model for these companies, and compare the performance of the SV structural model to the Merton model with respect to the credit risk estimation of these rms. The 5-year credit default swap (CDS) spread is used as a proxy of the real credit risk of these rms, and compared with the model-implied corporate credit spread to judge the ability of the models.
Overall, the simulation results show that the transformed-data particle lter algorithm is able to provide accurate estimates for the SV structural model. Meanwhile, our SV structural model ts the 5-year CDS spread much better than the Merton model.
At the average level, the mean in-sample root mean square error (RMSE) and mean absolute error (MAE) of our model are respectively 100. 45 The rest of the paper is organized as follows. Section 2 lays out the SV structural model and describes the transformed-data particle lter technique for estimating the model. Section 3 conducts a Monte Carlo simulation to study the nite sample performance of the transformed-data particle lter technique. Section 4 benchmarks the SV structural credit risk model against the Merton model using the 5-year CDS spread data of 27 companies in Dow Jones industrial average. Section 5 concludes.
2
Structural credit risk model with stochastic volatility This section consists of three parts. Section 2.1 describes the new model. Section 2.2 introduces a transformed-data particle lter algorithm to estimate the model. In Section 2.3, we discuss the model's application in the credit market.
2.1

Model description
As we know, Merton (1974) laid the foundation for the literature on the structure approach to credit risk modeling. We follow the general set-up of the Merton model, but relax the assumption that the rm's asset value has a constant volatility to allow it to follow a stochastic volatility process. The asset value and the asset return volatility of a rm at time t are respectively dened as S t and V t , and we employ the Heston stochastic volatility model to describe the joint dynamics of the asset value and its volatility as
where dW S t and dW V t are Wiener processes with correlation ρ. It should be noted that the Heston model is used as an example of the stochastic volatility model, and the rest of the analysis in this paper can be generalized to other stochastic volatility models.
Assuming that the rm has two types of outstanding claims, that is, an equity and a zero-coupon debt maturing at time T with face value F , the following accounting identity should hold for every time t as
where E t and B t are respectively the market value of equity and the market value of debt at time t. When debt matures, the default occurs in the event that the rm's assets fall below the face value of the debt, i.e. S T < F . Otherwise, equity holders repay the debt and keep the balance. Therefore, the payout to the debt holders at the
and the equity holders, on the other hand, receive
at time T . Accordingly, the rm's equity can be regarded as if it were a call option on the total asset value of the rm with the strike price of F and the maturity date T .
Assuming the risk-free interest rate is r, the equity claim consequently can be priced at any time t < T based on the Heston call option pricing formula 1 as
where
where j = 1, 2, and we have
, a = κθ, b 1 = κ + κξV t − ρξ, and b 2 = κ + κξV t . Similarly, the pricing formula for the rm's debt can be derived by regarding the payo of the debt as the dierence between a default-free debt and a put option on the total asset value of the rm with the strike price of F and the maturity date T . This will be further discussed in Section 2.3.
2.2
Model estimation
To estimate this model, we regard it as a nonlinear and non-Gaussian state-space model with equation (1) being the measurement equation, and equation (2) being the latent state equation. However, two issues make the model estimation complicated.
Firstly, for an exchange listed rm, the asset values S t are unobservable. One can only observe a time series of equity prices instead. Therefore, although a number of estimation methods for stochastic volatility models are existing in the literature 2 , they can not be directly implemented on our model without transforming the equity prices into the asset values. Secondly, although this model can be regarded as a state-space model, it is nonlinear and non-Gaussian. The commonly used linear ltering technique (i.e., the standard Kalman lter) is not able to be used for solving the current problem.
Even nonlinear Kalman lters, such as the extended Kalman lter and the unscented Kalman lter, will perform poorly.
Therefore, we develop a transformed-data particle lter that uses the information of the observed equity prices to estimate the parameters and the latent stochastic volatility process of this new model. Let D T denote a time series of the historical equity values until time T , i.e., D T = {E 1 , ..., E T }, Θ denote the parameter vector of the model containing ve parameters, i.e., Θ = {µ, κ, θ, ξ, ρ}, and x denote the latent state variable, that is, the stochastic volatility process V t . Our objective is to estimate the parameter vector Θ and the latent state variable x by using the information set D 
When time evolves to t + 1, we observe the rm's equity value at time t + 1 as E t+1 .
Then the distribution of the latent state variables can be updated (ltered) according to Bayes' rule asp
Equations (6) and (7) provide the basis for advancing the system from time t to time t + 1. More details are as follows:
• Step 1 -Prediction: Propagate a set of particles{x
. This can be easily done based on equation (2).
• Step 2 -Resample: Assign to x (i) t+1 a ltering weight of
to obtain {x (i) t+1 , i = 1, ..., M }. Then, the ltered density p(x t+1 |D t+1 , Θ) can be represented by the set of resampled particles{x (i)
This step is important, as it is an eective way to avoid the decay in the particle approximation.
We refer to Liu and Chen (1998) for a careful discussion of its merits. 
the inverse function of the option pricing formula implied from the Heston model. The inversion can be easily performed numerically using, for example, a bisection search algorithm.
However, the above propagate-resample procedure has a critical drawback. When we approximate the prediction density p(x t+1 |D t , Θ) in Step 1, all the particles come from the prior distribution p(x t |D t , Θ) without taking into account the knowledge of the new observation E t+1 . The resulting weights in Step 2 may be very small on many 3 Dierential transformation was proposed in the 1980s by Pukhov and Zhou for the analysis of electric circuits. The basic idea is that X is a random variable with pdf f X (x), and the function g is a dierentiable transformation of X into Y , that is, y = g(x). Therefore, the pdf of Y , the transformed random variable, is given by
4 P 1 is as expressed in the equation (5).
particles, and the variance of importance in the weights will grow over time resulting in a poor quality algorithm. The auxiliary variable approach proposed by Pitt and Shephard (1999) is employed to solve this problem.
The basic idea is to enlarge the dimension of the state variables by incorporating an auxiliary variable k denoted as the index of the particles. In each step of the algorithm, we rstly draw a sample of particle index k with size M according to an importance function p(E t+1 |g(x
is the conditional likelihood function based on a best guess for x t+1 dened byμ t+1 = g(x t ). Theμ t+1 could be, for example, the expected value, the median or mode of x t+1 conditioning on x t . We use the expected value in our analysis. There are two main points making the auxiliary variable idea attractive: (i) the new information E t+1 is used in the rst step to resample the M particles from prior density p(x t+1 |D t , Θ), and (ii) due to the pre-selection, only good particles are used in the following steps for propagating. The above procedures are now modied as:
where p(E t+1 |g(x (i) t )) is calculated by using equation (1) along with the transformation techniques introduced above. A resampled set of particles {x
t , i = 1, ..., M } are obtained according to these sampled indexes.
• Step 2 -Prediction: Propagate {x
. This can be easily done using equation (2).
• Step 3 -Resample: Assign to x (k) t+1 a ltering weight of
, and resample { x
Then, the ltered density p(x t+1 |D t+1 , Θ) can be approximated by the set of resampled particles{x (k)
Next, repeat steps 1-3 until all the equity data information has been incorporated. A nal posterior density approximation p(x T |D T ) is our estimation for the latent state variable distribution.
2.2.2
Jointly estimating the latent state variable and parameters
When the parameter vector Θ in the above model is unknown, the problem becomes more complicated. A natural way to estimate these parameters is to dene an autoregressive dynamic for Θ, and apply the particle lter algorithm stated above to the model by incorporating these parameters in an augmented state vector (x t , Θ t ).
However, the main drawback against this approach is that it leads to time-varying but not xed parameter estimates. More precisely, these articial dynamics can lead to posterior variances of these actually xed parameters 5 larger than the true posteriors.
To correct for this overdispersion, Liu and West (2001) propose a smooth kernel density approach to approximate the posterior distribution of the parameters p(Θ T |D T ). The basic idea of the approach is to use the mixture of kernel densities to generate fresh samples from the current posterior in an attempt to avoid particle decay.
We employ this method to estimate parameters for our model. Starting with the prior distribution of the parameter vector p(Θ t |D t ), which is represented by a set of M particles {Θ (i) t , i = 1, ..., M }, the empirical prediction density of Θ t+1 can be approximated by the mixture distribution
where m
t + (1 − α)Θ t is the kernel location for the ith component of the mixture, with Θ t being the mean of the M particles from the prior density p(Θ t |D t ),
, and Σ t is the variance-covariance matrix of the M particles from the prior density p(Θ t |D t ). By drawing M points from p(Θ t+1 |D t ), the empirical density of Θ in future time points can be estimated iteratively.
A nal posterior density approximation p(Θ T |D T ) is our estimation for the distribution of the parameter vector.
It is easy to show that the variance of the mixture approximation in equation (8) is 5 Assume that the parameters in this model are constants, so the time-varying parameters are not considered here. 6 δ is a discount factor in (0,1), typically around 0.95-0.99.
Σ t , and the mean is Θ t . It turns out that the mixture of the kernel density approach is eective to avoid the overdispersion by using location shrinkage. The shrinkage pushes particles Θ (i) t towards their mean Θ t when approximating the posterior density of Θ for next time, and the constants α and h measure, respectively, the extent of the shrinkage and the degree of overdispersion of the mixture.
We now return to the more general ltering problem of the posterior density p(x t+1 , Θ t+1 |D t+1 ), that is to jointly estimate the parameters and the latent state variable of the above model. Given that we have a set of particles {x
t , i = 1, ..., M }, representing the posterior density p(x t , Θ t |D t ) at time t, we can adopt the auxiliary particle lter discussed in Section 2.2.1 for the latent state variable coupled with the mixture of kernel densities for the parameter vector to obtain the approximation for p(x t , Θ t |D t ). The general algorithm is summarized as follows:
• Step1 -Resample: Compute two mean points at time t + 1 as
and sample a set of M indexes {k, k = 1, ..., M } from {i, i = 1, ..., M } with weight
• Step2 -Prediction: Propagate {Θ
using the kernel density dened as
and propagate {x
).
• Step 3 -Resample: Compute the corresponding weight as
Repeating steps 1-3 iteratively until all the equity data information has been incorporated, the nal posterior density approximation p(x T , Θ T |D T ) is our estimation.
2.3
The model application 2.3.1 Credit risk measuring
The most appealing reason for developing the SV structural model is its usage in credit risk measuring. Typically, the credit spread of a risky corporate bond over the corresponding risk-free interest rate, and the likelihood of a rm defaulting, are two commonly used indicators to evaluate the credit risk of private rms. Here we show how these credit risk indicators can be computed based on the SV structural model.
The credit spread of a risky corporate bond is dened as the premium required to compensate for the expected loss in the event of default, that is, s t = y t − r, where y t is the yield of the risky corporate bond, and r is the risk-free interest rate. As discussed in Section 2.1, the risky debt can be priced by the dierence between a default-free debt and a put option on the total asset value V of the rm with the strike price of F and the maturity date T . That is,
where F is the face value of the zero coupon debt at the maturity time, and P HM t is the price of a put option on the asset value V with the strike price T and the maturity date T . Take the Heston model described in Section 2.1 for example, once we estimate the model by using the observed equity values, the corresponding put option pricing formula based on Heston model can be used to compute P HM t as
7 We refer to Section 2.1 for the explicit expressions for P 1 and P 2 .
Then, the yield y t of the risky corporate bond can be derived from e −yt(T −t) F = B t , and the credit spread s t can be computed as
For the default probability of a rm, we resort to simulation to compute it, as its close form is unclear under the SV structural model. Once the parameter estimates of the model are obtained, we can simulate the evolution of the asset values a large number of times to approximate the distribution of rm's asset value at the debt maturity time
T . Then the default probability can be computed by the probability of the asset value below the default barrier (the face value of the debt) at time T over the simulated samples.
2.3.2
Modeling microstructure noises
The presence of market microstructure noise in equity prices has been well documented in the literature. When the observed equity prices are contaminated with microstructure noise, a fundamental estimation diculty arises. Because the equity value is determined by both the underlying asset value and the trading noises, the previous one-to-one relationship between the observed equity value and the unobserved asset value no longer holds, and hence the data-transformed technique becomes infeasible. Duan and Fulop SV structural model along with the particle lter estimation algorithm can be easily generalized to allow for trading noises in the observed equity prices.
Assuming a multiplicative error structure for the trading noises, the model is expressed as follows
where v t is i.i.d standard normal random variable, the option pricing function f (S t , V t ; σ, F, r, T − t) has been given in Section 2.1, and the asset value S t follows the Heston model as (2) being the transition equations. The estimation of this state-space system is also a non-linear and non-Gaussian ltering problem, and the only dierence from the model we discussed in Section 2.1 is that the latent state vector now contains two variables, the asset value S t and the stochastic volatility V t .
Our particle lter algorithm can be easily applied to estimate this system. Starting with the prior distribution p(S t , V t , Θ t |D t ) represented by a set of particles {S
t , i = 1, ..., M }, where the parameter vector Θ denotes by Θ = {µ, κ, θ, ξ, ρ, δ}, the estimation procedure is summarized as:
• Step1 -Resample: Compute three mean points at time t + 1 as
and propagate {S
Meanwhile, modeling the microstructure noise as an i.i.d normal variable is just a starting point. It is well known that the market microstructure eects are complex and can take many dierent forms. For example, as empirical facts suggest that the distribution of most nancial variables have fact tails, Huang and Yu (2010) proposed to model the microstructure noise by a Student-t distribution. Moreover, the microstucture noise is likely to be correlated with the equity value. Note that these variations can be easily accommodated by the SV structural credit risk model, and the corresponding models can be easily estimated by the particle lter algorithm, as the algorithm is free of the distribution assumption on the model error term. 3 Simulation study
In this section, we conduct a simulation experiment to ascertain the nite sample performance of our data-transformed particle lter method for estimating the SV structural credit risk model. We rstly run a simulation study to investigate the nite sample performance of our transformed-data particle lter. We generate sample paths of four-year asset price observations for a rm from the Heston model (see equations (1) and (2)), and compute the corresponding equity values using the Heston option pricing formula (see equation (5)). We set dt = 1/250 8 to reect that the sample is simulated on a daily basis, and therefore we yield a sample of 1004 (251 × 4) asset and equity values.
The initial maturity period of the rm's debt is set to 10 years, and gradually declines to 6 years at the end of the simulated sample. When estimating the model parameters,
8 I follow Duan (2005) to set the number of the observations over a year as 250 rather than 365, to account for holidays.
we act as if we do not know the asset price values, and only utilize the information embedded in the observed equity values.
The parameter values we use in the simulation are consistent with the real data.
For the baseline case, we take the median values of the 27 US rms in our empirical analysis, that is, µ = 0.07, κ = 0.2, θ = 0.144, ξ = 0.08, ρ = −0.5, and F = 0.5. the inverse Gamma distribution. We also performed a sensitivity analysis for these parameters. We considered dierent initial distributions for them, and found that all of these parameters were insensitive to the prior's choice.
For the baseline case, Figure 1 reports the sequential learning process for each parameter, including the evolution of the posterior mean together with the 2.5% and the 97.5% posterior quantiles. Figure 2 displays the estimated latent volatility against the true volatility process. It is worth noting that our algorithm provides accurate estimates for all the parameters and the latent volatility process, as the posterior means of each parameter quickly converge to their true values, and the estimated volatility closely follows the true process. We replicate the above simulation 1000 times to eliminate the eect of the Monte Carlo error, and report (the average of ) the 1000 parameter estimates in Table 1 . Both median and mean values of all the parameter estimates are close to the true values with a relatively small sample of around 1000 observations, indicating the very good nite-sample behavior of our estimation algorithm.
The above analysis has abstained from trading noises. We take a further study to examine the performance of our estimation algorithm when the equity prices are contaminated by trading noises. As discussed in Section 2.3.2, the estimation becomes much more complex in this context due to the fact that the previous one-to-one relationship between the unobserved asset value and the observed equity price no longer exists. Like the latent stochastic volatility, the asset value is also a latent state variable which needs to be estimated. We take the above simulated equity price values from the baseline case, and add in a multiplicative error term δν as the trading noises, where ν is a standard normal random variable. We rstly follow Duan and Fulop (2009) to set δ = 0.004, and change the value of this parameter to δ = 0.016 to look into its eect on the performance of our algorithm. Figure 3 provides the estimated values of the unobserved asset and volatility processes when trading noises are present in equity prices. We also replicate the simulation by 1000 times, and report the (average) parameter estimation results in Table 2 . The eect of trading noises does not fundamentally alter the quality of our estimation algorithm, as all the parameters are accurately estimated through the particle lter.
Empirical analysis
To implement our SV structural credit risk model on the real data, we conduct an empirical study to assess the credit risk of the 27 companies Table 4 . The equity values of these rms are computed as the product of the closing price of equity and number of shares outstanding obtained from the CRSP database.
The initial maturity of debt is set to 5 years. We take the book value of liabilities 9 Three component companies are left out because either the data do not cover the whole sample period or the CDS spreads are constant during long periods of time. observations in the last two years are used for out-of-sample forecast analysis. After the initial estimation period, a recursive estimation scheme is employed to obtain parameter estimates upon which the sequence of one-step ahead forecasts of CDS spreads are generated. We run the estimation using the 5000-particle lter.
Empirical Results
We rstly investigate the in-sample t of the SV structural model and the Merton model. We estimate the two models based on the rst 885 observations of the insample period 10 , then use the in-sample parameter estimates, together with the risk-free interest rate and the face value of the debt at each time point (of the in-sample period), to produce a sequences of corporate bond credit spread estimations that relate to the in-sample period. To illustrate the importance of incorporating stochastic volatility into credit risk modeling, we employ 5-year CDS spreads as a proxy of the real credit risk of these rms, and use root mean square error (RMSE) and mean absolute error (MAE) of the credit risk estimation to compare the performance of the two models.
The RMSE of credit risk estimation for each sample rm has the standard denition as
and MAE is then estimated for each sample rm as
where RS i,t is the real 5-year CDS spread for rm i at the end of day t , and IS i,t is the model implied credit spread for rm i at the end of day t. The IS it from the SV structural model are calculated according to equation (10), and the ones from the Merton model refer to Duan (1994) .
10 The SV structural model is estimated by our transformed-data particle lter algorithm, and the Merton model is estimated by the transformed-data MLE method developed in Duan (1994) . Table 5 reports the SV structural model estimation results for all Dow Jones rms based on the rst 885 observations. Names are given in the rst column. The rest of the columns contain the posterior mean of the model parameter estimates along with the 95% condence bounds. The 95% condence intervals are very small, implying these parameters have been fairly accurately estimated. The summary of results from these rms are reported in Table 6 . The estimated long-run asset volatilities θ are stated per annum for each rm and are consistent with the range that is expected of their values, and all the other parameters are presented on a daily basis. More importantly, the parameters ξ that indicate the volatility of the asset volatility are statistically signicant across all the rms at the 5% signicance level, which conrms that the asset volatilities of these rms are a stochastic process rather than a constant. Table 6 summarizes the in-sample RMSE and MAE t of both models for each sample rm, and the mean, median and interquartile of RMSE and MAE t of all these rms. Our SV structural model always achieves a lower RMSE and MAE than the Merton model for all the sample rms. The RMSE and MAE of credit spread estimation from the Merton model are approximately 115.30bps and 129.67bps on average respectively, while our SV structural model largely reduces the estimation error to 100.45bps and 113.33bps respectively. A model's out-of-sample performance seems more important in evaluating a model's ability. A more richly parameterized model is normally expected to perform better insample than a more sparsely parameterized alternative model, but this may not be the case for out-of-sample performance. The reason is that models with extra parameters may be penalized in an out-of-sample analysis because of the diculty in identifying those extra parameters, given the limited sample size of available data. Here, we use the last two years as the out-of-sample period to compare the performance of the two models. The rest of the out-of-sample analysis is as follows. We rstly use the in-sample parameter estimates of the two models based on the rst 885 observations to generate one-step-ahead forecasts of the corporate bond credit spread in next period. Then we re-estimate these parameters upon the new observations available to generate sequences of one-step-ahead forecasts of the corporate bond credit spread that relate to the outof-sample forecast period. Finally, we compute the corresponding RMSE and MAE to gauge the out-of-sample performance of the two models. The out-of-sample results are presented in Table 7 . Again, it is clear that the SV structural model compares favorably with the Merton model in out-of-sample forecasting: the RMSEs and MAE from the SV structural model in every single rm are less than those from the Merton model. Meanwhile, the mean RMSE and MAE in the SV structural model are 102.82bps and 114.10bps, down from 116.06bps and 126.32bps in the Merton model.
Conclusion
We have developed a SV structural credit risk model along with a transformed-data particle lter estimation method in order to improve the performance of the Merton model in credit risk measuring. The simulation study veries the good performance of our model estimation algorithm, and the empirical analysis ascertains the importance of recognizing the stochastic property of the asset return volatility in the credit risk modeling, by showing that the SV structural model ts the actual CDS spread much better than the Merton model. Although our methodological development is presented specically for the Heston model, the method developed here can be very easily adapted to other stochastic volatility structural credit risk models. This is in a way similar to the fact that the particle lter can be applied to general stochastic volatility models. Furthermore, in this paper, asset returns and volatility are assumed to follow a stochastic process without jumps. It is also straightforward to allow for jumps in this model, and our estimation methods can be easily applied too. In conclusion, a stochastic volatility structural credit risk model has been developed to measure the credit risk of a rm or a market in which the asset return volatility is not constant. Note: This gure presents the latent asset return volatility estimates from a simulation study which is conducted to ascertain the good nite sample performance of our transformed-data particle lter for estimating the SV structural model. The red plot displays the time series of the true volatility, and the blue plot displays the time series of the estimated volatility. Note: This gure presents the latent asset value and the latent asset return volatility estimates from a simulation study which is conducted to ascertain the good nite sample performance of our transformed-data particle lter for estimating the SV structural model when the asset values are contaminated by trading noises. The top panel contains a red plot displaying the time series of the true volatility, along with a blue plot displaying the time series of the estimated volatility.
The bottom panel contains a red plot displaying the time series of the logarithm of the true asset price process, along with a blue plot displaying the time series of the logarithm of the estimated asset price process. Note: We conduct a simulation experiment to ascertain the nite sample performance of our data-transformed particle lter method for estimating the SV structural credit risk model. We generate sample paths of four-year asset price observations for a rm from the Heston model, and compute the corresponding equity values using the Heston option pricing formula. We set dt = 1/250 to reect that the sample is simulated on a daily basis, and therefore we yield a sample of 251 asset and equity values. The initial maturity period of the rm's debt is set to 10 years, and gradually declines to Note: All the simulation set-ups are the same as the one in Table 1 . The extra parameter involved here is the one for trading noise. We rstly follow Duan and Fulop (2009) to set δ = 0.004, and change the value of this parameter to δ = 0.016 to look into its eect on the performance of our algorithm. 
