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Abstract
Failure times are often right-censored and left-truncated. In this paper we give a mass
redistribution algorithm for right-censored and/or left-truncated failure time data. We show that
this algorithm yields the Kaplan-Meier estimator of the survival probability. One application of
this algorithm in modeling the subdistribution hazard for competing risks data is studied. We give
a product-limit estimator of the cumulative incidence function via modeling the subdistribution
hazard. We show by induction that this product-limit estimator is identical to the left-truncated
version of Aalen-Johansen (1978) estimator for the cumulative incidence function.
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1 Introduction
Efron (1967) proposed a redistribution-to-the-right (RTR) algorithm to be used to estimate
the survival function of the failure time with right censored data. This algorithm removes the
mass of a censored subject and redistributes this mass equally to all subjects who fail or are
censored at later times. Efron suggested that the survival function at t can be estimated by
the mass of all subjects to the right of t, and such an estimate agrees with the Kaplan-Meier
estimate. Another mass redistribution algorithm for right censored failure time data was
discussed by Robertson and Uppuluri (1984). For this algorithm, the mass is redistributed
equally to the failed items only. Such an algorithm yields the maximum entropy estimator of
the survival function. Utilizing the idea of self-consistency (Efron, 1967), Turnbull (1976)
developed an iterative procedure to estimate the survival function with arbitrarily grouped,
censored and truncated data.
Correspondence to: Xu Zhang.
Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of
the resulting proof before it is published in its final citable form. Please note that during the production process errors may be
discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.
NIH Public Access
Author Manuscript
J Stat Plan Inference. Author manuscript; available in PMC 2012 April 30.
Published in final edited form as:













Extension of RTR algorithm has been studied by Malani (1995) and Gooley et al. (1999).
Malani proposed a modified RTR algorithm with the presence of disease markers, and
clarified that a mass associated with an individual at t can be used as a weight in estimating
the survival function, as well as in the log-rank test or a regression model. Gooley et al.
extended the RTR algorithm to the competing risks data. They suggested estimating the
cumulative incidence function of cause 1, F1(t), by the mass of the subjects who fail from
cause 1 no later than t. Gooley et al. adopted an iterative procedure to calculate the mass.
In medical studies left truncation may occur through delayed entry (Klein and Zhang, 1996).
Kaplan and Meier (1958) stated that late entrance (also known as left truncation) is allowed
in calculating the risk sets of their estimator of the survival function. Asymptotic properties
of the left-truncated version Kaplan-Meier estimator has been studied by Woodroofe (1985),
Keiding and Gill (1990), Wang, Jewell and Tsai (1986), as well as Lai and Ying (1991).
There has been no discussion on how to redistribute the mass for left-truncated and right-
censored failure time data. In this paper we propose a mass redistribution algorithm which
can be applied to left-truncated (and/or right-censored) data, and show that the proposed
algorithm yields identical estimates as the left-truncated version Kaplan-Meier estimator.
Efron’s algorithm is closely related with the inverse probability of censoring weighting
(IPCW) technique (Robins, 1993). The IPCW technique has been utilized to analyze the
censored competing risks data through modeling the subdistribution hazard of a competing
risk (Fine and Gray, 1999) or directly modeling the cumulative incidence function (Scheike
et al. 2008). In this paper we demonstrate that the proposed mass redistribution algorithm
can be applied to the left-truncated and/or right-censored competing risks data. We propose
a nonparametric estimator of the subdistribution hazard function using the proposed
weighting technique, and a product-limit estimator of the cumulative incidence function. We
give a proof in the Appendix that this product-limit estimator is identical to the left-
truncated version of the Aalen-Johansen (1978) estimator.
The outline of the remainder of this paper is as follows. In Section 2, we review RTR
algorithm for right-censored only data and propose a new mass redistribution algorithm for
left-truncated and/or right-censored data. In Section 3.1 we review the nonparametric
estimators of the cumulative incidence function with right censored competing risks data. In
Section 3.2 we propose a product-limit estimator of the cumulative incidence function for
left-truncated and/or right-censored competing risks data, using a weight derived from the
mass redistribution algorithm. A Monte Carlo study is presented in Section 4. Bone marrow
transplant data is analyzed in Section 5. Concluding remarks are given in Section 6.
2 The mass redistribution algorithms
First we briefly show that Efron’s RTR algorithm can be interpreted as IPCW technique
with right censored failure time data. Next we introduce a new mass redistribution algorithm
which can be applied to analyze the left-truncated and/or right-censored failure time data.
2.1 The redistribution-to-the-right algorithm
For right censored failure time data, we observe Xi = min(Ti, Ci) and δi = I{Ti ≤ Ci} for i =
1,…, n, where Ti and Ci are failure time and censoring time, respectively. The RTR
algorithm can be summarized as follows. For a sample of size n, each item has an initial
mass of 1/n. Starting from the first censored item, its mass is redistributed equally to all
items to its right. Then redistribute the mass of the second censored item in the same way.
Repeat the process until the last censored item.
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Let ĜC(t) be the Kaplan-Meier estimate of P(C > t). In the RTR algorithm, the mass at the
observed failure time t is 1/{nĜC(t)} (Malani, 1995, p.517; Efron, 1967, p.843). The
survival probability S(t) = P(T > t) is estimated by the mass of all items to the right of t,
(2.1)
It is known that this inverse probability of censoring weighting estimator is equal to the
Kaplan-Meier estimator of S(t) (Malani, 1995, p.517; Lin, Sun and Ying, 1999, p.61). Note
that at time prior to t, S(t−) can be estimated by the mass of all items at t or to the right of t,
that is,
(2.2)
2.2 A new mass redistribution algorithm for left-truncated and right-censored failure time
data
Let T be the failure time, and let L and C be the left truncation time and the right censoring
time, respectively. We assume that T is independent from (L,C). Let X = min(T,C). For left-
truncated and right-censored data, X is observable only if L ≤ X. We assume that the
observed data {Li,Xi, δi} are independent and identically distributed for i = 1,…, n, where δi
= I{Ti ≤ Ci}. At time t, the ith item is at risk if I{Li ≤ t ≤ Xi} = 1. The risk set at t can be
defined as . One problem exists if one directly carries over the
RTR algorithm to the left-truncated and right-censored failure time data. In the RTR
algorithm, the later events always obtain higher mass than the early events. However, with
left truncated data, the early events need to be associated with higher weight to correct the
selection bias caused by truncation (Woodroofe, 1985, p.169). To solve this problem, we
propose a new mass redistribution algorithm. In this algorithm, the initial mass is set to be 1.
The algorithm begins from time zero. Then
1. move the mass to the right until reaching a failure time.
2. equally distribute the mass to the items in the risk set; the mass associated with the
failed item(s) stay at this failure time; the mass associated with the survivors is
carried over to the right; and
3. return to 1 and stop after reaching the largest failure time.
It is important to note that redistribution is conducted at the distinct failure times only. At a
failure time t, we let “mass > t” be the mass of the survivors at time t, and “mass ≤ t” be the
mass of the items failing at or before t. The mass of the survivors needs to be carried over to
the next failure time. For tied observations, if an item is censored at a failure time t, the mass
of the censored item needs to be placed in the “mass > t” category although its observed
time is t.
We now use a psychiatric inpatients example to show how to prepare the data and apply the
proposed algorithm. The data set was originally reported by Woolson (1981) and used as an
example to illustrate left truncation by Tableman and Kim (2004). The sample consists of
twenty-six patients who experienced psychiatric symptoms and were admitted to the
University of Iowa hospitals during 1935–1948. The patients’ times to deaths, in terms of
ages, were of study interested. The time to death was truncated by the age at which a patient
was admitted to the hospital. The sample included 9 male patients and 15 female patients.
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The gender specific survival curves need to be computed. The survival data on the 15 female
patients is given in Table 1.
At each failure time, one needs to find the number of failures and the size of the risk set.
Table 2 shows the distinct ordered failure times, together with the numbers of failed subjects
and the sizes of risk sets. At time zero, the overall mass of the sample is set to be 1. At the
first failure time 50, the overall mass is equally distributed among the 12 subjects in the risk
set. We further divide the mass into two categories, “mass ≤ 50” and “mass > 50”. The
category “mass ≤ 50” includes one failed subject only and obtains the value 0.083. The
category “mass > 50” includes 11 survivors and is evaluated to be 0.917. The mass 0.917
should be carried over to the next failure time 52. At the failure time 52, the carried over
mass 0.917, is equally distributed among the 12 subjects in the risk set. The category “mass
≤ 52” consists of mass of two subjects failing at time 50 and 52, which is evaluated to be
0.159. The category “mass > 52” obtains the value 0.841 and this mass should be carried
over to the next failure time. Such a procedure needs to be repeated until the last failure
time. Figure 1 shows the mass redistribution procedure for the first three failure time points
for this example.
Let t1 < t2 < t3 < ⋯ be the ordered failure times. Let di and ni be the number of failures and
number at risk at ti, respectively. The general mass redistribution algorithm is summarized in
Table 3.
We use “mass > ti” to estimate the survival function S(ti), which is the product of (1 − di/ni)
and the mass carried over to ti. The estimator is given by
which is exactly the Kaplan-Meier estimator (the right-censored and left-truncated version).
At ti, the individual mass is
(2.3)
where b̂(ti) = ni/n.
Note that, for the right-censored only failure time data, b̂(t) = Σi I{Xi ≥ t}/n. Following
equation (2.2), Ŝ(t−)/{nb̂(t)} = 1/{nĜC(t)}. That is, the proposed weight reduces to the
inverse probability of censoring weight (IPCW).
3 Nonparametric estimators of the cumulative incidence function with
competing risks data
3.1 Right-censored competing risks data
For the ith individual, let Ti and Ci be the event time and censoring time, respectively, and
assume that Ci is independent of Ti. Let Xi = min(Ti, Ci), δi = I{Ti ≤ Ci} and ϵi ∈ {1,…,K}
be the cause of failure. For right-censored competing risks data, we observe (Xi, δi, δiεi) for
i = 1,…, n. For simplicity, we assume that K = 2. The cumulative incidence function of type
1 failure is
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where S(u) is the overall survival probability, , and λ1(t) is the cause-
specific hazard function of cause 1. Define counting process Ni1(t) = I{Xi ≤ t, δiϵi = 1} and
Yi(t) = I{Xi ≥ t}. Let . F1(t) is commonly estimated
by the Aalen-Johansen (1978) estimator
where Ŝ(t) is the Kaplan-Meier estimator for all causes and  is the
Nelson-Aalen estimator for cause 1.
In the RTR algorithm, if failure of the ith subject is observed, its mass is 1/{nĜC(Xi)} (see
Section 2.1). With competing risks data, F1(t) can be estimated by the mass of all items that
failed from cause 1 before or equal to t,
Gooley et al. (1999) introduced this inverse weighting estimator using an interactive
procedure to calculate the mass. Recently, Scheike et al. (2008) derived  by directly
modeling the cumulative incidence function. Note that Ŝ(t−)/Y•(t) = 1/{nĜC(t)} for right-
censored failure time data (see Equation (2.2)). Thus, the Aalen-Johansen estimator can be
expressed as
(3.1)
It follows that .
An alternative nonparametric estimator of F1(t) is based on Gray’s (1988) subdistribution
hazards approach, where the subdistribution hazards of cause 1 is defined as
(3.2)
Gray stated that  is the hazard function for the improper random variable T*, where T*
= T × I(ϵ = 1) + ∞ × I(ϵ = 2). Fine and Gray (1999) proposed a regression model to directly
assess effect of covariates on a subdistribution hazard function. Without covariates, the
cumulative subdistribution hazard function  can be estimated by the
Nelson-Aalen type estimator. Define the underlying counting process
. For the right-
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censored competing risks data,  are not observable for all t if the ith subject is
censored. Let ri(t) = I{Ci ≥ (Ti ∧ t)}, then  are fully computable. Note
that  for all t. Fine and Gray suggested an IPCW, ŵi(t) = ri(t)/ĜC(Xi ∧ t),
and proposed to estimate  by
(3.3)
Then, F1(t) can be estimated by a product-limit estimator
In Appendix A we use RTR algorithm to show that  yield identical
estimates of F1(t).
3.2 Left-truncated and right-censored competing risks data
For left-truncated and right-censored competing risks data, Xi = min(Ti, Ci) is observable
only if Li ≤ Xi. The observed data can be summarized as {Li,Xi, δi, δiϵi}, for i = 1,…, n.
Consider the counting process . Let
. The Aalen-Johansen estimator of F1(t) is,
(3.4)
where  and Ŝ (t) are the corresponding left-truncated and right-
censored version estimators. Asymptotic properties of  have been studied by Huang
and Wang (1995).
In Section 2.2, we have shown that based on the new mass redistribution algorithm for the
left-truncated and right-censored data, the individual mass at Xi is  (see





it is clear that the Aalen-Johansen estimator can be well explained by the proposed mass
redistribution algorithm.
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Here, we introduce an alternative estimator of F1(t) via the subdistribution hazard, 
(Gray, 1988; Fine and Gray, 1999). In order to estimate  with the presence of left
truncation, we define the observed process . Let
. Given t,  is the risk set at time t. Note that the subjects in the risk set
do not possess the same mass due to censoring and truncation. According to the algorithm
described in Section 2.2, the mass for one who is still under study at t is Ŝ(t−)/b̂(t), and the
mass for the ith subject who has failed from the other cause before t but still remains in the
risk set is . Define the weight
which can be simplified as . With this proposed weight, we
estimate  by
(3.7)
Then, F1(t) can be estimated by a product-limit estimator,
(3.8)
Another estimator of F1(t) can be derived from the relationship illustrated in Equation (3.2).
It is given by . It can be shown that the product-limit estimator in
(3.8) yields identical estimates as the Aalen-Johansen estimator. A proof is given in
Appendix B.
Remark 1—The question has been raised whether one could adopt an inverse probability
of censoring weight with the presence of truncation. An intuitive weight is 1/ĜC(Xi ∧t),
where ĜC(t) is the left-truncated version Kaplan-Meier estimate for the censoring
distribution. The problem of using such weight with left-truncated data is that the weight of
this type does not appropriately quantify the individual mass for the risk set at t. In a limited
simulation study (Section 4) we show that this left-truncated version IPCW leads to a biased
estimator.
Remark 2—For right-censored only competing risks data, following Equation (2.2), the
proposed weight  reduces to the inverse probability of censoring
weight 1/ĜC(Xi ∧ t).
Remark 3—Hudgens, Satten and Longini (2001) developed nonparametric estimation
methods for a cumulative incidence function with a more general censoring and truncation
pattern, using iterative procedures. We consider a restricted pattern with only right censoring
and left truncation, and a one-step estimator (3.8) has been derived.
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4 A Monte Carlo study
In this section we study the performance of the Aalan-Johansen estimator of cumulative
incidence function for left-truncated and/or right-censored competing risks data. We
consider the following underlying cumulative incidence functions
According to the definition (3.2), the cumulative subdistribution hazard of cause 1 is
which is estimated by
(4.1)
where ω̂i(t) is one of the three weights:
1. ω̂i(t) ≡ 1 (Equal weight);
2. ω̂i(t) = 1/ĜC(Xi ∧ t) (IPCW weight);
3.  (New weight).
Note that ĜC(t) is the left-truncated version Kaplan-Meier estimator of the censoring
distribution. Three product-limit estimators of F1(t) are labeled as “equal weight”, “IPCW”,
“new weight (A–J)”, respectively. In Appendix B we showed that the product-limit
estimator of F1(t) with the weight  agrees with the Aalen-Johansen
estimator and is thus asymptotically unbiased. In this simulation study we want to find out
whether the product-limit estimators of F1(t) with other weights give satisfactory results.
The truncation and censoring times were generated from exponential distributions. The
values of the distribution parameters were determined to yield the desired truncation and
censoring rates. We used a sample size 200. For each setting, 1000 samples were generated.
Let  denote the estimated value for the ith sample, given one estimator. We calculated
the average of ’s, for i = 1,⋯, 1000, which is denoted by F̄1(t). We report the average
bias (BIAS), relative bias (RBIAS), empirical standard error (SE) and relative empirical
standard error (RSE). Their explicit expressions are
The simulation results are given in Table 4. For four truncation and censoring settings, we
further computed standardized biases by
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and plotted them in Figure 2. The standardized bias is the ratio of the raw bias and the
overall uncertainty in the estimated values. A standardized bias of larger than 100% means
the raw bias falls beyond 1 standard error of the estimated parameter. The standardized bias
of less than 50% in both directions has been considered as practically insignificant
(Demirtas, 2004).
We have conducted simulations with the underlying cumulative incidence functions and
with Uniform censoring times. The “new weight (A–J)” estimator is asymptotically
unbiased, which is verified by this simulation study. The simulation also shows that the
“IPCW” and the “equal weight ” estimators are biased when the failure times are left
truncated. The following is the summary of the simulation results.
1. The “equal weight” estimator performs well with the complete data (see the entry
(C%, L%) = (0, 0)). With censored only or truncated only data, the bias is
nonnegligible. With presence of both censoring and truncation, the higher mass in
the early events due to truncation can be somehow balanced by the higher mass in
the later events due to censoring. This explains that the performance of the “equal
weight” estimator is acceptable for the settings like (C%, L%) = (50, 30), (50, 50).
In general, this estimator is still biased and should not to be practically
recommended.
2. The “IPCW” estimator satisfactorily describes the cumulative incidence
probabilities with right censored data (see the entry (C%, L%) = (30, 0) and (C%, L
%) = (50, 0)), but fails if truncation is present. Figure 2 shows that this is the worst
estimator when censoring and truncation are both present.
3. The “new weight (A–J)” estimator, which is asymptotically unbiased, performs
well in all settings. Figure 2 indicates that only this “new wight” estimator is
practically unbiased in all these simulation settings.
5 An example
In this section, we analyze bone marrow transplant data to illustrate the impact of different
weights on estimation of a cumulative incidence function. Children with initial acute
leukemia are routinely treated with chemotherapy. Most of children will achieve complete
remission following the chemotherapy treatment. Leukemia recurs in some children. For
children in their second remission, bone marrow transplant is a treatment option to prevent
leukemia recurrence. An early study (Barrett et al., 1994) compared the survival outcome of
HLA-identical sibling bone marrow transplant and chemotherapy for children with acute
lymphoblastic leukemia in second remission. For illustration purpose, we consider the
transplant cohort only. The failure or follow-up times of 376 children who received bone
marrow transplant in their second remission were reported by the International Bone
Marrow Transplant Registry (IBMTR). IBMTR collects only the transplant cases. Children
may die while waiting for their transplants. Thus, the survival times of the children with
transplant treatment were left truncated by the transplantation times. Meanwhile, the
survival times were subject to right censoring. The censoring times were observed on 148
patients, which accounts for 44% of the sample.
There are two competing risks, leukemia relapse and treatment related mortality (TRM).
TRM is defined as death in complete remission. Graft-versus-host-disease is the major cause
for TRM. The Aalen-Johansen estimator was utilized to compute the cumulative incidence
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probabilities of relapse and TRM (Figure 3 and Figure 4). For the purpose of comparison,
we also plotted in Figure 3 and Figure 4 the curves arising from the “equal weight” and
“IPCW” estimators (see Section 4). For TRM, the cumulative incidence curves based on the
three estimators are very close. For leukemia relapse, the cumulative incidence probabilities
are over-estimated with the “equal weight” and “IPCW” estimators.
For this sample, light censoring was observed in the early period of study. For example, only
5% of the failure times occurring within the first six months were censored, which is much
lower than the overall censoring rate 44%. As a result, the IPCW weights are very close to 1
for this period of time. Since the majority of the TRM failures (58%) occurred in the first 6
months, the cumulative incidence curves of TRM using the IPCW weight and the equal
weight are close. Patients receiving bone marrow transplants usually remain leukemia free
for some time. Much fewer leukemia relapse cases occurred during the first several months
than TRM failures. Specifically, thirty-four TRM failures were observed during the first four
months while only nine leukemia relapse cases were observed in the same period. For
estimating the cumulative incidence of TRM, since most of the TRM failures occurred in the
first six months while a relatively small number of leukemia relapse cases were observed,
the cumulative incidence curve of TRM using the new weight is close to the curve using the
equal weight.
6 Final Remarks
We have introduced a mass distribution algorithm with left truncated and right censored
failure time data. Based on this algorithm, we proposed the weight, ,
to model a subdistribution hazard with competing risks data. This weight is used to correct
the bias caused by truncation and censoring. We have shown that the product integral of the
proposed estimator of the subdistribution hazard coincides with the Aalen-Johansen
estimator of the cumulative incidence function, and is hence asymptotically unbiased. The
proposed weight can be further applied to model the subdistribution hazard and cumulative
incidence function directly with the presence of covariates. In constructing a regression
model on a subdistribution hazard, a stabilized weight, ,
can be considered to reduce the high variation associated with the original weight. This idea
follows from the stabilized inverse probability of censoring weight, which was first
discussed by Robins (1993) and has been widely applied. For nonparametric estimation, the
stabilized weight yields the identical estimates as the original weight. We used the original
weight throughout in order to make a clear connection with the mass redistribution
algorithm.
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Appendix A
Proposition
For right-censored only competing risks data,
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where τ is the largest failure time.
Proof
Let t1 < t2 < t3,⋯ be the ordered cause 1 failure times and set t0 to 0. For simplicity, we
assume that all failure times and censoring times are unique. By Equation (3.1), we have that
.
Following the RTR algorithm, we have that
It follows that
Thus, we have . Assume that . The
increment of  at ti can be expressed as
We have shown that  for all i. Therefore, the
equivalence of  follows by induction.
Appendix B
Proposition
For left-truncated and right-censored competing risks data,
where τ is the largest failure time.
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Let t1 < t2 < t3,⋯ be the failure times. Let ni be the number of subjects at risk at time ti and
let di and ri be the number of failure from cause 1 and 2 at ti, respectively.
By proposed mass redistribution algorithm and the fact of {mass ≤ ti, cause 1}+{mass ≤ ti,
cause 2} + {mass > ti} = 1 can be expressed by
It follows that
By Equation (3.6), . Assume , then we
have
Then,  follows by induction.
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The mass redistribution algorithm for the first three failure time points for the psychiatric
inpatients example
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Standardized bias for four truncation and censoring settings
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Estimated cumulative incidence probabilities of relapse
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Estimated cumulative incidence probabilities of TRM
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