Abstract-Redundancy reduction has been proposed as the main computational process in the primary sensory pathways in the mammalian brain. This idea has led to the development of sparse coding techniques, which are exploited in this article to extract salient structure from musical signals. In particular, we use a sparse coding formulation within a generative model that explicitly enforces shift-invariance. Previous work has applied these methods to relatively small problem sizes. In this paper, we present a subset selection step to reduce the computational complexity of these methods, which then enables us to use the sparse coding approach for many real world applications. We demonstrate the algorithm's potential on two tasks in music analysis: the extraction of individual notes from polyphonic piano music and single-channel blind source separation.
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I. INTRODUCTION

M
ANY SIGNAL processing tasks such as source separation and object recognition are fundamental operations solved successfully by the mammalian brain. Psychologically or physiologically inspired models of perception have, therefore, been proposed to solve similar problems in engineering. These methods often try to simulate and copy individual aspects of perception such as the nonlinearities in the human ear, but do not try to exploit fundamental theoretical ideas that might underlie perception and that have led to the evolution of the specific physiological and neurological systems.
One possible fundamental principle underlying the neurological processes of interpreting and recognising sensory stimuli was proposed by Barlow [1] , who suggested that the main aim of mammalian primary perceptual processing is redundancy reduction. This idea has led to the development of sparse coding techniques to discover structure in natural stimuli such as images [2] - [4] and sound [5] . In these methods, redundancy reduction is achieved by representing the signal by a combination of a small number of features taken from a set of elementary waveforms called a dictionary. Mathematically, the principle of redundancy reduction can be formulated in information theoretic terms so that the problem can be analyzed using statistical methods. From such an information theoretical point of view, redundancy reduction can be seen as finding a representation in which the individual values are sparse and independent. With this set of constraints it is theoretically possible to find optimal solutions even when the dictionary is larger than the dimension of the input space. Redundancy reduction for the encoding of a certain set of stimuli is then achieved by adapting the features in the dictionary for optimal average performance. This adaptation leads to the discovery of structure in the signal, with the dictionary elements representing salient signal features. Natural stimuli are generally located in time, and this localization has to be reflected in the representation of these stimuli. For example, natural sounds such as human language have clear time-locations of acoustic features such as vowels and plosives. The original sparse coding algorithms proposed in the literature [2] - [4] do not take account of this uncertainty of features in time and have to be adapted to incorporate such constraints. Such an adaptation can be based on the neurophysiological principles recently suggested in Rieke et al. [6] , where a generative model of perception was proposed in which the stimulus is reconstructed by a convolution of a neural impulse train with a function describing a certain feature coded by the neuron under study. Such methods led to the development of shift-invariant sparse coding proposed in [7] - [10] .
Section II reviews the concept of sparse coding and its extension to shift-invariant sparse coding. The shift-invariant sparse coding formulation does, however, not scale with the problem size, making the computational requirements for many real world problems prohibitively large. For example, in [8] , the optimization problem to be solved had 6528 dimensions, while for the experiment reported in Section IV-B, the dimension of the optimization problems is 383 500, which is two orders of magnitudes higher. In order to solve such large problems, we introduce a subset selection procedure in Section III that reduces the computational demands and allows us to use the shift-invariant sparse coding method to extract salient features from musical signals in an unsupervised manner. Two applications of shift-invariant sparse coding to music are studied in Section IV. In Section IV-A, we show that the shift-invariant sparse coding model leads to the emergence of note-and score-like structures from piano recordings and in Section IV-B, we analyze a mixture of guitar and vocal and show that the found sparse representation contains enough information to separate the two sources.
II. THEORETICAL BACKGROUND
A. Sparse Coding
In signal processing and coding, one fundamental operation is the efficient representation or approximation of a signal. The efficiency of such representations is based on the exploitation of signal features. A common and useful way to find such representations is to assume a generative signal model that describes the signal as a linear combination of atomic functions or features. , where the observation vector is a linear combination of the columns of the matrix scaled by the coefficients in the vector . From our point of view, is the dictionary matrix whose columns represent the individual features to be extracted. The vector represents observation noise or approximation error. In order to find efficient representations of a set of observations , both and have to be determined. As a measure of the efficiency of a representation, it is often suggested to use independence and sparsity of the coefficients together with a term measuring the approximation error . The linear generative signal model together with these three constraints is the sparse coding model as proposed in [2] - [4] .
From a Bayesian point of view, independence and sparsity can be enforced by using a factorial prior , with being sparse distributions as proposed by Lewicki in [4] . The sparsity constraint can further guarantee the existence of a unique solution of the problem even in the case when and . With this prior formulation, learning of the matrix can be achieved by finding the maximum likelihood estimate of the marginal likelihood , which can be done by stochastic gradient optimization. The gradient can be estimated using a single data observation and, following [11] , can be written as where denotes expectation. Taking the derivative of with respect to the elements in and assuming a Gaussian error term , this can be written as [11] (1) where the derivative is again with respect to the individual entries in the matrix .
As this expectation with respect to cannot be evaluated analytically, different strategies have been proposed including Markov Chain Monte Carlo methods [12] , [9] and firstorder Laplace approximations [4] .
Olshausen and Field [3] proposed a method that uses a delta approximation of the distribution at its maximum a posteriori (MAP) estimate. In this case, the gradient simplifies to (2) where is the MAP estimate of and is the reconstruction error.
B. Shift-Invariant Model
In the standard sparse coding formulation as introduced above, the observations are vectors. Many signals of interest in engineering, however, are time-series. In order to deal with such time-series, it is customary to partition the sequence into smaller blocks. These blocks can then be used as the observations in the sparse coding model. However, one motivation for the use of the sparse coding model is to represent the observations as a linear combination of salient features. In time-series such as audio, it is not generally known a priori at which time-locations features occur. The features present in a particular observation block are then randomly shifted with respect to the beginning of the block. In order to model this uncertainty, the standard sparse coding model has to include several copies of each feature at all possible time-locations.
This structure can be learned from the observations themselves, which requires that the model includes enough free parameters so that the features can be learned at different locations. It is, however, of advantage to keep the number of free parameters low, which can be done by explicitly enforcing the shift-invariant structure in the dictionary as suggested in [6] - [10] , and [13] . To state the model used in these references, we introduce the following notation.
From now on, we differentiate between the structured matrix in which all features occur at all possible shifted positions and the general unstructured matrix used in the standard sparse coding model. The index labels a particular feature, while the index denotes the corresponding shift relative to the beginning of the data-block analyzed. and are the sets of indices of all features and shifts, respectively, while we denote the length of the features as . From now on, we let be zero to denote no shift, i.e., while, for example, and so forth. Note that for all , the elements of are set to zero and that for and the features have to be truncated. We use to denote the th component of a feature, which should not be confused with the notation that refers to a shifted feature. With this notation, we can write . is shown graphically for as follows:
Here, the two features are shown as stars and circles , respectively, with the subscripts labeling the sample.
If we use as the coefficient multiplying feature , then the data model can be written as Note that this model is now a mixture of convolutions.
Another possible approach to the analysis of time-series would be to use a phase-blind spectral model. The power spectrum of a time-series is less affected by the exact positions of the block locations and has, therefore, been proposed for feature extraction [14] , [15] . A detailed comparison between phase-blind spectral methods and the shift-invariant time-domain approach for music analysis can be found in [16] , where the differences and similarities in the representations found with these two approaches are studied.
C. Learning in the Shift-Invariant Model
In the shift-invariant sparse coding model, the elements of the features are repeated along the diagonals of the matrix . When updating the values of , this structure has to be taken into account, which is achieved by calculating the gradient of with respect to the th component of the feature . As proposed in [7] - [10] , the gradient learning rule (1) then becomes (3) Here,
. Note that the term in the expectation is now a convolution.
Again, the expectation in (3) cannot be evaluated analytically. Making the same approximations that led to (2), the following update is found [7] , [8] :
The convolution in (4) suggests the use of all coefficients , i.e.,
. By using the delta approximation of the posterior , information about the distribution is, however, lost. This is especially critical for those feature shifts for which only part of the feature contributes to the current observation (in the example above, these are columns one, two, five to eight, eleven, and twelve). For example, at the extreme shift positions, where a feature only overlaps with the observation block by one sample (i.e., columns one, six, seven and twelve in the above example), there is no information in the observation block to guide the selection of a specific feature. Any error in modeling the first and last sample in the observation block can, therefore, be reduced to exactly zero by selecting any feature at such an extreme shift with an appropriate coefficient value. This uncertainty would be reflected in the full posterior by an increased variance for the coefficients associated with these features. This information is not available in the delta approximation in (4) and, as suggested in [7] , only those coefficients are used in the feature update for which the entire feature contributes to the observation. We, therefore, use if otherwise.
Note that is still calculated using all . In the example above, we would, therefore, only use the coefficients associated with the third, fourth, ninth, and tenths columns. This does not bias the estimate of the features if the data blocks are selected at random locations during learning.
D. Finding the MAP Estimate
In order to calculate the estimate of the gradient given in (4), the maximum of the posterior has to be found. Different optimization methods have been proposed for a range of prior distributions. If the prior is assumed to be Laplacian, this optimization can be achieved using convex optimization routines such as linear programming as suggested in [3] and [4] . For more general sparse prior distributions, the posterior is not guaranteed to be unimodal. For these distributions, a gradient descent procedure can be applied. Another approach, which is the method used in the experiments reported below, is to use the expectation maximization (EM) algorithm proposed by Figueiredo et al. in [17] , which for certain prior formulations is equivalent to the FOCUSS algorithm proposed by Rao in [18] and Kreutz-Delgado et al. in [19] .
III. APPROXIMATE INFERENCE USING
A SUBSET SELECTION STEP Many engineering problems of interest suffer from high dimensionality. In the problems studied here, the length of the expected features can often be of the order of a few thousand and the number of features often in the hundreds. In the shift-invariant model this leads to a matrix of substantial size, which means that the calculation of the maximum of the posterior becomes prohibitively costly. This forbids a direct implementation of the above algorithms. Therefore, we propose the use of a subset selection step that offers a fast way to select a small subset of features depending on their correlation with the observation. After this selection, the optimization routines mentioned in the previous section can be used by ignoring features not contained in the subset. With this approach, results can be obtained even for problems of very high dimension.
Most of the coefficients are zero with high probability and, therefore, most columns of do not contribute to any one observation. In order to speed up the optimization required to find the maximum of , we propose to exclude a large set of the columns of from the optimization. Information about which features to keep and which to exclude has to be taken from a particular observation . It is further required that this selection process can be performed efficiently. This can be done by calculating the correlation between the observation and all columns of . Due to the structure in the matrix , this correlation can be evaluated efficiently using fast convolution. Based on this correlation, it is possible to only select those features, for which this correlation is high. However, an additional constraint has to be imposed. As smooth features shifted only slightly are similar to themselves, the same feature would be selected several times at adjacent locations. This can be avoided by constraining the selected subset to only include shifted versions of the same features if these are shifted by more than a certain distance, i.e., by selecting and only if for some . The iterative selection procedure then selects the function and shift with the highest correlation as where the product space of indices is defined iteratively by removing subsets from the set of all features and shifts as IV. MUSIC ANALYSIS Previous work on shift-invariant sparse coding has focused on the problem-domain of image [10] and video [7] - [9] analysis. In the following section, we demonstrate two possible applications of the method for polyphonic music analysis: piano note extraction and single-channel blind source separation.
A. Emergence of Musical Structures
In this section, we study the ability of the shift-invariant sparse coding method to discover note-and score-like structures in music signals. To this end, we use a polyphonic piano recording as this signal has a clear structure, and we assume that such a signal at least approximately follows the generative model used here. For such a signal, we would hope that the features would converge to note-like structures. We use a recording of Beethoven's Sonata for Piano no. 12, in A flat, Scherzo (Allegro molto). The original stereo recording was summed to mono and resampled at 8000 Hz. The number of possible features was set to 50, a feature length of 1024 samples was chosen, and the maximally allowed amount of overlap of one feature with a shifted version of itself was set to 50%.
The middle panel of Fig. 1 shows the magnitude-spectrum of the 50 learned features after 100 000 iterations. (It is worth noting that we here only show the magnitude-spectrum; the algorithm, however, extracted the features in the time-domain and, therefore, also learned phase information.) The features have been ordered by their approximated fundamental frequencies. Features 38-50 could not be assigned to a certain frequency as they had no clear peaks in their spectrum. Four of the features with clear spectral peaks did contain more than one harmonic series of peaks, i.e., they represented chord-like structures.
A small number of features had similar fundamental frequencies, however, features with similar fundamental frequencies differed in their harmonic structure. Those features with a well defined fundamental frequency were found to correspond to notes of the western equally tempered 12 tone scale in a range from C#2 to A5.
As most of the features can be assigned to individual notes, the coefficients contain information about the occurrence of the notes in the piano recording. This can be seen in the left panel of Fig. 1 , where we show an extract of the rectified coefficients associated with each of the features. In grey, we show the position and length of notes with the same pitch as they occur in the original score of the sonata. It can be seen that many of the occurrences of the features correspond to notes in the score. In the left panel of Fig. 1 , we only show the notes of the original score for which a feature has been found. Some of the notes in the performance, however, did not have associated features and are, therefore, omitted. It is also clear that some of the notes in the score have no associated nonzero coefficients, and that some nonzero coefficients do not correspond to notes in the score. Some of these errors seem to be due to a feature modeling a different note to the one assigned to it here. This can be seen in the left panel of Fig. 1 , where nonzero coefficients in the activation of feature 23 correspond to notes that in the assignment here should have been modeled by feature 20.
It was noted that some features emerged with equal fundamental frequency but with different harmonic structure. An example for this are features 29 and 30 in Fig. 1 . In the left panel, it can be seen that these different features model different parts of a note, and it was found that the note onset was often modeled by a feature with higher high-frequency content, while the latter part of the note was often modeled with a feature with less high-frequency content.
In the right panel of Fig. 1 , the number of occurrences of each feature in the decomposition is given. It is evident that a high number of features do not occur at all (seven features), and that other features only occur a few times (12 features occur less then ten times each) in the entire training signal. The features that did not occur in this particular decomposition are those features shown on the top in Fig. 1 . It can, therefore, be assumed that these features have not been updated during learning and, therefore, cannot represent salient features of the signal. 
B. Single-Channel Blind Source Separation
The separation of several source signals from a single observation requires the weighted assignment of time-frequency points to each source. If different sources overlap in frequency, linear transforms such as the Fourier transform cannot be used directly for this assignment. Sparse coding methods, however, offer such an assignment and can be used to learn source models with overlapping frequency support.
Previous approaches to single-channel blind source separation reported in the literature either rely on prior knowledge of a source model for each source to be recovered (see, for example, [20] and [21] ) or treat the extracted features as individual sources (see, for example, [14] and [15] ). The models in [14] , [15] , and [20] are further based on phase-blind spectral models that recover the sources by Wiener filtering methods.
In this section, we investigate the performance of the shift-invariant sparse coding algorithm for single-channel blind source separation in the case where it cannot be assumed in general that individual notes have similar waveforms each time they occur. We nevertheless show that for more general musical signals, features can be extracted that can be assigned to individual sources in the mixture. This classification then leads to a reconstruction of a signal using only those features corresponding to a single source.
For this experiment we recorded two separate signals; a vocal and a guitar track, which were mixed linearly and resampled to 8 kHz. It is important to stress that these signals were musically related, i.e., both guitar and singing where performing the same musical piece in harmony and with the same tempo so that both sources had much structure in common. We used this singlechannel mixture as a training sequence for the algorithm. We learned 500 features of length 256 samples in a similar fashion to the experiments reported above. Of the 500 features, 126 had converged after 500 000 iterations, while the remaining features had not been updated substantially. In this experiment, all of the converged features had a clear harmonic structure. This can be seen in Fig. 2 , where we show an extract of the coefficients (left) associated with the learned features shown in the timedomain (middle) and the spectral domain (right). Here, we only show those features which could be clearly associated with a certain source using prior information (see below).
1) Oracle Clustering:
In order to analyze the possible performance of the shift-invariant sparse coding method for blind source separation, we first perform separation of the sources by assigning the learned features to each source based on knowledge of the actual sources themselves, i.e., we use a nonblind (oracle) method.
The oracle assignment of features to sources was done depending on the energy each feature contributed to the representation of the individual sources, which was determined as with denoting the coefficients associated with feature when analyzing the original vocal (guitar) signal. Different clusters could then be built by assigning features to a source whenever for some . The results below are given for different values of . Note that corresponds to the case in which all features are assigned to both sources, corresponds to the case where each feature is assigned to a single source, and corresponds to the case where some features are not assigned to any of the sources. For , we could assign 80 of the 129 features to a single source. These are the 80 features shown with their coefficients in Fig. 2 .
After this clustering, we used the coefficients from the decomposition of the mixture to reconstruct the sources using only those features assigned to each individual source. The performance of this separation was then measured using the method proposed in [22] . This gives us a measure of the signal to interference ratio (SIR), i.e., the ratio of the true source to the interference of the other sources in the estimated source as well as the signal to artefact ration (SAR), i.e., a measure of the artefacts introduced by the method. We can also calculate the overall signal to distortion ratio (SDR). For further details, the reader may refer to [22] .
The top panel of Fig. 3 shows the SDR (solid), the SIR (dashed), and the SAR (dotted) results for the vocal reconstruction, while the lower panel gives the results for the guitar reconstruction. The SIR increases when fewer features are assigned to a source, while the overall SDR peaks at around 40% (vocal) and 50% (guitar) but is generally quite insensitive to the threshold. It is also clear that as fewer features are used in the reconstruction, the SAR decreases as more artefacts are introduced. The SIR (at ) for the vocal reconstruction was 21 dB while the SIR for the guitar reconstruction at this value was also 21 dB. This means that the guitar track was suppressed by 21 dB in the vocal reconstruction. However, this reduction in interference between the sources leads to the introduction of artefacts. For the SIR levels reported above, the signal to artefact ratios were 1.4 and 6.1 dB, respectively. It can also be seen that even the reconstruction of the signal with all features is not artefact-free, and the highest SAR is 7 dB for this example.
2) Unsupervised Clustering: In real situations, the information used for clustering in the previous subsection is not available, and other methods for assigning features to sources are required. In previous methods (e.g., [20] ), the features and models of the sources were learned from training sequences. However, different recordings of even the exact same instrument might change the recorded waveforms if the microphone position is changed or the recording done in another acoustic environment so that such a prior assignment is not feasible. Instead, it is required to cluster the features based only on the information available from the single mixture that was used in the feature learning procedure.
To facilitate clustering, we exploit higher level dependencies not modeled in the shift-invariant sparse coding model. In particular, we exploit the residual dependencies found in the coefficients as well as dependencies between the features .
The coefficients have been modeled as independent and identically distributed variables. However, for real sources, observations are not independent from previous observations, and the coefficients are not independent over time.
In order to exploit temporal information in the coefficients that has been ignored by the shift-invariant sparse coding algorithm, we estimate the probability of occurrence of a feature during a short time interval by This histogram estimation does not only count the occurrence of the features but also takes their strength into account. This can be justified by assuming that a larger coefficient is a sum of smaller "quantum" coefficients. This feature is based on the activation patterns of the coefficients which are assumed to be similar for features associated with a single source. Other features, such as a histogram estimate of the distribution of the coefficients associated with each feature or features based on the autocorrelation of or the cross-correlation between the coefficients associated with each feature , were found not to work well for unsupervised clustering.
Individual instruments often have fixed physical characteristics that shape the spectrum of the produced sounds in a characteristic manner. The features associated with the same source can, therefore, be assumed to have a similar spectral envelope. This similarity can be measured based on a spectral feature calculated by smoothing the power-spectrum of the features . This is done here by calculating the energy in the spectrum in several frequency bands.
In [5] , the statistics of natural sounds have been shown to lead to efficient codes that have a wider frequency support at high frequencies. It was further argued in [5] that for speech, music, and some natural sounds the average power spectrum is approximately so that in order for each frequency band to have equal average power, the width of the frequency bands has to increase linearly with frequency. This is reflected in the frequency-discrimination found in the human auditory system, which is known to roughly follow a logarithmic scale. Therefore, we use a logarithmic frequency-domain partitioning of each feature and calculate the feature as where is the Fourier transform of feature . A linear partitioning is possible, however, for the experiments reported here, the results obtained were slightly worse to those obtained with the logarithmic partitioning.
Clustering of the features can be performed using standard clustering algorithms. Here, we use the standard K-means algorithm with the symmetric Kullback-Leiber metric where and are the two features to be compared. In addition to the features and , we can also use a combination of these two features for clustering. The results obtained with these different features is shown in Table I . It is evident that for the example studied here, the feature outperforms the feature ; a combination of both features, however, offers the best overall performance.
To show the tradeoff between the SIR and the SAR, it is again possible to assign a feature to more than one source or to assign some features to no source at all. This can be done by introducing a margin (positive, to assign some features to no sources and negative, to assign some features to more than one source). The SIR, SAR, and SDR values are given in Fig. 4 for different margins. Here, we show the results for clustering based on the combined features. The values obtained with a margin of zero are those shown in the right column of Table I . Again, the SDR is quite insensitive to the used margin; however, the change in SIR and the inverse change in SAR are less pronounced.
V. DISCUSSION AND CONCLUSION
Shift-invariant sparse coding methods are able to extract salient features from time-series data. The abstract representations found with these methods resemble a series of spike trains, which suggests similarities of the shift-invariant sparse coding model to coding of perceptual signals in mammalian neural circuits. Such a model was proposed by Rieke et al. in [6] to reconstruct perceptual stimuli from recordings of neural spike trains. Lewicki and Sejnowski [13] also proposed the generative model used in shift-invariant sparse coding in order to find sparse codes of time-series for a given set of features . The shift-invariant sparse coding model can be seen as an extension of these ideas and learns both and . The shift-invariant sparse coding model can extract note-and score-like features from a polyphonic piano recording and is able to separate the sources from a mixture of human singing voice and guitar. The human singing voice does not fit the shiftinvariant sparse coding model as well as the piano signal. It could nevertheless be shown that a decomposition of such a signal could be used to separate the singing voice from the accompanying guitar. These results suggest that a shift-invariant decomposition can capture and model certain aspects of individual sources when trained on a single mixture; however, not all features originate from a single source.
The proposed unsupervised clustering method required for blind source separation is based on the assumptions that the short time average activation of a features is similar for features associated to a single source, and that the spectral shapes of features from the same source have a similar spectral envelope. For music and vocal signals, the reported experiments seem to justify these assumptions; however, a more detailed analysis remains to be undertaken.
The linear mixture model is not necessarily the most accurate model to describe events in musical mixtures. The restriction to note prototypes of fixed length is a severe constraint. However, this model is simple enough to allow a Bayesian treatment and shows how the assumptions of independence and sparsity can extract information about the causes underlying an observation. A more complex model similar to the one in [20] might be used to model derivations of a note from its prototype; however, such a model would come with a substantial additional computational burden.
