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TORSION IN THE MAGNITUDE HOMOLOGY OF GRAPHS
RADMILA SAZDANOVIC AND VICTOR SUMMERS
Abstract. Magnitude homology is a bigraded homology theory for finite graphs defined by Hep-
worth and Willerton, categorifying the power series invariant known as magnitude which was intro-
duced by Leinster. We analyze the structure and implications of torsion in magnitude homology.
We show that any finitely generated abelian group may appear as a subgroup of the magnitude
homology of a graph, and, in particular, that torsion of a given prime order can appear in the
magnitude homology of a graph and that there are infinitely many such graphs. Finally, we provide
complete computations of magnitude homology of outerplanar graphs and focus on the ranks of the
groups along the main diagonal of magnitude homology.
1. Introduction
Magnitude is an invariant of enriched categories introduced by Tom Leinster [Lei13]. A finite
graph may be viewed as a generalized metric space, which, in turn, may be viewed as an enriched
category. The resulting magnitude invariant of finite graphs takes the form of a single-variable power
series [Lei19]. Magnitude homology is a bigraded homology theory for finite graphs, introduced by
Hepworth and Willerton [HW17], that categorifies magnitude in the sense that its graded Euler
characteristic is the magnitude invariant. Hepworth and Willerton initially conjectured that torsion
is not to be found in magnitude homology groups, but this was subsequently shown to be false by
Kaneta and Yoshinaga [KY18]. The structure of the magnitude homology and the existence and
types of torsion are the primary focus of this paper.
We show that any finitely generated abelian group may appear as a subgroup of the magnitude
homology of a graph, and, in particular, that torsion of a given prime order can appear in the
magnitude homology of a graph and that there are infinitely many such graphs. Finally, we provide
complete computations of magnitude homology of outerplanar graphs and focus on the ranks of
the groups along the main diagonal of magnitude homology building on and contributing to results
in [HW17, Hep18, KY18, Gu18] and others.
This paper is organized as follows. In Section 2 we recall the constructions of magnitude and
magnitude homology along with their basic properties. In Section 3 we review the current state
of knowledge of torsion in magnitude homology, show that torsion of arbitrary prime order can be
found in magnitude homology (Theorem 3.7), and construct infinite families of graphs with a given
prime order in magnitude homology (Theorems 3.13 and 3.12). Finally, in Section 4 we extend Gu’s
computations [Gu18] of the magnitude homology groups of cycle graphs to a family of outerplanar
graphs (Theorem 4.9), compute the main diagonal of graphs with no induced cycles of length 3 or 4
(Theorem 4.3). In Section 5 we put forth several conjectures on the structure of the main diagonal
for other families of graphs based on calculations performed in Python code by R. Hepworth and
S. Willerton.
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2. Background on magnitude and magnitude homology
A graph is a pair G = (V,E) where V is a set of vertices and E is a set of unordered pairs
of vertices, which we think of as a set of undirected edges between vertices. For the purposes of
defining magnitude and magnitude homology, we assume all graphs to have no loops and no double
edges [Lei19]. Such a graph G may be viewed as an extended metric space (a metric space with
infinity allowed as a distance) whose points are the vertices of G by declaring each edge to be of
length one and defining an extended metric d : V × V → [0,∞] by setting d(x, y) to be equal to
the length of a shortest path in G from x to y:
min
{
d(x, x1) +
k−2∑
i=1
d(xi, xi+1) + d(xk−1, y) : {x, x1}, {xk−1, y}, {xi, xi+1} ∈ E for 1 ≤ i ≤ k − 2
}
By convention we let d(x, y) = ∞ if there is no path from x to y. For example, in the cycle
graph C6 shown in Figure 1 d(a1, a5) = 2 and d(a0, a3) = 3, while the distance between any two
distinct vertices of complete graph K4 is 1.
a5
a4
a0
a1
a2
a3
(a)
b0 b1
b2b3
(b)
Figure 1. (a) The cycle graph C6 on six vertices. (b) The complete graph K4 on
four vertices.
Definition 2.1 ([Lei19]). Let G be a graph with (ordered) vertex set V = {v1, v2, . . . , vn}. The
similarity matrix of G is the n×n square matrix with entries in the polynomial ring Z[q] given by
ZG(q) =

qd(v1,v1) qd(v1,v2) . . . qd(v1,vn)
qd(v2,v1)
. . . qd(v2,vn)
...
...
qd(vn,v1) qd(vn,v2) . . . qd(vn,vn)

where it is understood that q∞ = 0.
Since ZG(0) is the identity matrix, the polynomial det(ZG(q)) has constant term 1. Conse-
quently, det(ZG(q)) is invertible in the ring ZJqK of power series in the variable q. This allows for
the following definition due to Leinster.
Definition 2.2 ([Lei19]). Let G be a graph and ZG(q) its similarity matrix. The magnitude of a
graph G, denoted by #G = #G(q), is the sum of all entries of the inverse matrix ZG(q)
−1.
The magnitude invariant has many cardinality-like properties [Lei08]. For example, the magni-
tude of a graph G with no edges is precisely its cardinality as a set: #G = |V (G)|. Magnitude
is also multiplicative with respect to Cartesian products and, under fairly mild conditions, also
satisfies an inclusion-exclusion formula [Lei19]. Another angle from which cardinality-like proper-
ties can be seen is the magnitude function. The magnitude function fG(t) is the partially defined
function of the extended real numbers obtained by setting q = e−t. Although this function may
2
have singularities, it is known to be increasing for large enough t and satisfies lim
t→∞
fG(t) = |V (G)|.
These observations and their full details can be found in [LW13, Lei19].
Due to the alternating nature of the formula for Euler characteristic, an alternating sum formula
for an invariant is often seen as a potential starting point for a categorification, i.e. can we build
a chain complex whose graded Euler characteristic is the invariant in question? In the case of
magnitude, it was the alternating sum formula of Proposition 2.3 that was the starting point of
Hepworth and Willerton’s construction of magnitude homology, a categorification of the magnitude
power series.
Proposition 2.3 ([Lei19], Proposition 3.9). For any graph G,
#G(q) =
∞∑
k=0
(−1)k
∑
x0 6=x1 6=···6=xk
qd(x0,x1)+d(x1,x2)+···+d(xk−1,xk)
where the xi denote vertices of G. That is, if #G(q) =
∑∞
n=0 cℓq
ℓ, then the cℓ are given by
cℓ =
ℓ∑
k=0
(−1)k|{(x0, x1, . . . , xk) : x0 6= x1 6= · · · 6= xk, d(x0, x1) + d(x1, x2) + · · · + d(xk−1, xk) = ℓ}|
Next, recall Hepworth and Willerton’s construction [HW17] of the magnitude homology groups
of a graph, along with some of its most notable properties.
Definition 2.4. A k-path in G is a (k + 1)-tuple (x0, x1, . . . , xk) of vertices in G with xi 6= xi+1
and d(xi, xi+1) <∞ for each 0 ≤ i ≤ k − 1. The length of a k-path (x0, x1, . . . , xk) in G is
ℓ(x0, x1, . . . , xk) = d(x0, x1) + d(x1, x2) + · · · d(xk−1, xk).
Definition 2.5 (Magnitude chain complex, [HW17]). Let G be a graph. LetMC(G) =
⊕
k,ℓ≥0MCk,ℓ(G)
be the bigraded Z-module with components
MCk,ℓ(G) := Z{x = (x0, x1, . . . , xk) : x0 6= x1 6= . . . 6= xk, ℓ(x) = ℓ)}
That is, MC(G) is generated in bigrading (k, ℓ) by all k-paths in G of length ℓ. For 1 ≤ i ≤ k − 1,
define maps ∂i : MCk,ℓ(G)→ MCk−1,ℓ(G) by
∂i(x0, x1, . . . , xk) = δ
ℓ,ℓ(x0,...,xi−1,xi+1,...,xk)(x0, . . . , xi−1, xi+1, . . . , xk)
That is, ∂i removes vertex xi if the length of the path is preserved, and is the zero map otherwise.
Defining maps ∂ : MCk,ℓ → MCk−1,ℓ by ∂ =
∑k−1
i=1 (−1)
i∂i we find that (MC∗,ℓ, ∂) forms a chain
complex for each ℓ ≥ 0. The magnitude homology of G is the bigraded Z-module MH(G) given in
bigrading (k, ℓ) by
MHk,ℓ(G) := Hk(MC∗,ℓ(G)).
Let us recall some basic properties of magnitude homology. First, magnitude homology categori-
fies the magnitude invariant in the sense that the magnitude of a graph G may be recovered as the
graded Euler characteristic of its magnitude homology:
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χq(MC(G)) =
∑
ℓ≥0
∑
k≥0
(−1)k rk (MHk,ℓ(G))
 · qℓ
=
∑
ℓ≥0
∑
k≥0
(−1)k rk (MCk,ℓ(G))
 · qℓ(1)
= #G(q).(2)
Line (1) holds because the differential preserves the second grading. i.e. is degree 0, while line
(2) follows by Proposition 2.3. Second, magnitude homology is strictly stronger than magnitude;
in [Gu18], Gu shows that the Rook(4,4) and Shrikhande graphs have the same magnitude but non-
isomorphic magnitude homology groups. Third, the multiplicativity of magnitude with respect to
Cartesian products of graphs lifts to a Ku¨nneth sequence in magnitude homology [HW17].
Definition 2.6 ([HW17]). The Cartesian product G1G2 of graphs G1 and G1 has vertex set
V (G1) × V (G2) and an edge between vertices (x1, x2) to (y1, y2) if either x1 = y1 and there is an
edge in G2 between x2 and y2 in G2, or x2 = y2 and there is an edge between x1 and y1 in G1.
Theorem 2.7 ([HW17]). Let G1 and G2 be graphs. Then, magnitude satisfies the formula
(3) #(G1G2) = #G1 ·#G2
Theorem 2.8 (Ku¨nneth sequence, [HW17]). Let G1 and G2 be graphs. Then, magnitude homology
satisfies a short exact sequence of the form
(4) 0→ MH∗,∗(G1)⊗MH∗,∗(G2)→ MH∗,∗(G1G2)→ Tor
Z
1 (MH∗−1,∗(G1),MH∗,∗(G2))→ 0.
The Ku¨nneth sequence (4) lifts equation (3) in the sense that taking the graded Euler charac-
teristic of the former yields the latter.
The fourth property noted here is a Mayer-Vietoris-type sequence for magnitude homology. This
sequence relates the magnitude homology of a union of two subgraphs to the magnitude of the
subgraphs and their intersection. As we will see, this sequence lifts the inclusion-exclusion formula
for magnitude and holds for so-called projecting decompositions. The following definitions can be
found in [Lei19] and [HW17].
Definition 2.9 (Convex subgraph, [Lei19]). Let H be a subgraph of a graph G, let d be the shortest
path metric on G, and let dH be the shortest path metric H. H is said to be convex in G if
dH(x, y) = d(x, y) for vertices x, y ∈ H.
Definition 2.10 (Projecting subgraph, [Lei19]). Let H be a convex subgraph of a graph G, and
write
VH(G) =
⋃
h∈H
{x ∈ G | d(x, h) <∞}.
In other words, VH(G) consists of those vertices of G in the same connected component of H. G is
said to project onto H if for each x ∈ VH(G) there is a vertex π(x) ∈ H such that for each h ∈ H,
d(x, h) = d(x, π(x)) + d(π(x), h).
If a graph G projects onto a convex subgraph H, then we get a projection map π : VH(G) →
V (H), x 7→ π(x), sending each x to its unique closest neighbor in H. This map is analogous to the
projection map onto a closed, convex subset of Euclidean space.
Example 2.11. For a positive integer r ≥ 2, the cycle graph Cr has vertex set V = Zr and edge
set E = {{i, i + 1} : i ∈ Zr}. Each even cycle graph C2n projects onto a single edge, but no odd
cycle graph C2n+1 projects onto a single edge.
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Definition 2.12 (Projecting decomposition, [HW17]). Let H1 and H2 be subgraphs of a graph G.
The triple (G;H1,H2) is said to be a projecting decomposition of G if the following hold:
1. G = H1 ∪H2 2. H1 ∩H2 is convex in G 3. H1 projects onto H1 ∩H2.
Theorem 2.13 (Inclusion-exclusion formula, [Lei19]). Let (G;H1,H2) be a projecting decomposi-
tion of a graph G. Then, magnitude satisfies #G = #H1 +#H2 −#(H1 ∪H2).
This inclusion-exclusion formula lifts to a Mayer-Vietoris-type sequence in magnitude homology.
Theorem 2.14 (Mayer-Vietoris for magnitude homology, [HW17]). Let (G;H1,H2) be a projecting
decomposition of a graph G. Then, magnitude homology satisfies a short exact sequence of the form
(5) 0→ MH∗,∗(H1 ∩H2)→ MH∗,∗(H1)⊕MH∗,∗(H2)→ MH∗,∗(G)→ 0
where the middle two maps are induced by inclusions. Moreover, the sequence splits.
The Mayer-Vietoris sequence lifts the inclusion-exclusion formula in the sense that taking the
graded Euler characteristic of the former yields the latter. The Mayer-Vietoris sequence (5) is the
essential computational tool of Section 4 when it comes to determining homology groups of a family
of outerplanar graphs.
3. Torsion in Magnitude Homology
In this section, we review the current state of knowledge regarding torsion in magnitude ho-
mology, show that torsion of a prescribed prime order can be found in magnitude homology, and
construct infinite families of graphs with a given order of torsion in magnitude homology.
3.1. Torsion of prime order in magnitude homology. In 2017, Kaneta and Yoshinaga demon-
strated the existence of a graph with torsion of order two in magnitude homology [KY18]. More
specifically, they describe a method for constructing a graph from a simplicial complex, such that
the homology of the simplicial complex embeds into the magnitude homology of the resulting graph.
Next, we describe this construction and extend their result on torsion of order two by constructing
graphs whose magnitude homology contains torsion of a given order, and more generally a subgroup
isomorphic to a given finitely generated abelian group.
Definition 3.1 (Face poset, [Wac07]). Let K be a simplicial complex. The face poset of K is the
partially ordered set whose elements are the faces of K, ordered by inclusion. Denote this poset by
P (K).
Definition 3.2 ([KY18]). Let K be a simplicial complex of dimension m such that each face of K
is the face of an m-simplex. Kaneta and Yoshinaga construct a graph G(K) as follows. Let P̂ (K)
be the poset obtained from P (K) by adjoining a minimum element 0ˆ (if it does not already have
one) and a maximum element 1ˆ (if it does not already have one). Then, G(K) is the underlying
graph of the Hasse diagram of P̂ (K).
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0 1
2
K
0ˆ
[0] [1] [2]
[0, 1] [0, 2] [1, 2]
1ˆ
G(K)
Figure 2. A minimal triangulation K of a disc and the underlying graph G(K) of
the poset P̂ (K).
Recall that a triangulation of a topological space X is a pair (K,h) where K is a simplicial
complex and h : |K| → X is a homeomorphism of the geometric realization |K| of K with X.
By a small abuse of notation, let us write K = (K,h). The following lemma is our main tool for
producing graphs with torsion in magnitude homology.
Theorem 3.3 ([KY18], Corollary 5.12 (a)). Let K be a triangulation of a manifold M and let
ℓ = d(0ˆ, 1ˆ) be the distance between to the minimum and maximum elements of P̂ (K). For each
k ≥ 1 there is an embedding of the reduced singular homology groups of M into the magnitude
homology of the associated graph G(K),
(6) H˜k−2(M) →֒ MHk,ℓ(G(K)).
Example 3.4 ([KY18]). Let K be a minimal triangulation of RP2 as shown in Figure 3 (a). By
Theorem 3.3 there is an embedding Z2 ∼= H1(RP
2) →֒ MH3,4(G(K)).
(a) (b)
Figure 3. (a) A plane drawing of a minimal triangulation K of RP2, with outer
edges appropriately identified. (b) The graph G(K) obtained from this triangulation
using the approach of Kaneta and Yoshinaga.
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We now extend this result of Kaneta and Yoshinaga in two directions. First, we show there exist
graphs with torsion of order two in magnitude homology in bigradings other than (3, 4). Then, we
use lens spaces to show that there are graphs with torsion of a given order in magnitude homology.
Theorem 3.5. For any odd integer k ≥ 3, there is a graph G such that MHk,k+1(G) contains a
subgroup isomorphic to Z2.
Proof. H˜k−2(RP
k−1) ∼= Z2 and for a triangulation K of RP
k−1, Theorem 3.3 gives an embedding
H˜k−2(RP
k−1) →֒ MHk,k+1(G(K)). 
For coprime integers p and q, the lens space L(p, q) is a three-dimensional triangulable manifold.
Since the fundamental group (hence first homology group) of L(p, q) is isomorphic to Zp, it follows
by Kaneta and Yoshinaga’s embedding Theorem 3.3 that torsion of a given order can show up in
the magnitude homology of a graph. However, this approach would only guarantee the existence
of graphs with torsion in polynomial degree 5. Using generalized lens spaces, we can prove a more
general result.
Definition 3.6 (Generalized lens space, [Li07]). Let S2n+1 = {(z0, z1, . . . , zn) ∈ C
n+1 :
∑n
i=0 |zi|
2 =
1} be the unit sphere in Cn+1. Let p, q1, q2, . . . , qn be integers with gcd(p, qi) = 1 for each 1 ≤ i ≤ n.
Consider the action of Zp on S
2n+1 defined for each g ∈ Zp by
g · (z0, z1, . . . , zn) =
(
z0e
2piig
p , z1e
2piigq1
p , z2e
2piigq2
p , . . . , zne
2piigqn
p
)
.
The generalized lens space L(p, q1, q2, . . . , qn) is the quotient space S
2n+1/Zp.
The generalized lens space L(p, q1, q2, . . . , qn) is a triangulable (2n + 1)-dimensional manifold
with fundamental group isomorphic to Zp [Li07, RT18].
Theorem 3.7. For each prime p and positive integer r, there is a graph with Zpr torsion in its
magnitude homology. More specifically, for integers n, r ≥ 1 and each prime p, there is a graph G
such that MH3,2n+3(G) contains Zpr torsion.
Proof. LetG(K) the graph obtained from a triangulationK of the generalized lens space L(pr, q1, q2, . . . , qn).
By Theorem 3.3, there is an embedding
Zpr ∼= π1(L(p
r, q1, q2, . . . , qn)) ∼= H˜1(L(p
r, q1, q2, . . . , qn)) →֒ MH3,2n+3(G(K)).

Definition 3.8. Let r ≥ 1 be a positive integer and G be a graph. The rth diagonal of the magnitude
homology of G is the sequence of groups (MHℓ−r+1,ℓ(G))ℓ≥r−1. We refer to the 1
st diagonal as the
main diagonal.
Note that the proof of Theorem 3.5 shows there can be torsion of order two in any bigrading
along the second diagonal of magnitude homology, while Theorem 3.7 shows that, for any odd
integer r ≥ 3, torsion of arbitrary prime order can be found in homological degree 3 of the rth
diagonal.
So far we have constructed a single graph with torsion of a desired order. In the remainder of
this section we provide affirmative answers the following questions:
A) Is there a graph with torsion in magnitude homology which is not obtained from a trian-
gulation via the method of Kaneta and Yoshinaga?
B) Can we produce entire families of graphs with torsion of a given prime order?
Proposition 3.9. There is a graph G, not obtained from a triangulation via the Kaneta-Yoshinaga
construction, with torsion of order two in magnitude homology.
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Proof. The program rational graph homology arxiv.py was uploaded along with Hepworth and
Willerton’s paper [HW17], and can be used to calculate magnitude homology groups over Q and
over finite fields Zp. Calculations using this program show that removing a single edge from the
graph of Figure 3b produces a graph whose magnitude homology has the same rank over Q and over
Z2 coefficients. Consequently, removing a single edge destroys the property leading to Z2 torsion in
the magnitude homology of this graph. On the other hand, adding a single edge to the same graph
sometimes vanishes the Z2 torsion and sometimes does not. For instance, the graph in Figure 4
contains Z2 torsion. 
v w
x
y
z
x
wv
z
y
Figure 4. A graph obtained from that in Figure 3b by adding the single edge
{x, y}. This graph cannot be obtained via the Kaneta-Yoshinaga construction due
to the presence of the forbidden 5-vertex subgraph with vertices v,w, x, y and z
(red).
3.2. Infinite families of graphs with Zpm torsion in magnitude homology. In this section
we show that there are infinitely many graphs containing torsion of a prescribed order.
Definition 3.10 ([Pac91]). Let K be a triangulation of an m-manifold M . Let A ⊂ K be a
subcomplex of dimension m, and let ϕ : A → A′ ⊂ ∂∆m+1 be a simplicial isomorphism. The
Pachner move associated to the triple (K,A,ϕ) is the adjunction space
PϕK := (K −A) ⊔ϕ (∂∆
m+1 −A′)
In dimension 1, Pachner moves consist of either subdividing an edge into two edges, or the
reverse. Pachner moves in dimension 2 are illustrated in Figure 5.
P1
P−11
P2
P−12
Figure 5. Pachner moves on simplicial complexes of dimension 2.
Pachner moves send simplicial complexes to simplicial complexes, and preserve the underlying
manifold in the sense that applying a Pachner move leaves the homeomorphism class of the geo-
metric realization unchanged [Pac91]. Applying a Pachner move to a simplicial complex gives rise
to a corresponding change on the level of graphs: G(K) 7→ G(PϕK). As a consequence of Theorem
3.3 we have the following.
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Corollary 3.11. Let K and K ′ be triangulations of a manifold M related by a finite sequence
of Pachner moves. For each k ≥ 1, both MHk,∗(G(K)) and MHk,∗(G(K
′)) contain a subgroup
isomorphic to H˜k−2(M).
Theorem 3.12. Let k ≥ 3 be an integer. There exist infinitely many distinct classes of graphs
whose magnitude homology contains Z2 torsion in bigrading (k, k + 1).
Proof. Let K be a triangulation of RPk−1 and define a sequence of graphs (Gr)r∈N as follows. Let
K1 = K and for r ≥ 1, define Kr+1 = PϕrKr where ϕr : Ar → ∂∆
k is a simplicial isomorphism
and Ar is a (k − 1)-simplex of Kr. Now set Gr = G(Kr). These graphs are mutually distinct
because, for example, the ϕr have been chosen so that the number of simplices in Kr+1 is strictly
greater than in Kr, and correspondingly we have |V (G(Kr+1)| > |V (G(Kr))|. For each r ≥ 1,
MHk,k+1(Gr) contains a subgroup isomorphic to Z2 by Theorem 3.3 and Corollary 3.11. 
Theorem 3.13. Let p be a prime and n,m ≥ 1 integers. There exist infinitely many distinct
isomorphism classes of graphs whose magnitude homology contains Zpm torsion in bigrading (3, 2n+
3).
Proof. Let p be a prime and q1, q2, . . . , qn be integers coprime to p
m. Let K be a triangulation
of the lens space L(pm, q1, q2, . . . , qn). Set K1 = K and for r ≥ 1 define Kr+1 = PϕrKr where
ϕr : Ar → ∂∆
2n+2 is a simplicial isomorphism and Ar is a (2n + 1)-simplex of Kr. By a similar
argument as in the proof of Theorem 3.12, the graphs Gr = G(Kr) are mutually distinct, and
Theorem 3.3 and Corollary 3.11 imply that MH3,2n+3(Gr) contains a subgroup isomorphic to Zpm
for each r ≥ 1. 
Another way to produce families of graphs with a given prime order torsion was suggested to me
by a member of my committee, Dr. Tye Lidman, to whom I am very grateful for the suggestion.
It goes as follows. Let p be a prime and for each n ≥ 1, let Kn be a triangulation of the lens
space L(pn, 1). By Theorem 3.3, MH(G(Kn)) has a subgroup isomorphic to Zpn . Dr. Lidman also
pointed out that we can take any finitely generated abelian group and realize it as a subgroup of
the singular homology of a topological space. Furthermore, we can always choose such a space that
is triangulable. As a consequence of the embedding of Theorem 3.3, we thus have the following.
Theorem 3.14. Let M be any finitely generated finite abelian group. Then, there exists a graph
G whose magnitude homology MH(G) contains a subgroup isomorphic to M .
Proof. By the fundamental theorem of finitely generated abelian groups, M is of the form
M ∼= Zr ⊕ Zpr1
1
⊕ Zpr2
2
⊕ · · · ⊕ Zprmm
for some integers r, ri and m, and primes pi (not necessarily distinct). The lens spaces L(p
ri , 1)
have first homology groups H1(L(p
ri , 1)) ∼= Zpri . For manifolds X and Y of the same dimension,
the homology groups satisfy Hk(X#Y ) ∼= Hk(X) ⊕ Hl(Y ) for each k ≥ 0, where # denotes the
connected sum. This identity extends by induction to m-fold connected sums. Consequently,
H1(L(p
r1 , 1) #L(pr2 , 1) # · · ·# L(prm , 1)) ∼= Zpr1
1
⊕ Zpr2
2
⊕ · · · ⊕ Zprmm .
LetK be a triangulation of the 3-manifold L(pr1 , 1) #L(pr2 , 1) # · · ·# L(prm , 1). Then, by Theorem
3.3, the graph G(K) obtained via the Kaneta-Yoshinaga construction has magnitude homology
with a subgroup isomorphic to Zpr1
1
⊕ Zpr2
2
⊕ · · · ⊕ Zprmm . For any graph G with at least one edge,
rank(MHk,k(G)) ≥ 1 for every k ≥ 0. Consequently, G(K) also has a subgroup isomorphic to Z
r
for every integer r. Consequently, the magnitude homology of G(K) has a subgroup isomorphic to
M . 
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4. Magnitude homology of outerplanar graphs and graphs with no 3- or 4-cycles
In this section we use Gu’s computations of the magnitude homology groups of cycle graphs
[Gu18] to compute the magnitude homology of a family of outerplanar graphs, compute the main
diagonal of all graphs with no cycles of length 3 or 4, and put forth several conjectures regarding
the main diagonal for other families of graphs based on calculations performed using Python.
4.1. Cycle graphs and graphs without 3- or 4-cycles.
Proposition 4.1. The magnitude homology of the cycle graph C3 is torsion-free, supported on the
main diagonal, and satisfies MHk,k(C3) ∼= Z
3·2k .
Proof. Consider a generator (v0, v1, . . . , vk) of MCk,k(C3). Since d(vj−1, vj+1) ≤ 1 while d(vj−1, vj)+
d(vj , vj+1) = 2, it follows that ∂(v0, v1, . . . , vi) = 0 for every generator. Hence, MHk,k(C3) ∼=
MCk,k(C3). There are three choices of initial vertex v0 and two choices for each of the subsequent
vertices v1, v2, . . . , vk, giving a total of 3 · 2
k generators. For the last statement, simply note that
for l 6= k we have l(v0, v1, . . . , vk) = k 6= l, so that MCk,ℓ(C3) = 0 for l 6= k. 
Using the Ku¨nneth sequence, Hepworth and Willerton computed the magnitude homology of the
cycle graph C4 = K2K2 as follows.
Proposition 4.2 ([HW17]). The magnitude homology of the cycle graph C4 is torsion-free, sup-
ported on the main diagonal and satisfies MHk,k(C4) ∼= Z
4+4k.
Theorem 4.3. Let G be a graph with vertex set V and edge set E. If G has no 3- or 4-cycles, then
the first diagonal in the magnitude homology of G is torsion-free and satisfies
MHk,k(G) ∼=
{
Z|V | k = 0,
Z2|E| k > 0.
Proof. Note that MCk+1,k(G) = 0, so MHk,k(G) is the kernel of the map ∂ : MCk,k(G) −→
MCk−1,k(G). For k = 0, this kernel is generated by the vertices of V . For k = 1, there are 2|E|
generating tuples (x0, x1) for MCk,k(G), and each has differential zero. For k ≥ 2, assume without
loss of generality that k is odd, and consider the set
B = {(v,w, v, w, . . . , w), (w, v,w, v, . . . , v) | {v,w} ∈ E}.
Since |B| = 2|E|, it suffices to show that B forms a basis for the kernel of ∂ : MCk,k(G) −→
MCk−1,k(G). Indeed, MCk,k(G) is, by definition, generated by tuples (x0, x1, . . . , xk) with d(xi, xi+1) =
1 for each 0 ≤ i ≤ k−1. For such a tuple to lie in the kernel of ∂, it must satisfy ∂(x0, x1, . . . , xk) = 0.
This happens if and only iff ∂i(x0, x1, . . . , xk) = 0 for each 1 ≤ i ≤ k − 1. If there is an in-
dex i with xi 6= xi+2, then ∂i(x0, x1, . . . , xk) = 0 and xi, xi+1 and xi+2 form a 3-cycle in G.
But G has no 3-cycles, so no such generators of MCk,k(G) are in the kernel of ∂. It remains
to show that no linear combination of generating tuples lies in the kernel of ∂. Let c be a lin-
ear combination of generating tuples for MCk,k(G), and assume without loss of generality that
no tuple in c belongs to the set B. Let (x0, x1, . . . , xk) ∈ c. For some 1 ≤ i ≤ k − 1, we have
d(xi−1, xi+1) = 2. Since ∂(c) = 0, the tuple (x0, . . . , xi−1, xi+1, . . . , xk) ∈ ∂(c) must cancel with
∂i(x0, x1, . . . , xi−1, y, xi+1, . . . , xk) ∈ c − (x0, x1, . . . , xk). Then, xi−1, xi, xi+1 and y form a 4-cycle
in G. But G has no 4-cycles.

4.2. Outerplanar Graphs. This sole dependence of the main diagonal on the number of vertices
and edges extends to certain types of outerplanar graphs.
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Definition 4.4. A graph G is outer planar if it has a plane drawing with no crossings all of whose
vertices lies on an outer face of G. Equivalently, a graph is outer planar if it can be constructed from
a finite collection {H1,H2, . . . ,Ht} of copies of K2 (the complete graph on two vertices i.e. a single
edge) and cycle graphs Cn, by gluing along single vertices or edges as follows. G = H1 ⋆H2 ⋆ · · ·⋆Ht
where for each 1 ≤ s ≤ t, H1⋆H2⋆· · ·⋆Hs−1⋆Hs is formed from H1⋆H2⋆· · ·⋆Hs−1 by identifying an
edge/vertex of Hs with an outer-face edge/vertex of H1 ⋆H2 ⋆ · · · ⋆Hs−1. We refer to the subgraphs
Hs as the components of G.
Theorem 4.5. Let G be an outer planar graph with vertex set V and edge set E whose components
are either K2 or even cycles Cn with n 6= 4. Then, the main diagonal of the magnitude homology
of G is torsion-free with
rank(MHk,k(G)) =
{
|V | k = 0,
2|E| k > 0.
The proof of this theorem will involve an induction argument, the Mayer-Vietoris sequence, and
the following theorem of Hepworth and Willerton.
Theorem 4.6 ([HW17]). Let T be a tree with vertex set V and edge set E. MH∗,∗(T ) is torsion-free
group with
rank(MHk,ℓ(T )) =

|V (T )| k = ℓ = 0,
2|E(T )| k = ℓ ≥ 1,
0 k 6= ℓ.
Proof of Theorem 4.5. If G is a tree, then the result follows from Theorem 4.6. Otherwise, suppose
G = H1 ⋆H2 ⋆ · · · ⋆Ht and let X = H1 ⋆H2 ⋆ · · · ⋆Ht−1 and Y = Ht, where Ht = Cn for some even
integer n ≥ 6. Then, (G;X,Y ) is a projecting decomposition. By the Mayer-Vietoris theorem,
there is an isomorphism MH∗,∗(G)⊕MH∗,∗(X ∩ Y ) ∼= MH∗,∗(X)⊕MH∗,∗(Y ). In particular,
(7) rank(MHi,i(G)) = rank(MHi,i(X)) + rank(MHi,i(Y ))− rank(MHi,i(X ∩ Y )).
Since X ∩ Y is a tree, its magnitude homology is torsion-free with
rank(MHk,k(X ∩ Y )) =
{
|V (X ∩ Y )| k = 0,
2|E(X ∩ Y )| k > 0.
By Theorem 4.3, MHk,k(Y ) is torsion-free with
rank(MHk,k(Y )) =
{
|V (Y )| k = 0,
2|E(Y )| k > 0.
And by induction, the magnitude homology of X is torsion-free with
rank(MHk,k(X)) =
{
|V (X)| k = 0,
2|E(X)| k > 0.
Equation (7) then gives
rank((MHk,k(G)) =
{
|V (X)| + |V (Y )| − |X ∩ Y | k = 0,
2|E(X)| + 2|E(Y )| − 2|E(X ∩ Y )| k > 0,
=
{
|V (G)| k = 0,
2|E(G)| k > 0.

In 2015, Hepworth and Willerton proposed the following recursive formula for the magnitude
homology of the even cycle graphs based on experimental data [HW17], which was subsequently
proved in 2018 by Yuzhou Gu [Gu18] using the tools of algebraic Morse theory.
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rk MH(C8) 0 1 2 3 4 5 6 7 8 9 10
0 8
1 16
2 16
3 16
4 8 16
5 16 16
6 16 16
7 16 16
8 8 16 16
9 16 16 16
10 16 16 16
Table 1. The ranks of the torsion-free magnitude homology groups of the cycle
graph C8 [HW17].
Theorem 4.7 ([Gu18]). Fix an integer m ≥ 3. The magnitude homology of the cycle graph C2m
is described as follows.
(1) All groups MHk,ℓ(C2m) are torsion-free.
(2) Define a function T : Z× Z→ Z as
(a) T (k, ℓ) = 0 if k < 0 or ℓ < 0;
(b) T (0, 0) = 2m,T (1, 1) = 4m;
(c) T (k, ℓ) = max{T (k − 1, ℓ− 1), T (k − 2, ℓ−m)} for (k, ℓ) 6= (0, 0), (1, 1).
Then, rank(MHk,ℓ(C2m)) = T (k, ℓ).
As pointed out by Hepworth and Willerton [HW17], the magnitude homology groups for the
even cycle graphs are given by the following equivalent, but more explicit, formula.
Observation 4.8 ([HW17]). Fix an integer m ≥ 3. The magnitude homology groups of the cycle
graph are torsion-free and arrange themselves into diagonals. Let Tmi,j denote the rank of the magni-
tude homology group in the jth entry of the ith diagonal. That is, Tmi,j = rank(MH2(i−1)+(j−1),m(i−1)+(j−1)(C2m)).
Then, Tmi,1 = 2m for each i ≥ 1, while T
m
i,j = 4m whenever i ≥ 1 and j ≥ 2. See Table 1.
Applying the Mayer-Vietoris sequence (5) and an analogous induction argument to that given
in the proof of Theorem 4.5 yields the following explicit formula for not only the first diagonal
of magnitude homology, but all magnitude homology groups for a family of outerplanar graphs
constructed from even cycles.
Theorem 4.9. Fix a positive integer m ≥ 3. Let G be an outer planar graph with S compo-
nents C4, and R component cycles C2m, constructed using edge-gluings only. The magnitude
homology groups of G are torsion-free and arrange themselves in diagonals: let Smi,j denote the
rank of the magnitude homology group of G in the jth entry of the ith diagonal, that is, Smi,j =
rank(MH2(i−1)+(j−1),m(i−1)+(j−1)(G)). Then, the magnitude homology groups MHk,ℓ of G are all
trivial groups except for the groups the aforementioned diagonals, and these satisfy for i > 1
rank(Sm1,j) =
{
2mR+ 4S − 2(R + S − 1) j = 1,
4mR+ 4jS − 2(R+ S − 1) j > 1,
rank(Smi,j) =
{
2mR+ 4S − 2(R+ S − 1) j = 1,
4mR− 2(R + S − 1) j > 1.
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5. Conjectures and future directions
As a relatively new invariant of graphs, not much is yet known about the relationship between
structural properties of graphs and their magnitude homology groups. One such relationship in-
vestigated here was a connection between the building blocks (component cycles) of certain outer
planar graphs and the ranks of magnitude homology groups. In Theorem 4.9, we computed the
magnitude homology groups of a family of outer planar graphs built from even cycle graphs. Despite
the fact that Gu has also computed the magnitude homology groups of the odd cycle graphs, we
cannot extend Theorem 4.9 result to the analogous family built instead from odd cycle graphs, or
combinations of even and odd cycle graphs. This is due to the fact that the odd cycle graphs do not
project onto their edges, and this means we cannot apply the Mayer-Vietoris sequence (Hepworth
and Willerton showed that the the ”projecting” condition in the statement of the Mayer-Vietoris
sequence is strictly necessary [HW17]). Moving forward, we will attempt to extend Gu’s algebraic
Morse theory approach to compute the magnitude homology of the remaining outer planar graphs.
We would then, for example, be in a better position to determine whether magnitude homology
detects outer planarity.
In pursuit of other connections between graphical structure and magnitude homology, computa-
tions performed in Python are an excellent source of data from which we might derive hints. Below,
we highlight a few such computations for members of some families of graphs, and offer conjectures
for their magnitude homology groups. Many families investigated in this manner over the course of
the research for this thesis pertained to graphs obtained by ”gluing” cycle graphs of various sizes
along edges, collections of edges, or vertices, for example the square polyominos of Definition 5.1.
We end by displaying some computations and accompanying conjectures for a small sampling of
such families.
Type I
 
Type II
 
Figure 6. Gluings of Type I and Type II.
Definition 5.1. The set G4S of square polyominos on S copies of C4 is defined inductively as
follows. G41 = C4 and each member of G
4
S+1 is obtained from a member of G
4
S by gluing a copy of
C4 via a move of Type I or Type II, shown in Figure 6.
Figure 7. Two polyominos P1 and P2 of type G
5
4.
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P1 0 1 2 3 4 5 6
0 11
1 30
2 50
3 70
4 90
5 110
6 130
P2 0 1 2 3 4 5 6
0 12
1 32
2 52
3 72
4 92
5 112
6 132
Table 2. The ranks of the magnitude homology computations for the two members
of the set G45 of polyominos given in Figure 7.
Based on the computations given in Table 2 along with many others not displayed, we make the
following conjecture.
Conjecture 5.2. Let S denote the number of squares C4 in the square polyomino G
4
S . The main
diagonal of the magnitude homology of a square polyomino is torsion-free and satisfies
rank(MHk,k(G
4
S))
∼=
{
|V (G4S)| k = 0,
2|E(G4S)|+ 4(i− 1)S k ≥ 1.
In other words, magnitude homology is counting the number of vertices, edges and squares.
By Theorem 4.5, note that Conjecture 5.2 holds true for polyominos constructed using exclusively
moves of type I. However, we cannot appeal to the Mayer-Vietoris sequence in any simple manner
when moves of type II are used for the simple reason that C4 does not project onto a pair of its
adjacent edges.
Based on the computations in Table 3 and others, we posit the following.
Conjecture 5.3. The magnitude homology of a graph obtained by gluing two cycle graphs C3 along
single edges to a single cycle graph C4 has diagonal magnitude homology provided those triangles
are not attached to opposite sides of the 4-cycle.
Conjecture 5.4. Gluing any number of cycle graphs C3 along single edges to a cycle graph C4
results in a graph with diagonal magnitude homology provided no pair of triangles is glued to opposite
faces of the cycle graph C4.
Figure 8. Graphs Sq1 and Sq2 obtained by gluing two triangle graphs to a single
square graph.
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Sq1 0 1 2 3 4 5 6 7
0 6
1 16
2 32
3 60
4 112
5 212
6 408
7 796
Sq2 0 1 2 3 4 5 6 7
0 6
1 16
2 32
3 2 60
4 12 112
5 44 212
6 2 132 408
7 16 356 796
Table 3. The ranks of the magnitude homology of two graphs Sq1 and Sq2 given
in Figure 8.
Based on the computations in Table 4 we conjecture the following.
Conjecture 5.5. Wheel graphs Wn on n vertices have diagonal magnitude homology which is
torsion-free and satisfies
rank(MHk,k(Wn)) ∼=
{
|V (Wn)| k = 0,
2|E(Wn)| · 3
k−1 k ≥ 1.
Figure 9. Wheel graphs W5 and W8.
W5 0 1 2 3 4 5 6
0 6
1 20
2 60
3 180
4 540
5 1620
6 4860
W6 0 1 2 3 4 5 6
0 9
1 32
2 96
3 288
4 864
5 2592
6 7776
Table 4. The ranks of the magnitude homology of the wheel graphs W5 and W8.
During the course of research, we came to suspect a relationship between pairwise geodesic counts
and permissible types of torsion in magnitude homology. By a geodesic in a graph G, we mean a k-
path (x0, x1, . . . , xk) in satisfying ℓ(x0, x1, . . . , xk) = d(x0, xk). In other words, a geodesic is a path
of shortest length connecting two vertices. We suspect that the quantity g(G) = maxx,y∈V G g(x, y),
where g(x, y) is the number of geodesics connecting x to y, plays a role in determining possible
types of torsion in the magnitude homology of the graph G. Although this has not yet come to
fruition, we will investigate this further in future work.
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