Abstract. As a preprocessing for genetic algorithms, static reordering helps genetic algorithms effectively create and preserve high-quality schemata, and consequently improves the performance of genetic algorithms. In this paper, we propose a static reordering method independent of problem-specific knowledge. One of the novel features of our reordering method is that it is applicable to any problem with no information about the problem. The proposed method constructs a weighted complete graph from the gene distances calculated from solutions with relatively high fitnesses, transforms them into a gene-interaction graph, and finds a gene rearrangement. Extensive experimental results showed significant improvement for a number of applications.
Introduction
By the schema theorem, Holland showed that highly fit schemata of short defining lengths and low orders have high probabilities of survival in the traditional genetic framework [19] . High-quality schemata with the above features are called building blocks. Building blocks are gene groups with high contribution to the fitnesses that have mutually strong interactions. The performance of a genetic algorithm highly depends on the survival environment and reproducibility of building blocks.
The survival probability of a gene group through crossovers is strongly affected by the positions of genes in the chromosome. Schemata consisting of widely scattered specific positions have poor survival probabilities through crossovers due to their long defining lengths. Thus, the strategy of locating genes significantly affects the performance of genetic algorithms. Inversion is a genetic operator devised for changing the loci of genes dynamically [3] . The efforts to exploit the loci of genes dynamically are called linkage learning [18] . Messy genetic algorithm is an example that implicitly pursues dynamic gene repositioning [16] .
It has been observed that the performance of genetic algorithms on problems with locus-based encoding can be improved by statically reordering the indices of the genes. The technique of static reordering for genetic algorithms was first suggested in [6] [10] , whose basic idea is to reassign the loci of genes in chromosomal representation to help genetic algorithms effectively preserve good schemata. A good reordering also leads to better creation of high-quality schemata than in the original ordering. A number of studies on static reordering of gene positions in locus-based encodings showed performance improvement [6] [8] [10] [29] .
However, previous reorderings depend on the specific information of their application [6] [8] [10] . Hence, a new heuristic has to be derived for the reordering of each new problem. In this paper, we describe a static reordering method which is free from problem-specific knowledge. The method requires locus-based encodings for chromosomal representation. We perform experiments on three representative combinatorial optimization problems that are NP-hard [15] : graph bisection, linear arrangement, and traveling salesman problem. Our experiments showed notable improvement when compared against the cases without reordering. In this paper, we use rearrangement, reordering, and preprocessing interchangeably.
The remainder of this paper is organized as follows. In Section 2, we summarize three testbed problems. The genetic framework that we used in this work is described in Section 3. In Section 4, we describe the problem-independent schema preprocessing for general purpose. We present experimental results in Section 5. Finally, we make our conclusions in Section 6.
Preliminaries

Graph Bisection
Let G = (V, E) be an unweighted undirected graph, where V is the set of n vertices and E is the set of e edges. A bisection {C 1 , C 2 } of the graph G satisfies
The graph bisection problem is the problem of finding a bisection with the minimum cut size. The problem has been extensively studied in the past [10] [25] [4] [23] . It is known to be NP-hard [15] .
Linear Arrangement
Let G = (V, E) be an unweighted undirected graph. The linear arrangement problem is the problem of finding a permutation σ : V → V of vertices with the minimum value of (u,v)∈E |σ(u) − σ(v)|. There have been a number of studies for the problem [1] [12] [37] . It is also NP-hard [15] .
Traveling Salesman Problem (TSP)
Let G = (V, E) be a complete graph with weights on the edges. A Hamiltonian cycle of G is a cycle that visits every vertex of the graph exactly once. The traveling salesman problem (TSP) is the problem of finding a Hamiltonian cycle with the minimum weight. TSP is well known to be NP-hard [15] . It has been extensively studied in the past due to its wide applications as well as for its complexity. Genetic algorithms have been applied to TSP with varying degrees of success [24] [32] [21] [38].
Preprocess;
Create an initial population; repeat { choose parent1 and parent2 from population; offspring = crossover(parent1, parent2); local-improvement(offspring); replacement(population, offspring); } until (stopping condition); return the best solution; Fig. 1 . The framework of our hybrid genetic algorithm
A Hybrid Genetic Algorithm
A hybrid genetic algorithm is a genetic algorithm (GA) combined with a local improvement heuristic. Some people call it a memetic genetic algorithm [34] [5] . The general framework of hybrid steady-state genetic algorithm is used in our GA as shown in Figure 1 . In the following, we describe each part of the GA that we used for this work.
-Locus-based encoding: Each solution in the population is represented by a chromosome. A binary encoding is used for the graph bisection problem. A gene has a value '0' or '1' depending on the side that the corresponding vertex belongs to. We use a permutation encoding for the linear arrangement problem. Each gene corresponds to a vertex in the graph and its value means the position in the arrangement. We also use a permutation encoding for the TSP. A gene corresponding a vertex v represents another vertex following vertex v in the Hamiltonian cycle. These encodings, where each gene location has an explicit meaning, are called locus-based encoding. It is necessary to use the locus-based encoding since the preprocessing heuristic presented in Section 4 is applicable only to locus-based encodings. -Selection and crossover: To select two parents, we use a proportional selection scheme where the probability for the best solution to be chosen is four times higher than that for the worst solution. A crossover operator creates a new offspring by combining parts of parents. In the graph bisection problem, we use five-point crossover. After the crossover, an offspring may not satisfy the balance. It selects a random point on the chromosome and changes the required number of 1's to 0's (or 0's to 1's) from that point on. In the permutation encoding, we use the partially matched crossover [17] . There is no duplicated gene value in the offspring and it need not be repaired in case of the linear arrangement problem. However, since it may consist of more than one mutually disconnected subcycle, it may not be a proper Hamiltonian cycle in case of TSP. To resolve this problem, we used the repair algorithm introduced in [8] . -Local improvement: Hybrid genetic algorithms have been considered natural in solving a difficult problem to get desirable performance since genetic algorithms are not so good at fine tuning near local optima. In this study, we use one of the most basic local improvement heuristic, 2-Opt, which has 2-exchange as its neighbor structure. It is applied to the offspring after crossover in the GA. -Replacement and stop condition: After generating an offspring, the GA replaces the worse of the two parents with the offspring. It is called preselection replacement. It stops after a fixed number of generations.
Problem-Independent Gene Rearrangement
As mentioned in Section 3, we use locus-based encodings for GA and rearrange the genes. Figure 2 shows the framework of the proposed schema preprocessing. It does not depend on any problem-specific knowledge.
-Generating high quality solutions: First, it generates M solutions with relatively high fitness. In this study, we generated 100 solutions using 2-Opt heuristics. -Computing the distance for each gene pair: From the generated solution set, it computes the gene distance between each pair of genes according to its encoding type. Figure 3 describes how to measure the distance D(g i , g j ) between two genes g i and g j . In the figure, f l (g i ) means the value of gene g i in the l th solution. As explained in Section 3, binary encoding is used for graph bipartition problem. Sequential permutation encoding and cyclic permutation encoding are used for linear arrangement problem and TSP, respectively. Thus, we get a weighted complete graph with vertices and edges corresponding to genes and gene distances, respectively.
-Making a gene-interaction graph: It transforms the obtained weighted graph into unweighted sparse graph called gene-interaction graph. We assume that the edge weights in the weighted graph has the Gaussian distribution. To get the gene-interaction graph, it chooses only the heavy-weighted edges with 95% confidence level.
Binary encoding
Sequential permutation encoding In general, the objective of gene rearrangement is to preserve the clustering structure of the gene-interaction graph. In this paper, we use three general graph-search methods: BFS, DFS, and Max-Adjacency [2] . BFS and DFS reordering performs a breadth first search and a depth first search, respectively, on the input graph starting at a random vertex. The order in which the vertices are visited by the BFS or DFS is used to reorder the vertices. In Max-Adjacency reordering [31] , starting at a random vertex, the vertex with the most edges incident to previously ordered vertices is iteratively added to the ordering.
Cyclic permutation encoding
D(gi, gj) = 1 M M l=1 argmin k (gi = f k l (gj) or gj = f k l (gi))
Experimental Results
Graph Bisection
We tested our approach on a total of 21 graphs which consist of three groups of graphs: random graphs (Gn.d), random geometric graphs (Un.d), and caterpillar graphs (cat.n and rcat.n). They have been used in a number of other studies Average over 100 runs.
[20] [7] [10] [4] . Table 1 shows the experimental results. In the table, "BFS," "DFS," and "Max-Adj" represent the gene preprocessing methods. We should note again that this preprocessing is performed on the gene-interaction graphs which are independent of problems differently from previous static reordering methods such as [6] and [10] . We arrange the genes randomly in "Basic ordering." The GAs have the same framework except the preprocessing. Preprocessed GAs significantly outperformed the GA in which genes are arranged randomly. In particular, the preprocessing showed larger performance improvement on geometric graphs and caterpillar graphs. We should also note that we can get improved solutions by using a stronger local optimization heuristic than 2-Opt. Here, we fixed the local optimization with 2-Opt since our major concern is the effect of the suggested reordering method.
To get visual insight into the reordering, we drew a problem instance and the preprocessed order in Figure 4 . Figure 4(a) shows the original graph. Figure 4 (b) and 4(c) were acquired by drawing segments between all consecutive vertices in each ordering. Of course, randomly ordered genes do not reflect any relation between most pair of vertices. We can observe that BFS helps highly related genes to stay close in the chromosome. Average over 100 runs. Average over 100 runs. 
Linear Arrangement
To test our approach on the linear arrangement problem, we used sparse geometric graphs out of the graphs used in Table 1 . Table 2 shows the experimental results. The three methods outperformed "Basic ordering" in all instances. In particular, "BFS" showed the best performance on the average. We also drew in Figure 5 the order of genes after a reordering on the linear arrangement problem. We can also observe that highly related genes stay close in the chromosome. Table 3 shows the experimental result on four instances of TSPLIB 1 . The results are consistent with the two previous experiments. GAs preprocessed by BFS, DFS, and Max-Adj have more chances to find good solutions than the basic ordering. Figure 6 shows the drawing of the gene orders on an instance att532. We can observe that closely located cities tend to locate closely in the chromosome with the BFS reordering. We can also observe the effect of reordering by visualizing the TSP tour. Figure 7 shows representative tours of TSP by GAs with the orderings of Figure 6 . The GAs found considerably different tours according to their orderings.
Traveling Salesman Problem
Conclusions
In this paper, we proposed a static reordering framework of genes in locusbased encodings. It showed consistent performance improvement over genetic algorithms without reordering. One may be able to devise a better reordering, as a result of exploiting problem-specific knowledge, as far as each problem is concerned. The most notable feature of the suggested method is that it does not need any problem-specific information during the reordering process. When a new problem is given for GA, we do not have to devise a new preprocessing heuristic. The only thing we need is a measure of gene interaction for each problem. However, it may not be a big burden since most problem encodings can be classified into a number of representative encodings. Moreover, there exist useful studies on gene interactions [13] We considered only the linear encoding in this study. Although it is traditional and the most popular encoding, multi-dimensional encodings are also becoming common in the GA community [9] [22] . The proposed reordering framework has a limitation that it can be just applied to the linear encoding. Extending the reordering to multi-dimensional encodings seems to be a topic worth trying.
