Abstract. For the blind recognition problem of ( ) 21 ,,m convoluntional code, a new method based on simulated annealing algorithm is proposed. Firstly, the mathematical model is given based on code features. Then the basic principle and realization process is described in details, also the method to choose parameters is given. Finally, the performance is simulated by Monte Carlo method. Simulation results show the excellence of the method, and the recognition of ( ) 21 ,,m convolutional code can be easily achieved even when bit error rate is as high as 2 10 − .When compared with other methods, the algorithm's performance and computational complexity reach a compromise.
Introduction
In digital communication, channel coding is often used to improve the reliability of information transmission. For its simplicity and compilation advantages, convolutional code is often used in satellite communication and deep space exploration. Therefore, it's of great significance to address the identification blind recognition of convolutional code.
Current identification methods of convolutional codes are all have some disadvantages: Gaussian elimination [1] and Euclidean algorithm [2, 3] can only works in low error rate conditions; Matrix analysis method [4, 5] requires a large amount of data; Walsh-Hadamard transform method [6] becomes very complex with the increase of encoding memory. Thus, an effective method which is based on simulated annealing algorithm is proposed. (1) where ( )
Identification method based on simulated annealing algorithm
is generator matrix, and
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The following expression can be derived from equation (1) and (7): [ ] 
where As for solution vector k g ,when the number of equations n is large enough, the number of tenable equations obeys an approximate Gaussian distribution. According to the literature [7] , the confidence level can be calculated as fellows: Then the effect of the encoding memory length on algorithm performance is researched. Using Monte Carlo method to calculate the recognition probability under different bit error circumstances with the value of memory length ranging from 3 to 6, the results are shown in figure 1 . The simulation results show that with the increasing of memory length, recognition probability will reduce gradually. When bit error rate is less than 3% , the recognition probability of four different convolutional codes can stay above 90%, which shows excellent performance.
At last, the recognition performance is compared between Walsh-Hadamard transform algorithm, Euclidean algorithm, Gaussian elimination algorithm, and the method proposed in this paper based on Monte Carlo simulations. The results are shown in figure 2 , from which can be concluded that performance of the proposed method is better than Euclidean algorithm and Gaussian elimination algorithm, but weaker than Walsh-Hadamard transform algorithm. However, consider the calculation complexity of Walsh-Hadamard transform algorithm, the proposed method is relatively more efficient when under circumstances of low error rate and little memory length. 
Conclusions
An effective identification method for 2,1, m （ ） convoluntional code is given in this paper.
According to the annealing thought in statistical physics thermodynamic, the elements in the solution space is tested through iterative calculation to make the equation solution tend to actual value and avoid the interference of local optima. The method has high data utilization and fault tolerance. When compared with other methods, the algorithm's performance and computational complexity reach a compromise.
