We consider the spectral problems for the Sturm-Liouville operator generated by the Dirichlet, Neumann, Dirichlet-Neumann and Neumann-Dirichlet conditions. The necessary and sufficient condition for the coincidence of the spectrum of the Dirichlet-Neumann and Neumann-Dirichlet problems is proved. Also the necessary and sufficient condition for the coincidence of the spectrum, except zero, of the Dirichlet and Neumann problems is proved. An application to periodic and anti-periodic problems is given.
Introduction
In the present paper we study the Sturm-Liouville operator
in the Hilbert space L 2 (0, 1), where q(x) is an arbitrary real-valued function of class L 2 (0, 1). The closure in L 2 (0, 1) of the operator L considered on C ∞ [0, 1] is the maximal operator L with the domain D( L) = {y ∈ L 2 (0, 1) : y, y ′ ∈ AC[0, 1], y ′′ − q(x)y ∈ L 2 (0, 1)}. Here we use subscripts D, N, DN and ND meaning Dirichlet, Neumann, Dirichlet-Neumann and Neumann-Dirichlet operators, respectively. By σ(A) we denote the spectrum of the operator A.
One of the types of inverse problems for the Sturm-Liouville equation is to find some information about the potential q(x) from a knowledge of the spectrum. Such problems have been studied by many authors (see [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] ). In this paper, we want to find the properties of the potential q(x) knowing that the spectrum of L DN and L N D coincides, as well as the spectrum of L D and L N coincides, except zero. It is known that these questions are directly related to the study of periodic or anti-periodic problems, the basicity of the system of root vectors, and also the questions of the coexistence of periodic solutions of Hill's equation.
The following theorems are the main results of this paper 
Theorem 1.1 and Theorem 1.2 will be proven in Section 3 and 4, respectively.
Preliminaries
Consider the Sturm-Liouville equation in the Hilbert space L 2 (0, 1)
where q(x) is the real-valued function of class L 2 (0, 1). By c(x, λ) and s(x, λ) we denote the fundamental system of solutions eqution (2.1) corresponding to the initial conditions c(0, λ) = s ′ (0, λ) = 1 and c ′ (0, λ) = s(0, λ) = 0. Then we have the representations (see [9] )
We also consider the fundamental solutions of the eqution (2.1) of the following form       
(2.6) From (2.5) we have
Then the equation
and the equation
will be equivalent. Then the equation 9) and the equation
10)
will be equivalent. We calculate the following expression
by virtue of (2.4)
Replace τ with t in the last term of the equality. Then
We find the first derivative of the expression (2.11)
Since N(1 − x, x) = 0 and denoting the expression in braces by A(x, t), we have
Next, we transform the expression (2.12)
Then we have
Throughout this paper, we used the notation N ′ 1 (x, t) and N ′ 2 (x, t), which denote the derivatives with respect to the first and the second arguments, respectively. 
Taking into account (2.11) and making the denotation g(x) = q(x) − q(1 − x), we obtain
. We now prove the converse of this theorem. Let σ(L DN ) = σ(L N D ) and
because it is equivalent [9, p.10] to the complete system {s(t, λ n )} ∞ 1 of eigenfunctions of L DN . Therefore, from (3.1) we get
Making the change of variable x = ξ in this integral, we obtain
Denoting x = t+1 2 , we obtain 
Thus, we have proved the Theorem 1.1.
Proof of Theorem 1.2
From these equivalent equations (2.9) and (2.10) we have.
. By virtue of (2.13), we have Let σ(L D ) \ {0} = σ(L N ) \ {0}, i.e., {λ n } ∞ 1 = {λ ∈ C \ {0} : c ′ (1, λ) = −λ 2 s(1, λ) = 0} and λ 0 = 0 ∈ σ(L N ). The system {cos λ n t} ∞ 0 is complete in L 2 (0, 1) because it is equivalent [9, p.10] to the complete system {c(t, λ n )} ∞ 0 of eigenfunctions of L N . Therefore, from (4.1) we get Q( t + 1 2 ) + 1 2 is a contracting operator the to fact that |M(ξ, 2x − 1)| ≤ c by virtue of the estimate (see [9, p.28] ). Thus, we have proved the Theorem 1.2.
Applications
In this section we consider the operator L P = L on the domain 
