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Satellite Relative Motion Modeling and Estimation
via Nodal Elements
Mirko Leomanni*, Andrea Garulli †, Antonio Giannitrapani ‡, Renato Quartullo §
Universita` di Siena, Siena, 53100, Italy
In this paper, a new parametrization of the relative motion between two satellites orbiting a central
body is presented. The parametrization is based on the nodal elements: a set of angles describing the
orbit geometry with respect to the relative line of nodes. These are combined with classical orbital
elements to yield a nonsingular relative motion description. The exact nonlinear, perturbed dynamic
model resulting from the new parametrization is established. The proposed parameter set captures
the fundamental Keplerian invariants, while retaining a simple relationship with local orbital coor-
dinates. An angles-only relative navigation filter and a collision avoidance scheme are devised by
exploiting these features. The navigation solution is validated on a case study of an asteroid flyby
mission. It is shown that a collision can be detected early on in the estimation process, which allows
one to issue a timely evasive maneuver.
I. Introduction
Relative motion modeling has been widely investigated since the early space era [1–3]. Nowadays it is receiving
renewed attention, due to its pivotal role in a number of emerging multi-satellite applications. Examples include the
Mars Sample Return [4] and the Proba-3 [5] missions, as well as comet/asteroid rendezvous missions like Rosetta [6],
Hayabusa 2 [7] and OSIRIS-REx [8]. Broadly speaking, existing modeling approaches can be classified according to
the state representation they use: relative inertial position and velocity; local relative position and velocity; relative
orbital elements (the reader is referred to [9, 10] for a comprehensive overview). These parameterizations lead to
different dynamic models. Each has its advantages and limitations, that must be carefully evaluated against the specific
application requirements. For instance, in relative navigation it is desirable to suitably trade-off the complexity of the
dynamic model and that of the output mapping, while for control purposes simple dynamic models are generally more
convenient, see, e.g., [11–14].
Orbital element errors (OEE), either orbital element differences (OED [15, 16]) or relative orbital elements (ROE
[17–19]), offer a clear description of the orbit geometry through the fundamental Keplerian invariants. Taking ad-
vantage of this feature, analytical solutions for the relative motion problem have been developed in [15, 16, 20].
References [17, 18] present impulsive maneuvering strategies able to minimize collision risk for spacecraft in close
formation. Feedback solutions to the continuous-thrust orbital transfer and rendezvous control problems have been
proposed in [21–24]. State estimation with ROE has been investigated in [25, 26]. In most of these works, the relative
motion is linearized about a circular or an elliptical reference orbit.
In spite of their advantages, it has been noticed that OEE parametrizations provide an indirect representation of
the relative motion problem [27]. Specifically, their definition relies on the basic understanding that both the reference
and the actual trajectories are expressed in an inertial coordinate system. This leads to a non-minimal description of
the relative motion geometry. Indeed, one can show that a minimal parametrization of the relative orientation of two
orbits requires to adopt a satellite-based reference system which is, in general, time-varying [28, Sec. 1.4]. Very few
methods have been proposed in the literature to address this issue, while retaining the key geometrical properties of
OEE. In [27], a set of epicyclic elements is derived by exploiting local orbital coordinates. The approach is valid
for small deviations about a circular orbit. In [29] and [30, Sec. 7.2], a combination of Euler parameters and local
translational states is used to tackle the full nonlinear problem. In the resulting parametrization, information on some
of the Keplerian invariants is lost.
In this paper, the relative motion between two satellites in arbitrary elliptical orbits is described by introducing a
new set of relative states. These are obtained from a suitable combination of the orbit shape parameters (eccentricity,
semi-axis), of the inclination angle between the orbital planes, and of four angles describing the satellite instanta-
neous position and periapsis location with respect to the relative line of nodes, which we call nodal elements. Such
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an element set allows one to remove redundant orbital parameters from the modeling problem and provides a straight-
forward characterization of intersecting orbits. The resulting parametrization overcomes the singularity of the relative
elements described in [29], for circular and coplanar orbits. With respect to the quaternion-based method in [30], the
proposed approach leads to a lower-dimensional dynamic model. Moreover, it retains a direct relationship with both
the Keplerian invariants and local translational states.
A collision detection technique and an angles-only relative navigation scheme are devised by exploiting these
features. The collision detection problem is tackled by suitably extending the concept of passive safety introduced
in [18] to the case of elliptical orbits. An extended Kalman filter (EKF) processing azimuth, elevation, and angular size
measurements is employed for state estimation (see, e.g., [31, 32]). The filter design is streamlined by the availability
of a compact mapping between the new parameter set and the measured outputs.
The proposed techniques are validated on a case study inspired by the Rosetta flyby of asteroid Lutetia. The results
of numerical simulations show that the EKF is able to estimate the relative motion with good accuracy. Moreover, it is
shown that the information provided by the filter allows one to detect a potential collision well in advance. An optimal
single-impulse collision avoidance maneuver based on this method is described.
The rest of the paper is organized as follows. Section II introduces the proposed parametrization and illustrates
its main geometrical features. In Section III, the parameter dynamics are derived. The collision detection and EKF
schemes are presented in Sections IV and V, respectively. They are validated on the considered flyby scenario in
Section VI. The main findings of this work are summarized in Section VII.
II. Relative Motion Description
In this section, some preliminary definitions are given and the new parametrization of the satellite relative motion is
presented.
A. Problem Setting
Let us denote the central (attracting) body as the primary, and refer to two satellites orbiting the primary as satellite
j, j = 1, 2. We consider a primary-centered inertial (PCI), a satellite-based perifocal (PQW), and a radial-transverse-
normal (RTN) frame. By convention, the fundamental plane of the PCI frame is taken coincident with the equatorial
plane of the primary. The PCI frame axes are denoted by XI , YI and ZI . The PQW frame of satellite j (denoted by
PQW j) is a coordinate system centered at the primary, whose X j and Z j axes are aligned with the orbit periapsis and
the orbit normal of satellite j, respectively, while the Y j axis completes a right handed triad. The PQW frame is,
in general, time-varying, because the orbital plane varies in response to perturbations. The RTN frame of satellite j
(denoted by RTN j) is obtained by rotating the PQW j frame by an angle equal to the true anomaly of satellite j about
the Z j axis and translating the origin to the satellite’s center of mass.
A standard representation of the orbit of the two satellites in the PCI frame is given by the classical orbital elements
{a j, e j, i j,Ω j, ω j, v j}, j = 1, 2, namely the semimajor axis, eccentricity, inclination, right ascension of the ascending
node, argument of perigee, and true anomaly. The elements a j, e j and v j describe the motion of satellite j in the
X jY j-plane. The Euler angles i j,Ω j, ω j describe the orientation of the PQW j frame relative to the PCI frame. The
direction cosine matrix which transforms the PCI frame to the PQW j frame is given by [28]
T
PQW j
PCI
= TZ(ω j)TX(i j)TZ(Ω j) (1)
where TX(θ) and TZ(θ) are elementary rotations of the coordinate basis vectors by an angle θ about the X and Z axes,
respectively. The geometry of the rotation sequence is illustrated in Fig. 1, which depicts the intersections of the
fundamental plane of the inertial frame, and of the two orbital planes of satellites 1 and 2, with the unit sphere.
The relative orientation between the two satellite orbits is usually specified by the direction cosine matrix T
PQW1
PQW2
,
which brings the X2, Y2 and Z2 axes to the X1, Y1 and Z1 axes. According to (1), it can be expressed as
T
PQW1
PQW2
= T
PQW1
PCI
(
T
PQW2
PCI
)T
= TZ(ω1)TX(i1)TZ(Ω1 −Ω2)TX(−i2)TZ(−ω2),
(2)
where the superscript T denotes the transpose operator. Notice that it is always possible to parameterize T
PQW1
PQW2
via a
minimal sequence of three elementary rotations. However, the use of the PCI frame as an intermediate frame in the
right hand side of (2) results in a larger number of rotations, due to the lack of commutativity of the rotation sequence.
For this reason, modeling approaches based on the PCI frame, such as OEE, cannot provide a minimal parametrization
of the relative motion.
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Figure 1. Orbit geometry on the unit sphere, with respect to the PCI frame.
As outlined in [29], the above shortcoming can be amended by introducing a set of relative orientation parameters
describing the transformation T
PQW1
PQW2
. In particular, let us define the relative line of nodes as the intersection of the
orbital planes of satellites 1 and 2 (see Fig. 2). We refer to the relative node as the projection on the unit sphere of
the point at which spacecraft 2 crosses the orbital plane of spacecraft 1, in the ascending direction. Let γ be the angle
between the two orbital planes (relative inclination), and λ j, j = 1, 2, be the angles made by the periapses of the two
satellites with respect to the relative line of nodes. Then, it is not difficult to see that
T
PQW1
PQW2
= TZ(λ1)TX(−γ)TZ(−λ2), (3)
and, in particular, that the rotation sequence parameterized by the Euler angles λ j and γ is of minimal length. Despite
achieving minimality, this representation raises two fundamental concerns. First, λ j is undefined when orbit j is
circular. As a consequence, the transformation (3) is singular if e j = 0 for some j. Moreover, the relative line of nodes
is undefined for coplanar orbits (γ = 0, π). The singularity at γ = 0 is particularly annoying, since this configuration
plays a key role in several applications (e.g., coplanar rendezvous).
In the following, a new modeling approach is presented to address the aforementioned minimality and singularity
issues. The main idea behind our approach is to extend (3) so as to express the relative orientation between the RTN2
and RTN1 frames, according to the transformation
T
RTN1
RTN2
= TZ(v1 + λ1)TX(−γ)TZ(−λ2 − v2), (4)
and to develop a nonsingular parametrization of the relative motion accounting for the rotations in the right hand side
of (4).
B. Proposed Parametrization
In addition to the orbital parameters described above, let us consider the angles θ j, j = 1, 2, made by the two satellite
position vectors with respect to the relative line of nodes (see Fig. 2). Notice that these are fast periodic variables,
whose period is equal to the orbital period. Contrary to the true anomalies v j, they are nonsingular for circular orbits.
We call the parameters {λ j, θ j} nodal elements, highlighting the fact that they all refer to the relative node. Similarly
to the relative inclination angle γ, nodal elements are determined uniquely by the mutual configuration of the two
orbits, and hence they do not require the definition of a PCI frame. This feature, together with their simple geometrical
interpretation, makes them promising candidates to parameterize the relative motion. The relation between nodal and
classical elements is given by
θ j = v j + λ j
λ j = ω j − α j (5)
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Figure 2. Orbit geometry on the unit sphere, with respect to the relative node.
being α j the angle between the relative node and the ascending node j. The first equation in (5) allows one to rewrite
(4) as
T
RTN1
RTN2
= TZ(θ1)TX(−γ)TZ(−θ2). (6)
The angles α j and γ in (5)-(6) can be expressed in terms of classical elements trough the identity (see Fig. 1)
TZ(−α1)TX(−γ)TZ(α2) = TX(i1)TZ(Ω1 −Ω2)TX(−i2). (7)
By suitably combining the classical elements {a j, e j}, the relative inclination angle γ, and the nodal elements
{λ j, θ j}, the orbital motion of satellite 2 relative to a reference satellite 1 can be described by the following parameters
δθ = θ2 − θ1
δp = (p2 − p1)/p1
δξx = e2 cos(θ1 − λ2) − e1 cos(θ1 − λ1)
δξy = e2 sin(θ1 − λ2) − e1 sin(θ1 − λ1)
δhx = tan(γ/2) cos θ1
δhy = tan(γ/2) sin θ1,
(8)
where p j = a j(1 − e2j) is the semiparameter of orbit j. The parametrization (8) provides a physically meaningful
measure of the relative motion error. In fact, δθ encodes the phase error, δp describes the semiparameter error, δξx
and δξy are both identically zero only if e2 = e1 and λ2 = λ1, while δhx and δhy are both identically zero only if
γ = 0. Moreover, δθ, δhx and δhy embed a minimal representation of T
RTN1
RTN2
, since the right hand side of (6) can be
expressed in terms of these parameters. When all the relative states {δθ, δp, δξx, δξy, δhx, δhy} are zero, the two satellites
are guaranteed to follow exactly the same path. Together with the reference parameters {p1, e1 cos(v1), e1 sin(v1)}
appearing on the right hand side of (8) (recall from (5) that θ1 − λ1 = v1), these relative states allow one to fully
characterize the orbit geometry. In particular, the complete element set {a j, e j, γ, λ j, θ j} can be recovered.
Concerning the domain of definition of the proposed parametrization, it is worth noticing that (8) is nonsingular
for all closed orbit pairs, except for purely retrograde ones (γ = π). Specifically, Fig. 2 reveals that as γ tends to zero,
δθ must converge to the angle ψ between the position vectors of the two satellites. Formally, this can be shown by
using the haversine formula
havψ = hav δθ + sin θ1 sin θ2 hav γ, (9)
where hav x = sin2(x/2), which confirms that |δθ| = |ψ| at γ = 0. Moreover, one can verify that δξx and δξy are
well-defined at e j = 0, since the trigonometric terms containing θ1 −λ2 = v2 − δθ and θ1 −λ1 = v1 in (8) are multiplied
by e2 and e1, respectively. A singularity at γ = π still remains due to the presence of the term tan(γ/2) in the definition
of δhx and δhy. However, such an orbital configuration rarely occurs in practice.
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The proposed parametrization allows one to remove the dependence on the PCI frame, while avoiding singularities
at γ = 0 and e j = 0. The price to pay is that the relative states {δξx, δξy} and {δhx, δhy}, encoding the eccentricity
and inclination errors, are fast variables. Due to the particular structure of the parameterization, this represents only
a minor drawback. In fact, the two vectors [δξx δξy]
T and [δhx δhy]
T retain a direct relationship with the so-called
relative eccentricity vector [δex δey]
T and relative inclination vector [δix δiy]
T . Within the proposed framework, these
can be modeled as [
δex
δey
]
=
[
e2 cos λ2 − e1 cos λ1
e2 sin λ2 − e1 sin λ1
]
,
[
δix
δiy
]
=
[
tan(γ/2)
0
]
. (10)
Both vectors are expressed in a planar coordinate system whose X-axis is aligned with the relative line of nodes. From
(8) and (10), it follows that [
δξx
δξy
]
= R(θ1)
[
δex
−δey
]
,
[
δhx
δhy
]
= R(θ1)
[
δix
δiy
]
(11)
being
R(θ1) =
[
cos(θ1) − sin(θ1)
sin(θ1) cos(θ1)
]
(12)
a standard rotation matrix in R2. Hence, one has the identities
δξ =
√
δξ2x + δξ
2
y =
√
δe2x + δe
2
y
δh =
√
δh2x + δh
2
y =
√
δi2x + δi
2
y .
(13)
where δξ and δh denote the magnitude of the relative eccentricity and inclination vectors, respectively. The phase
angle δφ between these vectors reads
δφ = atan2(δhy, δhx) − atan2(δξy, δξx). (14)
In Section IV, it will be shown that the scalar parameters {δξ, δh, δφ} given by (13)-(14) provide relevant information
about the safety of the satellite relative motion.
C. Mapping to Translational States
The mapping between the considered parameter set and the relative position in local orbital coordinates is obtained by
observing that the position vector δr of satellite 2 relative to satellite 1, seen from the RTN1 frame, is given by
δr = T
RTN1
RTN2

r2
0
0
 −

r1
0
0
 , (15)
where
r1 =
p1
1 + e1 cos v1
, (16)
r2 =
p1(1 + δp)
1+(δξx+e1cos v1) cosδθ −(δξy+e1sin v1) sinδθ
. (17)
By using (6) and (16)-(17), the mapping (15) can be expressed as an explicit function of the relative states (8), accord-
ing to
δr
r1
= q

b1
b2
b3
 −

1
0
0
 , (18)
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where the vector [b1 b2 b3]
T has unitary norm and
q =
r2
r1
=
(1 + δp)(1 + e1 cos v1)
1+(δξx+e1cos v1) cosδθ −(δξy+e1sin v1) sinδθ
b1 =
(1 + δh2x − δh2y) cos δθ − 2δhxδhy sin δθ
1 + δh2x + δh
2
y
b2 =
(1 − δh2x + δh2y) sin δθ − 2δhxδhy cos δθ
1 + δh2x + δh
2
y
b3 =
2δhy cos δθ + 2δhx sin δθ
1 + δh2x + δh
2
y
.
(19)
When the reference orbit is circular, i.e., e1 = 0, (19) is determined uniquely by the six relative states (8). The satellite
relative velocity can be obtained by differentiating (18)-(19) with respect to time, as it will be shown in Section III.
Compared to existing orbital-element-based descriptions, the parametrization (8) enjoys a simpler nonlinear map-
ping to local translational states. In particular, the mapping (18)-(19) does not require the absolute (inertial) orientation
of the reference orbit to be known. This feature is especially relevant for relative navigation applications, in which
the satellite motion is typically measured in terms of RTN coordinates. Compared to translational states, the param-
eters (8) provide a deeper insight of the orbital geometry, thanks to their clear relationship with the relative motion
invariants.
III. Relative Motion Dynamics
In this section, the exact nonlinear motion equations governing (8) are derived and their solution is briefly discussed.
First, we restrict our attention to the ideal Keplerian dynamics. The perturbed case is addressed in Section III.B.
A. Unperturbed dynamics
Let us collect the relative states (8) in the vector
œ = [δθ δp δξx δξy δhy δhy]
T (20)
and define the reference parameter vector
η = [p1 e1 cos v1 e1 sin v1]
T . (21)
By adopting the shorthand notation x˙ = dx/dt, the unperturbed dynamics of (20) can be expressed as
œ˙ = f(œ; η) (22)
where
f(œ; η) = v˙1

(
1 + (δξx + e1 cos v1) cos δθ − (δξy + e1 sin v1) sin δθ
)2
(1 + e1 cos v1)2
√
(1 + δp)3
− 1
0
− δξy
δξx
− δhy
δhx

(23)
v˙1 =
√
µ
p3
1
(1 + e1 cos v1)
2 (24)
and µ is the gravitational parameter. The nonlinear system (22)-(24) is time-varying for elliptical reference orbits
(e1 6= 0). It becomes autonomous for circular ones (e1 = 0).
The first equation of system (22) lacks a closed-form solution. On the other hand, the state δp is constant and the
last four equations in (22) can be solved in terms of v1(t) to give[
δξx(t)
δξy(t)
]
= R(v1(t) − v1(t0))
[
δξx(t0)
δξy(t0)
]
(25)
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[
δhx(t)
δhy(t)
]
= R(v1(t) − v1(t0))
[
δhx(t0)
δhy(t0)
]
(26)
where v1(t0) indicates the value of v1 at the initial time t0. Notice that v1(t) − v1(t0) = θ1(t)− θ1(t0) for the unperturbed
motion. Moreover, v1(t) − v1(t0) = (t − t0)
√
µ/a3
1
for circular reference orbits.
The unperturbed dynamics of the parameter vector η are obtained from (21) and (24) as
η˙ = fη(η) (27)
where
fη(η) =
√
µ
p3
1
(1 + e1 cos v1)
2

0
− e1 sin(v1)
e1 cos(v1)
 (28)
The satellite relative velocity, expressed in the RTN1 frame, can be found from (18)-(24) and (27)-(28), according to
δr˙ =
∂(δr)
∂œ
f(œ; η) +
∂(δr)
∂ η
fη(η). (29)
B. Perturbed dynamics
Let u1 and u2 be the perturbing accelerations acting on satellite 1 and 2, respectively, expressed in their own RTN
frame. In order to ease the derivation of the perturbed dynamics, define
u˜1 = [u˜R1 u˜T1 u˜N1]
T
=
r1√
µp1
u1
u˜2 = [u˜R2 u˜T2 u˜N2]
T
=
r2√
µp2
u2.
(30)
Differentiating both sides of (7) with respect to time, substituting the Gauss’ variational equations (GVEs [33]) for i j,
Ω j, taking into account (30), and solving the resulting expression for α˙1, α˙2 and γ˙ gives
α˙1 =
sin θ2
sin γ
u˜N2 − [sin θ1 cot γ + sin(θ1 + α1) cot i1] u˜N1 (31)
α˙2 = [sin θ2 cot γ − sin(θ2 + α2) cot i2] u˜N2 −
sin θ1
sin γ
u˜N1 (32)
γ˙ = cos θ2 u˜N2 − cos θ1 u˜N1. (33)
By using (5), (30)-(32) and the GVEs for the arguments of latitude and of the periapsis, we get
θ˙1 =
√
µp1
r2
1
+ sin θ1 cot γ u˜N1 −
sin θ2
sin γ
u˜N2 (34)
θ˙2 =
√
µp2
r2
2
− sin θ2 cot γ u˜N2 +
sin θ1
sin γ
u˜N1 (35)
λ˙1 =
p1+r1
r1e1
sin v1 u˜T1 −
p1
r1e1
cos v1 u˜R1 + sin θ1 cot γ u˜N1 −
sin θ2
sin γ
u˜N2 (36)
λ˙2 =
p2+r2
r2e2
sin v2 u˜T2 −
p2
r2e2
cos v2 u˜R2 − sin θ2 cot γ u˜N2 +
sin θ1
sin γ
u˜N1. (37)
The expressions (33)-(37) provide a convenient set of variational equations for the relative inclination angle and the
four nodal elements.
By differentiating (8) with respect to time and using (30),(33)-(37) together with the GVEs for p j and e j, one can
express the perturbed relative motion dynamics as
œ˙ = f(œ; η) +G2(œ; η) u2 −G1(œ; η) u1, (38)
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where f(œ; η) is specified by (23)-(24),
G2(œ; η) =
r2√
µp2

0 0 δhθ
0 2(1 + δp) 0
p2
r2
sin δθ
2p2
r2
cos δθ + eθ sin δθ (δξy + e1 sin v1) δhθ
p2
r2
cos δθ −2p2
r2
sin δθ + eθ cos δθ −(δξx + e1 cos v1) δhθ
0 0
1 + δh2x + δh
2
y
2
cos δθ
0 0 −
1 + δh2x + δh
2
y
2
sin δθ

, (39)
G1(œ; η) =
r1√
µp1

0 0 −δhy
0 2(1 + δp) 0
0 2p1/r1 −(δξy + e1 sin v1) δhy
p1/r1 e1 sin v1 (δξx + e1 cos v1) δhy
0 0 (1 + δh2x − δh2y)/2
0 0 δhxδhy

, (40)
r1, r2, p2 can be expressed in terms of œ and η via (8),(16)-(17), and
δhθ = δhx sin δθ + δhy cos δθ,
eθ = (δξx + e1 cos v1) sin δθ + (δξy + e1 sin v1) cos δθ.
(41)
The perturbed dynamics of the parameter vector (21) are obtained from the GVEs for v1, p1 and e1 as
η˙ = fη(η) +Gη(η) u1, (42)
where fη(η) is given by (28), and
Gη(η) =
r1√
µp1

0 2p1 0
0 2p1/r1 0
p1/r1 e1 sin v1 0
 . (43)
The 9-dimensional nonlinear model (38)-(43) can be used to account for both conservative and nonconservative per-
turbations affecting the two satellites (for a detailed description of such contributions see, e.g., [34]). The model is
valid for arbitrary elliptical orbits, except for purely (relatively) retrograde ones.
C. Model Validation
Model (38)-(43) has been validated against the standard Cowell’s formulation in a Matlab simulation environment.
Simulation results are reported for two sample orbits defined in terms of the initial orbital elements
{a1, e1, i1,Ω1, ω1, v1} = {8.9 · 103 km, 0.5, 10◦, 20◦, 0◦, 30◦},
{a2, e2, i2,Ω2, ω2, v2} = {6.8 · 103 km, 0.1, 40◦, 90◦, 30◦, 70◦}.
The initial conditions for the propagation of (38)-(40) are obtained by using (5)-(7) and (8). The components of the
input vectors u1 and u2 are specified as sinusoidal signals with different frequencies and phases, and amplitude equal
to 1 m/s2. The output of (38)-(43) is transformed into local relative position coordinates by using (18)-(19). The
resulting trajectory is depicted together with that obtained from Cowell’s formulation in Fig. 3, on a time interval of
104 s. As expected, there is an exact matching between the two solutions.
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Figure 3. The relative position trajectories obtained with the the proposed model (solid) and with Cowell’s formulation (dotted) show an
exact matching.
IV. Collision Detection
As outlined in Section II, the parameters (20)-(21) allow one to fully characterize the relative motion geometry. In this
section, we will exploit this feature to derive a simple and computationally efficient collision detection technique. In
order for two satellite to collide, the following conditions (denoted by C1 and C2) must be verified: (C1) their orbits
intersect and (C2) the satellites pass through the intersection at the same time. For the purpose of collision detection,
it is of interest to determine in advance whether these conditions could be met. While C1 is fully specified by the
shape and the relative orientation of the two satellite orbits (i.e., by the Keplerian invariants), evaluating C2 generally
requires a time-consuming numerical propagation of the relative motion. A possible way to mitigate this issue is to
first determine if C1 is satisfied, and then check C2 only if needed. In collision avoidance applications, it is convenient
to falsify C1, which alleviates the need for evaluating C2. The orbits for which C1 is falsified are commonly referred to
as passively safe. For close formations in near circular orbits, it has been shown in [18] that passive safety is strongly
related to the phase separation between the relative eccentricity and inclination vectors. Hereafter, this concept is
specialised for collision detection in elliptical orbits.
By using (18) and the fact that b2
1
+ b2
2
+ b2
3
= 1, the inter-satellite distance can be expressed as
‖δr‖ = r1
√
1 + q2 − 2qb1. (44)
In the event of a collision, ‖δr‖ = 0. By enforcing this constraint in (44), one gets
1 + q2 − 2qb1 = 0. (45)
Equation (45) corresponds to both conditions C1 and C2. In order to isolate C1, we will exploit the key geometrical
features of the proposed parametrization. Coplanar and noncoplanar orbits are treated separately.
In the coplanar case, one has δhx = δhy = 0 and the collision condition δθ = 0 (see (8) and Fig. 2). Then, according
to (19), b1 = 1 and (45) becomes
q = 1, (46)
which is expected, since q = r2/r1. By using δθ = 0 in (19) and substituting the expression for q in (46), one gets
δp(1 + e1 cos v1) = δξx. (47)
For δθ = 0, the parameter δξx takes on the form
δξx = e2 cos(v1 − δλ) − e1 cos v1, (48)
where the Keplerian invariants e2 and δλ = λ2 − λ1 can be expressed in terms of (20)-(21) as
e2 =
√
δξ2 + e2
1
+ 2e1(δξx cos v1 + δξy sin v1) (49)
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δλ = atan2
(
δξx sin v1 − δξy cos v1, δξx cos v1 + δξy sin v1 + e1
)
. (50)
Substituting (48) into (47) and simplifying the resulting expression gives
δp + δ̺ cos (v1 + φc) = 0 (51)
where
δ̺ =
√
(1 + δp)2e2
1
+ e2
2
− (1 + δp)e1e2 cos(δλ) (52)
φc = atan2
(
e2 sin(δλ), (1 + δp)e1 − e2 cos(δλ)
)
. (53)
In order for C1 to hold, there must exist a v1 such that (51) is satisfied. This occurs if and only if δp
2 − δ̺2 ≤ 0. This
condition reduces to δp2 − δξ2 ≤ 0 when e1 = 0 (see (49) and (52)).
For noncoplanar orbits, one has the collision conditions θ1 = θ2 = 0 (see Fig. 2) and θ1 = θ2 = π (at the opposite
relative line of nodes crossing), which again imply (46). By observing, from (5) and (11), that v1 = −λ1 and δξx = δex
at θ1 = 0, and using these identities in (47), one gets the condition δp(1 + e1 cos λ1) − δex = 0. Similarly, for θ1 = π,
one gets δp(1 − e1 cos λ1) + δex = 0, where δex = δξ cos(δφ) according to (10)-(14). Summarizing, condition C1 can
be expressed as
C1 :

δp2 − δ̺2 ≤ 0 if δh = 0
δp (1 + e1 cosλ1) − δξ cos(δφ) = 0 if δh 6= 0 (ascending)
δp (1 − e1 cosλ1) + δξ cos(δφ) = 0 if δh 6= 0 (descending)
(54)
Condition (54) provides a quick test to rule out potential collisions, possibly occurring at later times. For circular
reference orbits, (54) is fully specified by the invariants {δp, δξ, δh, δφ} which, in turn, depend only on the relative
state vector (20). For noncoplanar orbits with equal semiparameter (δh 6= 0, δp = 0), the collision safety margin
turns out to be proportional to the magnitude of the term δξ cos(δφ), and thus it is maximized for parallel eccentricity
and inclination vector configurations (δφ = 0, π). Conversely, two orbits such that δh 6= 0 and δp = 0 are unsafe if
|δφ| = π/2.
In order to check if a collision actually occurs within a certain time t f (condition C2), one can propagate the relative
motion to determine if ‖δr(t)‖ = 0 (within a given tolerance) for t ∈ [t0, t f ], by using the motion dynamics derived in
Section III.
V. Relative Navigation Scheme
The following angles-only relative navigation problem is considered, as a benchmark for the proposed modeling
approach. Let satellite 1 be able to measure the azimut and elevation angles of vector δr in the RTN1 frame, as well
as the apparent angular size β of satellite 2. For simplicity, satellite 2 is modeled as a sphere with diameter d. The
measurement model for ϕaz, ϕel and β is given by [32]
ϕaz = atan2 (δrT , δrR) + waz
ϕel = asin (δrN/‖δr‖) + wel
β = d/‖δr‖ + wβ,
(55)
where δr = [δrR δrT δrN]
T and waz, wel, wβ are discrete-time white noise processes modeling the measurement error.
The measurement model can be expressed in terms of (20)-(21) as
yˇ = y(œ; η) + w, (56)
where yˇ = [ϕaz ϕel β]
T , w = [waz wel wβ]
T , and the function y(œ; η) is obtained from (16), (18)-(19) and (55). Our
objective is to estimate the relative state vector (20) from a set of angular measurements of the form (55). It is assumed
that the parameter vector η, the diameter d, and the gravitational parameter µ are known, and that both satellites are
uncontrolled.
An extended Kalman filtering approach is adopted for relative navigation. The estimated state is denoted by œˆ.
Environmental perturbations are treated as process disturbances. This approximation is reasonable as long as the
relative motion is dictated mainly by spherical gravity. The disturbance-free dynamics of the filter estimates are then
given by
ˆ˙œ = f(œˆ; η). (57)
The EKF propagation and update steps are performed as per standard, see, e.g., [35]. Notice that in the propagation
step one can exploit the analytic solutions δp(t) = δp(t0) and (25)-(26).
In the next section, the performance of the EKF scheme is evaluated on an asteroid flyby application.
10 of 16
VI. Asteroid Flyby Application
On 10 July 2010, the ESA Rosetta spacecraft performed a close flyby of asteroid Lutetia during its journey to the target
comet 67P/Churyumov-Gerasimenko. Rosetta passed the asteroid at a distance of 3170 km, with a relative velocity of
15 km/s. About one month prior to the encounter, an optical observation campaign was started to assist the asteroid
orbit determination [36].
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Figure 4. Asteroid intercept problem geometry.
In the following we consider a similar scenario and assume that the spacecraft (satellite 1) and the asteroid (satellite
2) will eventually collide, unless an evasive maneuver is performed. The geometry of the intercept problem is depicted
in Fig. 4. This problem gives us the opportunity to highlight some of the salient features of the proposed modeling
approach, including the applicability to elliptical orbits, and its suitability for collisions avoidance applications. The
EKF scheme in Section V is used to assess the performance of angles-only relative navigation for the considered
problem. Condition C1 in (54) is evaluated on the EKF estimates to check whether the collision can be detected with
sufficient notice.
The mission is simulated on a time interval ranging from 20 days to 6 hours before impact. The resulting satellite
trajectories pass through a small neighborhoodof the flyby location in Fig. 4. The diameter d and the standard deviation
of the measurement noise in (55) are set to d = 90 km and σaz = σel = σβ = 0.001 deg. These values are consistent
with the size of Lutetia and with the specifications of the optical instruments installed on-board Rosetta, respectively.
Measurements are collected once every 5 s. The EKF is initialized by adding a random perturbation vector to the true
initial state œ(t0). The standard deviation of each element of the perturbation vector is set to 1.5 · 10−4. The resulting
initial relative position uncertainty is in the order of 105 km, and it is much larger than the uncertainty affecting the
asteroid ephemeris. The initial value of the 6×6 estimation error covariance matrix P is set accordingly. Hereafter, we
will first present the results of a single simulation to show how the EKF estimates can be used for collision avoidance
and then a Monte Carlo analysis of the filter performance will be reported.
The components of the estimation error vector œ˜ = œˆ−œ are shown in Fig. 5 for a sample simulation, together with
the corresponding 3σ confidence intervals (obtained from matrix P). It can be seen that all estimates are consistent,
although some relative states are estimated with less confidence than others. Notice that this problem is not related
to the specific parametrization employed, but rather to the impossibility to extract range information from the noisy
measurements (55) prior to the final approach phase (see Fig. 6), coupled with the relatively short period in which the
asteroid can be observed compared to the orbital period. This affects the quality of state reconstruction from angular
measurements, and results in observability issues for some of the relative states. In particular, the path followed by
the two satellites within the observation window is almost rectilinear, which makes it difficult to estimate the relative
states describing the orbit shape (semiparameter, eccentricity). However, this does not prevent the filter from accurately
estimating the safety-critical parameters (relative range, collision safety margin).
The relative range estimation error ‖δrˆ‖ − ‖δr‖ and its 3σ confidence interval are reported in Fig. 7. After the
initial transient, they settle to a steady state condition in which basically no correction is performed, until the satellites
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Figure 5. Evolution of the EKF estimation error with 3σ confidence intervals.
are close enough and the angular size measurements become effective (see Fig. 6). The estimation error at the end of
the simulation amounts to 273 km. It is about 3 orders of magnitude smaller than both the initialization error and the
final relative range between the two satellites. Given the limitations of angles-only measurements for the considered
intercept problem, this is a fairly good figure.
Concerning the ability to detect collisions, the first and the third condition in (54) are not satisfied by construction
(the two orbits are noncoplanar and the collision is set to occur at θ1 = θ2 = 0). The second condition in (54) is
rewritten as ζ(œ; η) = 0, where
ζ(œ; η) = δp(1 + e1 cos λ1) − δξ cos(δφ)
= δp − δhx(δξx − δp e1cos v1) + δhy(δξy − δp e1sin v1)
(δh2x + δh
2
y)
1/2
(58)
can be thought of as the collision safety margin. The 3σ confidence interval centered at the estimate ζ(œˆ; η) is adopted
to characterize the parameter uncertainty region. It is reported in Fig. 8, and contains the value ζ = 0 over the entire
simulation interval. Hence, a potential collision is successfully detected. The uncertainty region shrinks down to a
very small neighborhood of the origin after a short transient, which indicates that the estimate ζ(œˆ; η) is unaffected
by the above-mentioned observability issues. This is not surprising, since estimating the intersection between two
almost-rectilinear orbital segments is considerably simpler than estimating the curvature of the orbits along which
they lie.
The information provided by the EKF estimate ζ(œˆ; η) allows one to plan a timely collision avoidance maneuver.
The maneuver consists of correcting ζ by a suitable ∆ζ, so as to falsify condition C1. The following impulsive
maneuvering strategy can be adopted to this purpose. Let u2 = 0 and u1 = ∆v δ(tm), where ∆v is an instantaneous
velocity change applied to satellite 1, and δ(tm) is a Dirac delta function centered at the impulse time tm. Taking the
time derivative of (58)
∂ζ(œ;η)
∂η
η˙ +
∂ζ(œ;η)
∂œ
œ˙, substituting the above-defined inputs in (38) and (42), and integrating the
resulting expression at tm gives
∆ζ =
(
∂ζ(œ; η)
∂η
Gη(η) −
∂ζ(œ; η)
∂œ
G1(œ; η)
)
∆v = gT (œ; η)∆v, (59)
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where ∆ζ is the instantaneous change in ζ corresponding to ∆v, and all quantities are evaluated at tm. The ∆v required
to satisfy (59) has minimum norm for
∆v = ∆v∗(œ; η) =
g(œ; η)
‖g(œ; η)‖2 ∆ζ. (60)
From (60), it follows that
‖∆v∗(œ; η)‖ = |∆ζ |‖g(œ; η)‖ . (61)
To assess the feasibility of the collision avoidance maneuver, the impulse magnitude ‖∆v∗(œ; η)‖ in (61) has been
evaluated at different time instants along the estimated trajectory. The correction term ∆ζ is specified as the sum of
the estimated 3σ uncertainty on ζ(œˆ; η) and a constant offset. The offset value is set to 10−4, which corresponds to a
nominal displacement of approximately 3000 km at the closest approach point. From day 1 (end of initial estimation
transient) till day 7, the resulting ‖∆v∗(œˆ; η)‖ turns out to be smaller than 3 m/s, while it rapidly grows subsequently,
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Figure 10. Monte Carlo results for the EKF estimation error: true 3σ confidence intervals (thick lines) and trajectory samples (thin lines).
see Fig. 9. Such a velocity change translates into a negligible fuel expenditure and it is fully compatible with a mission
of the considered type.
The statistical results from 200 Monte Carlo runs of the flyby simulation are reported in Figs. 10-12 for the navi-
gation, relative range and collision detection errors. The 3σ confidence intervals computed from the true covariance,
which are reported in Figs. 10-11, agree nicely with that estimated by the EKF in Figs. 5 and 7. The true standard
deviation of the relative range estimation error at the end of the simulation is of 638 km. According to Fig. 12, the
potential collision is successfully detected in all realizations. From these results, it can be concluded that the EKF
scheme provides a reliable estimate of the navigation states, thus allowing to safely avoid the collision.
VII. Conclusions
A new parametrization of the relative motion problem has been presented, which combines the benefits of relative
orbital elements and local translational states. Additionally, it provides a simple characterization of colliding orbits.
The forward nonlinear mappings from classical orbital elements to the proposed parameters, and from these parame-
ters to local translational states, have been described. The Keplerian and the perturbed parameter dynamics have been
derived. No simplifying approximations are made in the derivation and the resulting model is valid for arbitrary ellip-
tical orbits, except for purely (relatively) retrograde ones. An angles-only navigation filter and a collision avoidance
scheme have been proposed in order to validate the model. These have been tested on an asteroid flyby application.
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Simulation results indicate that a collision can be detected early on in the estimation process, which allows one to
issue a timely and reasonably small-sized evasive maneuver.
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