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ABSTRACT
Stellar spectra are often modeled and fit by interpolating within a rectilinear grid of synthetic spectra to derive
the stars’ labels: stellar parameters and elemental abundances. However, the number of synthetic spectra
needed for a rectilinear grid grows exponentially with the label space dimensions, precluding the simultaneous
and self-consistent fitting of more than a few elemental abundances. Shortcuts such as fitting subsets of labels
separately can introduce unknown systematics and do not produce correct error covariances in the derived
labels. In this paper we present a new approach – CHAT (Convex Hull Adaptive Tessellation) – which includes
several new ideas for inexpensively generating a sufficient stellar synthetic library, using linear algebra and
the concept of an adaptive, data-driven grid. A convex hull approximates the region where the data lie in the
label space. A variety of tests with mock datasets demonstrate that CHAT can reduce the number of required
synthetic model calculations by three orders of magnitude in an 8D label space. The reduction will be even
larger for higher-dimensional label spaces. In CHAT the computational effort increases only linearly with the
number of labels that are fit simultaneously. Around each of these grid points in label space an approximate
synthetic spectrum can be generated through linear expansion using a set of “gradient spectra” that represent
flux derivatives at every wavelength point with respect to all labels. These techniques provide new opportunities
to fit the full stellar spectra from large surveys with 15−30 labels simultaneously.
Keywords: methods: data analysis — stars: abundances — stars: atmospheres — techniques: spectroscopic
1. INTRODUCTION
Despite many decades of research, many aspects of Milky
Way evolution (see review from Rix & Bovy 2013) and the
Local Group galaxies (e.g., Kirby et al. 2014; Weisz et al.
2015) remain unsettled. To unravel the formation history of
the Milky Way, spectroscopic surveys are currently being car-
ried out to gather elemental abundances and kinematic in-
formation of stars across the Galaxy. High-resolution spec-
tra of 105 − 106 stars are being collected through surveys
such as APOGEE (Majewski et al. 2015), GALAH (De Silva
et al. 2015) and Gaia-ESO (Smiljanic et al. 2014) and with
the resolution power of R ' 20,000 and S/N ' 100. With
the exquisite spectra of these stars, the goal is to measure
15−30 elemental abundances of each star as precise as possi-
ble. Since most stars are long lived and the elemental abun-
dances of galaxies built up gradually over time, these abun-
dances are tell-tale signs of the Milky Way’s evolution. Fur-
thermore, stars that formed together are believed to share ex-
ceptionally similar elemental abundances (e.g., De Silva et al.
2007; Ting et al. 2012a; Friel et al. 2014; Bovy 2016). By
looking for stars that share similar abundances, one goal in
these surveys is to reconstruct star clusters that are now dis-
rupted and dispersed in the Milky Way (e.g., Lada & Lada
2003; Koposov et al. 2010; Dalessandro et al. 2015), an idea
commonly known as chemical tagging (Freeman & Bland-
Hawthorn 2002; Bland-Hawthorn et al. 2010a,b; Ting et al.
2015a).
Identifying members of disrupted star cluster is an impor-
tant missing piece to understanding the Milky Way. Stars are
believed to have migrated from their birth orbit since they
formed either through “radial migration” (see observational
evidence from Loebman et al. 2011; Kordopatis et al. 2015)
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or “blurring” of orbits (e.g., through n-body scattering). For
example, it has been proposed that stars could radially migrate
when corotating with transient structures such as the Galactic
bar and spiral arms (Minchev & Famaey 2010; Roškar et al.
2012; Di Matteo et al. 2013; Halle et al. 2015). But quanti-
tative, direct observational evidence for radial migration re-
mains scarce, and chemical tagging can provide it.
Chemically tagging disrupted star clusters also informs us
about the past star cluster mass function (e.g., Ting et al.
2015b). This information is crucial as studies (e.g., Escala
& Larson 2008; Kruijssen 2012) have shown that the maxi-
mum aggregate size that star formed might depend on the star
formation rate and the gas mass in the past. Since most of the
clusters are soon disrupted (Lada & Lada 2003) constraining
the past cluster mass function through chemical tagging may
be the best option (Bland-Hawthorn et al. 2014; Ting et al.
2015b) .
But all this requires efficient and precise abundance deter-
minations from vast sets of observed spectra. This is challeng-
ing for two reasons. First, synthetic spectra for large surveys
have systematic uncertainties, as 1D models in local thermo-
dynamic equilibrium (LTE) are typically used for generating
a synthetic spectral library (e.g., Smiljanic et al. 2014; García
Pérez et al. 2015). Studies have shown that, at least for metal-
poor stars, 3D non-LTE calculations are essential for accurate
recovery of labels (e.g., Bergemann et al. 2015). Second, gen-
erating synthetic spectra is computationally expensive. Even
for 1D-LTE models, each synthetic spectrum can take hours
to generate, which renders the generation of a synthetic li-
brary with 15−30 elemental abundances impossible with the
rectilinear grid approach.3
In this paper, we will tackle the second challenge by pre-
senting CHAT (Convex Hull Adaptive Tessellation), a set of
techniques for fitting stellar spectra by generating a syn-
3 A rectilinear grid is a model grid that has uniform spacing with a fixed
interval for each label.
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thetic library using the idea of an adaptive grid and a con-
vex hull. Our method reduces the complicated interpolation-
minimization process into a simple series of linear regres-
sions. In §2 we will discuss the limitations of the rectilin-
ear grid approach. In §3 we describe the idea and the imple-
mentation of our method. We present a comparison of our
method with the rectilinear grid approach in §4 and show that
our proposed method here can reduce the number of models
by three orders of magnitude in an 8D label space, and the
reduction will be more significant at a higher dimensional la-
bel space. This method opens up new possibilities to perform
an ab-initio fitting of observed spectra with more labels. We
explore some of these possibilities in §4, and we conclude in
§5. We emphasize that these techniques can be used for fitting
any set of synthetic spectra to observations. In this paper we
focus on 1D LTE models but note that as 3D non-LTE models
become computationally affordable, CHAT can be applied to
those models as well.
In this paper we focus on techniques directly applicable to
automated pipelines for large surveys in which the full spec-
trum (or portions thereof) are fit to models. However, many of
the techniques discussed here are also applicable to the classi-
cal technique of fitting equivalent widths of selected spectral
features.
2. THE RECTILINEAR GRID & ITS LIMITATIONS
For a rectilinear grid, the number of models grows expo-
nentially with the number of dimensions. For example, in
the case of the APOGEE Survey (Holtzman et al. 2015), the
rectilinear grid is comprised of 6 main labels including Teff,
logg, the overall metallicity [Z/H], the α-enhancement [α/Z],
[C/Z] and [N/Z]. A mere five grid points per dimension would
require 56 ' 15,000 models. Therefore, any additional di-
mension such as microturbulence, vturb, stellar rotation vsin i
or additional abundances [X /H], are very computationally ex-
pensive to include. Consequently, the full observed spectra
are in practice only fit with these few main labels. Other ele-
ments are individually determined in a second step by fitting
narrow spectroscopic windows and assuming a fixed under-
lying atmosphere. But this two-step approach entails several
potential problems:
1. As we show in Appendix A, a wide array of elements
impact the atmospheric structure. By only considering
a subset of important elements when computing grids of
atmospheres, one introduces biases in the final spectra.
This issue is more apparent for the low-Teff stars (e.g.,
below ∼ 4000 K). Therefore, the two-step approach
could introduce non-negligible systematic biases when
determining the photosphere structure by only fitting
the main labels.
2. Fitting the full spectra with only a few basic labels (e.g.,
Teff, logg, [Z/H] and [α/Z]) requires assumptions on
how the other (not fit) elements trace those labels. A
common assumption is that all α-elements trace each
other, and all other elements trace [Fe/H]. Although this
is a good working assumption, without which the fitting
would be much worse, this assumption is not true in
detail. Therefore, this simplification incurs systematic
offsets in the determinations of the main labels such as
Teff, logg and vturb.
3. By fitting elemental abundances one at a time, with
fixed atmosphere structure, one cannot evaluate their
covariances with other labels. For example, elemen-
tal abundance determinations depend on Teff, and there-
fore, abundances must be correlated to some level. The
covariance matrix is crucial for any chemical tagging
studies. Although stars that formed together are be-
lieved to be homogeneous to the level of 0.05 dex (e.g.,
De Silva et al. 2007; Ting et al. 2012a; Friel et al. 2014)
or better (Bovy 2016; Liu et al. 2016), the spread of a
cluster in elemental abundances space is dominated by
the measurement uncertainties. Therefore, to look for
overdensities, we would need to evaluate this spread of
a chemical homogeneous cluster in the elemental abun-
dances space (Lindegren & Feltzing 2013). Ting et al.
(2015b) showed that ignoring the covariance matrix and
using only the marginal uncertainty of each element
will increase the background contamination in a search
for overdensities by a factor of 104 in a 10D space. But
any estimate of the covariance matrix requires that all
labels are fit simultaneously, again incurring prohibitive
computational expense with rectilinear grid fitting.
4. Restricting the fits of individual elemental abundances
to “clean” narrow spectral windows excludes other
spectral information such as blended lines. From
information theory, one can calculate the theoreti-
cally achievable precision with the Cramer-Rao bound
(Cramer 1945; Rao 1945). If we have accurate syn-
thetic spectra and an effective way to fit all elemental
abundances simultaneously using the full spectrum, as
illustrated in Appendix B, we could in principle achieve
a precision of ∼ 0.01 dex for APOGEE data if the sys-
tematic errors in the models are smaller than this limit.
For comparison, the windows currently defined by the
APOGEE pipeline only exploit ∼ 10% of the spectral
information, implying that abundance precision will be√
10 ∼ 3 times worse than the formal limit (see Ap-
pendix B for details). We note that these ideal theoreti-
cal precisions might not be achievable due to systematic
uncertainties in the models, but we should still expect
a decent improvement in the precision as we are using
more information in the spectra.
5. To improve the interpolation within a rectilinear grid,
sophisticated algorithms can be employed. For exam-
ple, in the case of the APOGEE Survey, the interpo-
lation is done with a cubic Bézier function. For this
algorithm, many spectra from the rectilinear grid are
required for each iteration. This implementation is
memory intensive, to the extent that not all wavelength
points from each spectrum are saved (García Pérez et al.
2015). Certain compressions are needed, and some in-
formation within the spectra is unavoidably discarded
in the compression process. As we will discuss in more
details in §3, the method proposed in this paper re-
duces the complicated interpolation-minimization pro-
cess into a simple series of linear regressions. This
method is extremely memory effective, and no com-
pression of spectra is needed.
3. A NEW APPROACH
To overcome the challenges discussed in §2, we propose a
new approach to fitting stellar spectra with ab-initio models,
which we call CHAT (Convex Hull Adaptive Tessellation) that
has two central elements: (a) around any point in label space
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for which we have calculated a synthetic spectrum, there ex-
ists a (high-dimensional) hypersphere in label space within
which the spectrum (i.e., the flux at every wavelength point of
a normalized spectrum) varies linearly with changes in any of
the labels; as this region is defined through its series expan-
sion, we refer to this region as a “Taylor-sphere.”4 The num-
ber of synthetic spectral models needed to describe any spec-
trum that lies within the Taylor-sphere of a model grid point
grows linearly with the dimensionality of label space, instead
of exponentially. (b) Rectilinear grids in high-dimensional
spaces are highly inefficient in covering high-dimensional dis-
tributions, especially ones that are as correlated and irregular
as the distribution of stars in abundance space. Here we de-
velop a data-driven approach to finding a near-minimal set of
grid points whose surrounding Taylor-spheres cover all of the
relevant label space. Obviously, this requires at least some a
priori knowledge of the distribution of stars in the label space.
In addition, CHAT simplifies the interpolation-minimization
spectral fitting process to a series of linear regression prob-
lems around a manageable set of grid points. In §3.1, we will
expand the basic ideas of the method. In §3.2, we discuss
some of the attractive properties of this method compared to
the rectilinear grid approach, and we move on to the imple-
mentation details in §3.3.
3.1. Basic concepts
3.1.1. Gradient spectra and Taylor-spheres
The predicted continuum-normalized flux of a spectrum,
fmodel(λ|`) of a model that is specified by a set of labels,
`, changes from point to point in that space, but does so
“smoothly”, or differentiably. The spectrum corresponding to
any ` sufficiently close to a model grid point `∗ can therefore
be described with sufficient accuracy by
f linmodel(λ|`∗ +∆`)' fmodel(λ|`∗)+−→∇` fmodel(λ|`∗) ·∆`. (1)
In N`-dimensional label space, the calculation of
−→∇` requires
the calculation of (only) N` additional model spectra, used
to define the vector of “gradient spectra”, −→∇` fmodel(λ|`∗). In
this study, we evaluate gradient spectra in finite differences.
For each dimension, we derive the 1D gradient spectrum via
d fmodel/d` = ( f (`1)− f (`2))/(`1 − `2). The assumption of lin-
earity implies that gradient spectra are decoupled from one
another, and the variation of a spectrum from a label point
to another can be approximated by the sum of variation in
each dimension. This (only) linear scaling of model numbers
with N` is one of the key advantages to CHAT. The region in
label space for which this 1st-order Taylor expansion is a suf-
ficiently good approximation, we call a “Taylor-sphere”. For
labels ` that lie within the Taylor-sphere of `∗ spectral fitting
then becomes a simple regression.
Ness et al. (2015) show that even for the important labels
such as [Fe/H] and Teff that plausibly have small Taylor-radii,
the spectral variation at all wavelength points across the en-
tire label space for all giants as a function of the labels can
be approximated by a quadratic polynomial function. There-
fore, we expect the Taylor-radii to cover finite, and not ter-
ribly small regions of the relevant label range. In principle,
4 Strictly speaking, since we are looking for the best linear interpola-
tions given fixed end points, a more appropriate nomenclature should be
“Legendre-sphere", because (a) we are searching for the best multivariate
Legendre polynomial approximations to the first order and (b) we are not
calculating the gradient spectra with infinitesimal changes in label space.
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Figure 1. The volume ratio of an N-dimensional unit hypercube to a unit hy-
persphere. This figure shows that using a convex hull significantly improves
the density of models in the label space. For example, if the stellar proper-
ties only lie in a unit hypersphere in a 10D label space, a rectilinear grid will
need 500 times more models than a convex hull approach that only generates
models within the hypersphere. If we consider a label space of 30D, the ratio
increases to 5× 1013. In practice, since stellar elemental abundances only
live in a 7− 9 dimensional subspace in a 30D space, which is more compact
than a hypersphere, the improvement is more significant than the ratio shown
in this figure.
the high-dimensional linear expansion of the space of model
spectra could be extended to a general polynomial expan-
sion. Considering 2nd-order expansion, this would require
∼ N` times more ab-initio model calculations, but may dra-
matically increase the size of the corresponding “2nd-order
Taylor-sphere”, as suggested by the empirical success of the
Cannon (Ness et al. 2015), but we will leave this exploration
to future work.
3.1.2. A data-driven model grid
The next step in CHAT is to find a (near−)minimal set of grid
points, `∗, so that the ensemble of their surrounding Taylor-
spheres covers all the relevant label space. If we had such
a set of `∗, and if that set was manageable small, then the
entire fitting procedure would be reduced to a set of linear
regressions.
To start this, we illustrate concretely how important it is to
abandon rectilinear grids in high dimensions. The key point
is that the volumes of hyperspheres of unit radius differ dras-
tically from the volumes of hypercubes with unit length in
high-dimensional space. Fig. 1 illustrates this volume ratio:
for a 10-dimensional space, the volume ratio of the hypercube
over the hypersphere is ∼ 5× 102; and in a 30-dimensional
space, the ratio increases to∼ 5×1013! Therefore, if we place
our synthetic models (at `∗), only in the (hyper)spherical re-
gion where they are needed (rather than in an encompass-
ing hypercube), the density of models grows exponentially
with the number of dimensions, for a given total number of
models. Furthermore, Ting et al. (2012b) showed that, in
a ∼ 25-dimensional elemental abundances space, stellar el-
emental abundances are contained in a 7-9 dimensional sub-
space, the volume of which is necessarily smaller than the 25-
dimensional hypersphere. Therefore, the gain will be much
more significant in practice.
Clearly, we only need to calculate spectral models and their
gradient spectra in regions of label space containing data. To
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Table 1
Comparisons of the rectilinear grid approach and CHAT.
Properties Rectilinear grid CHAT
Defining label space Results from previous (smaller)surveys are not required Uses previous results to determine where models are needed
Number of models Grows exponentially withthe number of dimensions
Grows linearly with the number of dimensions in the limit
where spectra vary linearly with respect to the additional dimension
Number of dimensions Limited to . 7D label space Can extend to >10D label space and allows us to perform ab-initiofull spectral fitting for multiple elements
Fitting procedure Requires computationally intensiveinterpolation-minimization algorithms
Reduces the problem to a series of simple linear regressions
For an 8D space, we reduce the computational time by 100 folds
when compared to a quadratic interpolation
Data-driven models Not compatible with data-driven methods Since the fitting relies on gradient spectra, the synthetic gradient spectracan potentially be substituted with data-driven empirical gradient spectra
Abundance precision
Limited recovery of the labels due
to the sparse density of models. For an 8D
space, we would need at leastO(105) models
Better recovery because the density of models in the label space
increases. We achieve the same precision withO(102) models
define such a region, we use the concept of a convex hull. A
convex hull is the minimal convex polygon that encompasses
all the data points. Of course, for any given survey we do
not know which part of label space the data cover. But there
is sufficient information from existing surveys that one can
define an approximate convex hull (e.g. Bensby et al. 2014;
Holtzman et al. 2015). In detail, one would want to carefully
consider the construction of the convex hull for the specific
problem of interest.
After this region is defined, we need to find the set of Nmod
grid points at `∗ whose surrounding Taylor-spheres cover this
minimal polygon. Our approach is illustrated in Fig. 2. The
Figure illustrates how we define the convex hull, find Taylor-
spheres that cover the convex hull and reduce the spectral fit-
ting problem to a series of linear regressions. The details are
described in §3.3, but the remarkable result is that the number
of necessary grid points Nmod remains manageable even for a
high-dimensional label space.
3.2. CHAT’s advantages
CHAT has a number of very attractive properties compared
to the rectilinear grid model that we summarize in Table 1.
First, within the Taylor-sphere of a model grid point, `∗, the
computational expense of fitting only grows linearly with the
number of labels to be fit. If Nmod model grid points are
needed to cover the complex hull with their Taylor-spheres,
then we only need to calculate Nmod× (N` +1) synthetic mod-
els, i.e., for each model grid point, we need to calculate the
spectrum at this grid point and additional N` models to cal-
culate the array of gradient spectra. As N` increases by one,
the size of the array of gradient spectra only increases by one,
even though we might need slightly more models Nmod. This
slow growth is different from the rectilinear grid approach,
where the number of models always grows as dN` , where
d is the number of grid points in each dimension regardless
whether or not the spectrum varies linearly with a label.
Second, decomposing the label space into a series
of Taylor-spheres reduces the complicated interpolation-
minimization spectral fitting process to a series of linear re-
gressions. This calculation can be easily done on any personal
computer after the synthetic library is generated and can be
easily parallelized. At the same time, we also circumvent the
computational memory problem as discussed in §2. As we
only need to perform linear regression from each grid point
separately, only the gradient spectra of a particular grid point
are loaded into the memory each time. The memory require-
ments for CHAT are very modest.
Aside from the computational speedup, the use of Taylor-
spheres to determine where to create models has the important
conceptual advantage that the step size in each dimension is
determined in a statistically-rigorous manner (such that the
error induced by assuming linear interpolation is below a pre-
determined tolerance).
Fitting models with linear regressions through gradient
spectra also provides a natural connection to fully data-driven
technniques. In this paper, we calculate the gradient spec-
tra according to synthetic models. But one could replace the
theoretical gradient spectra with empirical gradient spectra if
we have enough training set to span the label space. As dis-
cussed in Ness et al. (2015), performing spectral fitting in a
fully data-driven way is advantageous in some cases because
such an approach produces elemental abundances on the same
overall scale set by the training set.
3.3. Implementation
With the qualitative picture of Fig. 2 in mind, we now de-
scribe some of the specifics of finding suitably sized Taylor-
spheres and filling the data convex hull with these Taylor-
spheres.
3.3.1. Defining the Taylor-spheres
So far we have defined the Taylor-spheres qualitatively as
the regions around a spectral model at `∗ within which the
vector of gradient spectra describes all model spectral “suf-
ficiently” well. We now describe the quantitative proce-
dure, which starts by determining the 1D Taylor-radii in all
the label directions. We generate a fine 1D grid for each
of these dimensions with a step size of ∆[X /H]= 0.03dex,
∆Teff = 25K, ∆ logg = 0.05, ∆vturb = 0.05km/s. When eval-
uating the Taylor-radius in any one label-space coordinate,
we adopt fiducial labels for the other coordinates. Focusing
here on APOGEE red clump stars, we choose Teff = 4750K,
logg = 2.5, vturb = 2km/s and Solar metallicity. We checked
that the Taylor-radii are relatively insensitive to the choice of
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Adopt stellar properties
from previous surveys
[X 1/H] 
[X 2/H] 
To define a larger space:
randomly scatter the data
To define a smaller space:
exclude outliers
Define a convex hull
encompassing the prior data
Create dense mock points
to represent the convex hull
Create synthetic spectra 
of dense 1D grids
For each 1D grid point, calculate 
the 1D Taylor-radius
Taylor-radius
Taylor-radius
Form multidimensional Taylor-spheres
from the 1D Taylor-radii
Taylor-sphere
Select one of the mock points in 
the convex hull, read off the 
corresponding 1D Taylor-radii
select a
mock point
corresponding
1D Taylor-radius
Exclude mock points within
the Taylor-sphere
exclude mock points
within the Taylor-sphere
Select another mock point
and iterate the process until
all mock points are excluded
Generate synthetic spectra for 
reference points and end points
of all Taylor-spheres
end point
end point
reference
point
dense 
1D grid
dense 
1D grid
outliers
convex hull
dense
mock points
cover the convex hull
with Taylor-spheres
For each observed spectrum,
we perform linear regressions with
respect to all reference points and
find the best-fitting model
The linear regressions can be done over all 
observed spectra simultaneously, the gradient 
spectra fitting method is very efficient 
gradient
spectra
observed spectra
reference points
observed spectra
reference points
or
Figure 2. A schematic illustration of CHAT and its implementation. In this illustration, we demonstrate a 2D scenario. In practice, we generalize this approach
to 10−30-dimensional label space using the same idea.
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the fiducial values for the other coordinates.
To evaluate the Taylor-radius for any one dimension of la-
bel space, for each grid point `∗, we use the finely-spaced 1D
grid to find the maximum distance from the grid point in la-
bel space such that all points, ∆` in between the grid point
and the end point ∆`max can be well approximated by lin-
early interpolating between these two points; the quality of
the approximation is judged by the χ2 difference between the
interpolated spectrum and the directly calculated spectrum at
that label point. We define this χ2 to be
χ2(`∗,∆`,∆`max)
≡
∑
λ
(
finterp(λ |`∗,∆`,∆`max)− fmodel(λ |`∗,∆`)
)
σ2λ
, (2)
where we sum over all the uncorrelated wavelength points,
each of which has a typical error of σλ in the actual data
set. We deem a spectrum to be well enough interpolated if
χ2 < , where  is the tolerance that we set. If we were
to set  to be the number of fitted labels, the uncertainties
of the estimated labels due to interpolation errors would be
comparable to uncertainties due to observation noise. Since
we typically fit O(10) labels, we choose  ' 50 (assuming
S/N=100) 5 in our study. We also verified that the system-
atic uncertainties in elemental abundances from interpolation
errors (of the order 0.01 dex, see plots in § 4.1) are indeed
comparable to the one due to observation noise (Appendix B,
assuming S/N= 100), justifying this choice. Finally, we de-
fine the Taylor-radius of any grid point `∗ as the maximum
∆`max for which χ2(`∗,∆`,∆`max) ≤ , for every grid point
∆` where 0 ≤∆` ≤∆`max. We found that Teff has a Taylor-
radius of 175K for Teff = 4000K and a Taylor-radius 350K for
Teff = 5000K; logg has a ∼ constant Taylor-radius of 0.9dex
for logg = 1− 5; [Fe/H] (an element that has a lot of absorp-
tion lines) has a Taylor-radius of 0.5dex in the low metallicity
regime [Fe/H]= −1, and the Taylor-radius decreases to 0.3dex
for solar metallicity; [K/H] (a trace element) has a Taylor-
radius of 2dex for [K/H]= −1, and 1dex for solar metallicity.
We have thus far defined the 1D Taylor-radii, which results
in a Taylor-sphere encompassing all points ` with
N∑`
n=1
(`n − `∗,n
∆`max,n
)2
≤ 1, (3)
There is no guarantee that all points within this Taylor-
sphere satisfy the linearity conditions only tested along the
coordinate axes. We have tested this issue in several ways.
In 2D we verified this assumption by studying grids of ran-
dom element pairs. For each element pair, we first found the
1D Taylor-radii set by a fixed χ2 criterion. We found that 2D
grid points within an ellipse defined by the 1D Taylor-radii
fulfill the same criterion, and grid points outside the ellipse
violate the criterion. The ellipse-approximation holds very
well for all element pairs that are not strongly correlated in the
spectra space. For strongly coupled elements, we performed
a few tests with CNO and found that the χ2 contours appear
to be more irregular and do not form a perfect ellipses, even
5 We could have chosen  = 10, but this requires more models in our test
cases. Since the purpose of this paper is to compare CHAT with the rectilinear
grid approach, we decided to reduce the computational time by adopting a
slightly higher . As long as we adopt the same number of models for both
cases, the comparison is fair.
though the simple ellipse approximation still performs rea-
sonably well. We will leave this issue to be explored in more
detail in future work.
In Figure 3, we demonstrate how well the gradient spectra
method works by comparing the gradient spectra reconstruc-
tions within a Taylor-sphere and the ab-initio model calcula-
tions. We calculate the Taylor-sphere centered at a fiducial
reference point of Teff = 4750K, logg = 2.5, vturb = 2.0km/s
and Solar metallicity. We draw random labels within the
Taylor-sphere and calculate their ab-initio model spectra. The
gradient spectra constructions are done by taking the refer-
ence spectrum at the reference point and linearly adding the
gradient spectra multiplied by the step size in each label di-
mension. We vary all 15 elements in APOGEE and the three
main stellar parameters, Teff, logg and vturb. We show that for
a tolerance of  = 50, the wavelength-by-wavelength devia-
tion is comfortably below the typical APOGEE S/N of 100.
As we will demonstrate in §4, we only need a few of these
Taylor-spheres to span the relevant label space, which implies
that through CHAT, we can reconstruct synthetic spectra with
a near-minimal number of synthetic spectra calculations.
3.3.2. Filling the convex hull of label space
We now discuss how to find the set of model grid points, `∗,
so that their surrounding Taylor-spheres fill the convex hull of
the pertinent portion of label space. For a high dimensional
space, data points that use to determine the convex hull (the
minimum polygon) might only cover a small fraction of the
volume. In order to make sure that we are covering the convex
hull sufficiently well with Taylor-spheres, we start by repre-
senting the convex hull by 106 uniform mock data points. As
we will end up with < 1000 model grid points (see §4), 106
mock points will sample the convex hull sufficiently well for
our purposes. We construct the convex hull using CONVEX-
HULL routine in the SCIPY.SPATIAL package. To determine
whether a point is within the convex hull, we use DELAUNAY
routine and check whether the point is within a simplex of the
Delaunay tessellation.
Following Figure 2 we then successively identify model
grid points, `∗. We start by picking a random point from
the mock data within the convex hull. We read off their 1D
Taylor-radii corresponding to the closest grid points in the
finely-spaced 1D grids. Then we ask which of our mock
points fall within the Taylor-sphere determined by these 1D
Taylor-radii, and eliminate those. Then we draw another ran-
dom point from the remaining mock points. We take it to
be the next model grid point, consider its surrounding Taylor-
sphere, and remove the mock points that lie within that sphere.
We emphasize that the Taylor-radii read off from the 1D grids
for each random point are difference – we assume `∗ that
is closest to the random point when evaluating the Taylor-
radii. This “adaptive” approach takes into account that the
radii could vary, for example, in a low Teff regime compared
to a high Teff regime. We repeat this procedure until no mock
points remain. The resulting set of `∗ is the near-minimal
set of model grid points, whose Taylor-spheres fill the convex
hull.
We refer to this set of grid points as a near-minimal set
since there are overlaps between Taylor-spheres, so it might
not be the absolute minimal set. However, the overlaps of
hyperspheres are quite small in a higher dimensional space.
For an 8D label space that we will explore in § 4.1, through
Monte Carlo integration we found that the total volume of all
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Figure 3. Demonstration of the fidelity of synthetic spectrum reconstruction through gradient spectra. We vary all 15 elements in APOGEE and the three stellar
parameters, Teff, logg and vturb. We consider a χ2 tolerance  = 50, the tolerance we assume in this study, and evaluate the Taylor-radii and their corresponding
Taylor-sphere. The Taylor-radii are evaluated at the fiducial reference point of Teff = 4750K, logg = 2.5, vturb = 2.0km/s and Solar metallicity. To illustrate the
behavior as a function of Taylor-radii, we shrink the radii 5 times and expand 3 times which we denote as 0.2× Taylor-sphere and 3×Taylor-sphere, respectively.
We generate 100 mock spectra for labels that are within each of these Taylor-spheres and compare the gradient spectra reconstructions to the ab-initio calculations.
The top left panel shows the comparison of a segment averaging all 100 trials. The comparison is excellent, justifying our choice of χ2 tolerance. The bottom
left panel shows the mean absolute differences between the exact and gradient-interpolated models assuming three different Taylor-spheres. In the right panel we
plot the cumulative histogram of the wavelength-by-wavelength deviations. The solid lines demonstrates the absolute deviations averaged over all 100 trials, and
the dashed lines show the worst-case scenarios of the 100 trials. For the fiducial Taylor-sphere, the wavelength-by-wavelength deviation is well below the typical
APOGEE S/N of 100.
the ellipsoids within the convex hull is only ∼ 5 times the
volume of the convex hull. So at most, we can only reduce
the number of grid points by another factor of five.
This procedure requires no calculation of any model spectra
apart from the precalculated spectra of the fine 1D grids in
determining the Taylor-radii. After we have the set of `∗, we
calculate the model spectra at each of them, along with the N`
gradient spectra at each `∗. These are all the models needed
for CHAT.
There are also a number of practical choices to be made
to define the convex hull in the first place. If the prior in-
formation used to determine the convex hull is very noisy or
has outliers, the volume of the convex hull will be larger than
the intrinsic volume within which the labels of the sample at
hand reside (e.g., Ting et al. 2015b). With many dimensions,
the volume of the noisy convex hull could be much larger than
the intrinsic volume, “wasting” many model grid points at the
periphery of the volume. To address this problem, one could
run a kernel density estimation to map out the density of the
label space, similar to Ting et al. (2015b) and cull outliers ac-
cording to the density map. If, however, a goal of the spectral
fitting is to look for rare outliers in label space, one might
consider randomly scattering the prior data so that they de-
fine a larger volume in label space (see Figure 2). A point to
keep in mind is that the particular implementation of CHAT
will depend on the problem of interest.
3.4. Creating stellar models
The model atmospheres and spectra for this work are com-
puted with the ATLAS12 and SYNTHE programs written and
maintained by R. Kurucz (Kurucz 1970; Kurucz & Avrett
1981; Kurucz 1993). We adopt the latest line lists provided
by R. Kurucz6, including line lists for TiO and H2O, amongst
many other molecules. Model atmospheres are computed
at 80 zones down to a Rosseland optical depth of 103, and
each model is automatically inspected for numerical conver-
gence. We adopt the Asplund et al. (2009) solar abundance
scale. Convection is modeled according to the standard mix-
ing length theory with a mixing length of 1.25 and no over-
shooting. Spectra are computed with the SYNTHE program
and are sampled at a resolution of R= 300,000 and then con-
volved to lower resolution.
3.5. Spectral fitting
After calculating all Nmod spectra at the model grid points
`∗, along with models needed to evaluate their gradient spec-
tra, we have reduced the spectral fitting of one object to a set
6 http://kurucz.harvard.edu
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Table 2
Nomenclature of element classification in this paper.
Nomenclature Element Classification
Primary elements Fe, C, N, Mg, Si Used in atmosphere calculationsa
Secondary elements O, Na, Al, S, K, Ca, Ti, V, Mn, Ni Held fixed at solar metallicity or trace primary elements when creating model atmospheres
Trace elements Elements other than the 15 elements in APOGEE DR12 and should have negligible effect on the atmosphere
aThese elements have important influences to the atmosphere. See Appendix A.
of Nmod linear regressions. In practice it may be more advan-
tageous to go to one model grid point, `∗ and execute a trial
linear regression fit on all spectra of the sample. In the end
the best fitting labels for each object will be the fit (among the
Nmod) that has the lowest χ2.
Let us now denote the entire (observed) spectrum of the
nth
(
n ∈ [1,Nsample]
)
object as the vector fobs,n of length Npix,
with the vector of its uncertainties denoted as en, where Npix
is the number of uncorrelated wavelength points in the spec-
trum. The entire model spectrum at a grid point `∗ can be
denoted as the equally long vector fmod(`∗). The set of N`∗
gradient spectra associated with fmod(`∗) can be denoted as a
Npix×N`∗ matrix GL(`∗). For linear regression, this defines
a covariance matrix Ωn(`∗):
Ωn(`∗) = GLT(`∗) ·
(
GLT(`∗)× e−2n
)T
. (4)
Then the best fitting labels `n, based on the model grid point
`∗ are given by
`n
(
`∗ |{data}n
)
= Ω−1n (`∗) ·
(
GLT(`∗) ·
((
fobs,n − fmod(`∗)
)× e−2n )
)
,(5)
where datan ≡ [fobs,n,en].
This linear regression fitting process is extremely efficient
even though it is performed Nmod times because the regression
can be done analytically and consumes little memory even for
multiple variables. Also the main computational cost in spec-
tral fitting lies in generating a model grid instead of the fitting
process, and for the former, the number of models in CHAT
grows much more benignly with more dimensions than an
exponential growth. Furthermore, linear regressions around
different `∗ can also be parallelized to speed up the process.
Finally, in this regime we have the covariance matrix Ωn an-
alytically. This covariance matrix, reflecting the label space
error ellipsoid, is a critical component in chemical tagging
studies (see Ting et al. 2015b).
4. RESULTS AND IMPLICATIONS
We are now in a position to explore what CHAT can de-
liver in practice. We will cover three related aspects: in §4.1
we explore how well CHAT (with Nmod grid points, and hence
a total of Nmod× (N` + 1) models) does in determining large
numbers of labels from data, compared to a sensibly cho-
sen, but rectilinear high-dimensional grid that has a total of
∼ Nmod× (N` + 1) grid points. We also explore what system-
atic errors can occur when fitting a higher dimensional spectra
with a lower dimensional effective label space (§4.2). In §4.3
we explore how to reduce the effective dimensionality of label
space, exploiting astrophysical correlations among elemental
abundances through a principal component analysis (PCA).
Finally, we discuss some limitations of CHAT in §4.4.
Throughout these tests we use mock spectral data drawn
from synthetic spectral models that are based on up to 18
labels: three stellar parameters Teff, logg, vturb and up to
15 APOGEE elemental abundances; the remaining elements,
which we will call “trace elements”, are assumed to scale with
[Fe/H] at solar abundance ratios. In other words, we assume
labels (from the APOGEE DR12 red clump stars), create AT-
LAS12 models with these labels and use these models as our
mock data to be fit. That means that there always exists a
set of labels that leaves no systematic differences between the
data and the model. We defer the application of CHAT to real
data to another paper.
4.1. Rectilinear grid fitting vs. CHAT
In this section we compare how well we recover the in-
put labels from mock spectra using two fitting approaches,
a rectilinear grid approach and CHAT using the same num-
ber of models. For this test case, we consider an 8D la-
bel space: three main stellar parameters – Teff, logg, vturb
and five main elements, which we will call “primary ele-
ments”. We chose these elements as they either have a signif-
icant influence on the overall atmospheric structure ([Fe/H],
[Mg/H], [Si/H]7, see Appendix A) for red clump stars (i.e.,
Teff = 4500− 5000K), or because they have important molec-
ular features in the H-band APOGEE spectra ([C/H], [N/H]).
We define 10 additional elements that are derived in APOGEE
DR12 to be “secondary elements” and assume solar metallic-
ity for all other “trace elements”. Our adopted element clas-
sification nomenclature is summarized in Table 2. We sam-
ple the 8D label space for the mock spectra by simply adopt-
ing as input the labels from the APOGEE red clump sample
(Bovy et al. 2014) and vturb = 2.478 − 0.325logg (Holtzman
et al. 2015). We make the same selection cut as Hayden et al.
(2015); Ting et al. (2015b) to cull APOGEE values that are not
reliably determined. When generating test data, we add pho-
ton noise corresponding to the median wavelength-dependent
S/N of the APOGEE red clump spectra.
We assume that the rectilinear grid approach spans the full
range of label values in the APOGEE red clump sample, and
we take three grid points in each of the eight dimensions, lead-
ing to∼ 6500 model grid points. To interpolate this rectilinear
grid we consider both a linear interpolation and a quadratic
Bézier interpolation (Mészáros & Allende Prieto 2013). The
interpolation codes – FERRE8 (Allende Prieto et al. 2006,
2014) are adopted from the APOGEE pipeline and provide
a direct comparison to the state-of-the-art rectilinear grid ap-
7 Another important element is O, but creating a 9D grid is too compu-
tationally expensive for the rectilinear grid approach. However, we checked
that replacing Si with O does not alter the conclusions in this paper.
8 http://www.as.utexas.edu/∼hebe/ferre/
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Figure 4. Recovery of labels for 1000 synthetic test models with APOGEE red clump properties. We consider 8D test models, assuming solar abundances for
the other elements, and fit the test models with 8D synthetic libraries. The blue lines show the results of a linearly interpolated rectilinear grid with ∼ 6500 grid
points. The solid black lines show the results from the same rectilinear grid but the grid is now quadratic Bézier interpolated. To enable a fair comparison with
CHAT, the rectilinear grid only spans the range of label values used in this test. The red lines show the results of the standard approach of CHAT with the same
number of models as in the rectilinear grid. Labels are recovered very well, in all cases more precisely than when using the rectilinear grid. But CHAT can be
further improved by excluding outlying points before defining the convex hull. If we exclude the 20% most outlying points, as shown in the dotted black lines,
we can further reduce the number of models needed by a factor of∼ 35 and achieve the same precision. In this case, only 180 models are needed in an APOGEE
red clump synthetic library.
proach. FERRE performs a wavelength-by-wavelength inter-
polation of the flux and finds the best- itting spectrum through
χ2-minimization. For CHAT, we only generate models that are
within the convex hull of the APOGEE red clump sample. As
the stellar parameters Teff, logg and vturb reflects the evolu-
tionary state of the star, while elemental abundances reflect
the chemical evolution of the Galaxy when the star formed,
they should be uncorrelated to first approximation (but see
Masseron & Gilmore 2015; Martig et al. 2016). We consider
the convex hull of these two groups separately and cross-
product their model grid points and gradient spectra. We
checked that if we were to consider the 8D convex hull di-
rectly, we would further reduce the number of models needed
as there are non-trivial correlations between these two groups.
We choose to consider these two groups separately to have a
more direct comparison with the PCA method in §4.3. We
adjust the size of the Taylor-spheres, by tweaking the  ' 50
tolerance in the χ2 criterion in Eq. 2, such that the convex
hull is filled by Taylor-spheres formed from ∼ 6500 models
(including the model grid points and their associated gradient
spectra).
We then determine the best fitting 8D label set for all mock
spectra with both methods. Figure 4 shows the comparison of
the results. Even in this relatively low-dimensional, 8D label
space, CHAT provides better — higher accuracy and precision
— label recovery than the rectilinear grid with equally many
spectral models. The results also imply that, to achieve the
same nominal precision, CHAT will require far fewer models
than the rectilinear grid approach.
Part of the explanation for this gain is simple: using Monte
Carlo integration, we find that the volume of the APOGEE red
clump 8D convex hull is ∼ 100 times smaller than the hyper-
cube spanned by the rectilinear grid. Therefore, we are sam-
pling the label space ∼ 100 times denser in CHAT. The recti-
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Figure 5. A summary of Fig. 4 and a comparison of CHAT with the rectilinear grid approach. The left panel shows the mean deviation of the synthetic spectra
input recoveries in an 8D label space. In all three cases, we consider ∼ 6500 models. A quadratic interpolation improves the recoveries from a rectilinear grid,
but it is still less precise than CHAT and is about 102 times slower than CHAT. The right panel shows the estimated number of models needed to have the same
recovery precision as CHAT. To have the same density of models in the label space, the rectilinear grid approach requires two orders of magnitude more models,
i.e., 6.5×105 models. CHAT can be further improved by discarding the 20% outlying data when determining the convex hull. In this case, we can further reduce
the number of models by at least another order of magnitude. Only 180 models are needed for the improved CHAT.
linear grid approach would require∼ 650,000 models in order
to produce the same recoveries with linear interpolation. For
example, if we were to adopt the standard APOGEE spacing
in a rectilinear grid, we would need at least 58 = 4×105 mod-
els. This is consistent with the conventional wisdom that for
rectilinear grids it is difficult to go beyond 6D-7D label space.
Quadratic/cubic interpolation slightly reduces the number of
models needed to achieve the same precision, but the com-
putational efficiency is compromised. In this study, we did
not consider a cubic interpolation because a cubic interpola-
tion in the rectilinear grid approach requires at least four grid
points per dimension; it requires a minimum of 48 = 65,000
models, which is again significantly more models than CHAT.
In our test case, using a single CPU and the same number
of models, we found that it takes about O(10) minutes for
CHAT to find the best fitting labels for 1000 spectra, but it
takes ∼ O(1000) minutes for a quadratic Bézier interpola-
tion, showing the enormous gain of reducing a complicated
interpolation-minimization process to a series of simple lin-
ear regressions.
Beyond the label space volume difference, the systematic
filling of this (smaller) convex hull with adaptive tessellation
results in additional gains, i.e., we put more models in re-
gions where linear interpolations fail. Although not shown,
to evaluate the contributions from each of these two aspects,
we performed tests by only considering convex hull without
adaptive tessellation and an adaptive tessellation in a regular
label space without the convex hull. We find that the convex
hull plays a more important role because it improves the mod-
els density in the label space globally. The adaptive tessella-
tion plays a smaller role, but it is important for Teff because
Teff shows the most nonlinearity in model variation. Low Teff
regimes need more models than the high Teff regimes because
the synthetic spectra vary more drastically when molecules
start to form at low Teff.
Remarkably, CHAT can be even more efficient. As dis-
cussed in §3.3, the periphery of any 8D space comprises most
of the volume. And, as illustrated in the right panel at the sec-
ond last row of Fig. 2, covering the convex hull with Taylor-
spheres centered at the periphery points covers a region larger
than the convex hull itself. Through Monte Carlo integra-
tion, we found that only ∼ 10% of the total volume of the
Taylor-spheres is within the convex hull, the rest of ∼ 90%
surrounds the convex hull. The outermost points could have
already been covered by the Taylor-spheres around points in
the interior. Therefore, we eliminate the 20% most outlying
points using kernel density estimation before constructing the
convex hull around the other 80%. We choose an 80% con-
vex hull because we found that the Taylor-spheres centered at
points in this smaller convex hull already cover the full convex
hull.
The black dotted lines in Fig. 4 demonstrate CHAT’s label
recovery in this case: we need only 20 model grid points `∗
and their associated gradient spectra, i.e., a total of 180 spec-
tra (20 model grid points, and 20× 8 models to determine
the gradient spectra), to fulfill the same  − χ2 criterion as
before. The resulting label recovery illustrated in the black
dotted lines shows that we can achieve the same precision as
the standard implementation of CHAT but with 35 times fewer
models. The upshot is that by culling 20% of the outlying
points when defining the convex hull, we are able to reduce
the number of the required synthetic spectrum calculations to
fit red clump stars in 8D label space from 6× 105 in a recti-
linear grid approach to only 180 model spectra.
We summarize the comparison between the rectilinear
method and CHAT in Fig. 5 for the case of 8D fitting. Note
that, for a rectilinear grid, even if we consider two grid points
per dimension, we will require 28 = 256 models. The gradi-
ent fitting approach here surpasses the fundamental limit of
a rectilinear grid because in the limit where the spectra vary
linearly with all labels and are decoupled from one another,
the number of models needed in CHAT grows linearly instead
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Figure 6. Similar to Fig. 4, but here we consider 1000 synthetic test models that vary all 15 elements, Teff, logg and vturb, whose labels are drawn from 1000
APOGEE red clump stars. We fit these test models with lower-dimensional synthetic libraries. In the first case, shown in the blue lines, we consider the ∼ 6500
models 8D CHAT library in Fig. 4, fixing the other elements to be solar metallicity. In this case, the fit is unsatisfactory, showing that some assumptions have
to be made to approximate high-dimensional spectra with lower-dimensional synthetic libraries. In the second case, shown in the red lines, we assume that the
α-elements trace each other and the other elements trace [Fe/H]. We generate the same number of models as the previous case. The fits improve significantly as
we take into account the other elements beside the fitted labels. However, these assumptions on the other elements are not true in detail, and hence systematic
offsets remain in some of the fits.
of exponentially.
For on-going large spectroscopic surveys, full spectral fit-
ting is limited to a subset of “main” labels. For example, in
APOGEE DR12 (Holtzman et al. 2015; García Pérez et al.
2015), a 6D label space of Teff, logg, [Z/H], [α/Z], [C/Z],
[N/Z] was considered. Even a 6D space with five grid points
requires 56 ∼ 15,000 models. To make the computational
consumption more affordable, some important fitting labels
were not included, such as vturb9 and vsin i. But stellar rotation
could play an important role for low-Teff dwarf stars. Omit-
ting them is believed to be the main reason that labels for cool
dwarfs were not robust in DR12 (Holtzman et al. 2015). We
show that even for an 8D space, using CHAT reduces the num-
ber of models by a factor of ∼ 1000. The reduction of models
opens up the opportunity to expand many more dimensions
9 In DR12, APOGEE found a tight logg−vturb relation. Thus, this relation
was assumed to reduce the number of models needed in the synthetic library.
and allows vsin i and vturb to be included more easily.
4.2. Consequences of fitting a subset of the label space
To fully specify an observed spectrum within its (high-S/N)
error bars, one may require the specification of several dozens
of labels, encompassing the stellar parameters and all ele-
ments that could contribute to the spectrum. However, the rec-
tilinear grid fitting approach is limited to subspaces of much
lower dimension. In that case, assumptions have to be made
for not-fitted labels. To explore this effect, we create a set of
synthetic test spectra that are specified by the 18 labels mea-
sured in the APOGEE red clump sample: 15 elements, along
with Teff, logg and vturb. We assume that all remaining trace
elements follow [Fe/H] at solar ratios.
To start, we try to match these mock spectra with CHAT, but
fitting only the 8 of the 18 labels, those shown in §4.1. Fig. 6
(blue lines) illustrates that the label recovery is unsatisfactory.
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Figure 7. An effective way to reduce systematic offsets is to fit the coefficients of PCA components in elemental abundances space instead of fitting [X /H]. The
red lines show the same results in Fig. 6. We assume that the α-elements trace each other and the other elements trace [Fe/H]. Since this assumption is not true
in detail, fitting the global metallicity [Z/H] and the α-enhancement leaves some systematic offsets. If we fit the coefficients of principal components instead, as
shown in the blue lines, we reduce the systematic offsets because we take into account the correlations of elements more properly.
This may not be unexpected, as we only vary five elements in
the 8D grid, we necessarily mismatch absorption lines from
the other elements, held at Solar ratios. As a consequence,
the fit of Teff is compromised, which in turn affects the fit of
the other labels. One approach to reducing these systematics,
while keeping the number of fitted labels low is to exploit the
established astrophysical covariances among elemental abun-
dances: we can, e.g., assume that all α-elements trace each
other, while all other elements scale with the global metallic-
ity, [Z/H], an approach followed in the APOGEE pipeline. If
we then generate a 7D grid of model spectra, Teff, logg, vturb,
[Z/H], [α/Z], [C/Z] and [N/Z] using CHAT, and with the same
number of models, and use them to fit the 18D mock spec-
tra. As shown in red lines in Figure 6 the systematic errors
in the label recovery are strongly reduced. This demonstrates
that label recoveries can be good with low-dimensional (e.g.,
7D) fitting, if astrophysical label-correlations are properly ex-
ploited.
But even in this latter case systematic offsets in the label
recovery remain: about 10K for Teff, 0.1dex for logg and
0.1km/s for vturb. Even though the α elements broadly trace
each other, this is is not true in detail. This suggests the need
for a more systematic way to reduce the dimensionality of the
label space, an issue which we will address in the next section.
4.3. Fitting PCA components of elemental abundances
Principle Component Analysis (PCA) provides a simple
and systematic way to characterize the astrophysical corre-
lations among elemental abundances. As such, it may be an
effective way to set element ratios that are not directly fit-
ted labels. A detailed exposition of PCA in elemental abun-
dances space is beyond the scope of this paper, but details can
be found in Andrews et al. (2012) and Ting et al. (2012b)10.
The main points of Ting et al. (2012b) can be summarized
as follows. PCA measures the correlation among elements.
Each principal component is a unit vector in the elemental
10 Note that the APOGEE pipeline uses PCA to compactify the spectral
space. In our case, we use PCA to compactify the label space of elemental
abundances.
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abundances space. The principal components are ordered ac-
cording to their contributions to the total variances of the data
sample. In practice, only the first few principal components
are significant and relevant, because additional PCA compo-
nents are likely dominated by observational noise. Ting et al.
(2012b) showed that for 15−30 measured elements, not all el-
ements provide independent pieces of information. Elements
fall into groups that span a much smaller 7 − 9 dimensional
subspace. In turn, measuring the 7− 9 dimensional principal
components should be sufficient to predict the abundances of
all 15−30 elements.
With this idea in mind, a more effective way to fit high-
dimensional spectra with a lower-dimensional effective sub-
space is to consider the coefficient of each main principal
component as a fitting label instead of the usual [X /H]. In
this case, we should be able to fully characterize an observed
spectra with< 13 labels (including the stellar parameters, Teff,
logg, vturb and vsin i), but still account for 30 elements. A syn-
thetic library covering 13-dimensional label space is feasible,
but only with the advantages provided by CHAT (see §4.1).
CHAT easily generalizes to the case of fitting PCA com-
ponents, which are simply taken as the labels in lieu of the
direct abundances. In other words, the model grid points and
Taylor-spheres are simply determined in the space of stellar
parameters and PCA-components. Specifically, We consider
an 8D label space comprising Teff, logg, vturb and the five most
important principal components. As shown in Figure 7, stan-
dard deviations of the PCA label recovery (transformed into
the space of abundances) are about the same as that of the
element label recovery because the underlying model density
in the label space does not improve by transforming into the
PCA space. However, systematic offsets in the label recov-
ery are dramatically lower when fitting principal components,
because we take into account the element correlations more
properly.
4.4. Current limitations and future directions
Despite its attractive properties, CHAT also has limitations.
CHAT fundamentally relies on a sensible definition of a con-
vex hull in label space. This should be straightforward for the
bulk of Milky Way stars, because we have a basic understand-
ing regarding elemental abundance distributions from previ-
ous surveys (e.g., Bensby et al. 2014; Holtzman et al. 2015).
But the construction of a convex hull may be more problem-
atic in other circumstances, such as in the search for extremely
metal-poor stars of the Milky Way, or for surveys of other
galaxies. In these cases the rectilinear approach or applying
CHAT to a large rectangular label space with a lenient toler-
ance might be applied as a first pass in order to aid in the
definition of the convex hull in detail. Because of the use of
a convex hull in deciding where to create models, CHAT may
not work well as a tool in searching for interesting outliers.
In its present form, CHAT is strictly linear within the Taylor-
radius of each label, i.e., it treats the gradient spectrum in each
label as independent. We have tested in a few cases that this
linear approximation is indeed good within the entire Taylor-
sphere, but we have not explored this exhaustively. One way
to overcome this limitation is to expand CHAT beyond the 1st-
order Taylor-sphere. A 2nd-order Taylor-sphere requires N`
times more models to define both the gradient matrix and the
curvature matrix. The fitting process will be slower as the
fitting is no longer a simple linear regression, but it is reason-
able to assume that a 2nd-order model would cover a much
larger label space per Taylor-sphere (see Ness et al. (2015)).
We are currently exploring this idea and will defer the details
to a later paper.
5. SUMMARY AND CONCLUSIONS
Major ongoing and planned research initiatives to unravel
the chemodynamical formation history of our Milky Way are
based on determining the properties of vast numbers of indi-
vidual stars. This is to be done by taking high-quality spec-
tra of 105 − 106 stars in the Milky Way, and then deriving
from them extensive sets of labels, i.e., stellar parameters and
10 − 30 elemental abundances. Rigorous spectral modeling
would call for all pertinent labels (N` = 10− 15) that charac-
terize one star to be fit simultaneously to its spectrum. For the
large data sets at hand this appears, however, computationally
infeasible: using established techniques – based on rectilin-
ear model grids in label space – the number of required grid
points is prohibitive.
The established response to this quandary is to only fit a few
of the labels (typically 4 − 6) simultaneously, and determine
the other labels separately on the basis of this initial fit. In
this paper we have shown that this short cut leads to important
systematic errors, given the high data quality, and we offer a
solution: an approach with several new techniques which we
call CHAT.
CHAT’s defining ideas and capabilities in determining la-
bels, `, from spectra can be summarized as follows:
1. Within a sufficiently small patch around a model grid
point `∗ in label space (a “Taylor-sphere”), any spec-
trum defined by its label vector ` ≡ `∗ +∆`, can be
described by a linear expansion around that grid point,
as:
fmodel(λ|`∗)+−→∇` fmodel(λ|`∗) ·∆`, (6)
using the “gradient spectra”, −→∇` fmodel. Within this re-
gion of label space, spectral model fitting to data is then
reduced to linear regression, which is computationally
fast.
2. Only a tiny fraction of the high-dimensional (N`) la-
bel space of stellar parameters and elemental abun-
dances is occupied by real stars. Given prior informa-
tion, e.g., from existing surveys, an approximate con-
vex hull can be constructed for this subspace, of dra-
matically smaller volume than a rectilinear grid in label
space encompassing the relevant label subspace. This
much smaller label space volume can then be covered
far more densely with synthetic model spectra (for a
given computational expense).
3. We have devised an adaptive tessellation of this con-
vex hull with model grid points, `∗, so that the set of
their surrounding Taylor-spheres completely covers la-
bel space within the convex hull. Taken together, these
elements of CHAT have reduced the daunting task of
full spectral fitting to a) the pre-calculation of the grid
points, `∗ and the extent of their “Taylor-spheres”, b)
the calculation of the model spectra and gradient spec-
tra at this modest number of `∗, and c) linear regression
when actually fitting the spectra. The linear regression
also implies that the computational expense for produc-
ing the needed synthetic spectra only grows linearly
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with the dimensionality of label space, N`, not expo-
nentially.
4. We have tested how well (and how fast) CHAT works
in practice by considering the case of an N` = 8 label
fit to APOGEE red clump spectra: we show that the
number of required model grid points is reduced from
O(105) for rectilinear model grids, to O(102) models
for the adaptively tessellated grid within the convex
hull, improving the computational cost of generating
a synthetic library by three orders of magnitude. We
also found that CHAT recovers the best fitting labels 100
times faster than a quadratic Bézier interpolation within
a rectilinear grid.
5. The dramatically fewer model points, and only lin-
ear growth of computation with N` makes full spec-
tral fitting with far larger N` feasible. Specifically, it
now seems possible to simultaneously fit additional la-
bels such as micro-turbulence and stellar rotation, along
with 15 elemental abundances.
6. We showed explicitly that fitting spectra that were
drawn from a high-dimensional label space with a much
smaller N`, can lead to important systematic errors, un-
less optimal assumptions about the non-fitted labels are
made. The usual way of fitting [Z/H] and [α/Z], assum-
ing other elements are traced by these two characteris-
tics, works well, but some systematic residual offsets
remain. If we assume the principal component coef-
ficients to be the fitted labels, the residual offsets are
reduced. Fitting principal component coefficients also
provides a natural way to perform chemical tagging in
a compactified elemental abundances space.
7. With these new techniques, the hope is that we can im-
prove the precision of elemental abundances in these
large surveys. As the full elemental abundances space
seems to be well-described by 7−9 element groups, im-
proving the abundance precision by a factor of two will
improve the resolving power of star clusters by a fac-
tor of 27−9 = 100−1000 in elemental abundances space.
With such an enormous gain in “resolution”, we might
be able to chemically tag Milky Way stars to their birth
origins and provide a completely new view of the evo-
lution of the Milky Way.
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APPENDIX
CAN WE IGNORE NON-PRIMARY ELEMENTS IN THE PHOTOSPHERIC ATMOSPHERE CALCULATIONS?
Generating stellar synthetic spectra consists of two parts. The first part is the calculation of the model atmosphere. Given stellar
parameters and elemental abundances of a star, the temperature, pressure and electron density as a function of the Rosseland
opacity of the photosphere can be calculated by solving a system of differential equations (ATLAS12). After this is done, we then
proceed with a radiative transfer code (SYNTHE) and generate synthetic spectra by integrating over the photospheric atmosphere.
With a restricted range in wavelength, the former step is much more time consuming (for APOGEE, it isO(10) times slower) than
the latter step. Since it is too computationally expensive to generate a rectilinear grid of 15− 30 photospheric atmospheres, the
standard approach is to make the assumption that the model atmosphere only depends on a few main labels. When determining
the spectral variation for secondary elements, only the radiative transfer step is needed.
We put this assumption to the test. We consider fully self-consistent calculations for [X /H]= 0.2 dex, varying one element at a
time, and compare to the case where we assume a solar atmosphere, ignoring the enhanced contribution from this element. We
calculate the χ2 of these two spectra assuming R= 20,000, S/N= 100 and uncorrelated wavelength points for an APOGEE-like
spectrum. In this calculation, we do not include predicted lines (from the atomic line list), in order to be more conservative in
our estimate. The real difference could be larger. In Fig. 8, we show that, especially for low-Teff stars, the contributions from
secondary elements, as well as vturb, can be significant. The differences in these two cases have χ2 values larger than the number
of fitted labels (typically O(10)). Hence ignoring secondary elements in the atmospheric calculations can bias the abundance
determinations for these elements (also read VandenBerg et al. 2012). On the other hand, as shown in the right panel, truly trace
elements, such as Eu, indeed have negligible contributions to the atmospheric structure.
THEORETICAL ABUNDANCE PRECISIONS THAT COULD BE ACHIEVED WITH CURRENT ON-GOING SURVEYS
Elemental abundances are usually derived from carefully chosen wavelength windows that contain absorption lines that are
clean, unblended, and have reliable line parameters (usually calibrated against standards such as Arcturus and the Sun). But more
information can be extracted, in principle, if we also consider the blended lines. Furthermore, as illustrated in Appendix A, most
elements affect the stellar opacity and atmosphere. Therefore, they will indirectly affect the line formation of the other elements.
But how well we can extract this indirect information is more questionable than the blended lines. Nonetheless, it might be
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Figure 8. Error induced by not creating self-consistent model atmospheres when computing synthetic spectra. We plot the χ2 between a synthetic spectrum
generated with a self-consistent model atmosphere and a spectrum that was computed from a fixed, solar metallicity atmosphere. The underlying reference labels
are solar metallicity, logg = 2.5, vturb = 2km/s, R= 20,000, and S/N= 100 and the wavelength range and bins of the APOGEE survey. We consider a variation
of [X /H]= 0.2 and ∆vturb = 0.5km/s. Results are shown as a function of Teff. We do not include predicted lines in this calculation. If the χ2 values are larger
than the number of fitted labels (typically O(10)), the variation is important and distinguishable in the APOGEE survey. The figure shows that many elements,
as well as vturb, affect the atmosphere substantially, with the largest effects at low temperatures. We also calculate the deviation for Eu as a reference. Eu is a
trace element in stars and should have no effect on the atmosphere. Nonetheless, the χ2 for Eu is not strictly zero (∼ 10−3), and we checked that this is due to
numerical noise in the atmosphere calculation (the atmosphere is precise to the level 0.1K for each Rosseland depth layer). Note that χ2 depends on the S/N
quadratically. Hence, assuming χ = 10 to be the threshold, we conclude from the Eu result that for spectra with S/N . 100×
√
104 = 104, the numerical noise is
negligible for full spectral fitting.
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Figure 9. Theoretical precision for all 15 elements, Teff, logg and vturb that we could achieve for APOGEE spectra with R= 20,000 as a function of the spectra
S/N. We assume gradient spectra with ∆[X /H]= 0.2, ∆Teff = 200K, ∆ logg = 0.5, ∆vturb = 0.5 and with respect to the reference point at solar metallicity,
Teff = 4800K, logg = 2.5, vturb = 2km/s. We do not include predicted lines in this calculation, and the limit of theoretical precision could be better than what is
demonstrated here. If we have robust synthetic models and a way to fit all stellar properties simultaneously, we could, in principle, measure abundances to the
precision of∆[X /H]∼ 0.01 dex for all 15 elements,∆ logg∼ 0.01,∆vturb ∼ 0.01km/s and∆Teff ∼ 10K with S/N= 100 APOGEE spectra.
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Figure 10. Fraction of the total available information used when limiting the fitting to narrow spectroscopic windows compared to fitting the full spectrum.
The y-axis shows the ratio of the gradient information contained in the APOGEE DR12 spectral fitting windows to the gradient information in the full H-band
spectrum (masking regions dominated by telluric absorption or sky lines). For most elements, restricting to narrow windows only exploits ∼ 10% of the total
information in the spectra collected by APOGEE. The majority of this extra information is in the form of blended lines, which can be more difficult to interpret.
interesting to understand how much information there is, in principle, in the high-resolution spectra that are currently being
collected. We emphasize that these theoretical precisions are not currently achievable (and may never be!) due to systematic
uncertainties in the models. Systematic uncertainties aside, the information content depends on three aspects: (a) the number of
uncorrelated and independent wavelength points in each spectrum, (b) the extent to which the features, in our case the depths
of the absorption lines, vary as a function of the fitted labels, (c) the measurement uncertainty of the normalized flux at each
wavelength bin. The measurement uncertainty could be either due to photon noise or imperfect continuum normalization. Here
we only consider the ideal case where the uncertainty due to continuum normalization is negligible.
To measure how much spectral features vary as a function of the fitted labels, we consider gradient spectra with∆[X /H]= 0.2,
∆Teff = 200K, ∆ logg = 0.5, ∆vturb = 0.5km/s, assuming a reference point at solar metallicity, Teff = 4800K, logg = 2.5 and
vturb = 2km/s. We generate spectra with R= 20,000 and in the APOGEE wavelength range. We discard wavelength points that
have median uncertainties > 2% in the real APOGEE spectra because these wavelength points are likely affected by telluric
or sky lines. We do not include predicted lines when generating the total gradient information in this calculation to be more
conservative in our estimates. We denote the variation in spectrum (the gradient spectrum) to be −→∇` fmodel(λ)i. For each (i,λ),−→∇` fmodel(λ)i measures the partial derivative of the absorption line at wavelength λ with respect to label i. The Cramer-Rao bound
(Cramer 1945; Rao 1945) predicts that the covariances matrix of the fitted labels, Ki j can be calculated from
K−1i j =
−→∇` fmodel(λ1)i C−1λ1,λ2
−→∇` fmodel(λ2) j, (B1)
where C is the covariance matrix of the normalized flux. The dot product on the right-hand side serves to sum over the contribution
from all wavelength points. For example, we if assume S/N= 100 and only consider uncorrelated wavelength points, we have
C∼ diag(10−4, . . . ,10−4). The diagonal entries of Ki j are the marginalized uncertainties of each label. We plot these marginalized
uncertainties for each label as a function of S/N in Fig. 9. The figure shows that for an APOGEE spectrum with S/N= 100, we
could achieve a precision of ∼ 0.01 dex for all elements.
Finally, Fig. 10 shows how much information is missed by focusing on narrow spectroscopic windows. The plot shows the
ratio of the information content contained in the narrow spectroscopic windows defined and used for abundance measurement by
the APOGEE DR12 pipeline to the full spectral range (masking regions dominated by telluric absorption and sky lines). Fig. 10
shows that, for most elements, the spectroscopic windows misses ∼ 90% of the information. Much of the extra information
is contained in blended lines and features that do require accurate models to reliably interpret. As illustrated in Eq. B1, the
measurement precision improves in quadrature with the gradient information. Therefore, we could in principle improve the
precision by a factor of three if we can minimize the systematic uncertainties in the models and perform full spectral fitting. This
is the task that lies ahead.
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