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Abstract
Galactic processes, such as the formation of stars and the evolution of the Galactic magnetic field,
are dependent on the turbulent motion of magnetised gas within the Milky Way. As such, it is
possible to learn more about the evolution of our Galaxy, and gain insight into the evolution of other
galaxies, by studying interstellar turbulence. Future studies that combine data from single-dish radio
telescopes with data from interferometers, such as the Australian Square Kilometre Array Pathfinder,
the Karl G. Jansky Very Large Array, and the Square Kilometre Array, are well placed to investigate
how the properties of interstellar turbulence vary throughout the Milky Way, due to the exceptional
angular and spectral resolution of these telescopes.
In this thesis, I aim to develop new techniques for determining properties of interstellar turbulence
from observations of linearly polarised radio emission. As turbulence is an intrinsically random
process, I adopt a statistical approach, searching for correlations between statistics of observable
diagnostics and properties of the turbulence.
I first study statistics of the total intensity of synchrotron emission, such as the structure function
slope, and a new statistic called the integrated quadrupole ratio modulus, using synthetic images
of synchrotron emission generated from simulations of turbulence. I find that both statistics are
sensitive to the Alfve´nic Mach number of the turbulent emitting region, and to the orientation of the
mean magnetic field relative to the line of sight. However, I find that due to degeneracies in how
these statistics depend on the properties of the turbulence, it is necessary to consider the polarisation
state of the synchrotron emission in order to fully constrain the properties of turbulence. Following
on from this analysis, I find that the mean and standard deviation of the log-normalised synchrotron
intensity are sensitive to how the turbulence is driven in simulations of molecular clouds.
Next, I produce images of the polarisation gradient for the Canadian Galactic Plane Survey
(CGPS). The polarisation gradient is a robust polarimetric diagnostic that reveals spatial variations
in the observed polarisation, and whose skewness and kurtosis have been found to be sensitive to the
sonic Mach number of the turbulence. I calculate the skewness of the polarisation gradient images
for the CGPS, and find that there is no dependence on Galactic longitude. Rather, the skewness is
sensitive to the angular resolution, and the size of the evaluation box used to calculate the skewness.
I conclude that the skewness of the polarisation gradient is not a robust probe of the properties of
turbulence, and suggest that morphological statistics, such as the genus, may be more robust.
Finally, I derive new, robust polarimetric diagnostics, and calculate synthetic images of these
diagnostics for polarised synchrotron emission that arises within and behind a turbulent region. Using
these diagnostics, I construct methods that can be used to determine whether polarised emission
arises within or behind a turbulent region, at each pixel of an image, and a preliminary method for
mapping the rotation measure of a turbulent region. Statistics of these diagnostics have the potential
to resolve degeneracies between observable statistics and properties of turbulence, and hence pave
the way for a more detailed understanding of the magnetised turbulence in the Interstellar Medium
throughout the Milky Way.
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Chapter 1
Introduction
1.1 The interstellar medium
If we look at the night sky from a position with little light pollution, it is possible to see
the plane of the Milky Way. As we observe the Milky Way from within its disk, we might
expect the Milky Way to appear as a bright ellipse in the sky, where there are many stars.
However, what we observe are bright regions that are separated by a dark band, as shown
in Figure 1.1. What is this dark band? One possibility is that there are no stars in this band,
although this possibility is unlikely, as there should be many stars toward the centre of the
Milky Way. The other possibility is that something is blocking our view of the stars.
One of the first clues as to what causes the dark band across the Milky Way came from
Hartmann (1904), who observed the binary star system δ Orionis. Hartmann found that
that while most of the spectral lines of the binary system oscillated back and forth, due to
the Doppler effect as the two stars orbited each other, there was a spectral line that did not
oscillate. This line could not be caused by the absorption of light by elements in the stars
of the binary system, and so Hartmann concluded that there must be nebulous gas between
the star system and Earth.
Further evidence for the existence of diffuse gas between Earth and other stars came
from Trumpler (1930), who measured the distances to many open star clusters in the
disk of the Milky Way. Trumpler performed this calculation by measuring the apparent
magnitudes of stars in the clusters, and comparing this to the expected brightness of the
stars, based off of their spectral class. From the calculated distances, Trumpler found
that the diameter of the star clusters was larger for clusters that are further away from
Earth. As there is no physical explanation for this observation, Trumpler concluded that
there must be an absorbing medium between Earth and the star clusters, that reduces the
amount of light we receive from the stars, and causes the distance to the star cluster to
1
CHAPTER 1. INTRODUCTION 2
Figure 1.1: Optical image of the disk of the Milky Way. A dark band extends across the
disk, obscuring our view of the Galaxy. Credit: Serge Brunier
be over-estimated. In addition to this, Trumpler found that star clusters that are far away
from Earth are much redder than they should appear, based on their spectral class. This
observation was explained as being due to an absorbing medium between the stars and
Earth, that preferentially absorbs and scatters blue light, as opposed to red light.
For example, in Figure 1.2 I show an optical image of the dark nebula Barnard 68. No
stars can be seen in the centre of the image, as the light from stars that lie behind the cloud
has been completely absorbed or scattered. The stars that appear around the edge of the
cloud are observed to be redder than those elsewhere in the image, as the blue light from
these stars is preferentially absorbed or scattered.
The observations made by Hartmann (1904) and Trumpler (1930) provided conclusive
evidence that there is gas between the stars within our Galaxy, and this gas is collectively
referred to as the Interstellar Medium (ISM). There are different types of gas in the
Interstellar Medium, referred to as phases, and the properties of these phases are listed in
Table 1.1.
The gas in the Interstellar Medium can transition between these different, intermixed
phases, and gas can also be added to the Interstellar Medium from stars within the Galaxy,
or from gas accreting onto the Galaxy. These transitions between the phases of the
Interstellar Medium define the lifecycle of interstellar gas, which encompasses the release
of gas from living and dying stars, the transition of gas between different phases of the
Interstellar Medium, and the birth of new stars.
When stars end their lives in supernova explosions, they heat and ionise their surround-
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Figure 1.2: Optical image of the dark cloud Barnard 68. Stars around the edge of the cloud
appear redder than those in other parts of the image. Credit: FORS Team, VLT Antu, ESO
Table 1.1: Properties of the phases of the Interstellar Medium. Data obtained from Ferrie`re
(2001) and Draine (2011).
Phase Temperature (K) Density (cm−3)
Molecular Clouds 10 - 50 103 - 106
Cold Neutral Medium 50 - 100 20 - 50
Warm Neutral Medium 6000 - 10000 0.2 - 0.6
Warm Ionised Medium ≈ 8000 0.2 - 0.5
Hot Ionised Medium ≈ 106 ≈ 0.004
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ings, causing a large amount of gas to transition into the Hot Ionised Medium. This phase
can be found inside supernova remnants and star forming regions, and is prominent in
the halo of the Milky Way, where it can be seen with x-ray telescopes. As gas in the
Hot Ionised Medium cools down, it enters the Warm Ionised Medium, which consists of
ionised hydrogen, forming a diffuse plasma throughout the Galaxy. Stars also contribute to
the Warm Ionised Medium by ionising the gas that surrounds them, which forms a discrete
region of ionised material. In addition to sources of hot and warm ionised gas within the
Galaxy, it has been found that hot and warm ionised gas is accreting onto the Milky Way
(Bland-Hawthorn et al., 2007; Heitsch & Putman, 2009; Lehner & Howk, 2011; Joung
et al., 2012), which then settles into the disk of the Milky Way (Borthakur et al., 2015).
As hot or warm ionised gas cools down, the hydrogen ions recombine with electrons to
form hydrogen atoms, and this forms the Warm Neutral Medium, and then with further
cooling, the Cold Neutral Medium. When cold neutral gas cools down further, and collects
into clumps, it can begin to form molecules, and becomes a part of molecular clouds.
After molecular clouds have contracted and condensed to a sufficient degree, they become
gravitationally bound, and are able to form new stars, returning gas to the Interstellar
Medium, and repeating this cycle.
In addition to these phases, the Interstellar Medium is suffused with a population of
highly energetic charged particles that travel around the Milky Way at speeds close to the
speed of light, called cosmic rays. These particles are primarily produced in supernova
remnants.
1.2 Galactic magnetic fields
The multiple phases of the Interstellar Medium are not only intermixed, but are also
threaded by a magnetic field, which affects the motion of the gas in the different phases of
the Interstellar Medium. The existence of a Galactic magnetic field in the Milky Way was
first shown by Alfve´n (1937), who deduced that cosmic rays could only be confined within
the Milky Way if there was a magnetic field throughout the Galaxy. Further evidence for
the Galactic magnetic field was found by Hall (1949) and Hiltner (1949), who observed
that the light received from certain stars was linearly polarised. This observation was
explained by Davis & Greenstein (1949), in terms of interstellar, elongated dust grains
that had been aligned with the Galactic magnetic field, such that their rotation axis was
parallel to the magnetic field. The elongated dust grains then absorb the component of the
light’s electric field that is parallel to the semi-major axis of the dust grain, and transmit
the remaining light, causing the observed emission to be linearly polarised, with plane of
polarisation parallel to the Galactic magnetic field. By observing polarised starlight, it
is hence possible to image the structure of the Galactic magnetic field, similar to using
iron filings to see the magnetic field of a magnet. An example is shown in Figure 1.3,
produced by Fosalba et al. (2002), which displays the plane of polarisation measured for
stars throughout the Milky Way.
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Figure 1.3: Starlight polarisation for stars across the Milky Way, produced by Fosalba et al.
(2002). The centre of the Milky Way is in the centre of each panel. The lines indicate the
measured polarisation of each star, and the Galactic magnetic field is in the same direction
as the lines.
Although much is unknown about how magnetic fields formed in galaxies, it is believed
that the first seeds of a magnetic field were created in the early universe, by mechanisms
such as the Biermann battery mechanism (Biermann, 1950). These weak magnetic fields
were then amplified by the turbulent dynamo mechanism, converting the mechanical energy
of the gas motions into magnetic energy, and producing a strong, disordered magnetic
field. Following this, the α-Ω dynamo becomes the dominant process, and amplifies the
magnetic field by stretching and distorting magnetic field lines via differential rotation (the
Ω effect), and then layering them on top of existing field lines via cyclonic motions (the α
effect). This produces a strong, ordered magnetic field in the disk of spiral galaxies, with a
weaker magnetic field in the Galactic halo. For reviews on Galactic magnetic fields and
their evolution, see Kulsrud (1999) and Beck & Wielebinski (2013).
Galactic magnetic fields play an important role in the stellar lifecycle, as they influence
the motion of interstellar gas, due to the Lorentz force acting on charged particles. The
Lorentz force causes charged particles to spiral around magnetic field lines along a helical
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trajectory, such that the particles can move along the magnetic field lines unimpeded, but
their motion perpendicular to the magnetic field is restricted. While this may suggest that
Galactic magnetic fields should only affect the motion of gas in the Hot and Warm Ionised
Media, it has been found that gas in the neutral and molecular phases of the Interstellar
Medium is also affected by magnetic fields. This is because the neutral and molecular
phases have low levels of partial ionisation (Kulkarni & Heiles, 1987), and the interaction
of these ions with neutral particles causes the neutral gas to be affected by the magnetic
field. For example, McClure-Griffiths et al. (2006) and Clark et al. (2015) found fibrous
structures in their observations of neutral hydrogen, that were aligned with the Galactic
magnetic field, as revealed by starlight polarisation. Crutcher et al. (2010) found that
the magnetic field strength in molecular clouds was independent of the density of the
cloud for low densities, but increased with increasing density for high densities. From
this observation, they concluded that molecular clouds form due to molecular gas flowing
along magnetic field lines. Additionally, Planck Collaboration et al. (2016) found that
the orientation of the magnetic field at a point within a molecular cloud, relative to the
density contours of the cloud, was dependant on the density at that point, providing further
evidence that the magnetic field influences the motion of the molecular gas.
The observed strength of the magnetic field in the Milky Way is approximately 5µG
(see Beck & Wielebinski 2013, and references therein), and this value causes the energy in
the magnetic field to be in approximate equipartition with the energy in the turbulent gas
motions, and cosmic rays (Beck & Krause, 2005; Beck & Wielebinski, 2013). This means
that the magnetic field is dynamically important to the Interstellar Medium.
A current open question is the structure of the magnetic field in the Milky Way, as this
will shed light on how the Galactic magnetic field formed and evolved, and how it has
affected star formation. As spiral galaxies such as M51 have been found to have magnetic
fields that trace the spiral arms of the galaxy (see Figure 1.4, Fletcher et al. 2011), it seems
likely that the magnetic field of the Milky Way is also spiral-shaped (Sun et al., 2008; Van
Eck et al., 2011; Jansson & Farrar, 2012).
1.3 Turbulence in the magnetised interstellar medium
To understand how the different phases of the Interstellar Medium interact with each
other, we need to consider the magnetisation of the Interstellar Medium, as well as the
motion of gas in the Galaxy. Due to the large number of processes that influence the
motion of interstellar gas, such as stellar outflows, supernova explosions, and the spiral
density wave of the Milky Way, it is expected that the motion of interstellar gas is turbulent
(see Elmegreen & Scalo 2004 and Scalo & Elmegreen 2004 for a review of interstellar
turbulence). Turbulence refers to a particular type of random motion, where motions on
large scales excite motions on smaller scales, and where the current state of the motions
cannot be used to deduce the motion of the fluid at an earlier time. Typically, a source
of energy excites turbulent motions on a large scale, referred to as the outer scale of the
turbulence. These motions then produce smaller motions in the fluid, without a loss of
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Figure 1.4: Map of the magnetic field of the spiral galaxy M51, produced by Fletcher
et al. (2011). The contours show the intensity observed at a wavelength of 6 cm, and the
background is an optical Hubble Space Telescope image of M51. The lines drawn across
the image indicate the direction of the magnetic field.
energy, until the motions become so small that dissipative energy losses become important.
The scale at which dissipation becomes important is referred to as the inner scale of
turbulence, and the range between the inner and outer scales is referred to as the inertial
range.
Turbulence is a common phenomenon in every day life, such as the turbulent air flow
that is generated behind aircraft and vehicles, or the vortices produced when stirring a cup
of tea. In the latter example, the outer scale of turbulence is the size of the circular path
the spoon traces, and the inner scale of turbulence is determined by the scale at which the
viscosity of the tea causes the fluid to lose energy. In these situations, we are discussing the
random motions of a neutral fluid, and so the magnetic field of the Earth does not affect the
motions. However, as the interstellar medium is ionised, the Galactic magnetic field will
affect the random motions of gas, and this is described by magnetohydrodynamic (MHD)
turbulence. A significant difference between hydrodynamical and MHD turbulence is that
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the presence of a magnetic field restricts the motion of particles perpendicular to the field.
This tends to cause material to flow in a direction that is parallel to the magnetic field, and
can produce structures that are elongated along the direction of the magnetic field.
All phases of the interstellar medium undergo turbulent motions, and this turbulence
exists on a wide range of scales (Armstrong, Rickett & Spangler, 1995). Interstellar gas
is hence undergoing turbulent motions at every point in its lifecycle, and these motions
govern how the phases interact, the accretion of gas onto the disk of the Milky Way,
the mixing of gas of different metallicities, and the flow of gas into molecular clouds,
where it can then form stars. Turbulence also plays a significant role in how stars form in
molecular clouds, as the velocity of the fluid must be small enough, and the magnetic field
large enough, to allow for the gas to collapse under gravity while reducing the angular
momentum of the gas (see McKee & Ostriker 2007 for a review of the theory of star
formation). It has also been found that how energy is injected into turbulent motions affects
the mass distribution of newly born stars (Hennebelle & Chabrier, 2009), and the overall
star formation rate (Federrath & Klessen, 2012; Federrath, 2015). Magnetised turbulence
hence plays a significant role in Galactic processes, and in galaxy evolution in general.
As turbulence is random and chaotic, it is not sensible to try and describe turbulent
motions in terms of the velocity of a single region of gas. Instead, we take a statistical
approach, considering how the velocity varies throughout a given volume, and how large
the average velocity is compared to other relevant speeds. We can define the sonic Mach
number,Ms, to be the average ratio of the velocity, v, to the speed of sound, cs, in the gas,
and the Alfve´nic Mach number,MA, to be the average ratio of the velocity to the Alfve´n
speed, vA, in the gas:
Ms =
〈 |v|
cs
〉
, and MA =
〈 |v|
vA
〉
. (1.1)
The Alfve´n speed represents the speed at which a signal can propagate along the magnetic
field lines in the plasma of the ISM, and depends upon the strength of the magnetic field,
and the density of the gas. In essence, the Alfve´nic Mach number describes how much of
an influence magnetic fields have on the motion of the gas, with smaller Alfve´nic Mach
numbers corresponding to a more influential magnetic field. Other parameters that describe
the turbulence include the outer scale of turbulence, and the turbulent driving parameter,
which describes whether the turbulence is driven with stirring motions or compressive
motions, such as a shock wave. Both of these parameters are set by the process that is
driving the turbulence.
By measuring the properties that describe the turbulence for different phases, it is
possible to gain an understanding of what the turbulent gas is doing, and what processes
caused it to undergo its motions. This information provides insight on how turbulence
affects Galactic processes, such as the amplification, ordering, and structure of Galactic
magnetic fields, the lifecycle of interstellar gas, the most significant drivers of turbulence
in different positions within the Galaxy, and the number and mass distribution of newborn
stars.
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1.4 Polarised synchrotron emission
There are different methods that can be used to image the different components of the
Interstellar Medium. For instance, it is possible to observe molecular clouds at infrared
frequencies from thermal dust emission, and the Warm and Cold Neutral Media can be
observed via the H I emission and absorption lines at radio frequencies. Regions of warm
ionised gas can be observed via the recombination lines that are emitted when a hydrogen
ion captures an electron, such as the Hα line, emitted when an electron falls from the
third energy level of the hydrogen atom to the second. However, it is difficult to image
the Galactic magnetic field, as these emission mechanisms do not depend on the magnetic
field.
One method of studying the interstellar magnetic field involves observing synchrotron
emission at radio frequencies. This emission is generated by ultra-relativistic cosmic ray
electrons as they spiral around magnetic field lines, as shown in Figure 1.5. The intensity
of this emission was determined by Ginzburg & Syrovatskii (1965), who considered a
homogeneous and isotropic distribution of cosmic rays, whose energy spectrum is described
by a power law:
N(E) dE = KE2α−1 dE. (1.2)
In Equation 1.2, E is the energy of the electrons, N(E) is the number density of electrons
with energy between E and E + dE, K is a normalisation constant, and α is the spectral
index of the emission, defined as I ∝ να, where I is the intensity of the emission, and ν is
the frequency.
If we consider a line of sight of length L through the emitting medium, then the
intensity of the synchrotron emission is given by:
I(ν) =
e3
4pimec2
∫ L
0
√
3
2− 2αΓ
(
2− 6α
12
)
Γ
(
22− 6α
12
)(
3e
2pim3ec
5
)−α
KB1−α⊥ ν
α dL′,
(1.3)
where B⊥ is the strength of the magnetic field perpendicular to the line of sight, Γ is the
gamma function, e is the charge of an electron, me is the mass of an electron, and c is the
speed of light. As shown by Equation 1.3, the synchrotron intensity is primarily dependent
on the strength of the magnetic field perpendicular to the line of sight, as the spectral index
can be measured from the change in intensity with frequency.
Synchrotron emission is also linearly polarised, with the plane of polarisation perpen-
dicular to the projection of the mean magnetic field on the sky. The fractional polarisation
p is determined by the spectral index of the emission, and links the polarisation intensity
P to the total intensity:
p =
P
I
=
3− 3α
5− 3α. (1.4)
To describe the polarised emission that we measure, it is convenient to use the Stokes
parameters, Q and U . These parameters can be calculated from the polarisation intensity
and polarisation angle ψ according to Q = P cos 2ψ and U = P sin 2ψ. Stokes Q
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Figure 1.5: Synchrotron emission from ultra-relativistic cosmic ray electrons, which spiral
around magnetic field lines. This is emission is polarised, with the plane of polarisation
perpendicular to the projection of the magnetic field on the sky. Credit: The Open
University
describes whether the plane of polarisation is observed to be vertical or horizontal on the
sky, and Stokes U describes the whether the plane of polarisation is diagonal on the sky.
We can then describe the observed polarisation by a complex number, P = Q+ iU , which
corresponds to a vector in the Q-U plane. The polarisation intensity and polarisation angle
are then given by:
P =
√
Q2 + U2, and ψ =
1
2
arctan
U
Q
. (1.5)
The advantage of this construction over just using polarisation intensity or polarisation
angle is that it simplifies the process of determining the polarisation that would be observed
due to a superposition of polarised sources along the line of sight. In this scenario, the
complex polarisation that we would observe can be calculated by adding together the
values of Stokes Q and U for each source, to determine the final values of Q and U , and
then Equation 1.5 can be used to determine the polarisation intensity and polarisation
angle. For reviews on the description of linearly polarised radio emission, see Gardner &
Whiteoak (1966) and Saikia & Salter (1988).
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Figure 1.6: Faraday rotation of linearly polarised emission, due to propagation through an
ionised medium with a component of the magnetic field parallel to the line of sight. Credit:
Adapted from Wikipedia
As this polarised emission propagates through a magnetoionic medium, its plane of
polarisation will be rotated, provided that there is a component of the magnetic field parallel
to the direction of propagation, as shown in Figure 1.6. This phenomenon is called Faraday
rotation, and it arises because left- and right-handed circular polarisations experience
different refractive indices in an ionised medium that has a magnetic field parallel to the
direction of propagation. This introduces a phase difference between left- and right-handed
circular polarisations, that will increase as the propagation distance increases. As linearly
polarised radiation can be considered to be the superposition of left- and right-handed
circularly polarised waves, and the phase difference between these circularly polarised
components increases as the emission propagates, the result is that the plane of polarisation
of the linearly polarised radiation rotates.
If the polarisation angle of the synchrotron emission at the point where it is emitted is
ψ0, then the Faraday rotated polarisation angle ψ is given by:
ψ = ψ0 + RMλ2, (1.6)
where λ is the wavelength of the emission, and RM is the rotation measure, given by:
RM = 0.81
∫ 0
L
neB‖ dL′ rad m−2. (1.7)
In Equation 1.7, L is in parsecs, ne is the electron density in cm−3, and B‖ is the strength
of the magnetic field parallel to the line of sight, in µG. The integration is performed along
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the line of sight, toward the observer, with B‖ defined to be positive when pointing toward
the observer.
Equation 1.6 demonstrates that by measuring the polarisation angle of the synchrotron
emission at different wavelengths, we can determine the rotation measure, and this provides
information on both the density of the ionised gas, and the Galactic magnetic field. As
the rotation measure is linearly dependent on the number density of electrons, and can
be measured for diffuse synchrotron emission throughout the Galaxy, it provides a very
sensitive means of studying the Warm Ionised Medium, and is one of the most powerful
ways of studying the magnetic field throughout the Milky Way.
However, Equation 1.6 only applies to a single beam of synchrotron radiation that
passes through a Faraday rotating medium. In practice, the observed polarisation signal
will be the superposition of the polarised emission from many sources along the line of
sight. Due to the turbulent fluctuations in density and the magnetic field throughout the
Interstellar Medium, each of these sources will have a different intrinsic polarisation angle,
polarisation intensity, and a different degree of Faraday rotation, in general, causing the
polarised emission to destructively interfere before reaching the observer. As a result of
this interference, the observed polarisation intensity will be lower than the theoretical
maximum given by Equation 1.4, and the observed polarisation angle will not depend
linearly on λ2. These depolarisation mechanisms significantly complicate the link between
the observed polarisation and properties of the magnetoionic medium. In order to extract
information on the turbulent density and magnetic field, it is necessary to perform a
statistical, wavelength-dependent analysis of the observed polarisation.
1.5 Recent progress toward constraining properties of
turbulence
As the intensity of synchrotron emission is directly linked to the magnetic field perpendic-
ular to the line of sight, statistics of synchrotron intensity should be related to properties
of the turbulence. This was investigated by Lazarian & Pogosyan (2012), who studied
the correlation and structure functions of synchrotron intensity, and predicted that the
fluctuations in synchrotron intensity should be anisotropic. Lazarian & Pogosyan (2012)
proposed that by measuring the anisotropy of fluctuations in synchrotron intensity, it would
be possible to determine the compressibility of the gas, and the direction of the mean
magnetic field.
Iacobelli et al. (2013) analysed fluctuations in observed synchrotron intensity images
using power spectra, and were able to constrain the outer scale of turbulence, and the
ratio of the random to total magnetic field strengths. However, they were unable to apply
the methods of Lazarian & Pogosyan (2012), due to the accuracy of their data. Recently,
Lazarian et al. (2017) extended the theoretical work of Lazarian & Pogosyan (2012), by
demonstrating that the gradient of synchrotron intensity can provide information on the
three dimensional orientation of the magnetic field, as opposed to the direction of the mean
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magnetic field projected onto the plane of the sky, in different phases of the Interstellar
Medium. This method has great potential to reveal the three dimensional structure of the
Galactic magnetic field.
As synchrotron intensity is only dependent on the component of the magnetic field
perpendicular to the line of sight, further information on magnetoionic turbulence can be
extracted by analysing the polarisation of synchrotron emission, which is sensitive to the
parallel component of the magnetic field and the electron density, due to Faraday rotation.
Haverkorn, Katgert & de Bruyn (2003) used angular power spectra and structure functions
of Stokes Q, U , and complex polarisation to probe the turbulence in the Warm Ionised
Medium, and Haverkorn et al. (2004) and Haverkorn et al. (2008) measured the structure
function of observed rotation measure values to constrain the outer scale of turbulence
in the Warm Ionised Medium. Sun et al. (2014) also analysed structure functions of
polarisation intensity and complex polarisation, and used the difference between the slopes
of these structure functions to deduce whether the observed emission was emitted from
within or behind a Faraday rotating region.
Lazarian & Pogosyan (2016) applied a similar statistical analysis to Lazarian &
Pogosyan (2012) to the complex polarisation, and designed two new techniques to ex-
tract information from polarised synchrotron emission, that are called Polarisation Spatial
Analysis (PSA) and Polarisation Frequency Analysis (PFA). The PSA technique involves
calculating correlation functions of the complex polarisation across an image, and provides
information on the ratio of the strengths of the regular and random components of the
magnetic field, the spectrum of fluctuations in the magnetic field, and the correlation
scale of Faraday rotation fluctuations. Lee, Lazarian & Cho (2016) applied this technique
to synthetic images of polarised synchrotron emission propagating through a simulated
magnetoionic medium, and confirmed the findings of Lazarian & Pogosyan (2016). Zhang
et al. (2016) tested the PFA technique, which involves calculating statistics of the complex
polarisation with respect to changes in frequency. From their simulated images of polarised
synchrotron emission, Zhang et al. (2016) confirmed that the PFA technique can be used
to gain information on the statistics of the magnetic field and Faraday depth fluctuations,
as proposed by Lazarian & Pogosyan (2016).
Another method of analysing polarised emission was introduced by Gaensler et al.
(2011), known as the polarisation gradient. The polarisation gradient is given by:
|∇P | =
√(
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2
, (1.8)
where the x and y axes are orthogonal directions in the plane of the sky, and has the property
that it is invariant under rotations and translations of the Q-U plane. Rotations of the Q-
U plane can be caused by changing the reference frame used to measure the polarisation
angle, and so any physically meaningful quantity must be rotationally invariant in the Q-
U plane. Translations of the Q-U plane can be caused by missing interferometer spacings
when observing the sky, particularly missing ’zero-spacing’ information that is provided
by single-dish telescopes, and so translational invariance ensures that a quantity is robust to
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Figure 1.7: Polarisation gradient image of the Southern Galactic Plane Survey test region,
produced by Gaensler et al. (2011). The inset shows an expanded view of part of the image,
with blue lines used to denote the direction of the polarisation gradient.
the limitations of interferometric data. Gaensler et al. (2011) found that the morphology of
polarisation gradient structures differed for different regimes of turbulence, and hence that
statistics of polarisation gradient images could be used to constrain properties of turbulence.
From this, they used an image of the polarisation gradient for the Southern Galactic Plane
Survey test region (McClure-Griffiths et al., 2001) to deduce that the turbulence observed
was sub- to transonic. This polarisation gradient image is shown in Figure 1.7. These
proposals were supported by Burkhart, Lazarian & Gaensler (2012), who constructed mock
polarisation gradient images for polarised emission propagating through a Faraday rotating
medium for simulations of MHD turbulence with different Mach numbers. They found that
polarisation gradient images for supersonic simulations displayed distinct ‘double-jump’
features, which appear as two parallel filaments, and that the skewness, kurtosis, and genus
of the polarisation gradient structures were sensitive to the sonic Mach number of the
simulations.
Iacobelli et al. (2014) applied the skewness of the polarisation gradient to data from
the S-band Polarisation All Sky Survey (SPASS, Carretti 2010; Carretti et al. 2013), to
investigate the sonic Mach number of turbulence in the Warm Ionised Medium, in different
locations of the Milky Way. They found that the sonic Mach number did not change
appreciably across their observed region of the sky. Robitaille & Scaife (2015) calculated
polarisation gradients for a portion of the Canadian Galactic Plane Survey (CGPS, Lan-
decker et al. 2010), and applied a wavelet analysis to examine how the polarisation gradient
structures change with angular scale. They found that different networks of polarisation
gradient structures become visible at poorer angular resolution. In a similar vein, Lenc et al.
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(2016) calculated polarisation gradients for a portion of the sky observed with the MWA,
and found that the observed polarisation gradient structures change with wavelength. The
polarisation gradient method has also been compared to E- and B-modes (Zaldarriaga
& Seljak, 1997) by Robitaille et al. (2017), who found that E- and B-modes provide
complementary information on the observed turbulence to the polarisation gradient.
1.6 Summary and outline of this thesis
The magnetised, turbulent, Interstellar Medium plays an important role in the recycling
of gaseous material, the formation of new stars, and the amplification and ordering of
the Galactic magnetic field. It is hence possible to gain a greater understanding of the
evolution of the Milky Way, and galaxies in general, by studying the Interstellar Medium.
However, we currently do not know how properties of turbulence, such as the sonic and
Alfve´nic Mach numbers, and the outer scale of turbulence, vary throughout the Milky Way.
To fully understand the lifecycle of interstellar gas, and how the Galactic magnetic field
has evolved, it is necessary to answer these outstanding questions.
Recent findings, particularly those of Gaensler et al. (2011), Burkhart, Lazarian &
Gaensler (2012), Lazarian & Pogosyan (2012), and Lazarian & Pogosyan (2016), have
shown that polarised synchrotron emission, and the statistics of this emission, have signifi-
cant potential to reveal and quantify the properties of magnetised interstellar turbulence,
that is largely untapped. The aim of this thesis is to discover robust methods of constraining
properties of interstellar turbulence that utilise statistics of polarised synchrotron emission.
I demonstrate the capability of statistics of synchrotron intensity to probe properties of
turbulence, and propose that these statistics must be complemented by statistics of syn-
chrotron polarisation in order to constrain the value of these properties. To assist in the
analysis of synchrotron polarisation, I derive numerous diagnostics that are rotationally
and translationally invariant in the Q-U plane, similar to the polarisation gradient, and
investigate what information these diagnostics reveal about the turbulence.
In Chapter 2 I test the proposals made by Lazarian & Pogosyan (2012) regarding the
use of statistics of synchrotron intensity to probe interstellar turbulence. In particular, I
investigate whether statistics of synchrotron intensity are sensitive to the sonic and Alfve´nic
Mach numbers of the Warm Ionised Medium, and how robust this sensitivity is to the noise
and angular resolution of an observation. I extend this study in Chapter 3, by investigating
whether statistics of synchrotron intensity are also sensitive to how turbulence is driven in
molecular clouds.
In Chapter 4 I apply the polarisation gradient method to the Canadian Galactic Plane
Survey, which covers more than one third of the Galactic plane, to determine whether the
sonic Mach number of the Warm Ionised Medium varies throughout the Galactic plane.
In Chapter 5 I derive new diagnostics of polarised emission that are rotationally and
translationally invariant in the Q-U plane, similar to the polarisation gradient. I then apply
these diagnostics to simulations of MHD turbulence in Chapter 6, to determine what these
diagnostics can reveal about turbulence in the Warm Ionised Medium.
Chapter 2
Radio Synchrotron Fluctuation
Statistics as a Probe of Magnetized
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ABSTRACT
We investigate how observations of synchrotron intensity fluctuations can be used to probe the sonic and
Alfvénic Mach numbers of interstellar turbulence, based on mock observations performed on simulations of
magnetohydrodynamic turbulence. We find that the structure function slope, and a diagnostic of anisotropy that
we call the integrated quadrupole ratio modulus, both depend on the Alfvénic Mach number. However, these
statistics also depend on the orientation of the mean magnetic field in the synchrotron emitting region relative
to our line of sight, and this creates a degeneracy that cannot be broken by observations of synchrotron intensity
alone. We conclude that the polarization of synchrotron emission could be analyzed to break this degeneracy,
and suggest that this will be possible with the Square Kilometre Array.
Subject headings: ISM: structure, magnetic fields — magnetohydrodynamics — methods: data analysis —
turbulence
1. INTRODUCTION
Turbulence and magnetic fields are both ubiquitous in the
Milky Way (Ferrière 2001; Elmegreen & Scalo 2004; Falceta-
Gonçalves et al. 2014; Haverkorn et al. 2015), and signifi-
cantly affect the formation of stars (McKee & Ostriker 2007;
Dobbs et al. 2014), how gas is recycled in the Galaxy, dy-
namo amplification of the Galactic magnetic field (Beresnyak
& Lazarian 2015; Brandenburg 2015), and cosmic ray prop-
agation (Scalo & Elmegreen 2004). However, the nature of
turbulent flows in the magnetized interstellar medium (ISM)
is largely unknown, as key properties of turbulence are poorly
constrained by observations. Thus, to better understand these
galactic processes, and galaxy evolution as a whole, we re-
quire methods to quantitatively analyze turbulence in the ISM.
Due to the random nature of turbulence, these methods must
examine statistics of observable quantities that depend upon
either the density, velocity or magnetic field of the interstel-
lar medium to recover the properties of turbulence in the ob-
served ISM phase. These properties include the sonic and
Alfvénic Mach numbers,
Ms =
〈 |v|
cs
〉
, and MA =
〈 |v|
vA
〉
, (1)
respectively, where v is the velocity vector of a parcel of gas,
cs is the speed of sound, and vA =
|B|√
ρ is the Alfvén speed,
with B the magnetic field in the parcel of gas, and ρ its den-
sity. These Mach numbers describe how fast the gas motions
are relative to the sound speed and Alfvén speed respectively.
For example, turbulence in the warm neutral medium of
the ISM can be studied by observing the 21 cm emission
from neutral hydrogen. Analysis of these velocity statistics of
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neutral hydrogen in the Milky Way with the Velocity Chan-
nel Analysis and Velocity Correlation Spectrum techniques
(Lazarian & Pogosyan 2000, 2006, see Lazarian 2009 for a
review) has enabled the velocity spectrum of the warm neutral
medium to be studied (for example, Chepurnov et al. 2010).
Additionally, Burkhart et al. (2010) employed the third and
fourth order statistical moments of the neutral hydrogen col-
umn density of the Small Magellanic Cloud to show that ap-
proximately 90% of its neutral gas is sub- or transonic.
Another physical process that can be used to study inter-
stellar turbulence is linearly polarized synchrotron radiation,
emitted by ultra-relativistic electrons spiralling around mag-
netic field lines. Recently, Gaensler et al. (2011) and Burkhart
et al. (2012) have shown that the skewness and kurtosis of
polarization gradients of synchrotron emission can constrain
the sonic Mach number in the warm ionized medium (WIM).
This technique has been applied by these authors and Iaco-
belli et al. (2014) to observations, all of which demonstrate
that the WIM is approximately transonic.
In this paper, we investigate how observed statistics of the
total intensity of synchrotron radiation can be used to study
turbulence in the ISM. To determine the intensity of the syn-
chrotron radiation, we assume that the ultra-relativistic elec-
trons have a homogeneous and isotropic power-law energy
distribution of the form
N(E) dE = KE2α−1 dE, (2)
where N(E) is the number density of electrons with energy
between E and E + dE, K is a normalization constant and α
is the spectral index. The emitted synchrotron intensity I , at
frequency ν, is then given by (Ginzburg & Syrovatskii 1965):
I(ν) =
e3
4pimec2
∫ L
0
√
3
2− 2αΓ
(
2− 6α
12
)
Γ
(
22− 6α
12
)
×(
3e
2pim3ec
5
)−α
KBγ⊥ν
α dL (3)
where e andme are the charge and mass of an electron, c is the
speed of light, γ = 1−α is the exponent ofB⊥, the strength of
the magnetic field perpendicular to the line of sight, Γ denotes
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the gamma function, and dL represents an infinitesimal length
along the line of sight. The integral runs from the back of the
volume of synchrotron-emitting electrons to the observer at
L = 0.
Early studies on how to use statistics of synchrotron in-
tensity to study turbulent magnetic fields either assumed that
γ = 2, or that the magneto-hydrodynamic (MHD) tur-
bulence was isotropic (Chibisov & Ptuskin 1981; Lazarian
& Shutenkov 1990; Lazarian & Chibisov 1991; Chepurnov
1998). However, there is theoretical (Goldreich & Sridhar
1995, see review by Brandenburg & Lazarian 2013) and nu-
merical (Shebalin et al. 1983; Cho & Lazarian 2002, see
review by Cho et al. 2003) evidence that MHD turbulence
should be anisotropic, with the plasma flows elongated in the
direction of the local magnetic field. This causes the syn-
chrotron intensity images to appear to have filaments, corre-
sponding to the stronger magnetic field strength in the plasma
flows. There are also theoretical reasons why γ should not
be constant, but vary throughout a galaxy. Immediately af-
ter electrons are first accelerated to ultra-relativistic speeds,
which may occur by diffusive shock acceleration in a su-
pernova explosion, the cosmic ray electron population typi-
cally creates a radio spectrum with index between −0.1 and
−0.5, corresponding to 1.1 < γ < 1.5 (Green 1988). As
the ultra-relativistic electrons propagate, they lose energy via
their emitted synchrotron radiation, inverse-Compton scatter-
ing, and bremsstrahlung. These energy losses affect high en-
ergy electrons more than low energy electrons, causing the
synchrotron spectrum to steepen, resulting in more negative
values of α, and larger values of γ. An older, steep spec-
trum electron population has diffused away from the injec-
tion point, and so occupies a greater volume than the young,
flat spectrum electron population. Hence, it is expected that
we should find flat-spectrum synchrotron emission near star-
forming regions in the Galactic plane, but steep-spectrum
emission further from the plane. This is supported by obser-
vations; for example, Bennett et al. (2003) found that γ varies
with Galactic latitude, being smallest in star-forming regions
(1.5) and larger in the halo (2.1), and Tabatabaei et al. (2008)
and Basu et al. (2015) found that in nearby spiral galaxies, the
diffuse synchrotron emission has a flatter spectrum in the spi-
ral arms than in the inter-arm regions. Although values of γ
between 1.5 and 2.5 are more typical of synchrotron radiation
in the Milky Way, in this paper we will analyze values of γ
between 1 and 4, to cover all values likely to be observed.
Recently, Lazarian & Pogosyan (2012), hereafter LP12,
studied how the statistics of synchrotron emission are related
to the underlying turbulent magnetic field analytically, with-
out assuming that γ = 2, or isotropic MHD turbulence. They
predicted that the normalized correlation function (NCF) of
synchrotron intensity is insensitive to γ, and hence is an ideal
statistic to be applied to observations, because it provides
a more robust link between the statistics of synchrotron in-
tensity and the statistics of the magnetic field. LP12 also
introduced a new statistic for quantitatively describing the
observed degree of anisotropy in MHD turbulence, that we
will call the quadrupole ratio, and suggested that this statistic
could constrain the compressibility of a plasma, as well as the
orientation of the mean magnetic field relative to the line of
sight.
In this paper, we calculate the NCFs of mock synchrotron
intensity maps generated from simulations of ideal MHD tur-
bulence, to test the prediction that this statistic is insensi-
tive to γ. Additionally, we investigate how the NCF and the
quadrupole ratio are related to the properties of the underly-
ing magnetized turbulence, in the hope of constructing a tech-
nique that allows us to characterize magnetized turbulence in
the ISM from observations of diffuse synchrotron emission.
Such a technique may involve plotting each simulated syn-
chrotron statistic against the sonic or Alfvénic Mach number,
for instance, and using the corresponding range of Mach num-
bers compatible with an observed statistic to constrain each
parameter of the turbulence in the data. Our ability to estimate
parameters of turbulence is then determined by the observa-
tional uncertainty in the measured statistic, the uncertainty in
the simulated statistics due to random fluctuations in the tur-
bulence, and our ability to resolve any degeneracy between
parameters of turbulence.
This study complements recent analyses of total syn-
chrotron intensity by Iacobelli et al. (2013) and Stepanov et al.
(2014). Iacobelli et al. (2013) used fluctuations in the total
synchrotron intensity to constrain the outer scale of turbulence
in the Fan region, and to show that the ratio of the random
to ordered magnetic field strengths changes with Galactic co-
ordinates, suggesting different turbulent regimes. Stepanov
et al. (2014) showed that cosmic rays are not in local energy
equipartition with magnetic fields, and from this, that the dis-
tribution of cosmic rays in the Milky Way is uniform on scales
of at least 100 pc.
In Section 2 we introduce the analytic theory of synchrotron
fluctuations developed by LP12, and the results pertinent to
this paper. In Section 3 we introduce the simulations of ideal
MHD turbulence that we use, the method that we use to con-
struct mock synchrotron intensity maps, and the properties of
turbulence we examine. In Section 4 we test the predictions of
LP12, and investigate how the statistics of synchrotron fluc-
tuations depend on the properties of the turbulence and the
orientation of the mean magnetic field relative to the line of
sight. We discuss the possibility of determining properties of
turbulence from observations of diffuse synchrotron emission
in Section 5, and conclude in Section 6.
2. THEORY OF SYNCHROTRON FLUCTUATIONS
For a fixed observing frequency, Eq. 3 demonstrates that
fluctuations in synchrotron intensity are caused by fluctua-
tions in the strength of the magnetic field perpendicular to
the line of sight, γ, K, and path length variations. In gen-
eral, the first three of these variables will vary over the sky
and along the line of sight. B⊥ will vary due to turbulent
fluctuations in the Galactic magnetic field and the relative ori-
entation between the line of sight and the magnetic field. γ
and K will vary due to the cosmic rays having different ages
or input particle spectra. In this paper, we will be considering
the synchrotron intensity observed over small fields of view,
where we assume that all lines of sight through the emitting
region have the same length, and that γ and K are constant
throughout the emitting region. These latter assumptions are
valid because γ varies on larger scales in the Milky Way than
the scales we consider, and Stepanov et al. (2014) showed that
the distribution of cosmic rays, and hence K, is uniform on
scales of at least 100 pc. The consequence of these assump-
tions is that within any small field of view, the fluctuations
in synchrotron intensity are only caused by fluctuations in the
magnetic field.
However, as γ and K can differ between fields of view, we
require statistics to be independent of γ and K, so that varia-
tions in the statistics of synchrotron intensity calculated across
the sky are only caused by changes in the alignment and
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amplitude distribution of the projected magnetic field. Such
statistics of synchrotron intensity are sensitive only to the pa-
rameters of magnetized turbulence, such as the sonic Mach
number, and hence provide the simplest means by which to
quantitatively determine the values of these parameters. As
K is assumed to be constant within any given field of view,
it only serves to scale the observed synchrotron intensity by
some factor, and hence should not influence any of the statis-
tics calculated in this paper. Thus, we will only examine the
γ dependence of statistics henceforth.
One potentially useful statistic is the NCF of synchrotron
emissivity:
ξBγ⊥(r) =
〈Bγ⊥(x)Bγ⊥(x+ r)〉 − 〈Bγ⊥(x)〉2
〈Bγ⊥(x)2〉 − 〈Bγ⊥(x)〉2
, (4)
where x = (x, y, z) is a position vector to a point in the
emitting region, described by a Cartesian coordinate system
in which the z-axis is along the line of sight. r is the sepa-
ration vector between two points being used to calculate the
correlation function, and 〈...〉 denotes an average over all x.
Under the assumption of an isotropic Gaussian field, LP12
found that ξBγ⊥ only has a weak dependence on γ. Further-
more, by applying these equations to an analytic model of
turbulence involving a mean magnetic field along the x axis,
with fluctuations only along the y axis, LP12 found that the
NCF of synchrotron emissivity weakly depends on γ in this
anisotropic case, and becomes more sensitive to γ as the mean
magnetic field strength decreases.
We can also define the normalized correlation coefficients
for the components of the magnetic field perpendicular to the
line of sight, i.e. Bx and By , by
c1(r) =
〈Bx(x)Bx(x+ r)〉 − 〈Bx(x)〉2
〈Bx(x)2〉 − 〈Bx(x)〉2 (5)
c2(r) =
〈By(x)By(x+ r)〉 − 〈By(x)〉2
〈By(x)2〉 − 〈By(x)〉2 , (6)
respectively. Based on their finding that the NCF of syn-
chrotron emissivity is insensitive to γ, LP12 predicted that
for an isotropic Gaussian magnetic field, and any γ values
between 1 and 4, ξBγ⊥ can be approximated by the NCF for
γ = 2, namely
ξBγ⊥ ≈
1
2
(c21 + c
2
2). (7)
The corresponding equation for anisotropic turbulence is
given by Eq. 28 in LP12, but for simplicity we will only test
the equation for the case of isotropic turbulence in this paper.
Following these results, LP12 conjecture that the NCF of the
observed synchrotron intensity, given by
ξI(R) =
〈I(X)I(X+R)〉 − 〈I(X)〉2
〈I(X)2〉 − 〈I(X)〉2 , (8)
for a vector X = (x, y) describing the location of a point on
the plane of the sky, and for a separation vector in the plane
of the sky R, is also insensitive to γ, and show that this is
true for an isotropic random field. LP12 also explain that the
structure function of synchrotron intensity, given by
DI(R) = 〈(I(X)− I(X+R))2〉, (9)
is the preferred statistic to use when analyzing synchrotron
fluctuations, because it is linear on small scales, unlike the
correlation function. It is possible to calculate a normalized
structure function for synchrotron intensity from the NCF, by
using the formula
D˜I = 2(1− ξI). (10)
As the NCF is expected to only weakly depend on γ, it is
hence expected that the normalized structure function should
also weakly depend on γ.
Conventionally, the power spectrum of an image of the col-
umn density of a turbulent volume of gas is said to be pro-
portional to k−(3+m), where k is the wavenumber, and m is
a constant that helps to identify the type of turbulence. For
example, m = 2/3 corresponds to Kolmogorov turbulence.
Under this convention, the corresponding structure function
is proportional to R1+m. We will be using m to characterize
the slope of the structure function throughout this paper.
Synchrotron intensity images can also be characterized by
how anisotropic they are, where the anisotropy could be intro-
duced by the interstellar magnetic field constraining ionized
gas into filaments. To measure this anisotropy, LP12 sug-
gested using the multipole moments of the normalized struc-
ture function, given by
M˜n(R) =
1
2pi
∫ 2pi
0
e−inφD˜I(R,φ) dφ. (11)
In Eq. 11, n determines the order of the multipole to calcu-
late, R represents the radial distance between the points be-
ing used to calculate the structure function, and φ is the polar
angle subtended by the horizontal and a line connecting the
points, both measured in the plane of the sky. The n = 0
term gives the monopole, which measures the isotropic part of
the normalized structure function, and the n = 1 term gives
the dipole, which is identically zero because of the rotational
symmetry of the structure function. Thus, the lowest order,
non-zero multipole describing the anisotropy of the normal-
ized structure function is the n = 2 term, which gives the
quadrupole moment.
To produce a more robust statistic of anisotropy, LP12 sug-
gested normalizing the quadrupole moment by dividing by the
monopole moment. By using the rotational symmetry of the
normalized structure function, this statistic can be written as
M˜2(R)
M˜0(R)
=
2
∫ pi
0
cos(2φ)D˜I(R,φ) dφ∫ 2pi
0
D˜I(R,φ) dφ
− 2i
∫ pi
0
sin(2φ)D˜I(R,φ) dφ∫ 2pi
0
D˜I(R,φ) dφ
. (12)
The real part of M˜2(R)/M˜0(R) is sensitive to anisotropy
along the vertical and horizontal axes of the image, and the
imaginary part is sensitive to anisotropy along the diagonals
of the image. Thus, the modulus of M˜2(R)/M˜0(R) provides
a full characterization of the amplitude of any anisotropy (i.e.
the filamentarity of the synchrotron intensity), and the argu-
ment describes the orientation of the axis of anisotropy, i.e.
in what direction filaments of synchrotron intensity are elon-
gated. Both of these quantities provide useful diagnostics
of the observed turbulence. However, as the argument of
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M˜2(R)/M˜0(R) mainly describes the direction of the mean
magnetic field projected onto the plane of the sky, which can
alternatively be determined by using the polarization angle of
synchrotron emission observed at high frequencies, we will
focus on the modulus for the remainder of this paper. We
will henceforth refer to the modulus of M˜2(R)/M˜0(R) as
the quadrupole ratio modulus, and to the real and imaginary
parts of M˜2(R)/M˜0(R) as the real and imaginary parts of the
quadrupole ratio.
LP12 estimated that the quadrupole ratio modulus should
be approximately 0.4 for sub-Alfvénic turbulence (Alfvénic
Mach number less than 1, gas dynamics dominated by
the magnetic field), and 0.3 for trans-Alfvénic turbulence
(Alfvénic Mach number approximately 1). For turbulence
in the super-Alfvénic regime (Alfvénic Mach number greater
than 1), the quadrupole ratio modulus was estimated to be
approximately 0.1. These estimates are influenced by the as-
sumed model of magnetized turbulence.
In Section 4.1.1 we will test the prediction that the NCF of
synchrotron emissivity is insensitive to γ, by calculating this
quantity for simulations of MHD turbulence. We will also
test whether the NCF can be approximated by the NCF for
γ = 2, and the conjecture that the NCF of synchrotron inten-
sity is also insensitive to γ. In Section 4.1.2, we test whether
the quadrupole ratio modulus is related to the Alfvénic Mach
number as predicted by LP12.
3. METHODOLOGY
To test the predictions of the synchrotron fluctuation theory
developed by LP12, as well as the suitability of the structure
function and quadrupole ratio modulus as tracers of properties
of turbulence, we will apply the theory to numerical simula-
tions of MHD turbulence. In this section we will discuss how
our simulations of MHD turbulence were performed, and how
mock synchrotron intensity maps were produced for the sim-
ulations.
We use the second-order-accurate hybrid essentially non-
oscillatory code written by Cho & Lazarian (2003) to nu-
merically solve the ideal MHD equations in a periodic box,
namely:
∂ρ
∂t
+∇ · (ρv) = 0, (13)
ρ
[
∂v
∂t
+ (v · ∇)v
]
+∇p− 1
4pi
J×B = f , (14)
∂B
∂t
−∇× (v ×B) = 0, (15)
∇ ·B = 0. (16)
In Equations 13 to 16, p is the thermal gas pressure, J =
∇×B is the current density, t is time, and f is a driving force.
Each of these quantities are normalized, so that Equations 13
to 16 become dimensionless, and the simulations are scale-
free. The quantities are hence measured in simulation units.
In our simulations we drive turbulence by setting f to be a
random solenoidal driving force that acts on large scales. We
also use an isothermal equation of state, p = c2sρ, so that we
simulate compressible turbulence. Each simulation run starts
with fully ionized gas of uniform pressure and unit density
in a cube that has 512 pixels along each side, and a uniform
magnetic field along the x-axis. We consider lines of sight
x
z
y
Mean Magnetic Field
Line of 
Sight
FIG. 1.— The initial set-up of the simulation cube. The mean magnetic
field is along the x-axis, and the line of sight is along the z-axis. Maps of
synchrotron intensity are produced by integrating the synchrotron emissiv-
ity along the z-axis. An example synchrotron intensity map is shown inset,
produced with the Ms0.48Ma0.65 simulation. In the grayscale, white rep-
resents intense synchrotron emission, and black represents faint synchrotron
emission.
that are perpendicular to the mean field, oriented along the y-
or z-axes, as shown in Figure 1.
The free variables in each simulation run are the initial pres-
sure, which controls the sonic Mach number, and the initial
magnetic field strength, which controls the Alfvénic Mach
number. These two variables were adjusted to run 18 sim-
ulations, as listed in Table 1, which cover different regimes
of turbulence. Each simulation is assigned a code of the
form Ms0.45Ma1.72, for example, which means that the sonic
Mach number is 0.45, and the Alfvénic Mach number is 1.72.
Of these simulations, we expect that the Ms0.87Ma0.7 and
Ms0.48Ma0.65 simulations are most similar to the WIM of
the Milky Way, because they are sub- or transonic, and the
strength of the random component of the magnetic field in
these simulations is comparable to the strength of the uniform
field, as found in the Milky Way (Gaensler et al. 2011, Iaco-
belli et al. 2014, Sun et al. 2008).
Each simulation was allowed to evolve for five eddy
turnover times so that the turbulent energy cascade formed
over the inertial range, meaning that the turbulence had suf-
ficiently developed. The three-dimensional cubes of thermal
electron density, and the x, y and z components of the ve-
locity and magnetic field, were then recorded for the specific
instance of turbulence captured in this snapshot.
From this output, the instantaneous sonic and Alfvénic
Mach numbers of each simulation are calculated according
to Eq. 1. The sound speed is calculated from the isothermal
equation of state, cs =
√
p/ρ, applied to the initial conditions
of the simulation, as the sound speed should be independent
of time for isothermal turbulence. These Mach numbers grad-
ually change over time, due to the random driving of the tur-
bulence. However, we are only interested in the Mach num-
bers of the turbulence for the specific instance observed, as
our goal is to compare statistics of the observed turbulence to
the properties of turbulence for this instance. This means that
our method of determining the properties of turbulence relies
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TABLE 1
PARAMETERS USED TO RUN THE DIFFERENT MHD TURBULENCE SIMULATIONS, AND THE SONIC AND ALFVENIC MACH NUMBERS OF EACH
SIMULATION FOR THE SNAPSHOT USED.
Sim No. Code Init B (sim units) Init P (sim units) Ms MA Turbulence Regime
1 Ms10.96Ma1.41 0.1 0.0049 10.96 1.41 Supersonic and trans-Alfvénic
2 Ms9.16Ma1.77 0.1 0.0077 9.16 1.77 Supersonic and super-Alfvénic
3 Ms7.02Ma1.76 0.1 0.01 7.02 1.76 "
4 Ms4.32Ma1.51 0.1 0.025 4.32 1.51 "
5 Ms3.11Ma1.69 0.1 0.05 3.11 1.69 "
6 Ms2.38Ma1.86 0.1 0.1 2.38 1.86 "
7 Ms0.83Ma1.74 0.1 0.7 0.83 1.74 Transonic and super-Alfvénic
8 Ms0.45Ma1.72 0.1 2 0.45 1.72 Subsonic and super-Alfvénic
9 Ms9.92Ma0.5 1 0.0049 9.92 0.50 Supersonic and sub-Alfvénic
10 Ms7.89Ma0.5 1 0.0077 7.89 0.50 "
11 Ms6.78Ma0.52 1 0.01 6.78 0.52 "
12 Ms4.46Ma0.55 1 0.025 4.46 0.55 "
13 Ms3.16Ma0.58 1 0.05 3.16 0.58 "
14 Ms2.41Ma0.67 1 0.1 2.41 0.67 "
15 Ms0.87Ma0.7 1 0.7 0.87 0.70 Transonic and sub-Alfvénic
16 Ms0.48Ma0.65 1 2 0.48 0.65 Subsonic and sub-Alfvénic
17 Ms8.42Ma0.22 3 0.01 8.42 0.22 Supersonic and sub-Alfvénic
18 Ms8.39Ma0.14 5 0.01 8.39 0.14 "
on the assumption that the statistics of synchrotron intensity
instantly adjust as the Mach numbers change. As can be seen
from Table 1, low values of the initial pressure produce su-
personic simulations, and high initial pressures produced sub-
sonic simulations. If the initial magnetic field strength is low,
then the simulation is super-Alfvénic, and otherwise it is sub-
Alfvénic.
To construct maps of synchrotron emission for each simula-
tion, a three-dimensional cube of B⊥ was calculated accord-
ing to B⊥ =
√
B2x +B
2
y for lines of sight along the z-axis,
and B⊥ =
√
B2x +B
2
z for lines of sight along the y-axis. We
then assumed a fixed observing frequency, and constant γ and
K within the emitting region, so that the synchrotron intensity
I ∝
∫
Bγ⊥dL, (17)
and integrated Bγ⊥ along the line of sight. The resulting map
was then normalized by dividing the intensity at each pixel
by the number of pixels along the line of sight, so that the
produced intensity maps do not depend on the size of the sim-
ulation. An example synchrotron map is shown in Figure 1,
for the Ms0.48Ma0.65 simulation. This map shows large and
small scale filaments aligned with the magnetic field.
In Section 4.3, we study how statistics of synchrotron in-
tensity depend on the angle between the mean magnetic field
and the line of sight. To perform this study, we constructed
synchrotron maps for different lines of sight through the sim-
ulation cubes. For a line of sight initially along the z-axis, we
rotated the cube about the y-axis, and projected the x and z
components of the magnetic field onto a vector perpendicu-
lar to both the y-axis and the new line of sight. B⊥ was then
calculated by B⊥ =
√
[Bx cos(θ) +Bz sin(θ)]2 +B2y , for a
rotation around the y-axis by angle θ. For a line of sight ini-
tially along the y-axis, the same method was used, but with
the roles of the y- and z- axes interchanged.
From the cube thus formed, a sub-cube with 362 pixels
along each side was extracted from the centre of the cube,
as this is the largest sub-cube that exists for all lines of sight
into the cube. The synchrotron map was then produced as be-
fore, by integratingBγ⊥ along the line of sight and dividing by
the number of pixels along the line of sight.
4. RESULTS
4.1. Testing Lazarian and Pogosyan 2012
In this section we will test the predictions made by LP12,
using the three-dimensional MHD simulations listed in Ta-
ble 1. In particular, we will focus on the predictions that
NCFs of synchrotron emissivity and intensity are insensitive
to γ, and that the quadrupole ratio provides a good measure
of anisotropy.
4.1.1. Correlation Function and Structure Function
One of the predictions made by LP12 is that the NCF of
synchrotron emissivity, ξBγ⊥ can be approximated by Eq. 7
for isotropic Gaussian turbulence, and any value of γ between
1 and 4. We first test if this equation is valid for the MHD
simulations being considered, by calculating the left and right
hand sides of Eq. 7. Due to the anisotropy introduced into
our simulations by the magnetic field, and the fact that super-
sonic turbulence is non-Gaussian, we expect that Eq. 7 should
only be approximately true for subsonic, super-Alfvénic sim-
ulations. For other regimes of turbulence, we do not expect
there to be a good match between the left and right hand sides
of Eq. 7. The left hand side, ξBγ⊥ is calculated according to
Eq. 4, and the right hand side is calculated using equations
5 and 6. Both the left and right hand sides are then radially
averaged, so that they can be plotted as a function of radial
separation r = |r|. We assume that γ = 2 for these calcula-
tions, so that there should be equality in Eq. 7 for isotropic
Gaussian turbulence.
These calculations were performed for all of the simula-
tions in Table 1. In Figure 2, we show representative plots of
the left and right hand sides of Eq. 7 for low magnetic field
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simulations (top row), and high magnetic field simulations
(bottom row). Supersonic simulations are in the left column,
and subsonic simulations on the right. We find that for all
simulations, there is a discrepancy between the left and right
hand sides of Eq. 7, that is largest on radial scales between
10 and 100 pixels. This discrepancy tends to increase as the
sonic Mach number of the simulation increases. Additionally,
by studying the corresponding plots for the Ms8.42Ma0.22
and Ms8.39Ma0.14 simulations, we find that this discrepancy
tends to slightly increase as the strength of the mean magnetic
field increases.
Thus, we find as expected that Eq. 7 is not applicable to
simulations of ideal MHD turbulence. This is because the
derivation of Eq. 7 relies on the assumption that the syn-
chrotron emissivity has an isotropic Gaussian distribution.
For supersonic simulations, this assumption is violated be-
cause the formation of shocks compresses and amplifies the
magnetic field, causing the synchrotron emissivity to deviate
from a Gaussian distribution. For sub-Alfvénic simulations,
the strong magnetic fields produce anisotropic structures in
the synchrotron emissivity. Simulations that are subsonic and
super-Alfvénic also exhibit synchrotron emissivity distribu-
tions that deviate from a Gaussian, due to the natural evolu-
tion of the turbulence, and this produces a small discrepancy
between the left and right hand sides of Eq. 7.
Although the NCF of synchrotron emissivity cannot be cal-
culated via Eq. 7 for our simulations, it is still possible that
the NCF is insensitive to γ for γ values between 1 and 4, as
predicted by LP12. To test this prediction, we again calcu-
lated the NCF of synchrotron emissivity according to Eq. 4,
this time for values of γ between 1 and 4, in increments of
0.5.
In Figure 3 we display the NCFs of synchrotron emissivity
for γ values of 1, 2, 3 and 4, for four simulations. Simulations
with a weak magnetic field are in the top row, and simulations
with a strong magnetic field are in the bottom row. The left
column displays the NCFs for supersonic simulations, and the
right column for subsonic simulations. As shown in Figure
3a), we find that the NCF of synchrotron emissivity exhibits
significant γ dependence for simulations that are supersonic
and have a weak magnetic field. By examining the NCFs for
the eight simulations with an initial magnetic field strength of
0.1, we also find that the degree of γ dependence decreases
as the sonic Mach number decreases. In particular, there is
significantly reduced γ dependence for subsonic simulations,
as seen in Figure 3b).
For simulations with an initial magnetic field strength of 1,
we find that the degree of γ dependence is always less than for
the corresponding simulation with the same initial pressure,
but initial magnetic field strength of 0.1. This is most clearly
seen in Figure 3c). As for the low magnetic field simulations,
we find that there is less γ dependence as the sonic Mach num-
ber decreases. In addition, we find that there is no visible γ
dependence for the Ms8.42Ma0.22 and Ms8.39Ma0.14 simu-
lations.
Thus, we find that for simulations with a significantly
strong magnetic field, or high pressure, the assumption that
the NCF of synchrotron emissivity is independent of γ is
valid. However, for supersonic simulations involving a weak
magnetic field, the NCF of synchrotron emissivity is sensi-
tive to γ. This result differs from the theoretical findings of
LP12 because the formation of shocks causes the distribution
of synchrotron emissivity to become non-Gaussian, violating
the assumption of an isotropic Gaussian distribution.
LP12 also propose that the NCFs of synchrotron intensity
are insensitive to γ. As the synchrotron intensity is an observ-
able quantity, this is the prediction most relevant to this paper,
out of the five made by LP12. To test this prediction, we in-
tegrated Bγ⊥ (i.e. the synchrotron emissivity, see equation 17)
along the line of sight for all simulations, for γ values between
1 and 4, in increments of 0.5. We only analysed synchrotron
maps produced for a line of sight along the z-axis, to enable a
direct comparison to the predictions made by LP12.
In Figure 4 we display the NCFs of synchrotron intensity
for the same simulations as in Figure 3, for γ values of 1, 2, 3
and 4. Similar to the results found for synchrotron emissiv-
ity, we find that for simulations with an initial magnetic field
strength of 0.1, the degree of γ dependence decreases as the
sonic Mach number decreases. We believe that this γ depen-
dence arises for the same reasons as discussed for the NCFs
of synchrotron emissivity, namely that the shocks generated
in supersonic turbulence create a non-Gaussian distribution
of synchrotron intensity. We also find that the Ms8.42Ma0.22
and Ms8.39Ma0.14 simulations have very little dependence
on γ, as was found for synchrotron emissivity. However, un-
like the results found for the NCF of synchrotron emissiv-
ity, the NCFs of synchrotron intensity for simulations with
an initial magnetic field strength of 1 do not display any
clear γ dependence in general, except for the Ms0.87Ma0.7
and Ms0.48Ma0.65 simulations. These simulations are tran-
sonic and subsonic respectively, and so we conclude that
the strong magnetic fields of these simulations are causing
anisotropic structures to survive the turbulent motion of the
plasma. These structures are likely the cause of the weak γ de-
pendence observed for the NCFs of the synchrotron intensity
maps of the Ms0.87Ma0.7 and Ms0.48Ma0.65 simulations.
We postulate that the reason why the NCFs for synchrotron
intensity of these simulations show some mild γ dependence,
but NCFs of synchrotron emissivity do not, is that integrat-
ing the synchrotron emissivity along the line of sight makes
the anisotropy easier to detect with the correlation function,
by superimposing cross-sections of synchrotron emitting fila-
ments, where each cross-section is anisotropic.
Thus, we find that the NCF of synchrotron intensity is in-
sensitive to γ for most regimes of turbulence. If the turbulence
is supersonic and has a weak mean magnetic field, then the
NCF of synchrotron intensity does have some dependence on
γ. However, if we only consider values of γ that are likely to
be observed, between 1.5 and 2.5, say, then the NCF of syn-
chrotron intensity does not exhibit significant dependence on
γ for any regime of turbulence. Hence, we can compare sim-
ulated and observed NCFs of synchrotron intensity without
needing to take γ into account, in most situations.
4.1.2. Quadrupole Ratio
To quantify the degree of anisotropy present in a map of
synchrotron intensity, LP12 introduced the quadrupole ra-
tio. Additionally, LP12 estimated that the quadrupole ra-
tio modulus should be less than 0.45, approximately 0.4 for
sub-Alfvénic turbulence, 0.3 for trans-Alfvénic turbulence,
and 0.1 for super-Alfvénic turbulence. In this section we
will test these predictions with the simulations of ideal MHD
turbulence listed in Table 1, and assess the viability of the
quadrupole ratio as a descriptor of anisotropy.
We calculate the quadrupole ratio according to Eq. 12,
by first calculating the normalized structure function of syn-
chrotron intensity using Eq. 10. These calculations are per-
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formed for γ values between 1 and 4, in increments of 0.5.
In Figure 5 we show the quadrupole ratio moduli calcu-
lated for the same simulations as in Figure 3, for the same
values of γ. We find that all quadrupole ratios depend on the
radial separation of the points used to calculate the structure
function, unlike the results found by LP12. In particular, the
quadrupole ratio modulus tends to decrease on larger radial
scales, indicating that there is less anisotropy on these scales.
This could be caused by how the MHD simulations are per-
formed; the energy injection scale for the simulations is ap-
proximately 200 pixels (this can differ between simulations),
and there is no anisotropy on this scale, because the turbu-
lence has not fully developed. The anisotropy takes time to
form down the cascade, which might be why the degree of
anisotropy generally decreases with increasing radial separa-
tion.
Many of the plots of the quadrupole ratio modulus also dis-
play a prominent peak or trough at a radial separation of ap-
proximately 4 pixels. These features arise because the two-
dimensional structure function exists on a discrete grid of
pixels, and the quadrupole ratio is calculated from this by
integrating over pixels that fall within a thin annulus. The
pixels of the structure function being used to calculate the
quadrupole ratio for a radial separation of 4 pixels all lie close
to the diagonals of the structure function, as no other pixels
fall into this radial bin. The imaginary part of the quadrupole
ratio is particularly sensitive to pixels along the diagonals, due
to its sin(2φ) dependence (Eq. 12). Hence, the real part of the
quadrupole ratio (which should be the larger component based
on the set-up of our simulation) is not well probed at this ra-
dial separation, and the measured quadrupole ratio is overly
sensitive to the small imaginary part, which traces diagonal
anisotropy. This anisotropy only exists because of random
fluctuations in the turbulence, arbitrarily leading to peaks or
troughs in the quadrupole ratio modulus.
As illustrated in Figure 5, we find that for a fixed initial
pressure, simulations with a higher magnetic field strength
(lower Alfvénic Mach number) have a larger quadrupole ratio
modulus. This is because stronger magnetic fields produce
more anisotropic structures, indicating that the quadrupole
ratio is a reliable measure of anisotropy. We also find
that for a fixed initial magnetic field strength, simulations
with a lower sonic Mach number (higher pressure) have a
larger quadrupole ratio modulus, and hence exhibit higher
anisotropy. This is because the plasma generally has lower
velocity in these simulations, shocks do not form, and so the
magnetic field is more capable of constraining the flow of
plasma to produce anisotropic structures.
The quadrupole ratios calculated for the majority of the
simulations also exhibit some slight γ dependence, however
there does not seem to be any clear relationship between the
sonic and Alfvénic Mach numbers of the turbulence and how
γ affects the quadrupole ratio. How γ affects the measured
quadrupole ratio may depend upon the particular instance of
turbulence observed, and so γ must be measured in order to
compare observations to simulations. The two simulations
that do not show any γ dependence are the Ms8.42Ma0.22
and Ms8.39Ma0.14 simulations, as was found for the NCF of
synchrotron intensity.
Out of all the simulations studied, the Ms8.39Ma0.14 sim-
ulation has the greatest quadrupole ratio modulus (not shown
here), which has an amplitude of approximately 0.37 up to a
radial separation of approximately 100 pixels. Thus, we sup-
port the prediction that the quadrupole ratio modulus should
be less than 0.45 for all simulations, and the prediction that
sub-Alfvénic simulations have quadrupole ratio moduli that
are approximately 0.4. Our only supersonic, trans-Alfvénic
simulation is the Ms10.96Ma1.41 simulation, and this simu-
lation has a quadrupole ratio modulus of 0.15 or less. This
is much smaller than the value estimated by LP12 of 0.3,
however this difference is likely due to the Ms10.96Ma1.41
simulation being highly supersonic, with a weak initial mag-
netic field. The simulations that are closest to being subsonic
and trans-Alfvénic, Ms0.87Ma0.7 and Ms0.48Ma0.65, have
quadrupole ratio moduli that are between 0.2 and 0.35 for
a wide range of radial separations. Hence, we also support
the prediction that simulations of trans-Alfvénic turbulence
should have quadrupole ratio moduli of approximately 0.3.
Finally, our super-Alfvénic simulations all exhibit quadrupole
ratio moduli between 0 and 0.15, and thus our findings sup-
port the prediction that the quadrupole ratio modulus for sim-
ulations of super-Alfvénic turbulence is approximately 0.1.
4.2. Statistical Diagnostics of Parameters of Turbulence
In this section we will compare statistics of the mock syn-
chrotron intensity maps to the sonic and Alfvénic Mach num-
bers of the corresponding simulations, to investigate whether
these properties of turbulence can be derived from syn-
chrotron intensity maps. The statistics we examine include
the structure function slope (via the variable m, the struc-
ture function slope minus 1), and the integrated quadrupole
ratio modulus of synchrotron intensity. However, as shown
in Section 4.1, the NCF of synchrotron intensity has a weak
dependence on γ, and thus it is possible that the statistics we
study in this section also depend on γ, as they are both re-
lated to the NCF. In Appendix A we show that m and the
integrated quadrupole ratio modulus depend only weakly on
γ, provided the regime of turbulence is not supersonic and
super-Alfvénic, and thus the value of γ in an observed region
of sky should not interfere with any procedure designed to
determine the sonic and Alfvénic Mach numbers from these
statistics in general. Henceforth, we consider the mock syn-
chrotron maps produced for γ = 2, as this value is typical
of the Milky Way and often assumed in analytical work, and
compare the statistics of these maps to the sonic and Alfvénic
Mach numbers. We also examine the skewness and kurtosis
of synchrotron intensity in Appendix B, and find that they are
not sensitive to the sonic or Alfvénic Mach numbers.
For each simulation, each statistic is calculated for the syn-
chrotron maps produced for lines of sight along the y- and
z-axes, and the average of these is plotted in the following
figures. To provide uncertainties on each of these statistics,
we divided the synchrotron maps obtained for lines of sight
along the y- and z-axes into quarters, and calculated the statis-
tics for each of the eight quarters obtained. The standard error
of the mean of the statistics calculated for the quarters was
then used to define error bars on the following figures. To test
the reliability of these statistics, in Appendix C we examine
how sensitive the statistics are to changes in the size of the
simulation cube used to produce synchrotron intensity maps.
We find that for the integrated quadrupole ratio modulus, all
but two simulations appear to be converging to a final value,
and so we believe that these statistics are reliable. However,
there are significant changes in the structure function slope
for small changes in the size of the simulation cube for high
magnetic field simulations, and thus the values of m shown
in the following figures should be regarded as tentative. We
find that the error bars for the structure function slope and
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FIG. 5.— The quadrupole ratio modulus of synchrotron intensity for the same simulations as in Figure 2. For each simulation, quadrupole ratios are produced
for γ = 1.0, 2.0, 3.0, and 4.0, colored blue, green, red and cyan respectively.
integrated quadrupole ratio modulus are consistent with the
variation seen in these statistics as the size of the simulation
cube changes, and we hence believe that the error bars provide
an adequate depiction of the reliability of the data.
4.2.1. Structure Function Slope
We calculate the structure function of our mock synchrotron
intensity maps according to Eq. 9 for all simulations (exam-
ples can be found in Figure 11). The slopes of these structure
functions are measured by performing a linear fit to the struc-
ture function for radial separations between 20 and 50 pixels,
as this range corresponds to the inertial range of the simu-
lations, whilst avoiding the radial scales where the structure
functions begin to plateau. We express the structure function
slope via the variable m, which is the structure function slope
minus 1.
In Figure 6 we plotm against the sonic Mach number (left),
and the Alfvénic Mach number (right). Simulations withB =
0.1 are plotted as blue circles, simulations with B = 1 as
red stars, and the remaining simulations as green triangles.
We find that the simulations fall into two distinct populations
in Figure 6a; with high magnetic field simulations having a
larger value of m than low magnetic field simulations. For
both high (B = 1, red) and low (B = 0.1, blue) magnetic
field simulations, there does not appear to be any dependence
of m on the sonic Mach number.
We do find a linear trend betweenm and the Alfvénic Mach
number, with some scatter about this trend due to the different
sonic Mach numbers of the simulations. This linear correla-
tion between m and the Alfvénic Mach number is also found
for γ = 1, and so we conclude that this result is not caused by
any dependence of m on γ. Hence, we find that the structure
function slope is sensitive to the Alfvénic Mach number, and
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FIG. 6.— The structure function slope minus 1 (m) of synchrotron intensity
against a) sonic Mach number and b) Alfvénic Mach number for all simula-
tions, and γ = 2. Simulations with B = 0.1 are plotted as blue circles,
simulations with B = 1 as red stars, and the remaining simulations as green
triangles.
so should be a useful statistic for determining this parameter
of turbulence.
4.2.2. Integrated Quadrupole Ratio
We calculate the quadrupole ratio for each simulation using
Eq. 12. To reduce the quadrupole ratio modulus plots to a
single number that can be compared to the sonic and Alfvénic
Mach numbers, we integrated the quadrupole ratio modulus
over the inertial range of the turbulence. For our simulations,
this means we integrated from∼ 20 pixels, above the dissipa-
tion scale of the turbulence, to∼ 100 pixels, below the energy
injection scale. This integration was performed over the log-
arithm of the radial separation, so that we calculated the area
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under the plots of the quadrupole ratio modulus as they ap-
pear in Figure 5. We then normalized this area by dividing by
the number of points used in the calculation of the integral,
so that we essentially calculate the average of the quadrupole
ratio modulus over this radial separation range. We call this
quantity the integrated quadrupole ratio modulus.
In Figure 7 we plot the integrated quadrupole ratio mod-
ulus against the sonic Mach number (left), and Alfvénic
Mach number (right), similar to Figure 6. As was the case
for the structure function slope, we find that the simula-
tions separate into two distinct groups when we plot the in-
tegrated quadrupole ratio modulus against sonic Mach num-
ber. The super-Alfvénic simulations (blue) have small in-
tegrated quadrupole ratio moduli for all sonic Mach num-
bers studied, with no discernible dependence on the value
of the sonic Mach number. This is because if the magnetic
field is too weak to cause anisotropy in the observed syn-
chrotron intensity structures, then changing the sonic Mach
number of the turbulence, i.e. the fluid velocity, will not intro-
duce any anisotropy. The sub-Alfvénic simulations (red and
green) have larger integrated quadrupole ratio moduli than the
super-Alfvénic simulations, because the large initial magnetic
field strength produces anisotropic structures. There is also
some evidence of the integrated quadrupole ratio modulus de-
pending on the sonic Mach number for sub-Alfvénic simula-
tions (red data points). This dependence is clearest for small
Alfvénic Mach numbers, where the integrated quadrupole ra-
tio modulus decreases with increasing sonic Mach number.
This occurs because increasing the sonic Mach number cor-
responds to faster fluid motions, and these motions can tear
apart and redirect filaments of ionized gas, thus decreasing
the observed anisotropy. However, the integrated quadrupole
ratio modulus only decreases with sonic Mach number up to
a sonic Mach number of about 4; above this sonic Mach num-
ber there is no clear correlation between these variables. This
could indicate that there is a limit to how much anisotropy
can be erased by supersonic fluid motions. We also find that
there is a linear correlation between the integrated quadrupole
ratio modulus and the Alfvénic Mach number, with the scat-
ter likely being caused by the different sonic Mach numbers
of the simulations. In summary, we find that the integrated
quadrupole ratio modulus is sensitive to the Alfvénic Mach
number, with some mild dependence on the sonic Mach num-
ber, and so it is a useful statistic to use when trying to charac-
terize observed turbulence.
4.3. Dependence of Statistics on Line of Sight
The results shown so far have all been produced for lines of
sight that are perpendicular to the mean magnetic field of the
simulation. This represents the optimal scenario for observ-
ing the effect of the magnetic field, as we are best able to see
the anisotropy that is introduced by the magnetic field. How-
ever, for a line of sight that is parallel to the mean magnetic
field, we should not observe any clear anisotropy, and thus the
statistics we have examined should depend upon the orienta-
tion of the mean magnetic field relative to our line of sight.
In this section we examine the dependence of the statistics
studied so far on the relative orientation of the mean magnetic
field. We perform this study by creating mock synchrotron
intensity maps for different lines of sight into the simulation
cubes, as described in Section 3, using γ = 2. We then cal-
culate the structure function slope and integrated quadrupole
ratio modulus for each map produced (skewness and kurtosis
are examined in Appendix B). If a statistic is particularly sen-
sitive to the relative orientation of the mean magnetic field,
then this could allow us to use this statistic to determine what
the relative orientation is. We also study whether these statis-
tics maintain sensitivity to the sonic and Alfvénic Mach num-
bers of the turbulence for different lines of sight. Because the
statistics we calculate in this section are calculated from sub-
cubes, not the full simulation cubes, the value of the statistics
will differ from those calculated in Section 4.2. As the results
of Section 4.2 were calculated using more data, they are more
reliable, and so take precedence whenever there is a conflict
between the results of this section and prior results.
4.3.1. Structure Function Slope
In Figure 8 we plot m against the relative angle between
the line of sight and the mean magnetic field, for low mag-
netic field simulations on the left, and high magnetic field
simulations on the right. A relative angle of 0◦ means that
the line of sight is parallel to the mean magnetic field, and an
angle of 90◦ means the line of sight is perpendicular to the
mean magnetic field. We find that m does not show any clear
dependence on the relative orientation of the mean magnetic
field for low magnetic field simulations. We also find that
the structure function slope tends to increase as the line of
sight becomes more perpendicular to the mean magnetic field
for high magnetic field simulations. This result is expected,
as Figure 6 demonstrates that simulations with a strong mag-
netic field perpendicular to the line of sight, which are sub-
Alfvénic, should have larger values of m than simulations
with a weak magnetic field perpendicular to the line of sight.
As the component of the magnetic field perpendicular to our
line of sight increases as the line of sight becomes more per-
pendicular to the mean magnetic field, we expect to see m
increase as well. Finally, we find that m loses sensitivity to
the Alfvénic Mach number as the line of sight becomes paral-
lel to the mean magnetic field. Hence, the structure function
slope of synchrotron intensity is only a useful statistic if the
magnetic field strength perpendicular to our line of sight is
sufficiently strong.
4.3.2. Integrated Quadrupole Ratio
In Figure 9 we plot the integrated quadrupole ratio modu-
lus against the relative angle between the line of sight and the
mean magnetic field, for low magnetic field simulations on
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FIG. 8.— The structure function slope minus 1 (m) of synchrotron inten-
sity against the relative angle between the line of sight and the mean mag-
netic field. The low magnetic field simulations used are Ms7.02Ma1.76
(blue), Ms2.38Ma1.86 (green), Ms0.83Ma1.74 (red) and Ms0.45Ma1.72
(cyan). The high magnetic field simulations used are Ms6.78Ma0.52 (blue),
Ms2.41Ma0.67 (green), Ms0.87Ma0.7 (red) and Ms0.48Ms0.65 (cyan). a)
Low B and b) high B simulations.
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FIG. 9.— Same as Fig. 8, but plotting the integrated quadrupole ratio
against the relative angle between the line of sight and the mean magnetic
field.
the left, and for high magnetic field simulations on the right.
The same simulations are used as in Figure 8. As was found
for m, the integrated quadrupole ratio modulus does not show
any clear dependence on the orientation of the mean magnetic
field relative to the line of sight for low magnetic field simu-
lations. This is because these simulations do not exhibit much
anisotropy due to their weak magnetic fields, and so the statis-
tics calculated should be approximately the same for all lines
of sight. The value of the integrated quadrupole ratio modulus
remains non-zero even for lines of sight parallel to the mean
magnetic field because of statistical effects. We also find that
for simulations with a strong mean magnetic field, the inte-
grated quadrupole ratio modulus increases as the line of sight
becomes more perpendicular to the mean magnetic field. This
occurs because more anisotropy is visible as the line of sight
becomes more perpendicular to the mean magnetic field, as
expected.
We observe that the integrated quadrupole ratio modulus
does not exhibit any clear dependence on the sonic Mach
number for any of the lines of sight studied, and that it loses
all dependence on the Alfvénic Mach number when the line of
sight is parallel to the mean magnetic field. Thus, we conclude
that the integrated quadrupole ratio modulus can only be used
to constrain the Alfvénic Mach number if the magnetic field
perpendicular to the line of sight is sufficiently strong. Based
on the results of Section 4.2.2, it can only be used to constrain
the sonic Mach number if the component of the magnetic field
perpendicular to the line of sight is very strong, and the turbu-
lence is sub- to transonic.
5. DISCUSSION
As shown in Section 4.1, the NCF of synchrotron intensity
is approximately independent of γ for γ values typical of the
Milky Way, between 1.5 and 2.5, and for all regimes of tur-
bulence. This means that the NCF of synchrotron intensity is
a useful statistic for comparing analytical, numerical and ob-
servational studies of synchrotron emission, as assumptions
(such as assuming that γ = 2) can be made without influenc-
ing the analysis.
Similarly, in Appendix A the structure function slope and
integrated quadrupole ratio modulus were shown to weakly
depend on γ, in general, for values of γ typical of the Milky
Way. Thus, statistics measured from observations can be com-
pared to those simulated for γ = 2, as derived properties
of turbulence would only be slightly improved by comparing
measured statistics to those simulated for the observed value
of γ. The exception to this is the structure function slope for
supersonic, super-Alfvénic turbulence, which exhibits signif-
icant dependence on γ. If this statistic is to be applied to an
observation of turbulence that may be in this regime, then it
is necessary to measure the value of γ, so that the observed
statistics can be compared to simulated statistics for the same
value of γ.
In Appendix B we find that the skewness and kurtosis
of synchrotron intensity have no clear dependence on sonic
Mach number, and only a weak dependence on the Alfvénic
Mach number. As these statistics are not very sensitive to
these Mach numbers, they are not useful statistics for our pur-
poses. This illustrates that the skewness and kurtosis of syn-
chrotron intensity behave differently to the skewness and kur-
tosis of the observed polarisation gradient, which were shown
by Burkhart et al. (2012) to be sensitive to the sonic Mach
number. This difference arises because the total synchrotron
intensity is only sensitive to the magnetic field perpendicular
to the line of sight, whereas the polarisation gradient is largely
caused by rotation of the plane of polarisation, which traces
the electron density and the magnetic field parallel to our line
of sight.
The structure function slope of synchrotron intensity, how-
ever, is sensitive to the Alfvénic Mach number, and the in-
tegrated quadrupole ratio modulus is also sensitive to the
Alfvénic Mach number, with some dependence on the sonic
Mach number. These two statistics present the greatest poten-
tial for determining the properties of turbulence from obser-
vations of synchrotron fluctuations. However, the dependence
of the structure function slope on the Alfvénic Mach number
should be regarded as tentative, as we found that the structure
function slope was sensitive to changes in the simulation size
in Appendix C. We believe that the measured values of the
structure function slope are sensitive to changes in the size of
the simulation cube because the nonlocality of MHD turbu-
lence can cause the measured value of m to differ from the
true value, due to improper formation of the inertial range of
the turbulence (Beresnyak & Lazarian 2009). For example,
Kritsuk et al. (2007) found that simulations with 2048 pixels
on each side were required to observe the inertial range for
compressible hydrodynamic turbulence, and so simulations
of at least this size are likely required to observe the inertial
range in simulations of MHD turbulence, and hence to mea-
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sure m reliably.
Additionally, the relative orientation of the mean magnetic
field relative to the line of sight is a third variable that needs
to be determined. Not only does this relative orientation af-
fect the values of the structure function slope and integrated
quadrupole ratio modulus, but it can also remove the sensi-
tivity of these statistics to the Mach numbers. For example,
when the line of sight is parallel to the mean magnetic field,
the integrated quadrupole ratio modulus has no dependence
on either Mach number. Thus, the number of useful statistics
that we can obtain from observations of synchrotron intensity
can decrease if the line of sight is parallel to the mean mag-
netic field, making it more difficult to determine the properties
of the turbulence. This occurs because there is a degeneracy
between a weak magnetic field perpendicular to the line of
sight, and a strong magnetic field parallel to the line of sight.
As a result of this degeneracy, it is only possible to use the
synchrotron intensity statistics discussed in this paper to de-
termine the properties of an observed turbulent region if we
know a priori that the magnetic field in that region is not par-
allel to our line of sight. This could be confirmed by observing
polarization rotation measures towards pulsars or extragalac-
tic sources, the Zeeman splitting of spectral lines, starlight
polarized by intervening dust grains, or polarized thermal dust
emission.
If the orientation of the magnetic field is not known, then
we must study other properties of the observed synchrotron
emission, such as its polarization, to break this degeneracy,
and determine the properties of the observed turbulence. As
Burkhart et al. (2012) have shown that the skewness and kur-
tosis of the observed polarization gradient are related to the
sonic Mach number of the turbulence, we believe that an-
alyzing the statistics of diffuse polarized synchrotron emis-
sion will enable us to determine the properties of an observed
turbulent, synchrotron emitting region. In a future paper we
will extend the work of Burkhart et al. (2012) by calculating
the skewness, kurtosis, structure function slope and integrated
quadrupole ratio modulus of the polarization gradient, and
other new polarization diagnostics, of diffuse, polarized syn-
chrotron emission. This study will hopefully produce many
more useful statistics to break the degeneracies that currently
exist.
It is possible that the statistics calculated in this paper de-
pend on properties of the turbulence other than the sonic and
Alfvénic Mach numbers, for example the compressibility of
the plasma, and the ratio of the random to total magnetic field
strengths. Although we are not aware of any formula that
could be used to calculate the compressibility of the turbu-
lence in our simulations, it is possible to calculate the ratio of
the random to total magnetic field. Shown in Figure 10 is a
plot of the mean ratio of the random to total magnetic field
strength as a function of the Alfvénic Mach number, for all of
the simulations in Table 1. The strength of the random com-
ponent of the magnetic field was determined by subtracting
the mean magnetic field in each of the Cartesian directions
from the magnetic field vector at each pixel, and then calcu-
lating the magnitude of the resulting random magnetic field
vector. The random magnetic field strength at each pixel was
then divided by the strength of the total magnetic field at that
pixel, and the average ratio of the random to total magnetic
field strength calculated over all pixels.
We find that there is a monotonic relationship between the
ratio of the random magnetic field strength to the total mag-
netic field strength and the Alfvénic Mach number. The ratio
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FIG. 10.— The mean ratio of the random magnetic field strength to the
total magnetic field strength as a function of the Alfvénic Mach number for
all simulations.
is small for sub-Alfvénic simulations because there is a strong
mean magnetic field, and the ratio is close to one for super-
Alfvénic simulations because there is a small, mostly random
magnetic field. Hence, we should be able to deduce the ra-
tio of the random to total magnetic field strength once the
Alfvénic Mach number is known. It is possible that other pa-
rameters of turbulence can also be determined from the sonic
or Alfvénic Mach numbers.
We still need to consider whether the structure function
slope and integrated quadrupole ratio modulus provide mean-
ingful constraints on the sonic and Alfvénic Mach numbers,
if applied to current observations of diffuse synchrotron in-
tensity. In Appendix D we study how observational noise
and angular resolution affect the measured structure function
slope and integrated quadrupole ratio modulus. We found
that a signal-to-noise ratio of 30, and an angular resolution
of less than 7 pixels were required for the structure function
slope and integrated quadrupole ratio modulus to distinguish
regimes of turbulence. We require an angular resolution that
is capable of resolving the outer-scale of turbulence, and a sig-
nificant portion of the inertial range of the turbulence, so that
the turbulent cascade is resolved spatially. Haverkorn et al.
(2008) found that the outer scale of turbulence in the warm
ionized medium inside the spiral arms of the Milky Way is
on the order of a few pc, say 3 pc, and so we estimate that a
spatial resolution of 0.3 pc seems capable of resolving syn-
chrotron fluctuations. For an emitting region that is 2 kpc
away, this translates to an angular resolution of 31 arcseconds.
This is in good agreement with our estimate of 21 arc seconds
in Appendix D.1.2, based on the requirement that the struc-
ture function slope and integrated quadrupole ratio modulus
can distinguish between different regimes of turbulence.
To calculate the sensitivity that is required to observe syn-
chrotron fluctuations, we need to consider resolving local
maxima and minima in the synchrotron intensity, as the signal
we are interested in is the difference in intensity between these
maxima and minima. For a pathlength of 2 kpc through a tur-
bulent synchrotron emitting medium, where the mean value
of B⊥ is 3µG, the local maxima of synchrotron intensity ob-
served at a frequency of 1.4 GHz and with γ = 1.7 should
be 64µJy/beam, at a resolution of 21 arc seconds. For fluc-
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tuations in synchrotron intensity of 50%, we need to resolve
fluctuations in intensity of 32µJy/beam with a signal-to-noise
ratio of 30, and hence the required sensitivity is on the order
of 1µJy/beam. To obtain a more optimistic estimate, we con-
sider a pathlength of 5 kpc where the mean value of B⊥ is
5µG. For these values, the required sensitivity is 7µJy/beam.
There are no publicly available observations of diffuse syn-
chrotron emission with the required combination of sensitivity
and angular resolution, however the Square Kilometre Array
could be capable of achieving this combination.
6. CONCLUSION AND FUTURE WORK
We have tested the theory of synchrotron fluctuations devel-
oped by Lazarian & Pogosyan (2012) by applying it to mock
observations of diffuse synchrotron emission. We have also
compared statistics of the fluctuations in synchrotron intensity
to the properties of the turbulence, to investigate how proper-
ties of interstellar turbulence can be deduced from observa-
tions of diffuse synchrotron emission.
We found that the NCF of the synchrotron intensity maps
does depend on γ, and hence on the cosmic ray energy spec-
tral index, in general. Thus, the common assumption that
γ = 2 made in earlier papers is only valid for the subsonic
and super-Alfvénic, or supersonic and sub-Alfvénic regimes
of turbulence. However, for γ values typically observed in the
Milky Way, between 1.5 and 2.5, the NCF of synchrotron in-
tensity varies little, and so independence of γ can be assumed.
We have also found that the anisotropy present in maps of dif-
fuse synchrotron emission is well characterized by the ratio of
the quadrupole to monopole moments of the normalized two-
dimensional structure function of the synchrotron intensity, as
predicted by Lazarian & Pogosyan (2012).
We have studied the dependence of the structure function
slope and integrated quadrupole ratio modulus on γ, the sonic
and Alfvénic Mach numbers, and the relative orientation of
the mean magnetic field relative to our line of sight for the
mock synchrotron maps produced from our MHD simula-
tions. We find that, in general, these statistics weakly de-
pend on γ for values of γ typical of the Milky Way, and
hence measured statistics can be compared to simulated statis-
tics obtained for γ = 2 to determine the properties of tur-
bulence in the observed region. The exceptional case is the
structure function slope for supersonic, super-Alfvénic tur-
bulence, which decreases with increasing γ. If the structure
function slope is to be applied to observations of turbulence in
this regime, then the value of γ must be measured and taken
into account. Although we found that the skewness and kur-
tosis of synchrotron intensity are not sensitive to the sonic
and Alfvénic Mach numbers, the structure function slope was
found to be sensitive to the Alfvénic Mach number, and the
integrated quadrupole ratio modulus was found to be sensi-
tive to the Alfvénic Mach number, with some dependence on
the sonic Mach number.
However, because the relative orientation of the mean mag-
netic field in the emitting region relative to the line of sight
has a strong effect on the measured statistics, it is not possi-
ble to determine the sonic and Alfvénic Mach numbers of the
turbulence in the synchrotron emitting region unless we have
prior knowledge of the magnetic field orientation, which may
be obtained by observing the rotation measures of pulsars, for
instance. If this prior knowledge is not available, then we
may be able to analyze the polarization of the observed syn-
chrotron emission to break these parameter degeneracies. In
a future paper we will investigate how observations of the po-
larization gradients, and other polarization diagnostics, can
help to constrain the properties of interstellar magnetized tur-
bulence.
Finally, we estimate that a signal-to-noise ratio of 30, an an-
gular resolution of 21 arc seconds (one tenth of the outer scale
of turbulence) and a sensitivity of 1µJy/beam are necessary to
conduct a statistical analysis of the fluctuations in synchrotron
intensity. These criteria may be met by the Square Kilometre
Array, facilitating a study of how the magnetized turbulence
in the Milky Way varies with Galactic latitude and longitude.
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APPENDIX
APPENDIX A: γ DEPENDENCE OF THE STRUCTURE FUNCTION AND QUADRUPOLE RATIO
In this section we examine how changes in γ affect the structure function and integrated quadrupole ratio modulus, for γ values
between 1 and 4, in increments of 0.5. Knowledge of the γ dependence of these statistics will aid in their interpretation. Example
structure functions are shown in Figure 11 for weak magnetic field simulations (top row), and high magnetic field simulations
(bottom row). Supersonic simulations are in the left column, and subsonic simulations are in the right column. γ values of 1, 2, 3
and 4 are colored blue, green, red and cyan respectively.
We find that the structure functions for simulations with a high magnetic field have more γ dependence in their amplitude
than simulations with a low magnetic field. This is simply because the synchrotron intensity is calculated via the magnetic field
strength perpendicular to our line of sight, raised to the power of γ. Thus, for high magnetic field simulations, increasing γ leads
to an increase in I , and hence an increase in the structure function amplitude. The structure function amplitudes of low magnetic
field simulations exhibit some γ dependence, because changing γ changes the contrast in the observed synchrotron intensities.
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FIG. 11.— The structure function of synchrotron intensity for the same simulations as in Figure 2. For each simulation, structure functions are produced for
γ = 1.0, 2.0, 3.0, and 4.0, colored blue, green, red and cyan respectively.
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FIG. 12.— The structure function slope minus 1 (m) of synchrotron intensity as a function of γ for a) low magnetic field and b) high magnetic field simulations.
The sum of the squared residuals of the linear fit used to calculatem are shown as a function of γ for c) low magnetic field and d) high magnetic field simulations.
The same simulations are used as in Figure 8.
This changes the apparent strength of fluctuations in the synchrotron intensity, as measured by the structure function.
We also find that the slopes of the structure functions weakly depend on γ, in general, as shown in Figure 12. For almost all
simulations, we find that the structure function slope has little dependence on γ, particularly for γ values typical of the Milky Way,
between 1.5 and 2.5. Supersonic, super-Alfvénic simulations are the exception, however, as for these simulations m decreases
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FIG. 13.— The integrated quadrupole ratio modulus of synchrotron intensity for a) low B and b) high B simulations as a function of γ.
with increasing γ. In Figures 12c) and d) we show the sum of the squared residuals of the linear fits used to calculate m, to
demonstrate that the quality of the linear fit is similar for the simulations shown.
In Figure 13 we show plots of the integrated quadrupole ratio modulus against γ for simulations with an initial magnetic field
strength of 0.1 (left), and 1 (right). For the low magnetic field simulations, we find that the integrated quadrupole ratio modulus
has little dependence on γ. For the high magnetic field simulations, we find that the integrated quadrupole ratio modulus of
supersonic simulations tends to decrease with increasing γ, whereas for trans- or subsonic simulations the integrated quadrupole
ratio modulus tends to increase with increasing γ. This is because the anisotropic structures in the supersonic simulations are
fainter than those in the trans- or subsonic simulations. Increasing the value of γ enhances the contrast between bright and faint
regions, making the anisotropic structures less prevalent for supersonic simulations, and more prevalent for subsonic simulations,
which causes the integrated quadrupole ratio modulus to depend on γ.
APPENDIX B: SKEWNESS AND KURTOSIS OF SYNCHROTRON INTENSITY
Motivated by Burkhart et al. (2009), who found that the skewness and kurtosis of thermal electron density traced the sonic
Mach number of their MHD simulations, we examined the skewness and kurtosis of our mock synchrotron intensity maps. The
purpose of this study is two-fold: to investigate whether the skewness and kurtosis of synchrotron intensity are also sensitive to
the sonic Mach number of our simulations, and to examine whether the skewness and kurtosis also depend on the Alfvénic Mach
number.
The skewness and kurtosis statistics are the third and fourth normalized moments of a distribution respectively, and characterize
how a probability distribution function deviates from a Gaussian. The skewness characterizes whether the distribution function
appears skewed to the left or right, with a positive skewness implying that the distribution has an elongated tail to the right, and
a negative skewness implies an elongated tail towards small values. In this study, we will calculate the biased skewness of the
mock synchrotron intensity distributions, given by
Skewness =
1
n
∑n
i=1(Ii− < I >)3(√
1
n
∑n
i=1(Ii− < I >)2
)3 . (B1)
In Eq. B1, n is the total number of pixels in the image, < I > denotes the mean synchrotron intensity, and the sum is over
all pixels in the image. The kurtosis characterizes whether the distribution function is flatter or more peaked than a Gaussian
distribution. A negative kurtosis implies that the distribution is flatter than a Gaussian, and a positive kurtosis implies that
the distribution is more peaked than a Gaussian. We calculate the biased Fisher kurtosis of the mock synchrotron intensity
distributions, given by
Kurtosis =
1
n
∑n
i=1(Ii− < I >)4(√
1
n
∑n
i=1(Ii− < I >)2
)4 − 3. (B2)
For each simulation in Table 1, we produce plots of the skewness and kurtosis as a function of γ. Representative plots are shown
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FIG. 14.— The skewness of synchrotron intensity for a) low B and b) high B simulations as a function of γ. The kurtosis of synchrotron intensity for c) low B
and d) high B simulations. The same simulations are used as in Figure 8.
in Figure 14, for low B simulations (left column) and high magnetic field simulations (right column).
We find that the skewness and kurtosis of most simulations depend on γ. In particular, the skewness of mock synchrotron inten-
sity appears to increase with increasing γ, with the more supersonic, super-Alfvénic simulations exhibiting greater dependence
on γ. This is because the shocks that are present in the supersonic simulations compress and amplify the magnetic field. This
significantly increases the synchrotron emissivity of the shocks, and produces an extended tail towards large synchrotron intensi-
ties in the synchrotron intensity distribution. Increasing the value of γ enhances this extended tail by stretching the distribution,
increasing the value of the skewness. The skewness of synchrotron intensity measured for high magnetic field simulations does
not appear to have as strong a dependence on γ as the low magnetic field simulations. This is likely because the greater magnetic
pressure resists the formation of shocks, so that the tail in the synchrotron intensity distribution is not as pronounced.
As found for skewness, the kurtosis of the synchrotron intensity for low magnetic field, supersonic simulations exhibits a
strong γ dependence. This is because increasing γ extends the tails of the synchrotron intensity distribution by stretching the
distribution, without significantly broadening the synchrotron intensity distribution, so that the synchrotron intensity distribution
is more peaked. Similarly, the kurtosis of synchrotron intensity for high magnetic field simulations has a stronger dependence on
γ for supersonic simulations.
In Figure 15, we plot the skewness (top row) and kurtosis (bottom row) of the mock synchrotron intensity maps of all simula-
tions produced for γ = 2 against sonic Mach number (left column) and Alfvénic Mach number (right column). For both skewness
and kurtosis, we find that there is a correlation with the Alfvénic Mach number, where simulations with a large Alfvénic Mach
number tend to have a larger skewness and kurtosis. However, this correlation is not very well defined, as there is significant
scatter in the skewness and kurtosis for both low and high magnetic field simulations. For example, a skewness of 0.5 implies an
Alfvénic Mach number between 0.5 and 2.0. This covers many different regimes of turbulence, and so the skewness and kurtosis
statistics are not able to distinguish these regimes.
For the plots produced against sonic Mach number (15a and 15c), both skewness and kurtosis display little dependence on sonic
Mach number. When we partition the data into high magnetic field simulations (B = 1, red) and low magnetic field simulations
(B = 0.1, blue), we find that for high magnetic field simulations, there is no clear dependence of the skewness or kurtosis of
synchrotron intensity on the sonic Mach number. For low magnetic field simulations, we find that there is a weak correlation
between the skewness and kurtosis, and the sonic Mach number. This correlation implies that large sonic Mach numbers cause
an increase in the observed skewness and kurtosis.
However, considering that simulations with large sonic Mach numbers have stronger γ dependence than subsonic simulations,
and that skewness tends to increase with γ, it is possible that skewness only appears to depend on sonic Mach number for low
magnetic field simulations because of the dependence of skewness on γ. This is supported by our observation that there is no
clear relationship between the skewness of synchrotron intensity maps produced using γ = 1 and sonic Mach number, for low
magnetic field simulations. This finding also applies to the kurtosis of synchrotron intensity.
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FIG. 15.— The skewness of synchrotron intensity against a) sonic Mach number and b) Alfvénic Mach number for all simulations, and γ = 2. The kurtosis of
synchrotron intensity against c) sonic Mach number and d) Alfvénic Mach number for all simulations, and γ = 2. Simulations with B = 0.1 are plotted as blue
circles, simulations with B = 1 as red stars, and the remaining simulations as green triangles.
To summarize, we find that the skewness and kurtosis of synchrotron intensity increase with increasing Alfvénic Mach number,
although this is a weak trend. Due to the dependence of skewness and kurtosis on γ, we find that the skewness of synchrotron
intensity does not depend on sonic Mach number for high magnetic field simulations, but does increase with sonic Mach number
for low magnetic field simulations. These findings illustrate that the skewness of synchrotron intensity behaves differently to the
skewness of column density. Whereas Burkhart et al. (2009) found that the skewness of column density is sensitive to the sonic
Mach number, we find that the skewness of synchrotron intensity is primarily sensitive to the Alfvénic Mach number, because
the synchrotron intensity is sensitive to the magnetic field, but not to the thermal electron density.
B.1. Dependence of Skewness and Kurtosis on Line of Sight
In Figure 16, we plot the skewness (top row) and kurtosis (bottom row) as a function of the relative angle between the mean
magnetic field and the line of sight. Low magnetic field simulations are shown on the left, and high magnetic field simulations
are on the right. The same simulations are used as for Figure 14.
We find that neither skewness nor kurtosis exhibit a clear dependence on the relative orientation of the mean magnetic field for
weak magnetic field simulations. This is because there is little anisotropy in these simulations, and so the statistics should not
systematically depend on the orientation of the mean magnetic field relative to the line of sight. Any variations in the skewness
or kurtosis as the line of sight changes are likely caused by the particular configuration of the turbulence observed. For high
magnetic field simulations, we find that both the skewness and kurtosis decrease as the line of sight becomes more perpendicular
to the mean magnetic field. This occurs because the mean synchrotron intensity increases as the line of sight becomes more
perpendicular to the mean magnetic field, and the fluctuations relative to the mean synchrotron intensity decrease.
Furthermore, we find that skewness only shows a weak dependence on the Alfvénic Mach number of the simulations for lines
of sight that are almost perpendicular to the mean magnetic field. Skewness does not exhibit any clear dependence on the sonic
Mach number for any line of sight, and kurtosis does not exhibit any clear dependence on either the sonic or Alfvénic Mach
numbers for any line of sight. From this, we conclude that the skewness and kurtosis of synchrotron intensity are not sensitive
tracers of the sonic or Alfvénic Mach numbers, and that they only possess weak dependence on the relative orientation of the
mean magnetic field if the field is strong.
APPENDIX C: DEPENDENCE OF STATISTICS ON SIMULATION SIZE
One way of testing whether the statistics calculated from simulations are reliable is to produce synchrotron intensity maps
using a subset of the entire simulation, to examine whether small changes in the size of the mock synchrotron map produce large
changes in the calculated statistics. If the statistics change drastically with small size changes, then the statistic has not converged
to its true value (which would be measured with a larger simulation cube), and the statistic is not reliable.
To conduct this test, we extract a sub-cube of side length s from the centre of each simulation, where s varies between 312
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FIG. 16.— Same as Fig. 14, but plotting skewness and kurtosis against the relative angle between the line of sight and the mean magnetic field, rather than γ.
pixels and 512 pixels (corresponding to the full simulation). For each sub-cube, mock synchrotron maps are produced for lines
of sight along the y and z axes, and the skewness, kurtosis, structure function slope and integrated quadrupole ratio modulus of
synchrotron intensity are calculated for these maps. The statistics measured for lines of sight along the y and z axes are then
averaged to obtain the final data point.
In Figure 17 we plot the skewness (top row) and kurtosis (bottom row) of the synchrotron intensity as a function of sub-cube
size. Low magnetic field simulations are on the left, and high magnetic field simulations on the right. We find that the skewness
and kurtosis do not change significantly with small changes in the sub-cube size for any simulation, and that there are only a
couple of simulations that do not appear to have converged to their final value. We hence conclude that the skewness and kurtosis
of synchrotron intensity are reliably measured in our simulations.
The structure function slope is plotted as a function of sub-cube size in Figure 18 (top row), with low magnetic field simulations
on the left, and high magnetic field simulations on the right. We find that some high magnetic field simulations do exhibit
significant variations in the structure function slope for small changes in the sub-cube size, and hence the values of the structure
function slope measured for these simulations are unreliable. For low magnetic field simulations, the structure function slope
does not undergo significant variations, implying that the measured values of the structure function slope are reliable for these
simulations. Larger simulations with strong magnetic fields must be run to obtain reliable values for the structure function slope,
and results involving the structure function slope presented in this paper should hence be regarded as tentative.
In the bottom row of Figure 18 we plot the integrated quadrupole ratio modulus as a function of sub-cube size. We find
that simulations with a high magnetic field strength and low sonic Mach number, namely the Ms0.87Ma0.7 and Ms0.48Ma0.65
simulations, have not yet converged, or are only just beginning to converge to a final value. Otherwise, all simulations appear to
plateau, and no simulations show significant changes in the integrated quadrupole ratio for small changes in size about the full
simulation size. We conclude that our measurements of the integrated quadrupole ratio are reliable.
APPENDIX D: IMPLEMENTATION OF OBSERVATIONAL EFFECTS
The synchrotron maps produced by the method in Section 3 are idealized, in the sense that they do not consider the spectral
resolution, angular resolution, instrumental noise of the telescope, or the bandwidth used to make the final synchrotron image.
In Appendix D.1 we will study how each of these observational effects influences the calculated statistics, with the aim of
determining the angular resolution and sensitivity required to apply statistics of synchrotron fluctuations to real observations.
For each effect, we consider observations being made at a central frequency of 1.4 GHz, and use Eq. 3 to scale the synchrotron
intensity correspondingly. We assume γ = 2 for all observational effects studied.
To implement the effects of spectral resolution and bandwidth, we consider a spectral channel of finite width centred on 1.4
GHz. This channel is divided up into 20 equal sub-channels, and a synchrotron map is created for each sub-channel via Eq. 17.
The synchrotron map for the full channel is then obtained by averaging over the individual sub-channel maps. For this effect,
we examine 50 different bandwidths. The values for these widths are equally spaced between 0.1 and 300 MHz, inclusive. The
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FIG. 17.— Skewness (top row) and kurtosis (bottom row) of synchrotron intensity as a function of sub-cube size for simulations with an initial magnetic field
strength of 0.1 (left), and 1 (right).
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FIG. 19.— a) The synchrotron intensity for the Ms0.48Ma0.65 simulation, for γ = 2 and a line of sight along the z-axis. b) The same synchrotron intensity
image, after being smoothed with a gaussian to a resolution of 26.8 pixels.
lower limit of this range is comparable to the spectral resolution of current instrumentation; for example, the Galactic ALFA
Continuum Transit Survey (GALFACTS) has a spectral resolution of 0.4 MHz (Taylor & Salter 2010). The upper limit is the
same as the bandwidth of the GALFACTS survey. The interpretation of these results hence changes throughout the range of
spectral channel widths. Towards the lower limit, we are calculating the synchrotron intensity map that would be observed in a
single spectral channel of finite spectral resolution, where the individual channel widths are far narrower than normally recorded
in continuum observations. Towards the upper limit, we integrate over numerous images of synchrotron intensity to obtain a
single, high signal-to-noise image.
To emulate different angular resolutions, we convolve the idealized synchrotron maps with a Gaussian kernel. We consider 20
different standard deviations for this kernel, that start from 1 pixel and go up to 50 pixels in equal increments. To examine the
effect of noise, we produce randomly generated 512×512 maps of Gaussian noise, with varying noise amplitudes. We determined
the standard deviation of the Gaussian noise by generating linearly spaced numbers between 0.02 and 0.5, representing the
standard deviation of the noise expressed as a fraction of the median synchrotron intensity, i.e. a noise-to-signal ratio. We then
multiplied each of these numbers by the median synchrotron intensity of a map to determine the standard deviation of the noise
for that map. The resultant noise map is then added onto the idealized synchrotron intensity map.
Additionally, we studied the more realistic case where both noise and angular resolution affect the observed synchrotron map
by first adding a noise map to the idealized synchrotron intensity map, and then smoothing to a final resolution of 1.6 pixels.
This resolution was chosen because surveys are typically produced to have 3 pixels across the full-width at half maximum of the
telescope beam. Smoothing the synchrotron map changes how the noise contributes to the final image, and so we calculate the
final noise level in the image by smoothing the idealized synchrotron intensity map to the same resolution as the final image, and
subtracting the idealized map from the final map. This produces a map of the contribution of the noise to the final image, and we
calculate the standard deviation of this map to determine the noise level in the smoothed image. For this study, we consider 25
noise-to-signal ratios (relative to the original, unsmoothed image) that are linearly spaced between 0.02 and 0.7.
D.1. Probing Observational Effects on Statistics
D.1.1. Spectral Resolution and Bandwidth
We find that the spectral resolution and bandwidth of the observations have no effect on the skewness, kurtosis, structure
function slope or integrated quadrupole ratio modulus for bandwidths up to 300 MHz, for all simulations. Thus, the statistics
measured for a synchrotron map are very accurate, and not influenced by integrating the observed signal over the bandwidth, nor
are they affected by the spectral resolution. Additionally, we have tested the impact of changing the central observing frequency
between 0.8 GHz and 2.8 GHz, on the skewness, kurtosis, structure function slope and integrated quadrupole ratio modulus, and
found that all of these statistics are independent of the observing frequency. It is possible that these statistics might change with
the observing frequency, or the bandwidth, if γ depends on frequency. If this is the case, then the statistics can be analysed in
terms of how each statistic depends on γ.
D.1.2. Angular Resolution
In Figure 19 we provide an example of a mock synchrotron intensity map smoothed to a resolution of 26.8 pixels (right), using
the Ms0.48Ma0.65 simulation, a line of sight perpendicular to the mean magnetic field, and γ = 2. We can convert the final
resolution of this map into angular units by equating the outer scale of turbulence of the simulations (the scale at which energy
is injected into the fluid motions) to the outer scale of turbulence observed in the Milky Way. Haverkorn et al. (2008) found that
the outer scale of turbulence in the spiral arms of the Milky Way is a few pc, and hence we can approximate that 100 pixels in
our simulations corresponds to 3 pc. For an emitting region that is 2 kpc away, this means that each pixel is approximately 3 arc
seconds, and thus the synchrotron map shown on the right of Figure 19 has been smoothed to 81 arc second resolution.
In Figure 20 we plot m (top row) and the integrated quadrupole ratio modulus (bottom row) against the standard deviation of
the Gaussian profile used to smooth the mock synchrotron intensity maps. Results for low magnetic field simulations are shown
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FIG. 20.— The structure function slope minus 1, (m, top row), and the integrated quadrupole ratio (bottom row) as a function of the angular resolution in
pixels, for the same simulations as in Figure 12 in the left and right columns. For an emitting region at a distance of 2 kpc, each pixel is 3 arc seconds across.
on the left, and for high magnetic field simulations on the right. We find that smoothing, and hence the angular resolution of a
telescope, has a strong effect on the structure function slope, as the value of m quickly deviates from its ‘true’ value and tends
towards a value of 1 for all simulations. Thus, if the angular resolution of the telescope is too poor, above 7 pixels (21 arc seconds,
for an emitting region 2 kpc away), say, then the structure function slope will no longer be able to distinguish different regimes
of turbulence. We discuss the constraints this places on the angular resolution of observations hoping to make use of the structure
function slope to determine properties of turbulence in Section 5.
We find that angular resolution does not have as strong an effect on the integrated quadrupole ratio modulus as on m. For all
simulations, there is a steady increase in the integrated quadrupole ratio modulus as the angular resolution becomes poorer. This
is likely because smoothing the synchrotron intensity maps causes anisotropy that exists on scales below 20 pixels to move into
the integration range used to calculate the integrated quadrupole ratio modulus. As the quadrupole ratio tends to be larger on
scales below 20 pixels than above 20 pixels, this leads to a gradual increase in the integrated quadrupole ratio modulus.
D.1.3. Noise
In Figure 21 we provide an example of a mock synchrotron intensity map to which noise has been added. The original mock
synchrotron map produced with the Ms0.48Ma0.65 simulation, for a line of sight perpendicular to the mean magnetic field and
γ = 2, is shown on the left. The mock synchrotron intensity map after Gaussian noise with a standard deviation of 27% of the
median synchrotron intensity has been added is shown on the right.
We plot m (top row) and the integrated quadrupole ratio modulus (bottom row) against the standard deviation of the noise
(expressed as a fraction of the median synchrotron intensity of a simulation) in Figure 22, for the same simulations as in Figure
20. We find that m decreases towards −1 as the noise level is increased, for all simulations. This is because the Gaussian
noise quickly starts to dominate the statistics of the image, and so the measured structure function slope tends towards the
slope measured for pure Gaussian noise, namely zero. We also find that the values of m are lower for the high magnetic field
simulations than the low magnetic field simulations, for a given noise level, the opposite of what was found for the original mock
synchrotron intensity maps. This is likely because the median synchrotron intensity of the mock synchrotron intensity maps
produced for the high magnetic field simulations is greater than that for the low magnetic field simulations, meaning that the
standard deviation of the noise generated for high magnetic field simulations is larger than the standard deviation used for low
magnetic field simulations.
We also find that the integrated quadrupole ratio modulus depends strongly on the noise level if the magnetic field strength
is large, but only weakly if the magnetic field strength is small. In both cases, the integrated quadrupole ratio modulus tends
towards a value of 0.01, which we confirmed is the result obtained for pure Gaussian noise.
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FIG. 21.— a) The synchrotron intensity for the Ms0.48Ma0.65 simulation, for γ = 2 and a line of sight along the z-axis. b) The same synchrotron intensity
image, after adding random gaussian noise with standard deviation equal to 27% of the median synchrotron intensity.
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FIG. 22.— Same as Fig. 20, but plotting the structure function slope minus 1, (m, top row), and the integrated quadrupole ratio (bottom row) as a function of
the noise level. The noise level represents the standard deviation of the noise, expressed as a fraction of the median synchrotron intensity.
D.1.4. Noise and Angular Resolution
In Figure 23 we plot m (top row) and the integrated quadrupole ratio modulus (bottom row) as a function of the final noise
level in the image, expressed as a fraction of the median synchrotron intensity of the final image, for a fixed resolution of 1.6
pixels (approximately 5 arc seconds), and the same simulations as in Figure 20.
Firstly, we find that the noise level in the smoothed images is smaller than the initial noise level by about a factor of four,
because the smoothing has averaged much of the noise. As for the case where no smoothing was performed, we find that both
m and the integrated quadrupole ratio modulus decrease as the noise level increases. These statistics decrease with noise level
much more rapidly if the mean magnetic field perpendicular to the line of sight is large.
From these plots, we deduce that a signal-to-noise ratio of at least 20 would be required for the measured structure function
slope and integrated quadrupole ratio to be able to distinguish different regimes of turbulence. However signal-to-noise ratios
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FIG. 23.— Same as Fig. 20, but plotting the structure function slope minus 1, (m, top row), and the integrated quadrupole ratio (bottom row) as a function of
the final noise level, after the synchrotron map has been smoothed to a resolution of 1.6 pixels. The noise level represents the standard deviation of the noise,
expressed as a fraction of the median synchrotron intensity.
above 30 would be ideal, as this would allow for a more accurate determination of the properties of turbulence.
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ABSTRACT
Previous studies have shown that star formation depends on the driving of molecular
cloud turbulence, and differences in the driving can produce an order of magnitude
difference in the star formation rate. The turbulent driving is characterised by the
parameter ζ, with ζ = 0 for compressive, curl-free driving (e.g. accretion or supernova
explosions), and ζ = 1 for solenoidal, divergence-free driving (e.g. Galactic shear).
Here we develop a new method to measure ζ from observations of synchrotron emis-
sion from molecular clouds. We calculate statistics of mock synchrotron intensity im-
ages produced from magnetohydrodynamic simulations of molecular clouds, in which
the driving was controlled to produce different values of ζ. We find that the mean
and standard deviation of the log-normalised synchrotron intensity are sensitive to ζ,
for values of ζ between 0 (curl-free driving) and 0.5 (naturally-mixed driving). We
quantify the dependence of zeta on the direction of the magnetic field relative to the
line of sight. We provide best-fit formulae for ζ in terms of the log-normalised mean
and standard deviation of synchrotron intensity, with which ζ can be determined for
molecular clouds that have similar Alfve´nic Mach number to our simulations. These
formulae are independent of the sonic Mach number. Signal-to-noise ratios larger than
5, and angular resolutions smaller than 5% of the cloud diameter, are required to apply
these formulae. Although there are no firm detections of synchrotron emission from
molecular clouds, by combining Green Bank Telescope and Very Large Array obser-
vations it should be possible to detect synchrotron emission from molecular clouds,
thereby constraining the value of ζ.
Key words: ISM: structure, magnetic fields – magnetohydrodynamics – methods:
data analysis – turbulence
1 INTRODUCTION
Turbulence is ubiquitous throughout the Milky Way, and
plays a pivotal role in galactic processes such as star for-
mation (Ferrie`re 2001; Elmegreen & Scalo 2004; McKee &
Ostriker 2007; Padoan et al. 2014). There are numerous
mechanisms believed to be responsible for driving inter-
stellar turbulence (see Elmegreen & Scalo 2004, Mac Low
& Klessen 2004, and Federrath et al. 2016a for reviews),
including galaxy mergers (Renaud et al. 2014), the gravi-
tational potential of spiral arms (Falceta-Gonc¸alves et al.
2015), differential galactic rotation and baroclinicity (mis-
aligned pressure and density gradients, Del Sordo & Bran-
? E-mail: C.Herron@physics.usyd.edu.au (CAH)
denburg (2011)), supernova explosions (Hennebelle & Iffrig
2014; Padoan et al. 2016), stellar feedback (Lee et al. 2012),
gravitational collapse and accretion (Klessen & Hennebelle
2010; Krumholz & Burkert 2010; Federrath et al. 2011b;
Robertson & Goldreich 2012; Krumholz & Burkhart 2016),
and magnetohydrodynamic instabilities (Tamburro et al.
2009).
Not only do these different driving mechanisms act on
different spatial scales, but they also differ in how they drive
turbulence. Some mechanisms, such as supernovae and grav-
itational collapse, tend to produce shocks and rarefactions,
injecting energy into the compressible modes of the turbu-
lence. For compressible modes, the curl of the driving force is
zero. Conversely, shear due to the Galactic differential rota-
tion creates vortices, and this represents an injection of en-
c© 2016 The Authors
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ergy into the solenoidal modes of the turbulence (Krumholz
& Kruijssen 2015 provide a possible example of this in the
Central Molecular Zone, also see Federrath et al. 2016b). For
solenoidal modes, the divergence of the driving force is zero.
Whilst compressive and solenoidal driving forces have dis-
tinct properties, the velocity fields they produce are less dis-
tinct. In particular, the exponents of the velocity power spec-
tra are similar for compressive and solenoidal driving (Fed-
errath 2013), and compressive driving can produce a velocity
field that has energy in both compressive and solenoidal mo-
tions, and vice versa (see Federrath et al. 2010, Figure 14,
Kowal & Lazarian 2010, Figure 2). For example, supernovae
primarily act as compressive drivers of turbulence, while vis-
cosity, baroclinicity, shear, and rotation generate vorticity
in the motion of the gas, transferring energy into solenoidal
fluid motions (Federrath et al. 2011a; Del Sordo & Bran-
denburg 2011; Padoan et al. 2016). The energy in solenoidal
motions was quantified by Federrath et al. (2011a) (bot-
tom of their Figure 3), for simulations with compressive and
solenoidal driving, and a range of sonic Mach numbers. They
found that for supersonic simulations, solenoidal and com-
pressive driving would cause approximately 80% and 40%
of the kinetic energy to be in solenoidal motions, respec-
tively, due to the transferral of energy between solenoidal
and compressive motions.
Whether turbulence is driven compressively or
solenoidally has significant implications for how gas in
molecular clouds evolves. For instance, Federrath & Klessen
(2012) found that the star formation rate in their simula-
tions was ten times larger for simulations with compressive
driving compared to simulations with solenoidal driving of
the turbulence. Furthermore, Renaud et al. (2014) found
in their simulations that galaxy mergers increased the
power in compressive fluid motions, leading to enhanced
star formation. As compressive driving is associated with
gravitational collapse of gas and supernovae, it can also be
associated with star formation that has occurred recently
or will occur soon. Solenoidal driving, on the other hand,
tends to be associated with quiescent gas (Federrath et al.
2010). Hence, the relative strength of the compressive
and solenoidal driving determines the structure and star
formation in molecular clouds.
To describe the relative strengths of the compressive
and solenoidal modes, Federrath et al. (2010) introduced
the turbulent driving parameter ζ. From this parameter, the
ratio of power in compressive forcing modes, Fcomp, relative
to the total forcing power, Ftotal = Fcomp + Fsol, where Fsol
is the power in solenoidal forcing modes, can be determined:
Fcomp
Ftotal
=
(1− ζ)2
1− 2ζ +Dζ2 (1)
Equation 1 defines ζ, where D is the number of spatial di-
mensions (see Figure 1 of Federrath et al. 2010). Here we
only consider D = 3. ζ is defined such that ζ ∈ [0, 1], where
ζ = 0 for purely compressive driving, and ζ = 1 for purely
solenoidal driving. ‘Natural mixing’ of the turbulence corre-
sponds to one-third of the injected energy going into com-
pressive modes, as these modes are longitudinal and occupy
one of the three spatial dimensions, and in this case ζ = 0.5.
In previous observational (Roman-Duval et al. 2011;
Ginsburg et al. 2013; Kainulainen et al. 2013) and theoreti-
cal (Federrath et al. 2008, 2009; Price et al. 2011; Burkhart
& Lazarian 2012; Konstandin et al. 2012b,a; Micic et al.
2012; Federrath 2013) studies, it has been found that com-
pressive driving produces larger density enhancements, a
wider density probability distribution function (PDF), and
larger voids than solenoidal driving, whereas solenoidal driv-
ing produces more vorticity. In particular, Federrath et al.
(2010) showed that the standard deviation of the column
density PDF was three times larger for compressive driv-
ing than for solenoidal driving, providing an observational
method to probe ζ. Brunt & Federrath (2014) also described
a method to measure the momentum in solenoidal modes,
which involves the power spectrum of spectral line intensi-
ties, but assumes statistical isotropy.
In this paper, we investigate whether statistics of syn-
chrotron intensity can be used to constrain the turbulent
driving parameter ζ. Synchrotron emission is emitted by
ultra-relativistic electrons as they spiral around magnetic
field lines, and the intensity I observed at frequency ν is
given by (Ginzburg & Syrovatskii 1965)
I(ν) =
e3
4pimec2
∫ L
0
√
3
2− 2αΓ
(
2− 6α
12
)
Γ
(
22− 6α
12
)
×(
3e
2pim3ec5
)−α
KB1−α⊥ ν
α dL′, (2)
for a path length L through a synchrotron emitting medium.
In Equation 2, e is the charge of an electron, me is the mass
of an electron, c is the speed of light, α is the spectral index
of the emission, K is a constant, B⊥ is the magnetic field
strength perpendicular to the line of sight, and Γ denotes the
gamma function. We do not specify a value for K, as it will
cancel out when we calculate the log-normalised synchrotron
intensity in Section 3. In the derivation of Equation 2, it is
assumed that the ultra-relativistic electrons have a homoge-
neous and isotropic distribution described by the power-law
N(E) dE = KE2α−1 dE, (3)
where N(E) is the number density of electrons with energies
between E and E + dE.
Recently, Herron et al. (2016) found that statistics of
synchrotron intensity are sensitive to the Alfve´nic Mach
number of fully ionised turbulent gas. In this paper we ap-
ply a similar methodology to determine whether statistics of
synchrotron intensity are also sensitive to the turbulent driv-
ing parameter ζ in molecular clouds. However, the brightness
of synchrotron emission from molecular clouds is currently
an open question, and there are no firm detections of syn-
chrotron emission originating within molecular clouds. For
example, Protheroe et al. (2008) and Jones et al. (2011)
estimate the synchrotron intensity of the molecular cloud
Sagittarius B to be detectable in their observations, how-
ever do not detect any synchrotron emission from the molec-
ular cloud at 1384 or 2368 MHz. Conversely, Yusef-Zadeh
et al. (2013) claim a detection of synchrotron emission from
a molecular cloud near the Galactic centre at 74 MHz, but
as mentioned by Dickinson et al. (2015), the misalignment
of the synchrotron emission and molecular cloud mean that
the synchrotron emission cannot be confirmed to be arising
from within the molecular cloud. Although there are cur-
rently no detections of synchrotron emission from molecular
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clouds, statistics of synchrotron intensity are promising be-
cause they may provide a method of determining ζ that is
independent of the density in the emitting region, unlike the
methods introduced by Ginsburg et al. (2013) and Brunt &
Federrath (2014).
In Section 2 we describe our magnetohydrodynamic
simulations, and in Section 3 we specify how we create mock
synchrotron intensity images for our simulations, and what
statistics of synchrotron intensity we calculate. Our results
are presented in Section 4, and discussed in Section 5. In par-
ticular, we discuss the detectability of synchrotron emission
from molecular clouds in Section 5.2.
2 SIMULATIONS
Our magnetohydrodynamical (MHD) simulations were per-
formed with the adaptive mesh refinement (AMR, Berger
& Colella 1989), multi-physics code FLASH (Fryxell et al.
2000; Dubey et al. 2008), version 4. We use the robust
positive-definite HLL3R Riemann scheme (Waagan et al.
2011) to solve the compressible MHD equations on three-
dimensional (3D) periodic grids of fixed side length L. The
driving of the turbulence and the global simulation param-
eters are similar to the ones of Federrath (2015). Here we
briefly summarise the turbulence driving module and the
initial conditions.
2.1 Turbulence driving
We drive turbulence with the driving module developed by
Federrath et al. (2010) and available in the public version
of the FLASH code. The module drives turbulence similar
to that observed in real molecular clouds, i.e., driving on
large scales (Heyer et al. 2006; Brunt et al. 2009), produc-
ing a power-law velocity spectrum, E(k) ∼ k−2, consistent
with the observed velocity dispersion–size relation (Larson
1981; Heyer & Brunt 2004; Roman-Duval et al. 2011) and
consistent with numerical simulations of supersonic turbu-
lence (Kritsuk et al. 2007; Schmidt et al. 2009; Federrath
et al. 2010; Konstandin et al. 2012a; Federrath 2013). We
use the stochastic Ornstein-Uhlenbeck process (Eswaran &
Pope 1988; Schmidt et al. 2006) to construct a random tur-
bulent acceleration field F that varies smoothly in space and
time on the autocorrelation timescale tturb. We set the au-
tocorrelation timescale equal to the turbulent crossing time,
tturb = L/(2σv), where σv is the velocity dispersion on large
scales. Consistent with observational constraints, the driv-
ing only contains large-scale modes, 1 < |k|L/2pi < 3, where
most of the power is injected at the k = 2 mode in Fourier
space, which corresponds to half of the box size (L/2). The
turbulence on smaller scales (k ≥ 3) is allowed to develop
self-consistently through the non-linear interactions of the
gas, governed by the MHD equations.
We decompose the driving field into a solenoidal and
a compressive part by performing a Helmholtz decomposi-
tion with a projection operator in Fourier space. In index
notation, the projection operator reads Pζij (k) = ζ P⊥ij +
(1 − ζ)P‖ij = ζ δij + (1 − 2ζ) kikj/|k |2, where P⊥ij and
P‖ij are the solenoidal and compressive projection opera-
tors, respectively. This projection operation allows us to con-
struct a solenoidal (divergence-free) or a compressive (curl-
free) acceleration field by setting ζ = 1 or ζ = 0, respec-
tively. We can further construct any arbitrary combination
of solenoidal and compressive modes for the target driving
field, by varying ζ in the range [0, 1] (see Equation 1). Here
we compare five simulations with ζ = 0, 0.25, 0.5, 0.75, and
1, in order to study the dependence of the moments of the
synchrotron radiation maps on the turbulence driving mode
(see Table 1 for the list of simulation models).
2.2 Initial conditions and simulation parameters
All our simulations start from the same uniform gas density,
with uniform initial magnetic field in the z direction of the
computational domain and zero initial velocities. Each sim-
ulation has a box size of L = 2 pc and the gas has a mean
density of ρ0 = 6.56× 10−21 g cm−3 and an initial magnetic
field of B = 10µG along the z direction of the computa-
tional domain. The temperature is held fixed at T = 10 K,
leading to a constant sound speed of cs = 0.2 km s
−1. After
an initial transient phase that lasts for two turbulent cross-
ing times, t ≤ 2tturb (Federrath et al. 2009, 2010; Federrath
2013), during which the turbulence becomes fully developed,
the RMS sonic and Alfve´n Mach numbers are MS ∼ 5 and
MA ∼ 2 and they fluctuate around these values at a ∼ 10%
level. Table 1 summaries these key parameters for each sim-
ulation model. The simulation parameters were chosen to
roughly follow typical Mach numbers measured in molecu-
lar clouds in the Milky Way (Falgarone et al. 1992, 2008;
Crutcher et al. 2010; Schneider et al. 2013), and are approx-
imately the same for all of our simulations, so that we only
observe the effect of variations in the turbulent driving. If
the Alfve´nic Mach number of a turbulent region is signifi-
cantly different to those we assume, then our results may
not be applicable (see Appendix A).
Each simulation uses a base grid of 2563 cells and we
allow for 4 additional levels of AMR, giving a maximum
effective resolution of 40963 or a minimum cell size of ∆x =
100 AU. The numerical mesh is adaptively refined based on
the criterion that the Jeans length must be resolved with 16
to 32 grid cells at any point in space and time. This criterion
guarantees that the turbulence and potential magnetic field
amplification by dynamo action are sufficiently resolved (Sur
et al. 2010; Federrath et al. 2011b).
3 SYNTHETIC OBSERVATIONS OF THE
SIMULATIONS
To create synthetic images of the synchrotron intensity for
the simulations, we follow the same procedure as Herron
et al. (2016), assuming a fixed observing frequency, and con-
stant values of α and K within the simulation cube. The
consequence of these assumptions is that the observed syn-
chrotron intensity is proportional to the integral of the mag-
netic field perpendicular to the line of sight, i.e.
I ∝
∫
B1−α⊥ dL. (4)
For each of the simulations, we produce maps of syn-
chrotron intensity for lines of sight along the x, y, and z axes
according to Equation 4, assuming α = −1. For example, for
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Table 1. Key simulation parameters and derived moments of the log-normalised synchrotron intensity.
Model Name ζ MS MA LOS µI σI γI βI
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Z1.00 MS5 MA2 1 (sol) 4.9± 0.1 2.1± 0.1 x -0.02 0.14 -0.18 0.04
y -0.03 0.15 -0.22 0.24
z -0.04 0.19 -0.39 0.14
Z0.75 MS5 MA2 0.75 4.9± 0.2 1.9± 0.1 x -0.03 0.15 -0.12 0.01
y -0.03 0.15 -0.13 -0.14
z -0.03 0.17 -0.12 0.15
Z0.50 MS5 MA2 0.5 (mix) 4.4± 0.2 2.0± 0.2 x -0.02 0.14 0.01 -0.12
y -0.02 0.14 -0.26 -0.12
z -0.04 0.19 -0.22 0.06
Z0.25 MS5 MA2 0.25 4.7± 0.2 2.4± 0.2 x -0.05 0.20 0.11 -0.23
y -0.04 0.19 -0.01 -0.30
z -0.11 0.32 -0.26 -0.09
Z0.00 MS5 MA2 0 (comp) 4.4± 0.3 2.3± 0.4 x -0.07 0.23 0.58 0.60
y -0.07 0.24 0.46 0.50
z -0.15 0.36 0.13 -0.22
Notes. Column 1: simulation name. Column 2: type of turbulence driving, parameterised by ζ (Federrath et al. 2010) (see Equation 1).
Columns 3, 4: turbulent sonic and Alfve´n Mach numbers; the 1-sigma uncertainties denote the variations of MS and MA in the regime
of fully-developed turbulence. Column 5: line of sight used to produce the synchrotron intensity map. Columns 6, 7, 8, 9: mean, standard
deviation, skewness, and kurtosis of the log-normalised synchrotron intensity.
a line of sight along the x axis, the magnetic field perpen-
dicular to the line of sight is calculated as B⊥ =
√
B2y +B2z .
As the mean magnetic field is along the z axis, we expect
the synchrotron intensity images to be different for a line
of sight along this axis. To ensure that the intensity values
obtained do not depend on the size of the simulation, we
normalise the intensity at each pixel of the synchrotron map
by the length of the simulation.
This process was repeated for five different temporal re-
alisations of each simulation, in the regime of fully-developed
turbulence, where the turbulence was allowed to evolve for
half a turbulent crossing time between these realisations, i.e.,
at t/tturb = 2, 2.5, 3, 3.5, and 4. In total, there are 25 mock
images of synchrotron emission for each line of sight.
In Figure 1 we present example images of synchrotron
intensity obtained for the simulation with solenoidal driv-
ing (left, hereafter referred to as the solenoidal simulation),
and the simulation with compressive driving (right, here-
after referred to as the compressive simulation), for each
line of sight, and t = 2tturb. We find that the compressive
simulation tends to have very bright, localised regions of syn-
chrotron emission, but much smaller values of synchrotron
intensity away from these few localised areas. On the other
hand, bright synchrotron intensity regions appear to be less
localised for the solenoidal simulation, and there is a smaller
spread in values of synchrotron intensity compared to the
compressive simulation. These differences are caused by the
formation of very strong shocks in the compressive simula-
tion, which provide strong amplification of the magnetic field
in localised regions, whereas in the solenoidal simulation the
magnetic field is primarily amplified by tangling and twist-
ing of the magnetic field throughout the simulation cube,
due to the greater vorticity in this simulation (Federrath
et al. 2011a).
To ensure that our mock synchrotron intensity images
can be directly compared to observations, we normalised
each synchrotron image by dividing by the mean synchrotron
intensity of the image, and then calculated the logarithm
of the normalised synchrotron intensity image. We call the
log-normalised synchrotron intensity I = log10 (I/ < I >),
where < I > is the mean synchrotron intensity in the im-
age. This quantity can be easily calculated for observed syn-
chrotron intensity images, providing a means through which
we can compare simulations and observations without need-
ing to know the average magnetic field perpendicular to the
line of sight, the cosmic ray electron density, or the depth
along the line of sight of the volume from which synchrotron
emission has been observed.
To investigate whether it is possible to distinguish be-
tween different types of turbulent driving, we calculate the
moments of I, namely the mean µI , standard deviation σI ,
biased skewness γI , and biased Fisher kurtosis βI , given by:
µI =
1
N
N∑
i=1
Ii, (5)
σI =
√√√√ 1
N
N∑
i=1
(Ii − µI)2, (6)
γI =
1
N
N∑
i=1
(Ii − µI
σI
)3
, and (7)
βI =
1
N
N∑
i=1
(Ii − µI
σI
)4
− 3. (8)
In these equations, N is the total number of pixels in the
image, and we sum over all pixels. Positive values of skew-
ness indicate that the PDF of I has an extended tail towards
large values of I, and negative values of skewness indicate
an extended tail towards small values of I. Positive values
of kurtosis indicate a PDF that is more peaked than a Gaus-
sian, and negative values indicate a PDF that is flatter than
a Gaussian. We study these moments as they have been ap-
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Figure 1. Mock synchrotron intensity images for the simulations with solenoidal driving (left column) and compressive driving (right
column) of MHD turbulence. The synchrotron image for a line of sight along the x-axis is shown in the top row, along the y-axis in the
middle row, and along the z-axis in the bottom row. Note that a logarithmic colour scale is used for both simulations. The units specified
are proportional to synchrotron intensity, see Equation 4.
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plied to various observable quantities (Kowal et al. 2007;
Burkhart et al. 2009, 2010; Federrath et al. 2010; Gaensler
et al. 2011; Burkhart & Lazarian 2012) due to their sensi-
tivity to properties of turbulence.
4 RESULTS
In Figure 2 we show the PDFs of I for the simulations with
solenoidal (ζ = 1.0, blue) and compressive (ζ = 0, orange)
driving, for lines of sight along the x, y, and z axes. The PDFs
shown on the top row have a linear y-axis, whereas those
on the bottom row have a logarithmic y-axis, to emphasise
the tails of the distribution. These PDFs have been time-
averaged, so that the number of counts in each bin is the
average number of counts in that bin, calculated for the
different realisations, for that line of sight. The uncertainties
shown for each bin represent the standard error of the mean
number of counts in the bin.
We find that the solenoidal simulation has a larger mean
value of I for all lines of sight, and that the PDFs for the
compressive simulation have a larger spread than the PDFs
for the solenoidal simulation for all lines of sight. This sug-
gests that it should be possible to distinguish between dif-
ferent values of ζ, and different types of turbulent driving,
by calculating the mean and standard deviation of I. We
also observe that the difference between the PDFs of the
compressive and solenoidal simulations is most pronounced
for a line of sight along the z axis, which is parallel to the
mean magnetic field. To test whether these conclusions are
robust, in Figure 3 we plot the time-averaged mean, stan-
dard deviation, skewness and kurtosis of I as a function of
ζ, for all lines of sight. The uncertainty bars shown represent
the standard error of the mean.
We see that the mean value of I increases with increas-
ing ζ up to ζ = 0.5, and then plateaus, for every line of
sight. For the standard deviation, we find that σI decreases
with increasing ζ, up to ζ = 0.5, and then plateaus, again
for every line of sight. We conclude that the mean and stan-
dard deviation of I are sensitive tracers of ζ, for values of
ζ between 0 and 0.5. We also find that the mean and stan-
dard deviation are most sensitive to changes in ζ if the line
of sight is parallel to the mean magnetic field.
We calculated lines of best-fit for the mean and standard
deviation of the log-normalised intensity, for the cases where
the lines of sight are parallel and perpendicular to the mean
magnetic field. These lines were produced for 0 ≤ ζ ≤ 0.5,
and are shown as a black dashed line for lines of sight per-
pendicular to the mean magnetic field, and as a dot-dashed
line for lines of sight parallel to the mean magnetic field. We
assume that the mean and standard deviation plateau for
0.5 ≤ ζ ≤ 1.0. From these lines, we are able to express ζ as
a function of the mean or standard deviation. For lines of
sight perpendicular to the mean magnetic field:
ζ(µI) = 4.4µI + 0.7 (9)
ζ(σI) = −3.0σI + 1.1 (10)
For lines of sight parallel to the mean magnetic field:
ζ(µI) = 10.1µI + 0.7 (11)
ζ(σI) = −5.3σI + 1.2 (12)
In Appendix A we investigate how the mean and standard
deviation of the log-normalised intensity depend on the sonic
and Alfve´nic Mach numbers, to determine how robust our
lines of best-fit are to changes in the Mach numbers. We find
that the mean and standard deviation have no dependence
on the sonic Mach number, and depend on the Alfve´nic Mach
number in a monotonic fashion. Assuming that the Alfve´nic
Mach number of an observed molecular cloud is similar to
the Alfve´nic Mach numbers in our simulations, these for-
mulae can hence be used to determine ζ ∈ [0, 0.5] from the
measured log-normalised synchrotron intensity, for any sonic
Mach number.
The bottom panels of Figure 3 show that the skewness
and kurtosis of I do not depend as strongly on ζ as the
mean and standard deviation of I. Whilst the skewness may
decrease with ζ for values of ζ between 0 and 0.25, there does
not appear to be any significant dependence of the skewness
on ζ for values of ζ above 0.25. There also does not appear
to be any significant dependence of the kurtosis on ζ. This
may be because the skewness and kurtosis are high-order
moments, and can be sensitive to random fluctuations in the
simulations, i.e., low-number statistics, as shown by the large
error bars on these statistics. It is possible that with larger
simulations, the skewness and kurtosis could be determined
to greater precision, and a dependence on ζ revealed.
Finally, we note that we have calculated the struc-
ture function slope and integrated quadrupole ratio modulus
statistics, as calculated by Herron et al. (2016), and found
that these statistics had no correlation with ζ.
5 DISCUSSION
5.1 Effects of Finite Noise and Angular
Resolution
To investigate whether current telescopes will be able to ap-
ply our method to determine the turbulent driving parame-
ter ζ, we consider how the mean and standard deviation of
the log-normalised synchrotron intensity are affected by the
observational noise and angular resolution. Our method is
the same as that described by Herron et al. (2016), which we
briefly summarise here. We add randomly generated Gaus-
sian noise to the synchrotron intensity maps, where the stan-
dard deviation of the Gaussian distribution is a fraction of
the median synchrotron intensity. This fraction was varied
to control the strength of the added noise. To simulate the
effect of angular resolution on these statistics, the synthetic
synchrotron intensity image was convolved with a Gaussian
beam, and the size of this Gaussian was varied to control
the smoothing scale. We simulate the most realistic case
where there is both noise and finite angular resolution by
first adding noise to the simulated synchrotron map, and
then smoothing to the desired resolution.
In Figure 4 we plot the time-averaged mean and stan-
dard deviation of the log-normalised synchrotron intensity
against the turbulent driving parameter ζ, for a line of sight
parallel to the mean magnetic field. In the left column we
show how the relationship between these statistics and ζ
varies as the noise level is increased, and in the right column
we show how the relationship depends on the smoothing
scale. The noise levels specified are noise-to-signal ratios,
and the angular resolutions specified express the standard
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Figure 2. Histograms of the time-averaged, log-normalised synchrotron intensity for lines of sight along a) the x-axis, b) the y-axis and
c) the z-axis. The bottom row depicts the same PDFs as the top row, but with a logarithmic y-axis. The error bars denote the standard
error of the mean number of counts in that bin, calculated over the different snapshots of the simulation. The simulation with solenoidal
driving (ζ = 1) is shown in blue, with blue error bars, and the simulation with compressive driving (ζ = 0) is shown in orange, with
black error bars (overlapping areas appear purple).
deviation of the Gaussian used to smooth the synchrotron
intensity map as a fraction of the width of the image. This
expresses the angular resolution as a fraction of the total
size of the molecular cloud.
We find that for all noise levels and angular resolutions
studied, there is always a correlation between the mean and
standard deviation of the log-normalised synchrotron inten-
sity and the turbulent driving parameter, for ζ ∈ [0, 0.5]. For
larger noise levels, or poorer angular resolution, the mean
and standard deviation become less sensitive to ζ, but this
is not significant enough to erase all dependence of these
statistics on the turbulent driving.
In Figure 5 we plot the time-averaged mean and stan-
dard deviation of the log-normalised synchrotron intensity
against the turbulent driving parameter ζ for the case where
there is both noise and finite angular resolution. The syn-
chrotron maps were smoothed to have a FWHM of 3 pixels,
and the noise levels are specified as the noise-to-signal ratios
in the image after smoothing. We find that the relationship
between the mean or standard deviation and the turbulent
driving parameter persists even in the presence of noise and
finite angular resolution. Signal-to-noise ratios above 5, and
angular resolutions that are smaller than 5% of the total
cloud diameter, should be sufficient to permit ζ to be deter-
mined from measured statistics.
Finally, we note that changes in the noise level or angu-
lar resolution introduce quantitative changes in the relations
between ζ and µI , as well as between ζ and σI , and so these
observational effects must be taken into account before at-
tempting to use measured statistics to determine ζ.
5.2 Observability of Synchrotron Emission from
Molecular Clouds
As discussed in Section 1, Protheroe et al. (2008) and Jones
et al. (2011) expected to see synchrotron emission from the
Sagittarius B molecular cloud, but did not find any detec-
tions in their observations. This implies that the degree to
which cosmic rays penetrate this molecular cloud is lower
than expected.
Gabici et al. (2007) and Gabici et al. (2009) investi-
gate the propagation of cosmic ray protons and electrons
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Figure 3. The time-averaged a) mean, b) standard deviation, c) skewness, and d) kurtosis of the log-normalised synchrotron intensity
maps as a function of the turbulent driving parameter ζ. The error bars denote the standard error of the mean of the statistic for that
simulation, calculated over the different snapshots of the simulation. The statistics calculated for lines of sight along the x-axis are shown
as blue circles, along the y-axis as green triangles, and along the z-axis as red squares. The lines of best fit are drawn as dashed and
dot-dashed lines, for lines of sight that are perpendicular or parallel to the mean magnetic field, respectively.
within molecular clouds of different sizes, masses, and mag-
netic field strengths. In particular, Gabici et al. (2009) found
that cosmic ray electrons with energies between 100 MeV
and a few hundred TeV are capable of travelling through
giant molecular clouds, because the propagation time for
these electrons to travel through the cloud is shorter than
the timescale for energy loss. This is supported by Boettcher
et al. (2013), who found that cosmic rays can pass through
molecular clouds several times before losing a significant
amount of energy. Cosmic ray electrons in the energy range
of 100 MeV to 100 TeV emit synchrotron emission at fre-
quencies between 0.5 MHz and x-ray frequencies, and so for
radio observations at MHz or GHz frequencies, the density
of cosmic rays emitting the observed synchrotron radiation
should be the same inside and outside a giant molecular
cloud. However, the Sagittarius B molecular cloud is smaller,
more massive, and has a stronger magnetic field than typi-
cal giant molecular clouds, and so for this cloud the energy
loss timescale is smaller than the propagation timescale for
all cosmic ray electrons (Gabici et al. 2009). This means
that cosmic ray electrons are completely excluded from the
Sagittarius B molecular cloud, and synchrotron emission is
only emitted by secondary electrons that are produced in the
molecular cloud by collisions between very high energy cos-
mic ray protons and the molecular gas (Brown & Marscher
1977; Marscher & Brown 1978). As discussed by Protheroe
et al. (2008) and Jones et al. (2011), their non-detection of
synchrotron emission from secondary electrons may indicate
that it is more difficult for cosmic ray protons to penetrate
Sagittarius B than expected.
The main factor hindering the detection of synchrotron
emission from the giant molecular clouds we consider is con-
fusion between the faint synchrotron emission originating
from within molecular clouds and emission from other parts
of the ISM (i.e., foreground and background emission aris-
ing from outside the molecular cloud needs to be separated
from the signal we are interested in). While it may be possi-
ble to separate synchrotron emission from within a molecular
cloud by comparing the statistics and spectra of synchrotron
emission coincident and outside a molecular cloud, the low
surface-brightness of this emission is the most immediate
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Figure 4. The time-averaged mean (top row) and standard deviation (bottom row) of the log-normalised synchrotron intensity for a line
of sight parallel to the mean magnetic field, as a function of the turbulent driving parameter ζ, for varying noise levels (left column) and
angular resolutions (right column). The noise levels specified are noise-to-signal ratios, and the angular resolutions specified express the
smoothing scale as a fraction of the total size of a molecular cloud. The error bars denote the standard error of the mean of the statistic
for that simulation, calculated over the different snapshots of the simulation.
challenge to overcome, as otherwise our method cannot be
applied to future observations.
To estimate whether current or upcoming telescopes will
be able to detect diffuse synchrotron emission from giant
molecular clouds, we consider the Perseus molecular cloud,
which is 200–350 pc away (Herbig & Jones 1983), and has
an angular size of 6◦ × 3◦ on the sky. We assume a spectral
index α = −0.7, and that the depth of the cloud is approx-
imately 20 pc (similar to the extent of the Perseus cloud
across the sky). We also assume a magnetic field strength
of 10µG throughout the cloud, based on the observations
of Crutcher et al. (1993), who measured the component of
the magnetic field parallel to the line of sight to be 19µG
in Barnard 1, a dense molecular core within the Perseus
cloud. As the magnetic field strength is larger in dense cores
than in the more diffuse regions of giant molecular clouds,
we estimate that the magnetic field strength will be approx-
imately 10µG in the diffuse regions of the Perseus cloud.
This assumption is consistent with the findings of Crutcher
et al. (2010), who found that the maximum magnetic field
strength in clouds with densities below 300 cm−3 is 10µG.
Under these assumptions, we estimate a synchrotron bright-
ness of 1.7 mK at 1.4 GHz, at an angular resolution of 9′.
We also assumed that primary cosmic ray electrons pene-
trate the cloud, and that the cosmic ray density is similar to
that at Earth. For comparison, we estimate the synchrotron
intensity due to emission between the Perseus cloud and
an observer to be 3.4 mK, assuming an interstellar mag-
netic field strength perpendicular to the line of sight of 3µG
(Sun et al. 2008). The synchrotron emission from behind
the Perseus cloud may be much brighter than the foreground
emission. For instance, Tibbs et al. (2013) measured an RMS
confusion level of 20 mJy beam−1 at 1.4 GHz, and an an-
gular resolution of 9′, in the direction of the Perseus cloud,
corresponding to a brightness temperature of 43 mK.
The Green Bank Telescope (GBT) should be capable of
reaching a thermal sensitivity below 1.7 mK at this angu-
lar resolution, and so may be able to observe synchrotron
emission from the Perseus molecular cloud. This assumes
that the synchrotron emission from the molecular cloud can
be reliably separated from the foreground and background
emission. To be able to apply our method of determining ζ to
MNRAS 000, 1–14 (2016)
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Figure 5. The time-averaged mean (left) and standard deviation (right) of the log-normalised synchrotron intensity for a line of sight
parallel to the mean magnetic field, as a function of the turbulent driving parameter ζ, for varying noise levels, at a fixed angular
resolution of 3 pixels FWHM. The noise levels specified are noise-to-signal ratios. The error bars denote the standard error of the mean
of the statistic for that simulation, calculated over the different snapshots of the simulation.
the Perseus molecular cloud, this corresponds to a required
sensitivity of 0.3 mK at an angular resolution of approx-
imately 9′. The confusion level is significantly larger than
this and so it may not be possible to apply our method to
observations of the Perseus molecular cloud performed with
just the GBT. However, if the same region is observed with
the Very Large Array (VLA) in D and C configuration, then
the high-resolution interferometer data can be used to de-
tect the point sources that contribute to the confusion level
in the GBT observations. By modelling the appearance of
these sources at the GBT resolution, it is possible to subtract
these sources from the GBT image, lowering the confusion
level to approximately 0.1 mK. It should then be possible to
detect synchrotron emission from the Perseus cloud at suf-
ficient signal-to-noise and angular resolution to be able to
estimate ζ.
5.3 Limitations and Extensions of Our Method
We have found that it is possible to use the mean and stan-
dard deviation of the log-normalised synchrotron intensity,
I, to constrain the value of ζ, provided that the value of
ζ is between 0 and 0.5. This essentially allows us to con-
strain how compressive the driving of an observed turbulent
region is, and whether star formation or supernova explo-
sions have had a significant impact on the dynamics of the
gas. However, we are unable to distinguish between values
of ζ that lie between 0.5 and 1. This is expected, as for ζ
values above 0.5 at least two thirds of the energy that is
injected into the turbulence is in solenoidal motions, which
should dominate the statistics of the turbulence (Federrath
et al. 2010). Mixed driving (ζ = 0.5) and purely solenoidal
driving (ζ = 1) are very similar with respect to the amount
of compressibility induced by the driving, so we do not ex-
pect a significant variation of the synchrotron statistics for
ζ = [0.5, 1].
We also find that the relationship between the mean and
standard deviation of I, and ζ, depends on the orientation
of the line of sight relative to the mean magnetic field (see
Section 4). In particular, the mean and standard deviation
are most sensitive to ζ for a line of sight that is parallel to
the mean magnetic field. This means that the relative angle
between the line of sight and the mean magnetic field should
be determined prior to measuring ζ, for example through ob-
servations of Zeeman splitting (to determine the component
of the magnetic field parallel to the line of sight), and po-
larised thermal dust emission or synchrotron emission (to
determine the component of the magnetic field perpendic-
ular to the line of sight). Alternatively, this relative angle
could be thought of as a free parameter, and determined
using statistics of synchrotron emission whilst ζ is being de-
termined. This would involve calculating synchrotron statis-
tics for different combinations of the relative angle and ζ,
to find the particular combination that produces values of
the statistics that are closest to those observed (similar to
using a Markov Chain Monte Carlo program to determine
the best-fit parameter values for a model).
As the synchrotron intensity that we observe is brightest
when the magnetic field is perpendicular to the line of sight,
we may not be able to use the mean and standard deviation
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of I to constrain ζ along lines of sight for which the mean and
standard deviation attain maximum sensitivity to ζ. This
should not pose a problem for measurements of ζ, as even if
the line of sight is perpendicular to the mean magnetic field,
the mean and standard deviation of the log-normalised in-
tensity are significantly correlated with ζ, and so should be
sufficient to constrain ζ. We believe that this dependence of
the mean and standard deviation of I on the line of sight
arises because the magnetic field acts to remove the signa-
ture of compressive turbulent driving, possibly by constrain-
ing plasma into filaments, and redirecting plasma motions.
This is in agreement with the conclusions of Vestuto et al.
(2003), who found that increased magnetic field strengths in
their simulations led to stronger solenoidal motions. There
is an interesting comparison here to the findings of Herron
et al. (2016), who showed that their favoured statistics of
synchrotron intensity, namely the structure function slope
and integrated quadrupole ratio modulus, were more sensi-
tive to the Alfve´nic Mach number for lines of sight that were
perpendicular to the mean magnetic field. This is because
the structure function slope and integrated quadrupole ra-
tio modulus probe observational signatures of the magnetic
field, and hence are more sensitive to the properties of the
turbulence when the line of sight is perpendicular to the
mean magnetic field, whereas the observational signatures
we probe are erased by the magnetic field.
As shown by Herron et al. (2016), properties of tur-
bulence such as the sonic and Alfve´nic Mach numbers can
influence statistics of synchrotron intensity, and so it is pos-
sible that the mean and standard deviation of I depend not
only on ζ and the orientation of the line of sight relative to
the mean magnetic field, but also on these Mach numbers.
In Appendix A we investigate this for the simulations and
synchrotron maps produced by Herron et al. (2016), and find
that the mean and standard deviation of the log-normalised
synchrotron intensity do not depend on the sonic Mach num-
ber, and depend monotonically on the Alfve´nic Mach num-
ber, such that the amplitude of these statistics decreases as
the Alfve´nic Mach number decreases. This supports our be-
lief that increased magnetic field strength (lower Alfve´nic
Mach number) removes the signature of compressive turbu-
lent driving.
The consequences of these findings is that it should be
possible to determine the turbulent driving parameter from
these statistics of synchrotron intensity for turbulent media
(not necessarily molecular clouds) of any sonic Mach num-
ber, provided the Alfve´nic Mach number is approximately
larger than one. For small Alfve´nic Mach numbers, the mean
and standard deviation should be less sensitive to ζ than at
high Alfve´nic Mach numbers, although future studies inves-
tigating the relationship between these statistics and ζ for
sub-Alfve´nic simulations will be required to confirm this. As
such, the best-fit formulae presented in this paper should
only be applied to turbulent regions with similar Alfve´nic
Mach numbers to our simulations, namely molecular clouds.
However, if the relationship between our statistics and ζ
is confirmed for lower Alfve´nic Mach numbers, then our
method can be applied to other phases of the interstellar
medium, such as the warm ionised medium. Future studies
will also be required to determine how the statistics change
for Alfve´nic Mach numbers greater than two.
6 CONCLUSIONS
We have calculated the statistical moments of mock log-
normalised synchrotron intensity images for magnetohydro-
dynamic simulations of molecular clouds, and compared
these statistics to the turbulent driving parameter ζ. We
found that the mean and standard deviation of the log-
normalised synchrotron intensity are sensitive to ζ for val-
ues of ζ between 0 and 0.5. These statistics can be used to
constrain how compressive the driving of an observed emit-
ting region is, provided the Alfve´nic Mach number of the
observed molecular cloud is similar to that of our simula-
tions, and the angle of the mean magnetic field relative to
the line of sight can be determined. Although the mean and
standard deviation are most sensitive to ζ when the line of
sight is parallel to the mean magnetic field, these statistics
remain sufficiently sensitive to ζ for lines of sight perpen-
dicular to the mean magnetic field, for which synchrotron
emission is brightest. The mean and standard deviation are
also sensitive to ζ for signal-to-noise ratios and angular res-
olutions attainable with current telescopes, and we suggest
that it may be possible to observe diffuse synchrotron emis-
sion from the Perseus molecular cloud if observations with
the Green Bank Telescope are combined with observations
with the Very Large Array, permitting the application of this
technique. Future studies are required to confirm whether
the mean and standard deviation maintain their sensitivity
to ζ for various Alfve´nic Mach numbers, which would mean
the methods described in this paper can be applied to other
phases of the interstellar medium.
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APPENDIX A: MACH NUMBER
DEPENDENCE OF SYNCHROTRON
STATISTICS
It is important to determine whether the relationships
between the mean and standard deviation of the log-
normalised intensity, and the turbulent driving parameter ζ
are robust to changes in the sonic and Alfve´nic Mach num-
bers, so that the applicability of these relationships to ar-
bitrary molecular clouds can be elucidated. To perform this
study, we calculated the mean and standard deviation of the
log-normalised synchrotron intensity for the solenoidally-
driven simulations and synthetic synchrotron intensity ob-
servations described by Cho & Lazarian (2003) and Herron
et al. (2016). These statistics were calculated for lines of
sight perpendicular to the mean magnetic field of the simu-
lation. The average value of these statistics for the two lines
of sight perpendicular to the mean magnetic field are plotted
against the sonic and Alfve´nic Mach numbers of the simu-
lations in Figure A1. The error bars for these data points
are calculated using the same method as in Herron et al.
(2016). The blue data points represent simulations with an
initial magnetic field strength of B = 0.1 (in simulation
units), simulations with an initial magnetic field strength of
B = 1 are shown as red stars, and the simulations with ini-
tial magnetic field strengths of B = 3 and B = 5 are shown
as green triangles. For comparison, we plot the mean and
standard deviation of the log-normalised synchrotron inten-
sity for our solenoidal simulation, averaged over lines of sight
perpendicular to the mean magnetic field and the five tem-
poral realisations of the simulation, as a purple square. The
error bars represent the standard error of the mean calcu-
lated over the different realisations of the simulation, and
the two lines of sight, and indicate that the statistics for our
simulation are consistent with those of Herron et al. (2016).
We find that the mean and standard deviation of the
log-normalised synchrotron intensity do not have any de-
pendence on the sonic Mach number for simulations with
an Alfve´nic Mach number MA ≈ 0.6. These statistics might
have some dependence on the sonic Mach number for simu-
lations with an Alfve´nic Mach number MA ≈ 1.7, however
given that two of these simulations have significantly differ-
ent values of these statistics compared to the simulations
with similar Alfve´nic Mach numbers, we believe that these
simulations may be outliers. If these two simulations are
ignored, then the mean and standard deviation of the log-
normalised intensity do not depend on sonic Mach number
for simulations with MA ≈ 1.7 either. We also find that the
mean and standard deviation of the log-normalised intensity
depend on the Alfve´nic Mach number monotonically, such
that the absolute value of these statistics decreases as the
Alfve´nic Mach number decreases. This suggests that these
statistics will lose their sensitivity to ζ as the magnetic field
strength in the emitting region increases. Figure A1 also
demonstrates that the mean and standard deviation of the
log-normalised synchrotron intensity provide constraints on
the Alfve´nic Mach number, in addition to the statistics dis-
cussed by Herron et al. (2016).
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ABSTRACT
We have investigated the magneto-ionic turbulence in the interstellar medium through spatial gra-
dients of the complex radio polarization vector in the Canadian Galactic Plane Survey (CGPS). The
CGPS data cover 1300 square-degrees, over the range 53◦ ≤ ` ≤ 192◦, −3◦ ≤ b ≤ 5◦ with an extension
to b = 17.5◦ in the range 101◦ ≤ ` ≤ 116◦, and arcminute resolution at 1420 MHz. Previous studies
found a correlation between the skewness and kurtosis of the polarization gradient and the Mach
number of the turbulence, or assumed this correlation to deduce the Mach number of an observed
turbulent region. We present polarization gradient images of the entire CGPS dataset, and analyze
the dependence of these images on angular resolution. The polarization gradients are filamentary,
and the length of these filaments is largest towards the Galactic anti-center, and smallest towards the
inner Galaxy. This may imply that small-scale turbulence is stronger in the inner Galaxy, or that we
observe more distant features at low Galactic longitudes. For every resolution studied, the skewness of
the polarization gradient is influenced by the edges of bright polarization gradient regions, which are
not related to the turbulence revealed by the polarization gradients. We also find that the skewness
of the polarization gradient is sensitive to the size of the box used to calculate the skewness, but
insensitive to Galactic longitude, implying that the skewness only probes the number and magnitude
of the inhomogeneities within the box. We conclude that the skewness and kurtosis of the polarization
gradient are not ideal statistics for probing natural magneto-ionic turbulence.
1. INTRODUCTION
The Galactic interstellar medium (ISM) is a complex
multi-phase environment with (at least) molecular, cold
neutral, warm neutral, warm ionized and hot ionized
phases, and the whole is threaded by a magnetic field
that is itself a significant energy-carrying constituent
(Ferrie`re 2001, Heiles & Haverkorn 2012). The phases are
defined by their temperatures, densities and pressures,
varying over orders of magnitude. Although globally in
equilibrium, there are strong local departures from this
state, and the whole medium is turbulent over a large
range of physical scales (Cox 2005). Turbulence is an
effective distributor of energy between different physi-
cal scales, and its study is important for our detailed
and global understanding of the ISM and the processes
within it.
The Canadian Galactic Plane Survey (CGPS, Taylor
et al. 2003) has provided data on the major constituents
of the ISM, bringing together radio, millimetre, and in-
frared surveys at arcminute resolution. In this paper
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we use the data on polarized radio continuum emission
at 1420 MHz, observed with the Synthesis Telescope
(ST) at the Dominion Radio Astrophysical Observatory
(DRAO), to study the turbulent structure of the ISM on
a large range of spatial scales. The CGPS polarization
images (Landecker et al. 2010), and other polarization
data at decimetre wavelengths (Gaensler et al. 2011, Ia-
cobelli et al. 2014, Sun et al. 2014), show widespread
small-scale structure in and near the Galactic plane that
has no counterpart in total intensity. The common in-
terpretation is that these structures arise from Faraday
rotation, the rotation of the plane of polarization as
light propagates parallel to a magnetic field in an ionized
medium, which is characterized by the rotation measure
(RM). These small-scale structures are believed to reflect
the turbulent state of the magneto-ionic medium.
Statistical techniques have been used to investigate
turbulence within the magneto-ionic medium. These
methods have used observations of the Faraday rotation
of background sources as well as data on the extended po-
larized emission, and have used correlation or structure-
function methods of analysis (e.g. Baccigalupi et al. 2001,
Haverkorn et al. 2004, Haverkorn et al. 2006, Stil et al.
2011, Carretti 2011, and Stutz et al. 2014).
In this paper we apply a statistical tool which is com-
plementary to other methods, the polarization gradient
method, developed by Gaensler et al. (2011). In this
technique the gradient of the Stokes vector (Q,U) is cal-
culated, and this provides a unique view of turbulence in
the magnetized and ionized interstellar gas. The mag-
nitude of the gradient remains unaffected by rotation or
translation in the (Q,U) plane, which can be caused by
superimposed foreground emission or Faraday rotation,
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and so can reveal polarization characteristics that would
otherwise be obscured. Burkhart et al. (2012) extended
this work by analyzing synthetic data from MHD sim-
ulations, and demonstrated that the gradient technique
provides an indicator of the regime of turbulence in the
ISM (the behaviour of the plasma motions as defined by
the sonic and Alfve´nic Mach numbers). In particular,
Burkhart et al. (2012) found that the skewness and kur-
tosis of the gradient data can provide a measure of the
Mach number, Ms.
Our work, examining the polarization gradients of a
large area of the Galactic plane in the outer Galaxy, joins
three other studies that have looked at substantial areas.
Sun et al. (2014) applied the gradients technique to 240
square degrees of the Galactic plane at low longitudes,
examining two datasets at 2300 and 4800 MHz, both
with a resolution of about 10′. Iacobelli et al. (2014) an-
alyzed the S-PASS dataset, a 2300 MHz survey of polar-
ized emission from the entire sky south of declination 0◦,
2pi steradians, with an angular resolution of 10.8′. The
polarization gradients in the CGPS data were previously
discussed by Robitaille & Scaife (2015), who analyzed
a 56 square degree portion of the CGPS using wavelet
analysis. They found that the network of polarization
gradient filaments in their portion of the CGPS is sensi-
tive to angular resolution.
In this paper we use the polarization gradient method
to analyze the CGPS data over an area of 1300 square
degrees near the Galactic plane, at an angular resolution
of ∼ 150′′, surpassing that of earlier studies. We show
that the skewness and kurtosis of the polarization gra-
dient are not reliable probes of observed magneto-ionic
turbulence, due to their sensitivity to inhomogeneities.
The paper is organized as follows. Section 2 describes
relevant details of data acquisition and processing, and
Section 3 reviews the polarization gradient method and
introduces the statistical analysis used to derive informa-
tion on ISM turbulence from the data. We demonstrate
the effects of angular resolution in Section 4, and present
the polarization gradient for the entire CGPS in Sec-
tion 5. In Section 6 we present the method and results of
our statistical analysis of the polarization gradient maps,
and discuss our findings in Section 7.
2. OBSERVATIONS AND DATA PROCESSING
The DRAO ST acquires polarization data from base-
lines between 13 and 617 m, and consequently has excel-
lent surface-brightness sensitivity to structures of sizes 1′
to ∼40′. Information on larger structures has been in-
corporated from observations with the Effelsberg 100-m
(Reich et al. 2004) and the DRAO 26-m (Wolleben et al.
2006) telescopes. The methods used in the data combina-
tion and the steps taken to ensure accurate calibration
of the three intensity scales are described in detail by
Landecker et al. (2010). While that paper deals with the
longitude range 65◦ ≤ ` ≤ 175◦, the same procedures
were used for the entire longitude range, 53◦ ≤ ` ≤ 192◦,
discussed here. The amplitude scales of the three con-
tributing data sets (DRAO ST, Effelsberg, and DRAO
26-m) are considered matched within 10%. Key proper-
ties of the CGPS are provided in Table 1.7
7 The CGPS data are available at the Canadian Astronomy Data
Centre: http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/cgps/
TABLE 1
Survey properties of the CGPS relevant to this work.
Coverage 53◦ < ` < 192◦,−3◦ < b < 5◦
101◦ < ` < 116◦, 5.0◦ < b < 17.5◦
Continuum bandwidth 30 MHz in four bands of
7.5 MHz each
Polarization products Stokes I, Q, and U
Center frequencies 1407.2, 1414.1, 1427.7,
and 1434.6 MHz
Angular resolution 58′′ × 58′′ cosec δ
Sensitivity, I 200 to 400 µJy/beam rms
Sensitivity, Q and U 180 to 260 µJy/beam rms
Typical noise in mosaicked
images 76 sin (declination) mK
Sources of single-antenna data Effelsberg 100-m Telescope
and DRAO 26-m Telescope
In places where the total intensity was high, the CGPS
polarization data were reprocessed, using the algorithm
described by Reid et al. (2008), to improve the correction
for leakage of energy from Stokes I to Stokes Q and U .
Other processing uses the DRAO Export Package (Higgs
et al. 1997) and tailor-made routines.
The CGPS was observed on a hexagonal grid of an-
tenna pointings in Galactic co-ordinates, spaced 112′
apart (Taylor et al. 2003). Consequently, the sensitivity
of the mosaicked data varies by ±20% over the survey
area. In regions of low polarized intensity, or low inten-
sity of the spatial gradients of polarization, a hexagonal
pattern of noise is sometimes evident, and this pattern
can be enhanced by the differentiation inherent in the
calculation of spatial gradients (see equation 2).
The angular resolution of the DRAO ST changes with
cosec δ and the sensitivity to small structures in polar-
ization gradients changes with declination and with ori-
entation of features relative to the elliptical beam.
The gradient method cannot recover structure lost to
depolarization, which occurs due to the vector averag-
ing of polarized signals with different polarization angles
within the telescope beam (referred to as beam depo-
larization), within the passband, or within the emitting
source. For the DRAO ST, a rotation measure (RM)
value of 300 rad m−2 produces bandwidth depolariza-
tion of 8% when data from all four bands are averaged,
and less than 0.3% in a single band. The Galactic RM is
less than this over the entire area discussed in this paper
(Brown et al. 2003, Oppermann et al. 2012). Beam depo-
larization is unavoidable, and will become more severe as
the angular resolution degrades, but the angular resolu-
tion of 1′ will reveal parsec-scale structure at a distance
of several kiloparsecs, adequate for the nearby Galaxy.
3. THE POLARIZATION GRADIENT METHOD
The complex polarization vector is
P = Q+ iU = |P|e2iθ, (1)
where |P| is the vector amplitude, and θ is the observed
polarization angle of the radiation.
The polarization gradient is defined as the modulus of
the gradient of the complex polarization vector (Gaensler
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et al. 2011). It is
|∇P| =
√(
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2
.
(2)
Burkhart et al. (2012) calculated the skewness and kur-
tosis of the probability density function (PDF) of |∇P|,
where the skewness of a PDF constructed from N values
Xi is given by
γ =
1
N
N∑
i=1
(
Xi − µ
σ
)3
, (3)
and the excess kurtosis is
β =
1
N
N∑
i=1
(
Xi − µ
σ
)4
− 3. (4)
Here µ and σ are the mean and standard deviation (1st
and 2nd moment) of the distribution:
µ=
1
N
N∑
i=1
Xi (5)
σ=
√√√√ 1
N − 1
N∑
i=1
(Xi − µ)2. (6)
Based on MHD simulations, Burkhart et al. (2012)
found that the skewness and kurtosis of |∇P| are gener-
ally higher for larger sonic Mach numberMs ≡ 〈|v|/cs〉,
where v is the local velocity, cs is the sound speed, and
the averaging is done over the entire region of interest
(see their Figure 7). Burkhart et al. (2012) also show that
high angular resolution is important to unambiguously
distinguish different regimes of turbulence, and demon-
strate that a “double-jump” structure in the polarization
gradient (their Figure 4) is a characteristic of a strong
shock and supersonic turbulence.
4. ANGULAR RESOLUTION DEPENDENCE OF
POLARIZATION GRADIENTS
Smoothing the data to a broader angular resolution
has two desirable effects: it reduces noise in the gradient
images and decreases the impact of the non-uniformity
of the noise on those images. However, as mentioned
in Section 2, we also need to maintain as high a res-
olution as possible, so that we are able to distinguish
different regimes of turbulence. To find the best com-
promise between these objectives, we smoothed the Q
and U data for the CGPS to various resolutions by con-
volving with a circular Gaussian, up to a maximum final
resolution of 20′. We then produced images of the po-
larization gradients at each resolution using equation 2.
Figure 1 displays polarization gradient maps derived for
the same CGPS region at different resolutions, in units
of K/degree.
Near the original resolution of the data, we find that
very few polarization gradient structures can be seen,
and instead we see the hexagonal grid of antenna point-
ings (above b = 7◦ in Figure 1a). This is because the
process of differentiation amplifies the noise between the
pointings, so that the polarization gradient filaments are
difficult to observe. As the angular resolution worsens,
the noise is suppressed, and polarization gradient struc-
tures become clearer, as seen at angular resolutions of
105′′ and 150′′. Further increases in the smoothing scale
cause more polarization gradient structures to become
apparent in previously noisy regions, and previously vis-
ible polarization gradient structures grow in size, until
they begin to overlap. At the poorest angular resolutions
studied, the polarization gradient structures do not re-
semble the structures seen at the best angular resolutions
(see Robitaille & Scaife 2015 for additional discussion).
We also see that the peak amplitude of |∇P| in these
images decreases with increasing smoothing scales from
the original resolution of the data to 20′. This is ex-
pected, as smoothing the maps of Q and U reduces the
amplitude of fluctuations in these quantities, and hence
reduces the derivatives that are used to calculate the po-
larization gradient. Polarized point sources are also vis-
ible in the high angular resolution polarization gradient
maps, but the smoothing applied to create the poor an-
gular resolution maps means that point sources are not
visible in these maps.
By studying the polarization gradient maps produced
at various resolutions, we decided that a resolution of
150′′ was ideal. At this angular resolution, most of the
noisy regions in the CGPS have been suppressed, so that
true polarization gradient structures are visible. Increas-
ing the smoothing scale to 210′′ does cause more polariza-
tion gradient filaments to become visible in the remaining
noisy regions, however it also causes previously visible,
small-scale structures to become distorted. Hence, we
believe that 150′′ is the optimal angular resolution for
studying the polarization gradient filaments visible in the
CGPS data.
We note that as the beam is elliptical at the highest
and lowest longitudes of the survey, the actual resolution
varies between a circular Gaussian of radius 150′′ near
the center of the survey, to an elliptical Gaussian with
major axis 227′′ and minor axis 150′′ towards the ends
of the survey. We do not expect this to affect the po-
larization gradient maps we present, nor the statistical
analysis that we perform in Section 6.
5. LARGE-SCALE GRADIENT STRUCTURE IN THE
GALACTIC MID-PLANE
Figures 2 to 7 show the polarization gradient image of
the entire mid-plane area mapped by the CGPS, at an an-
gular resolution of 150′′ (blue-green, middle). The CGPS
total-intensity data (Stokes I) are shown for comparison
(purple-orange, top). There is very little correlation of
the I image with the |∇P| image, with the exception
of a few large, bright supernova remnants (SNRs) and
the depolarizing effects of nearby H II regions. If the
polarization gradients are the products of Faraday rota-
tion in the ISM there should be no correlation with I; a
correlation with I would indicate that the gradients are
tracing the polarized emission from discrete objects, and
in such locations the |∇P| image gives no information on
turbulence in the ISM (Iacobelli et al. 2014).
In places there is very little small-scale polarization
structure and the level of the gradient signal is also low,
below the noise in the image. An example is provided by
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Fig. 1.— Polarization gradient images of a section of the northern latitude extension of the CGPS, at various angular resolutions. The
angular resolutions are a) 75”, b) 105”, c) 150”, d) 240”, e) 480”, f) 1200”. The colorbars give the magnitude of the polarization gradient,
expressed in K/degree.
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Fig. 2.— The polarization gradient |∇P| of the CGPS at 150′′ resolution for the longitude range 50◦ < ` < 77◦ (blue-green, middle).
1420 MHz total-intensity (Stokes I) images are shown for comparison (purple-orange, top, units of K), as are the maps of the skewness
of the polarization gradient (black-pink, bottom, dimensionless), calculated using an evaluation box that has 20 beams on each side. The
amplitude scale for the gradient images is the same for Figures 2 to 7, expressed in K/degree, as is the amplitude scale for the skewness
maps, but the scale of the I images changes with longitude to accommodate the large range of brightness temperature.
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Fig. 3.— The same as Figure 2, but for the longitude range 72◦ < ` < 100◦. A square root color scale has been applied to Stokes I.
the region8 145◦ ≤ ` ≤ 159◦, 0◦ ≤ b ≤ 5◦. In regions like
this the hexagonal noise pattern (see Section 2) becomes
evident. We also note obvious spurious features around
the position of Cas A, (`, b) = (111.7◦,−2.1◦).
We find numerous “double-jump” features through-
out the CGPS, indicating the presence of strong shocks
in the magneto-ionic material of the Galactic plane
(Burkhart et al. 2012). Some “double-jump” features
only become visible at poor angular resolution, for ex-
ample at an angular resolution of 20′ (see Figure 1f,
(`, b) = (112.4◦, 5.5◦)), which may indicate relatively
8 This is the Fan region, which exhibits bright, smooth polarized
emission, with little fine structure.
nearby strong shocks, whereas others are visible at a res-
olution of 150′′, for example at (`, b) = (112.5◦, 9.2◦) in
Figure 1. This feature can be seen in polarized intensity;
see Figure 11 of Landecker et al. (2010). Iacobelli et al.
(2014) point out similar structures in the Southern sky
at 2.3 GHz.
By analyzing the shape of the polarization gradient fil-
aments qualitatively throughout the survey, we find that
the structures in the |∇P| image tend to be longest to-
wards the Galactic anti-center, and decrease in length
towards the inner Galaxy (but we note some exceptions
below). We also find that the gradient structures tend
to be shorter in more depolarized regions, and hence the
length of |∇P| structures may correlate with Galactic
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Fig. 4.— The same as Figure 2, but for the longitude range 95◦ < ` < 123◦.
longitude due to increased depolarization along lines of
sight that pass closer to the inner Galaxy. It is also possi-
ble that the small filaments are related to magneto-ionic
material that is further away from us than that of long fil-
aments, or the turbulence towards the inner Galaxy may
be stronger on small scales than the turbulence towards
the anti-center.
5.1. The polarization horizon
It is important for the interpretation of the gradient
data to understand the distances to the polarization fea-
tures that we see in these images, and we therefore dis-
cuss the concept of the polarization horizon, which was
introduced by Landecker et al. (2002), and further dis-
cussed by Uyaniker et al. (2003) and Kothes & Landecker
(2004). The polarization horizon describes a character-
istic distance, dph, beyond which polarized emission is
not detectable because of the combined effects of beam
and depth depolarization. Depth depolarization refers to
the depolarization caused by the superposition of emis-
sion with different polarization angles along the line of
sight, due to Faraday rotation of the emission as it prop-
agates through a synchrotron emitting medium. Hence,
dph is a function of direction, frequency of observation
and angular resolution.
SNRs and H II regions help map out dph as a func-
tion of longitude. If a SNR is beyond the polarization
horizon the combined effects of Faraday rotation in the
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Fig. 5.— The same as Figure 2, but for the longitude range 118◦ < ` < 146◦.
intervening medium and beam depolarization will efface
its polarized emission; a closer SNR will be observed as
a polarized object. H II regions within the polarization
horizon will be seen, in contrast to their surroundings, to
depolarize more distant emission; those beyond the po-
larization horizon will have no perceptible depolarization
effect. Using CGPS data (at full resolution), Kothes et
al. (2016a, in prep) have thoroughly ‘mapped’ the polar-
ization horizon by compiling distances to known SNRs
and H II regions, and results from that paper are repro-
duced here as Figure 8.
In the range 53◦ < ` < 140◦, dph is mostly about 3 kpc.
dph appears to increase to about 4 kpc from ` = 140
◦ to
` = 170◦. We would expect dph to increase towards the
anti-center because of falling density of the medium and
because the magnetic field is mostly orthogonal to the
line of sight, reducing Faraday rotation and so reducing
depth depolarization. The strong increase in observed
polarized intensity in the anti-center (Landecker et al.
2010) is evidence for this. However, there are not enough
SNRs and H II regions in the anti-center for a reliable
determination of dph using the method described above.
There is a “window” through the polarization horizon
between ` ≈ 60◦ and ` ≈ 80◦, allowing the detection of
polarized emission from relatively large distances. This
effect is discussed in an upcoming paper (Kothes et al.
2016a, in prep).
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Fig. 6.— The same as Figure 2, but for the longitude range 141◦ < ` < 169◦.
5.2. The inner Galaxy off the Local arm: 53◦ < ` < 70◦
Moving from ` = 70◦ to ` = 53◦, the density and am-
plitudes of gradient structures increase with decreasing
longitude. The increase in |∇P| reflects an increase in
polarized intensity through the same range of longitude.
The polarization gradient features are smaller in this re-
gion than in other parts of the survey, possibly because
the line of sight in this region moves from the edge of
the Local arm at ` = 70◦ into the interarm region (be-
tween the Local arm and the Sagittarius arm), so that the
emission comes from further away. Filaments are gener-
ally a few tenths of a degree in length. Depolarization
effects associated with the Local arm gradually decrease
and the polarization horizon should move to larger dis-
tances (but the experimental data of Figure 8 do not
have the resolution to show such effects). There are two
interesting features in this region. One is an arc of high
polarization gradient that curves from (`, b) = (66◦, 4◦)
to (`, b) = (63◦, 1◦), and the other is a horizontal region
of bright polarization gradient at (`, b) = (69◦,−2◦, ).
Within the latter region there is a remarkable patch
of gradient structure, showing many parallel filaments,
some as long as 1.5 degrees. Both of these features have
counterparts in polarized intensity, but not in total in-
tensity. An investigation of the origin of these features
is beyond the scope of this paper.
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Fig. 7.— The same as Figure 2, but for the longitude range 164◦ < ` < 192◦.
5.3. The Local arm and Cygnus X: 70◦ < ` < 85◦
In the range 70◦ < ` < 85◦, lines of sight pass for
distances of a few kpc along the Local arm. Over this
range of longitudes, the polarization gradient map shows
only low-level features. Significant small-scale turbulence
driven by star-formation activity is expected within a
spiral arm, and may even be below the resolution limit,
leading to strong depolarization and bringing the polar-
ization horizon very close.
Cygnus X lies within this area (76◦ < ` < 83◦,−2◦ <
b < 3◦). Cygnus X is a very powerful total-intensity
source, and intense H II regions and SNR emitters of
small diameter are buried within it. The stronger of
these small-diameter sources generate spurious polarized
signal, and the correction for instrumental polarization
does not completely remove their effects. Some of these
regions are identified in Table 2. Cygnus X is one of the
closest regions of massive star formation at distances be-
tween 1 and 2.5 kpc (Gottschalk et al. 2012, Rygl et al.
2012). It includes the Cygnus OB2 association compris-
ing ∼ 2600 OB stars (Kno¨dlseder 2000). We adopt the
distance of 1.40±0.08 kpc, determined by Rygl et al.
(2012) from parallax measurements of maser sources,
as the distance to the whole complex. The very large
amount of ionized gas within Cygnus X effectively erases
all polarized signal from behind it, placing the polariza-
tion horizon on the near side of the complex.
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Fig. 8.— Longitude-distance diagram of the locations of over 100
SNRs and H II regions observed in the CGPS. SNRs whose polar-
ization is detected and H II regions that depolarize background
emission (blue and green symbols respectively) are within the po-
larization horizon; the remaining objects (red symbols) are beyond
it. The locations of the Perseus and Sagittarius arms are indicated.
Reproduced from Kothes et al. 2016a (in prep).
Low-level polarized signal is present in the direction
of Cygnus X, and this must arise in the space between
Cygnus X and the observer. If the few gradient struc-
tures seen at our chosen resolution (150′′) are at a dis-
tance of 1.4 kpc, then the characteristic size of the tur-
bulence features in this direction is about 1 pc.
5.4. The interarm region between the Local and Perseus
arms: 85◦ < ` < 105◦
In the longitude range from 85◦ to 105◦, lines of sight
pass into the inter-arm space between the Local and
Perseus arms. The polarization horizon barely reaches
into the Perseus arm here, so we are seeing primarily
the ISM in the interarm. Gradient filaments are bright
and some reach lengths of 0.5 degrees. The appearance
of |∇P| closely parallels that between 70◦ and 53◦ and
we believe that the same polarization effects apply as
described in Section 5.2.
5.5. The Perseus arm: 105◦ < ` < 140◦
In the range 105◦ < ` < 125◦, lines of sight encounter
star-forming regions in the Perseus arm and the distance
through the inter-arm region is continuously increasing
with increasing longitude. Gradient filaments are a few
tenths of a degree in length here. In the longitude range
125◦ < ` < 140◦ there are fewer H II regions than for
105◦ < ` < 125◦, and lines of sight penetrate further
into the Perseus arm. The exception is the large H II
complex W3/W4/W5 at longitudes 133◦ to 138◦. It lies
at a distance of 2.0 kpc (Xu et al. 2006) on the near
side of the Perseus arm, and effectively defines the po-
larization horizon. All polarized emission detected in the
direction of W3/W4/W5 must arise in the Local arm or
the intervening inter-arm, and this emission shows little
or no gradient structure. The exception is a bright spot
of spurious signal generated by W3, an intense compact
H II region (see Table 2).
5.6. The anti-center region: ` > 140◦
Beyond ` ≈ 140◦ lines of sight are directed at the outer
Galaxy and the anti-center. Polarized intensity and |∇P|
increase across this region. This increase is seen at first
in the southern half of the field. Between longitudes 140◦
and 160◦ we find strongly polarized but very smooth
emission from the Fan region (Landecker et al. 2010; this
emission extends to higher latitudes, beyond the range
of the CGPS). There is no discernible gradient structure
in the Fan region. The brightest gradient structures that
we have detected are in the anti-center; some are as long
as 1 degree. These structures appear to have a different
morphology to the polarization gradient structures ob-
served towards the inner Galaxy. In particular, the po-
larization gradient shows resolved filaments towards the
anti-center (e.g. near ` = 165◦), but smaller-scale, less
elongated features towards the inner Galaxy (e.g. near
` = 60◦). We also note features in the polarization gradi-
ent that follow parts of circular arcs for 161◦ < ` < 170◦,
which are likely related to a stellar wind bubble (to be
discussed by Kothes et al. 2016b, in prep).
5.7. The Northern Latitude Extension
The Northern Latitude Extension of the CGPS covers
the area 101◦ < l < 116◦ and 5◦ < b < 17.5◦. We present
the polarization gradients in this area for b < 12◦ in Fig-
ure 9 (there is little polarization gradient structure for
b > 12◦ at this resolution). As discussed by Landecker
et al. (2010), there is a transition in the appearance of
polarized intensity between b = 8◦ and b = 10.5◦: below
this region the sizes of polarization structures are ∼ 3′
and above it sizes are ∼ 20′. This is identified by Lan-
decker et al. (2010) as the transition from the Galactic
disk to the halo at the top of the Perseus arm; this in-
terface is also seen in |∇P|. Below b ≈ 8◦, |∇P| has
much the same appearance as it has at mid-plane in the
outer Galaxy. Above b ≈ 9◦ significant gradient sig-
nal is found only in patches and the hexagonal pattern
produced by non-uniform image noise becomes obvious.
However, gradient maps produced with an angular reso-
lution above 210′′ show gradient structures up to b ≈ 14◦,
which may either be nearby features in the Local Arm, or
large-scale features in the Galactic halo. A small gradi-
ent feature at (`, b) = (111◦, 11.6◦) is attributable to the
planetary nebula DeHT 5, discussed by Ransom et al.
(2010).
Landecker et al. (2010) identified three finger-like po-
larization features, seen in polarized intensity and in po-
larization angle near (`, b) = (112.5◦, 9.2◦) (Figure 11
in that paper). They are clearly detected as gradient
features with a “double-jump” structure, believed to in-
dicate a strong shock.
5.8. Gradient signatures of individual objects
Identifiable objects, such as SNRs and H II regions,
create recognizable and quite strong effects in the gradi-
ent images and many are quite obvious in Figures 2 to
7. Examination of these effects will be the subject of a
future paper. Some prominent features that are evident
in Stokes I are listed in Table 2.
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Fig. 9.— The total intensity map at the full resolution of the CGPS in K (left), and the corresponding polarization gradient of the
northern latitude extension of the CGPS at 150′′ resolution in K/degree (right).
TABLE 2
Locations of prominent features in the Stokes I images
that may influence polarization gradient images.
` b Comments
(degrees) (degrees)
180.0 −1.7 SNR S147, diameter ≈ 3◦
173.0 −0.3 H II region complex
Sharpless 229/232/234/235/236
166.3 4.0 SNR VRO 42.05.01
160.9 2.6 SNR HB9
133.8 1.2 Compact H II region W3
spurious instrumental effect
130.7 3.1 3C58 - polarized SNR
produces polarization artefact
120.1 1.4 3C10 (Tycho’s SNR)
produces polarization artefact
111.7 −2.1 Cas A, strong sidelobe effects
93.8 −0.5 SNR CTB104A
89.0 4.1 SNR HB21
81.3 1.0 H II region DR17
spurious instrumental effect
79.3 1.3 H II region DR7
spurious instrumental effect
79.3 0.3 H II region DR15
spurious instrumental effect
78.2 1.8 Bright part of SNR G78.2+2.1
spurious instrumental effect
78.0 0.6 H II region DR6
spurious instrumental effect
76.0 4.5 Sidelobe effects from Cyg A
75.8 0.4 H II region ON2
spurious instrumental effect
69.0 2.7 SNR CTB80
6. STATISTICAL ANALYSIS OF POLARIZATION
GRADIENTS
6.1. Method to Mask Point Sources
To calculate the skewness of the polarization gradi-
ent maps, we used a sliding-box method, calculating
the skewness of the polarization gradient pixels that fall
within the evaluation box. Many polarized point sources
are visible in the CGPS, and these appear as bright
sources in the polarization gradient images. They sig-
nificantly distort the PDF of the polarization gradient
and adversely influence calculations of the skewness. To
remove the influence of the polarized point sources, we
used the following masking procedure:
1. We ran the Background And Noise Estimation
(BANE) tool and Aegean source finding program
(Hancock et al. 2012) on the Stokes Q and U mo-
saics. The source finding was conducted so that
both positive and negative point sources in the Q
and U maps were detected. The source lists ob-
tained for Stokes Q and U were then combined, to
create a list of all polarized sources.
2. From the source list obtained, the sources in the Q
and U maps were masked. Two masks were cre-
ated, one for which sources were masked to a ra-
dial extent of 2.5 standard deviations of the fitted
Gaussian, and another where sources are masked
to a radial extent of 5 standard deviations of the
fitted Gaussian. These masks were created for the
mosaic of the mid-plane of the CGPS, and for the
mosaic of the northern latitude extension.
3. The mask created using a radial extent of 2.5 stan-
dard deviations was applied to the Q and U mo-
saics, ensuring that no polarized point sources ap-
pear in either mosaic. We then smoothed the
masked mosaics of Stokes Q and U to the same
resolutions as in Section 4, using the convol task
of MIRIAD (Sault et al. 1995).
The convol task does not take masked pixels into
consideration, and this causes the intensity of the
pixels near a masked source to decrease towards
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zero, with the effect being stronger closer to the
masked source. This creates a gradient in Q and
U around each masked source, which would appear
as a bright ring around the mask in mosaics of the
polarization gradient.
4. To ensure that polarization gradient rings are not
present in the final gradient maps produced, we ap-
plied the second mask, created using a radial extent
of 5 standard deviations, to the smoothed mosaics
of Stokes Q and U .
5. Finally, we produced mosaics of the polarization
intensity and the polarization gradient for each an-
gular resolution.
We show an example of the masked mosaic of the po-
larization gradient in Figure 10, at an angular resolution
of 150′′, compared to the unmasked polarized intensity
image of the same area (units in K). The image of the po-
larization gradient demonstrates that applying a second
mask has removed the polarization gradient rings from
the mosaic, and masked all polarized point sources.
We have considered the possibility of only masking
out point sources after smoothing has been performed,
however we believe that masking point sources before
the smoothing procedure ensures that polarized radia-
tion from the sources will not influence the polarization
gradient maps. This is particularly important for the
polarization gradient maps produced for large smooth-
ing scales, as otherwise the sources may protrude from
the applied masks.
Although polarized point sources and polarization gra-
dient rings have been removed from the polarization gra-
dient maps, discrete, extended sources of polarized emis-
sion, such as SNRs, are still present (see Table 2 and
Figure 10). These discrete objects will affect the calcula-
tion of the skewness of the polarization gradient, which
we discuss in the following section.
6.2. Calculation of Skewness Maps
To produce images of the skewness of the polarization
gradient, we use a sliding box method, where the skew-
ness of the polarization gradient is calculated using all
pixels that fall within a specified box. This box is moved
over a rectangular grid of evaluation points, to sample
all of the pixels in the mosaics. Two competing factors
constrain the ideal size of the box to use to calculate the
skewness. If a large box is used to calculate the skewness,
then this would ensure that the underlying PDF of the
polarization gradient is well sampled, and the skewness
accurately measured. However, this degrades the reso-
lution of the image of the skewness of the polarization
gradient, and so a small box may be preferable to retain
as much spatial information as possible.
To examine the effect that the size of the box has on the
skewness map produced, we calculated skewness maps
using boxes whose sides were 20, 40, 80 and 120 times
the angular resolution of the mosaic. The number of in-
dependent data points used to calculate the skewness in
each of these cases is 400, 1600, 6400 and 14400 respec-
tively, based on the number of telescope beams that fit
within the box.
To construct a grid of evaluation points, we space eval-
uation points by one quarter of the box size, so that we
sample the polarization gradient images at a rate above
the Nyquist rate. Mosaics smoothed to poorer angular
resolution have fewer evaluations of the skewness, be-
cause the grid spacing depends on the angular resolution.
Finally, to reduce the influence of polarization gradi-
ent rings and polarized discrete objects on the calculated
skewness maps, we truncate the PDF of polarization gra-
dient values within the evaluation box, so that the top
1% of polarization gradient values are removed from the
PDF before the skewness is calculated. As this step mod-
ifies the PDF, we consider whether it will substantially
change the measured skewness values, and the features
observed. In Figure 11 we compare the effect of this trun-
cation on the skewness of the polarization gradient maps
of the northern latitude extension, smoothed to a final
resolution of 150′′. The skewness image on the left was
obtained without truncation, and the image on the right
was obtained with truncation.
We find that performing the truncation of the PDF re-
moves some bright, square-shaped regions from the skew-
ness map, indicating that the influence of polarized dis-
crete objects has been reduced. We also find that the
features of the skewness map are not affected by the
truncation, and that performing the truncation tends to
reduce the skewness values by approximately 0.2. Hence,
the truncation should not affect any conclusions that we
might draw from these skewness maps, as the features in
the skewness maps remain intact, and a change in skew-
ness of 0.2 would not affect the regime of turbulence that
is implied by the value of the skewness (see Figure 7 of
Burkhart et al. 2012).
6.3. Qualitative Analysis of Skewness of |∇P|
In Figures 2 to 7 we compare the 150′′ polarization
gradient map (blue-green, middle), for the mid-plane of
the CGPS, to the skewness of this map (green-pink, bot-
tom) produced using a box that has 20 beams on each
side. The dominant conclusion from the skewness images
in Figures 2 to 7 is that the skewness of the polarization
gradient appears to be largest around the edges of bright
polarization gradient regions, rather than inside regions
of bright polarization gradients, or regions that have a
‘double-jump’ feature (that indicate a strong shock).
For example, near ` = 159◦, the skewness is largest on
the boundaries of the bright polarization gradient regions
in this direction, and small within the bright polarization
gradient regions. As bright polarization gradients signify
large changes in the electron density or the magnetic field
along a line of sight, they should be related to high sonic
Mach number turbulence, and high values of the skew-
ness, but the opposite is observed. A more extreme ex-
ample can be found for 172◦ < ` < 174◦, where there
is a bright H II region that depolarizes all emission from
behind it, and around this region there are bright polar-
ization gradient features. As the foreground H II region
is unrelated to the turbulence in the ISM, the skewness
of the polarization gradient is not probing the turbulence
in this direction.
To confirm that the skewness is properly measuring the
skew of the underlying PDF of the polarization gradient,
we examined the PDFs of the polarization gradient over
a horizontal strip that cuts across the high skewness val-
ues at 172◦ < ` < 174◦. As the calculation box moves
from the H II region to the bright polarization gradient
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Fig. 10.— The polarized intensity (left) in K, and the masked polarization gradient (right) at 150′′ resolution in K/degree, for a section
of the CGPS. Some masked sources are weak, and difficult to see in polarized intensity. Tycho’s supernova remnant is visible towards the
center of the image.
Fig. 11.— The skewness (dimensionless) of the polarization gradient map of the northern latitude extension that has been smoothed to
150′′ resolution, using a box with 20 beams on each side. The skewness map on the left was produced without truncation, and the skewness
map on the right was produced after removing the top 1% of polarization gradient values from the PDF.
region, the PDF becomes slightly more skewed because
high polarization gradient values are added to the tail
of the distribution. As the box moves further into the
bright polarization gradient region, this tail becomes less
pronounced because the average polarization gradient in
the box has risen, and this causes a decrease in skewness.
We believe that the skewness is tracing subtle changes in
the PDF of the polarization gradient.
We investigated whether the skewness acts as an edge
detection algorithm at other resolutions by compar-
ing skewness maps produced using polarization gradient
maps at different angular resolutions, in each case using
20 beams on each side of the evaluation box. In Figure 12
we show the skewness of the polarization gradient for the
northern latitude extension of the CGPS, for the same
angular resolutions as Figure 1.
We find that there is an apparent increase in the skew-
ness of the polarization gradient as the angular resolu-
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Fig. 12.— The skewness (dimensionless) of the polarization gradient for the northern latitude extension of the CGPS, for various angular
resolutions of the polarization gradient map, calculated using 20 beams on each side of the evaluation box. The angular resolutions are a)
75”, b) 105”, c) 150”, d) 240”, e) 480”, f) 1200”. The colorbars give the magnitude of the skewness (unitless). The red circles denote the
areas used to study how the skewness depends on angular resolution.
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tion becomes poorer. To understand the cause of this,
we studied how the skewness of the polarization gradi-
ent changes with increasing smoothing scale in two small
circular areas (shown as red circles in Figure 12). One
area was centered at (`, b) = (104.1◦, 6.7◦) with a radius
of 0.6◦, and another was placed at (`, b) = (109.7◦, 6.8◦)
with a radius of 0.7◦. The former was chosen because
it has low skewness, and is within a bright polarization
gradient region, and the latter was chosen because it has
high skewness, and is located on the edge of a bright po-
larization gradient region. At the position of low skew-
ness, we found that the skewness initially decreased as
the smoothing scale increased, but then increased mono-
tonically. At the position of high skewness, the skewness
initially increased with increasing smoothing scale, and
then decreased.
These observations can be explained in terms of how
the size of the evaluation box increases with increasing
smoothing scale. If nearby edges of the bright polariza-
tion gradient regions become enclosed by the evaluation
box as the box grows, then the skewness will increase.
Otherwise, the skewness will decrease, as increasing the
smoothing scale decreases the variations in Stokes Q and
U , and hence decreases the largest values of the polar-
ization gradient, so that the tail of the |∇P| PDF is less
pronounced.
We find that at every angular resolution we study, the
skewness of the polarization gradient is influenced by
edge effects, and edge effects may be more prominent
for poor angular resolution.
It is possible that an evaluation box with 20 beams on
each side is too small to properly probe the turbulence,
and so we compared the skewness maps produced using
boxes with widths of 40, 80 and 120 beams, as shown
in Figure 13, for 141◦ < ` < 169◦. We find that as the
size of the evaluation box increases, the mean skewness
in this portion of the Galactic plane increases, and the
structures in the skewness map produced using a box
with a width of 20 beams simply become blurred. Simi-
lar to the results found for different angular resolutions,
this implies that as the box size increases, more edges of
polarization gradient structures are included within the
box, causing the value of the skewness to increase. This
implies that increasing the size of the evaluation box does
not provide a more accurate measurement of the skew-
ness, as the skewness is too sensitive to the number and
magnitude of the inhomogeneities within the box.
To confirm that these problems with the skewness are
not a result of how the CGPS data have been reduced and
analyzed, we applied our sliding box method to the po-
larization gradient image of the Southern Galactic Plane
Survey test region, produced by Gaensler et al. (2011).
For this image, we again find that the skewness of the po-
larization gradient is largest around the edges of bright
polarization gradient regions, and that the smallest skew-
ness values tend to be found in regions where there are
bright polarization gradient filaments.
We conclude that an intrinsic property of the skew-
ness as a statistic is that it behaves as an edge detect-
ing algorithm when applied to images. As the edges of
bright polarization gradient regions are unrelated to the
turbulence that is revealed by the polarization gradient
method, this implies that the skewness of the polariza-
tion gradient cannot probe the turbulence observed in
large portions of the sky.
This is true not only for regions of high skewness lo-
cated near well-defined edges, but also for regions of
medium skewness, where edges that have a small con-
trast between high and low polarization gradient may
provide an unknown contribution to the measured skew-
ness value. In these regions, there will always be un-
certainty as to how much the interstellar turbulence re-
vealed by the polarization gradients contributes to the
measured skewness, making the skewness an unreliable
probe of interstellar turbulence.
There are several reasons why the correlation between
the skewness of the polarization gradient and the sonic
Mach number, found for the simulations by Burkhart
et al. (2012), may not be applicable here. One rea-
son is that the magnitude of the polarization gradient
is lower in areas coincident with foreground depolarizing
gas. This leads to a higher skewness on the boundary
of the depolarizing gas, which is not indicative of the
regime of turbulence. An extreme example is the H II
region at 172◦ < ` < 174◦, but there may be more dif-
fuse depolarizing clouds throughout the Galactic plane,
that have a more subtle effect on the skewness. Another
reason is that Burkhart et al. (2012) considered the sce-
nario where the turbulent medium is illuminated from
behind by polarized emission. However, we do not cur-
rently know whether the correlation between skewness
and sonic Mach number in their simulations will per-
sist for the scenario where polarized emission comes from
within the turbulent medium, and this scenario may be
prevalent in the Galactic plane. Finally, Burkhart et al.
(2012) simulate homogeneous turbulence, where the driv-
ing mechanism of the turbulence is the same throughout
the simulation cube. In the interstellar medium, inhomo-
geneous turbulence is likely to dominate, and the skew-
ness of the polarization gradient may be large along the
edges of homogeneous regions.
6.4. Quantitative Analysis of Skewness and Kurtosis of
|∇P|
To study whether the number or magnitude of the in-
homogeneities probed by the skewness varies throughout
the survey, we plot the skewness of the polarization gra-
dient map for the Galactic plane mosaic, produced at
150′′ resolution, as a function of Galactic longitude, as
shown in Figure 14. Each data point represents the me-
dian skewness at that longitude, calculated for evaluation
boxes with 40 (blue circles), 80 (red triangles) and 120
(green squares) beams across the width of the box.
There are some peaks that can be seen in this plot,
which are present for all of the box sizes that we study.
These peaks correspond to strong polarized continuum
emitters such as supernova remnants, or are instrumen-
tal polarization artefacts generated by very bright HII
regions; the peaks do not denote areas of strong turbu-
lence in the ISM. Away from these peaks, we find that the
median skewness is approximately independent of Galac-
tic longitude for each of the box sizes that we study.
In particular, there are no significant differences in the
skewness values obtained for the regions of the Galactic
plane that are discussed in Section 5. We also find that
the median skewness tends to increase as the width of
the box increases, for the entire portion of the Galactic
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Fig. 13.— The skewness (dimensionless) of the polarization gradient |∇P| over the longitude range 141◦ < ` < 169◦ at 150′′ resolution.
The skewness maps were produced using evaluation boxes with 40 (top), 80 (middle) and 120 (bottom) beams across the width of the box.
plane covered by the CGPS data.
As the skewness of the polarization gradient appears
to be more sensitive to the size of the evaluation box
than to the structures in the polarization gradient map,
this strengthens our belief that the skewness is primar-
ily probing the number and magnitude of the inhomo-
geneities within the evaluation box, rather than probing
the underlying turbulence. Hence, we find that the skew-
ness of the polarization gradient is not a useful statistic
for probing observed magnetized interstellar turbulence.
To see whether other moments of the PDF are simi-
larly affected by inhomogeneities, we use our sliding box
method to calculate the mean, standard deviation, and
kurtosis of the polarization gradient. These moments are
shown in Figure 15, for the polarization gradient image of
the northern latitude extension, at an angular resolution
of 150′′, using an evaluation box with 20 beams on each
side. We find that the mean and standard deviation do
appear to trace the polarization gradient structures, and
hence may be better suited to probing turbulence than
the skewness. In particular, Figure 7 of Burkhart et al.
(2012) shows that both the mean and standard deviation
of the polarization gradient depend on the sonic Mach
number, and so these statistics may prove useful. This is
expected, as stronger turbulence should produce larger
variations in Stokes Q and U , and hence larger values
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Fig. 14.— The median skewness (dimensionless) of the polarization gradient map at 150′′ resolution, measured at each longitude, for
different sizes of the evaluation box used to calculate the skewness. The median skewness measured using an evaluation box with a width
of 40, 80 and 120 beams are shown as blue circles, red triangles, and green squares respectively.
of |∇P|. Kurtosis, on the other hand, appears to attain
its highest values around the edges of bright polarization
gradient regions, similar to the skewness. Hence, we con-
clude that the kurtosis of the polarization gradient is not
an ideal statistic for studying interstellar turbulence.
Although the mean and standard deviation of the po-
larization gradient appear to be promising statistics, they
are not perfect, as a foreground depolarizing object will
affect the values of the mean and standard deviation
around the edges of the object. Topological statistics
such as the genus may not be affected by foreground
depolarizers, and hence may be suitable candidates for
study, as suggested by Burkhart et al. (2012).
7. DISCUSSION
From the mosaics of |∇P| that we have produced, we
find that there is significant gradient signal over approx-
imately 70% of the area of the survey. Based on our
knowledge of the polarization horizon throughout the
survey, these gradients are typically caused by magneto-
ionic material within 3-4 kpc. In contrast, polarized in-
tensity above the noise level is detected in virtually every
direction in the data of Landecker et al. (2010). This is
partly a result of sensitivity, but there are definitely di-
rections in which the polarized signal is smooth: turbu-
lence is not seen in all directions. A prime example is the
Fan region, 120◦ < ` < 160◦ for latitudes above b ≈ 1◦.
In Figure 2 most of this area shows the hexagonal noise
pattern and no significant |∇P| signal. This is a region
of strong polarized intensity (Landecker et al. 2010), and
the polarized signal here is very smooth, at least that
part of it that lies within the polarization horizon.
A contrast is found in the area 70◦ < ` < 85◦, around
the perimeter of the Cygnus-X region. The gradient sig-
nal is low here simply because the polarized intensity
is very low; again, the hexagonal noise pattern becomes
prominent.
We observe that the polarization gradient structures
vary with angular resolution. This suggests that the
turbulent features that are revealed by the polarization
gradient method exist at different depths within the ob-
served volume. The observations sample everything in
a cone between the telescope and the polarization hori-
zon. If the mechanisms that create turbulence are simi-
lar throughout the cone then the turbulent features will
have approximately the same physical size throughout
and convolution will sample structure at different dis-
tances. For example, the polarization gradient structures
observed at poor angular resolution may be closer to the
observer, or be very large features that are far away. The
polarization gradient structures also are not correlated
with the diffuse Stokes I over most of the survey, imply-
ing that the polarization gradient filaments are mostly
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Fig. 15.— The a) mean (K/degree), b) standard deviation (K/degree), and d) kurtosis (dimensionless) of the polarization gradient map
of the northern latitude extension of the CGPS, c), smoothed to 150′′ resolution. A logarithmic color scale is used for the kurtosis.
caused by Faraday rotation and depolarization (either
within the emitting region, or between the source and
the observer), rather than changes in the strength of the
magnetic field perpendicular to our line of sight, within
the emitting region.
In the northern latitude extension of the CGPS, we
find that the polarization gradient features are stronger
at the disk-halo transition, located at b ≈ 8◦, than in the
mid-plane of the Galaxy, or at higher Galactic latitudes.
This could imply that the turbulence in the disk-halo
transition region is very strong, and this can perhaps be
ascribed to infall processes (Putman et al. 2012, Frater-
nali et al. 2013) creating MHD instabilities. Our sample
of the disk-halo transition covers only a small range of
longitudes, and it is important that more extensive ob-
servations be made to verify our suggestion.
We have found that there appears to be a morpho-
logical difference in the polarization gradients observed
towards the anti-center and inner Galaxy, with the gradi-
ents observed in the inner Galaxy appearing to be smaller
and less elongated. This may indicate that turbulence
in the inner Galaxy is stronger on small scales, or that
the observed turbulence is further away than the turbu-
lence observed towards the anti-center, for example in the
“window” of the polarization horizon that lies between
` ≈ 60◦ and ` ≈ 80◦.
Although we observe morphological differences be-
tween the polarization gradients observed towards the
anti-center and inner Galaxy, we find that the skewness
of the polarization gradient does not depend on Galac-
tic longitude, for any evaluation box size. Addition-
ally, we find that despite there being numerous “double-
jump” features throughout the CGPS, denoting shocks,
the skewness rarely attains values indicative of super-
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sonic turbulence coincident with these features. If the
skewness were a reliable probe of turbulence, then this
would indicate that the regime of turbulence does not
change very much throughout the observed region of the
Galaxy. However, as the skewness of the polarization
gradient is very sensitive to the angular resolution of the
observation, and the size of the evaluation box, we be-
lieve that the skewness primarily probes the number and
magnitude of inhomogeneities within the evaluation box.
If a suitably uniform area of the sky can be found, then
the skewness may probe turbulence in this area, although
high angular resolution observations will be required to
properly probe the turbulence.
Our conclusion that the skewness of the polarization
gradient is an unreliable statistic affects our interpreta-
tion of the results presented by Gaensler et al. (2011), Ia-
cobelli et al. (2014) and Sun et al. (2014). Gaensler et al.
(2011) introduced the polarization gradient method, and
suggested that the magneto-ionic turbulence observed in
the SGPS test region is transonic, based on the morphol-
ogy of the polarization gradients they observed and a
measured skewness of 0.3. Iacobelli et al. (2014) applied
the gradient technique to the entire Southern sky, at an
angular resolution of 10.8′. Their work is complemen-
tary to ours in the sense that we concentrate mainly on
emission in the Galactic plane while they avoid the plane
and concentrate their analysis on higher latitudes. Un-
fortunately, there is no overlap between our survey region
and theirs. Iacobelli et al. (2014) analyze PDF statistics
in eleven regions of size 25◦ × 25◦. Out of these regions,
they find that five of them are ‘Faraday thin’ (little Fara-
day rotation occurring within the emission region), and
deduce from the skewness of the polarization gradient
that the turbulence is sub- to transonic in these areas.
Two of the regions lie in the Galactic plane, and they
report skewness values of 1.56 and 1.70 for these regions.
Sun et al. (2014) analyzed S-PASS data for the Galactic
plane within 10◦ < ` < 34◦ and |b| < 5◦, at a frequency
of 2.3 GHz with 10′ resolution. From the skewness of
the polarization gradients they observed, 1.9, they con-
cluded that the turbulence in the warm ionized medium
in this direction of the sky was transonic. For their ob-
servations at 4.8 GHz, Sun et al. (2014) found that the
polarized structures were intrinsic to the emitting region,
and so the skewness did not probe the turbulence in the
warm-ionized medium. We notice that the skewness val-
ues reported by Iacobelli et al. (2014) and Sun et al.
(2014) are similar, and that the skewness value reported
by Gaensler et al. (2011) is similar to the skewness val-
ues we observe away from the edges of bright polarisation
gradient regions.
As the observations used by Iacobelli et al. (2014) and
Sun et al. (2014) have similar angular resolution, and
the resolution of the SGPS test region (75′′) is similar
to that of the CGPS, we conclude that the difference in
measured skewness values may be caused by the different
angular resolutions of these studies. This supports our
finding that the skewness of the polarization gradient
is more sensitive to the angular resolution and the size
of the box used to calculate the skewness, than to the
underlying turbulence in the warm-ionized medium.
As the skewness of the polarization gradient is affected
by foreground depolarizing regions, it is possible that the
normalized polarization gradient, |∇P|/|P| will not be
affected by these regions. This may lead one to assume
that the skewness of the normalized polarization gradi-
ent may be a suitable probe of turbulence. However,
the normalized polarization gradient is noisy in depolar-
ized regions, and so the measured skewness will likely be
strongly affected by noise in the image.
Whereas Iacobelli et al. (2014) and Sun et al. (2014)
relied on the skewness of the polarization gradient to
determine the regime of turbulence in their observed re-
gions of the warm-ionized medium, Burkhart et al. (2012)
used the genus statistic to show that the turbulence ob-
served in the SGPS test region is transonic. There is
still evidence that the regime of turbulence in the warm-
ionized medium of the Milky Way is transonic. Future
studies analyzing other statistics of the polarization gra-
dient, or analyzing the statistics of the polarization gra-
dient for different angles between the line of sight and
the mean magnetic field, will be required to place reli-
able constraints on the regime of turbulence. In particu-
lar, the mean and standard deviation of the polarization
gradient, or morphological statistics such as the genus
may prove useful. New simulations of inhomogeneous
turbulence also have the potential to shed light on how
observed statistics of the polarization gradient should be
interpreted.
8. CONCLUSIONS
We have presented polarization gradient data for the
entire CGPS, ∼1300 square degrees imaged with ar-
cminute resolution at 1.4 GHz. We have found qualita-
tive differences in the morphology of polarization gradi-
ent structures within the Galactic plane, and in the disk-
halo transition region, which suggests that the regime of
turbulence within the mid-plane of the Milky Way varies
with position. To quantify changes in the regime of tur-
bulence, we have calculated the skewness of the polar-
ization gradient for the entire CGPS using a sliding box
method. We found that the skewness of the polarization
gradient acts as an edge-detector, as it attains its largest
values on the edges of bright polarization gradient re-
gions. Regions with moderate values of skewness may
have an unknown contribution from such edges, mean-
ing that the skewness of the polarization gradient does
not directly probe turbulence. Furthermore, we find that
the skewness maps observed are sensitive to the angular
resolution and the size of the evaluation box used to cal-
culate the skewness. We find no significant variation in
skewness with longitude.
These findings imply that the skewness of the polariza-
tion gradient does not probe the underlying turbulence,
casting doubt on previous deductions of the regime of
turbulence from the skewness of the polarization gradi-
ent. We do not believe that our findings are a result
of how the CGPS data have been processed, as we have
masked point sources, ensured that the smoothing pro-
cedure does not introduce false gradients around masks,
and observe the same edge detection in the skewness map
of the polarization gradient image of the Southern Galac-
tic Plane Survey test region.
We conclude that the skewness and kurtosis of the po-
larization gradient are not ideal probes of the magneto-
ionic turbulence revealed by polarization gradients as
they are too sensitive to observed inhomogeneities, and
so there is less evidence that turbulence in the warm-
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ionized medium is transonic. The mean and standard
deviation of the polarization gradient, or morphological
statistics of the gradient, may provide useful constraints
on the regime of turbulence.
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ABSTRACT
Linearly polarized emission is described, in general, in terms of the Stokes parameters Q and U , from
which the polarization intensity and polarization angle can be determined. Although the polarization
intensity and polarization angle provide an intuitive description of the polarization, they are affected
by the limitations of interferometric data, such as missing single-dish data in the u-v plane, from
which radio frequency interferometric data is visualized. To negate the effects of these artefacts,
it is desirable for polarization diagnostics to be rotationally and translationally invariant in the Q-
U plane. One rotationally and translationally invariant quantity, the polarization gradient, has been
shown to provide a unique view of spatial variations in the turbulent interstellar medium when applied
to diffuse radio frequency synchrotron emission. In this paper we develop a formalism to derive
additional rotationally and translationally invariant quantities. We present new diagnostics that can
be applied to diffuse or point-like polarized emission in any waveband, including a generalization of
the polarization gradient, the polarization directional curvature, polarization wavelength derivative,
and polarization wavelength curvature. In Paper II we will apply these diagnostics to observed and
simulated images of diffuse radio frequency synchrotron emission.
Subject headings: ISM: structure, magnetic fields — methods: analytical — polarization
1. INTRODUCTION
Observations of polarized emission are capable of providing unique insights on many astrophysical processes, which
cannot be obtained from an analysis of the total intensity emission alone. For example, the Zeeman splitting of atomic
and molecular spectral lines provides a method to measure the magnetic field in cold neutral or molecular gas (Crutcher
et al. 2010; Robishaw et al. 2015). Polarized thermal dust emission has been used to improve models of the large-scale
Galactic magnetic field (Planck Collaboration et al. 2016), and can provide insights on turbulent driving mechanisms
in the interstellar medium (ISM, Caldwell et al. 2017).
At radio wavelengths, observations of polarized synchrotron emission from point sources and its associated Faraday
rotation have been used to study the large-scale Galactic (Oppermann et al. 2015) and pan-Magellanic (Kaczmarek
et al. 2017) magnetic fields, and observations of polarized diffuse emission have been used to study the local ISM (Lenc
et al. 2016; Van Eck et al. 2017) and large Galactic structures (Sun et al. 2015; Hill et al. 2017). Radio observations can
also be used to study the magnetic fields of other galaxies. For example, O’Sullivan et al. (2013) probed the thermal
gas, magnetic field and radio-emitting electrons in the lobes of Centaurus A, coherent magnetic fields in galaxies
(Fletcher et al. 2011) and merging galaxies (Basu et al. 2017) have been detected, and fluctuations of the observed
polarized emission from M51 suggest that superbubbles and Parker instabilities drive the interstellar turbulence in
that galaxy (Mao et al. 2015).
In the future, polarimetry is set to play an even more significant role in improving our understanding of astrophysical
processes, as the Square Kilometre Array will provide detailed polarimetric information on millions of point sources,
and large areas of diffuse emission (see Gaensler et al. 2015 and Johnston-Hollitt et al. 2015 for an overview).
As the measurement of polarized emission has significant potential to provide unique insights, it is important to
ensure that all of the information encoded by the polarization state of the emission is extracted, in a manner that
is robust to observational artefacts and amenable to statistical analysis. For emission that is linearly polarized, the
intuitive quantities to measure are the polarization intensity P , and the polarization angle ψ, measured anti-clockwise
from North (see Hamaker & Bregman 1996 for an interpretation of the conventions established by the IAU 1974).
Rather than use P and ψ, we can also use the Stokes parameters Q and U to provide a complete description of
linearly polarized emission. The Stokes parameters are orthogonal decompositions of the linear polarization, such that
Q measures vertical and horizontal polarization, and U measures the polarization along diagonals at 45◦ to the vertical
and horizontal (see Stokes 1852, Gardner & Whiteoak 1966, and Saikia & Salter 1988 for introductions to the Stokes
parameters). From Q and U , the polarization intensity and polarization angle are calculated according to
P =
√
Q2 + U2, and ψ =
1
2
arctan
U
Q
. (1)
We can then define the complex polarization P = Q + iU , such that the polarization intensity P = |P |, and the
azimuthal angle in the complex Q-U plane is 2ψ.
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Although the polarization intensity and polarization angle are intuitive quantities, they suffer from the limitations of
interferometric data, and poor statistical properties, that complicate the link between these quantities and astrophysical
processes. For instance, while Q and U exhibit Gaussian noise properties, this is not true for P and ψ. The noise
in Q and U is squared when calculating P , having a Ricean distribution, and this causes the observed polarization
intensity to be biased towards larger values (Wardle & Kronberg 1974; Simmons & Stewart 1985). This has been a
key topic recently, with Montier et al. (2015a,b), Vidal et al. (2016) and Mu¨ller et al. (2017) examining how noise and
noise correlations affect P and ψ, and developing methods to remove the bias from polarization intensity.
A limitation of interferometric data that can influence the measured values of P and ψ is missing data in the u-v
plane, from which radio frequency interferometric data is visualized. If short-baseline data, or single-dish data, are
missing from the u-v plane, then the produced image will not display emission from large-scale structures. We can
consider the effect of missing short-baseline data as causing a translation in the Q-U plane, because we would need
to add the Stokes Q and U of the large-scale structure to the observed Q and U , in order to have a complete image.
Hence, we desire polarimetric diagnostics to be translationally invariant in the Q-U plane to avoid the effect of missing
short-baseline data. Rotation in the Q-U plane could be caused by rotating the coordinate system used to define the
polarization angle, as this would change the measured values of ψ. Any physically meaningful quantity should not
depend on the coordinate system used to measure it, and so we also desire polarimetric quantities that are rotationally
invariant in the Q-U plane.
A quantity that is rotationally and translationally invariant in the Q-U plane is the ‘polarization gradient’, |∇P |,
derived by Gaensler et al. (2011). The amplitude of the polarization gradient is given by
|∇P | =
√(
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2
, (2)
where x and y are the Cartesian axes of the image plane. Eq. 2 illustrates that the polarization gradient traces spatial
changes in Stokes Q and U , and hence spatial changes of the complex polarization as a whole. The angle that the
polarization gradient makes with the x axis of the image is given by
arg(∇P ) = arctan
[
sign
(
∂Q
∂x
∂Q
∂y
+
∂U
∂x
∂U
∂y
)√(
∂Q
∂y
)2
+
(
∂U
∂y
)2/√(
∂Q
∂x
)2
+
(
∂U
∂x
)2]
. (3)
Gaensler et al. (2011) calculated the amplitude of the polarization gradient for the Southern Galactic Plane Survey
(McClure-Griffiths et al. 2001), and found that it traced spatial variations in the warm-ionized medium caused by
vorticity, shear, and shocks, providing a unique view of interstellar turbulence. Burkhart et al. (2012) calculated the
amplitude of the polarization gradient for mock observations of synchrotron emission propagating through a turbulent
magnetoionic medium, and found that statistics of polarization gradient structures, such as the genus, were sensitive
to the regime of turbulence. The polarization gradient has been applied to observations by Iacobelli et al. (2014), Sun
et al. (2014) and Herron et al. (2017), to constrain the sonic Mach number of observed magnetoionic turbulence, and
Robitaille & Scaife (2015) found that there were different networks of filaments in the images of the amplitude of the
polarization gradient on different angular scales in a field of the Canadian Galactic Plane Survey (Landecker et al.
2010). Robitaille et al. (2017) also compared the polarization gradient to the E- and B-modes (Zaldarriaga & Seljak
1997) of diffuse synchrotron emission in the S-band Polarization All Sky Survey (Carretti 2010; Carretti et al. 2013),
and found that the two had similar properties, and provide complementary information on observed magnetoionic
turbulence.
Although new rotationally and translationally invariant quantities have yet to be examined, there has been progress
in developing promising diagnostics of turbulence. Soler et al. (2013) developed the Histogram of Relative Orientations,
and used it to study the alignment of the magnetic field with filaments of molecular gas. Lazarian & Pogosyan (2016)
introduced two new methods that use fluctuations in synchrotron polarization to study magnetoionic turbulence in the
ISM. The first method, Polarization Spatial Analysis, provides the spectrum of magnetic fluctuations, and is sensitive
to the ratio of the regular to the random magnetic field (Lee et al. 2016). The second method, Polarization Frequency
Analysis, provides information on the statistics of the magnetic field and Faraday rotation (Zhang et al. 2016). There
has also been progress in developing rotationally invariant methods of reducing polarimetric data, with Pratley &
Johnston-Hollitt (2016) constructing the Generalized Complex CLEAN method.
In this paper we derive new quantities that are rotationally and translationally invariant in the Q-U plane. In Section
2 we introduce the framework that we use to derive new invariant quantities. In Sections 3 and 4 we derive invariant
quantities that involve the first and second order spatial derivatives of Stokes Q and U respectively. We derive invariant
quantities that involve the first and second order derivatives of Q and U with respect to wavelength in Sections 5 and
6 respectively, and in Appendix A we derive quantities that depend on spatial and spectral derivatives of Q and U .
We discuss potential applications of the new invariant quantities in Section 7, and conclude in Section 8. Although
we focus on diffuse, radio-frequency synchrotron emission throughout this paper, we emphasize that the diagnostics
derived in this paper can be applied to any linearly polarized emission, in any waveband, and the interpretation of
the diagnostics will depend upon the object observed. In Paper II, we calculate these diagnostics for observed and
simulated radio synchrotron emission arising from the turbulent, magnetoionic ISM.
2. THEORETICAL FRAMEWORK
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Fig. 1.— A diagram illustrating the calculation of the polarization directional derivative. The image plane is on the left, and we calculate
the derivative of the polarization along a path, in the direction determined by the angle θ. The path in the image plane corresponds to a
path in the Q-U plane, and we calculate the speed at which we traverse this path. The background image is of polarization gradients from
a portion of the Canadian Galactic Plane Survey, see Herron et al. (2017) for more information.
To derive quantities that are rotationally and translationally invariant in the Q-U plane, we consider a region of the
sky that has been imaged over a range of wavelengths. We define the Cartesian x and y axes in this image, which
lies in the plane of the sky, as shown in Fig. 1. At a given wavelength λ, Stokes Q and U will vary across this
image, so we consider Q and U as functions of space and wavelength, i.e. Q = Q(x, y, λ2) and U = U(x, y, λ2). Note
that we consider Q and U as functions of λ2, rather than of λ, because a common cause of wavelength dependent
polarization is the Faraday rotation of polarized emission as it propagates through a magnetoionic medium, and this
effect is proportional to λ2. For the equations presented in this paper, it is also valid to replace λ2 with λ, or with the
frequency ν of the emission.
We consider moving along a line element in the image plane, of length ds, oriented at angle θ relative to the x-axis,
as shown in Fig. 1. As we move along this path, we trace out a corresponding path in the Q-U plane, parametrized by
the distance in the image plane, s. We can describe this path by a vector in the complex plane, P (s) = (Q(s), U(s)).
It is intuitively clear that the speed at which we traverse the path in the Q-U plane, and the shape of this path, are
invariant under rotations and translations of the Q-U plane.
The rate of change of the polarization vector with distance in the image plane is
∂P
∂s
=
(
∂Q
∂s
,
∂U
∂s
)
, (4)
where the derivatives of Q and U with respect to s can be found via the chain rule:
∂Q
∂s
=
∂Q
∂x
∂x
∂s
+
∂Q
∂y
∂y
∂s
, and
∂U
∂s
=
∂U
∂x
∂x
∂s
+
∂U
∂y
∂y
∂s
. (5)
By considering infinitesimal lengths in the image plane, we also have
∂x
∂s
= cos θ, and
∂y
∂s
= sin θ. (6)
Having established the framework for spatial derivatives of polarization, we now consider the analogous case of deriva-
tives with respect to wavelength. For this case, we consider a single point in the image plane, shown by a green dot
in Fig. 2. As we change the observing wavelength, a curve is traced in the Q-U plane, and the speed and curvature of
this path should be invariant quantities.
The rate of change of the polarization with respect to wavelength squared is then given by
∂P
∂λ2
=
(
∂Q
∂λ2
,
∂U
∂λ2
)
. (7)
To test whether a diagnostic is rotationally and translationally invariant in the Q-U plane, we consider rotating the Q-
U plane anti-clockwise by angle φ, and then translating the Q-U plane by a+ ib, so that the new complex polarization4
4 Equivalently, it is possible to translate first, and then rotate, to test that a diagnostic is rotationally and translationally invariant in a
similar fashion.
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Q
U
Fig. 2.— A diagram illustrating the calculation of the polarization wavelength derivative. The image plane is on the left, and we consider
the polarization at a pixel in the image, marked by the green dot. As the wavelength changes, a path is traversed in the Q-U plane, and
we calculate the speed at which we traverse this path. The background image is of polarization gradients from a portion of the Canadian
Galactic Plane Survey, see Herron et al. (2017) for more information.
is given by P ∗(x, y, λ2) = Qeiφ + iUeiφ + a + ib. By collecting real and imaginary parts, the values of Stokes Q and
U in the transformed plane, Q∗ and U∗, are given by
Q∗ = Q cosφ− U sinφ+ a, and U∗ = Q sinφ+ U cosφ+ b. (8)
We perform calculations on the transformed Stokes parameters, by substituting them for Q and U in Eq. 4 and Eq.
7. A diagnostic is then rotationally and translationally invariant in the Q-U plane if it is independent of φ, a, and b.
We note that it is possible to generalize this framework to include circular polarization, by considering the polarization
vector as P = (Q,U, V ), and three-dimensional rotations and translations, however this is beyond the scope of this
paper.
3. FIRST ORDER SPATIAL DERIVATIVES
We test our framework for calculating polarization diagnostics by attempting to derive the polarization gradient.
We start with Eq. 4 for spatial changes of complex polarization, and calculate the amplitude of this vector, to find
the total rate of change of polarization in a specified direction. This amplitude is∣∣∣∣∂P∂s
∣∣∣∣ =
√
cos2 θ
((
∂Q
∂x
)2
+
(
∂U
∂x
)2)
+ 2 cos θ sin θ
(
∂Q
∂x
∂Q
∂y
+
∂U
∂x
∂U
∂y
)
+ sin2 θ
((
∂Q
∂y
)2
+
(
∂U
∂y
)2)
. (9)
In Eq. 9, θ is a diagnostic parameter that can be specified to calculate the rate of change of the complex polarization
vector at a position in an image, in a specified direction. We call Eq. 9 the ‘polarization directional derivative’, and
it is rotationally and translationally invariant in the Q-U plane.
We interpret the polarization gradient as defined in Eqs. 2 and 3 as the maximum rate of change of the complex
polarization vector, and so we attempt to derive the polarization gradient by maximizing the polarization directional
derivative over θ. We first consider the simplest case, where the observed polarization has uniform polarization intensity
across the image. This case may occur if there is a sheet of polarized emission propagating through a Faraday rotating
medium, for instance, and we refer to it as the ‘backlit’ case. In this case, we substitute Q = P cos 2ψ and U = P sin 2ψ
into Eq. 9, and find that the directional derivative is given by∣∣∣∣∂P∂s
∣∣∣∣
backlit
= 2P
∣∣∣∣∂ψ∂x cos θ + ∂ψ∂y sin θ
∣∣∣∣, (10)
and it is maximized for an angle θmax,backlit given by
tan θmax,backlit =
∂ψ
∂y
/
∂ψ
∂x
=
∂Q
∂y
/
∂Q
∂x
=
∂U
∂y
/
∂U
∂x
. (11)
The maximum amplitude of the directional derivative for the case of backlit emission is then given by∣∣∣∣∂P∂s
∣∣∣∣
max,backlit
=
√
4P 2
(
∂ψ
∂x
)2
+ 4P 2
(
∂ψ
∂y
)2
=
√(
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2
= |∇P |, (12)
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and so for the case of backlit emission, the maximum amplitude of the directional derivative is the same as the
amplitude of the polarization gradient, as expected. However, our formula for the angle that maximizes the directional
derivative differs from the formula given for the angle that the polarization gradient makes with the x axis of the
image, given by Eq. 3. We will discuss possible reasons for this discrepancy at the end of this subsection.
For the most general case where both the polarization intensity and polarization angle vary across an image, we find
that the polarization directional derivative is maximized for an angle θmax that satisfies both
cos 2θmax =
−((∂Q∂y )2 − (∂Q∂x )2 + (∂U∂y )2 − (∂U∂x )2)√((
∂Q
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂x
)2
+
(
∂U
∂y
)2)2 − 4(∂Q∂x ∂U∂y − ∂Q∂y ∂U∂x )2 , and (13)
sin 2θmax =
2
(
∂Q
∂x
∂Q
∂y +
∂U
∂x
∂U
∂y
)√((
∂Q
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂x
)2
+
(
∂U
∂y
)2)2 − 4(∂Q∂x ∂U∂y − ∂Q∂y ∂U∂x )2 , (14)
and the maximum amplitude of the directional derivative is given by∣∣∣∣∂P∂s
∣∣∣∣
max
=
[
1
2
((
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2)
+
1
2
√((
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2)2
− 4
(
∂Q
∂x
∂U
∂y
− ∂Q
∂y
∂U
∂x
)2]1/2
. (15)
Both the maximum amplitude of the directional derivative and θmax are rotationally and translationally invariant in
the Q-U plane. From Eq. 15, it is clear that the maximum amplitude of the directional derivative differs from the
amplitude of the polarization gradient as given in Eq. 2. The difference lies in the final term beneath the square
root, which can be interpreted as the determinant of the Jacobian that defines the transformation between the image
and Q-U planes, or alternatively, as the amplitude of the cross product of the gradient of Q and the gradient of U .
If this term is zero, then the maximum amplitude of the directional derivative is the same as the amplitude of the
polarization gradient. This implies that the amplitude of the polarization gradient is only equal to the maximum
change of polarization for the special case of backlit emission, and so we will refer to the maximum amplitude of the
directional derivative as the ‘generalized polarization gradient’. We will discuss the interpretation of the polarization
gradient further in Section 3.1. As the generalized polarization gradient is very similar to the polarization gradient,
we believe that the generalized polarization gradient will similarly trace changes in the complex polarization that may
be caused by vorticity, shear, or shocks, when applied to diffuse synchrotron emission, and we test this proposal in
Paper II. From Eqs. 13 and 14, it is clear that θmax differs from arg(∇P ). We believe that the differences between
the generalized polarization gradient and the polarization gradient derived by Gaensler et al. (2011) arise because of
how the transformation between the image and Q-U planes is treated in our framework, which was not considered by
Gaensler et al. (2011). This caused Gaensler et al. (2011) to implicitly assume that the gradient of Q and the gradient
of U were in the same direction in the image plane.
In addition to calculating the maximum amplitude of the directional derivative, it is also possible to calculate the
minimum amplitude. This quantity could be used to determine contours on which the complex polarization does
not change, which could potentially be used to automatically identify polarization gradient filaments. The minimum
amplitude is attained for an angle θmin that satisfies
cos 2θmin =
((
∂Q
∂y
)2 − (∂Q∂x )2 + (∂U∂y )2 − (∂U∂x )2)√((
∂Q
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂x
)2
+
(
∂U
∂y
)2)2 − 4(∂Q∂x ∂U∂y − ∂Q∂y ∂U∂x )2 , and (16)
sin 2θmin =
−2(∂Q∂x ∂Q∂y + ∂U∂x ∂U∂y )√((
∂Q
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂x
)2
+
(
∂U
∂y
)2)2 − 4(∂Q∂x ∂U∂y − ∂Q∂y ∂U∂x )2 , (17)
and the minimum amplitude of the directional derivative is given by∣∣∣∣∂P∂s
∣∣∣∣
min
=
[
1
2
((
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2)
−
1
2
√((
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2)2
− 4
(
∂Q
∂x
∂U
∂y
− ∂Q
∂y
∂U
∂x
)2]1/2
. (18)
We note that the angles θmax and θmin do not differ by 90
◦ unless the determinant of the Jacobian of polarization
derivatives is zero, and so the directions that maximize and minimize the directional derivative are not necessarily
perpendicular.
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Fig. 3.— A diagram illustrating the calculation of the radial and tangential components of the polarization directional derivative. The
polarization directional derivative, expressed as a vector in the Q-U plane, is projected onto the radial and azimuthal basis vectors of the
Q-U plane.
3.1. Components of the Directional Derivative
As the polarization directional derivative is a vector in the Q-U plane, it is possible to decompose it into components
that are radial and azimuthal in the Q-U plane. The radial component quantifies how changes in polarization intensity
contribute to the directional derivative, and the azimuthal component, which we will hereafter refer to as the tan-
gential component, quantifies how changes in polarization angle, weighted by polarization intensity, contribute to the
directional derivative. This decomposition is illustrated in Fig. 3. The radial and tangential components can provide
information on whether individual polarization gradient features are caused by changes in polarization intensity or
polarization angle.
If changes in polarization intensity are dominant for a feature, then this could imply that the amount of depolarization
due to the addition of polarization vectors along the line of sight varies significantly between different positions, and it
follows that the medium producing the polarized emission may be very turbulent. This is true for both thermal dust
emission and for synchrotron emission. If changes in polarization angle are dominant, then this could indicate changes
in the regular magnetic field threading the observed region, as this would produce significant changes in the emitted
polarization angle in the case of thermal dust emission or synchrotron emission. Additionally, changes in the regular
magnetic field may also cause the amount of Faraday rotation along different lines of sight to vary significantly, in the
case of synchrotron emission.
To calculate the radial and tangential components of the directional derivative, we consider the radial and azimuthal
basis vectors in the Q-U plane, which are
rˆ = (cos 2ψ, sin 2ψ), and ψˆ = (− sin 2ψ, cos 2ψ) (19)
respectively. By projecting the directional derivative onto these basis vectors, we obtain the radial and tangential
components of the directional derivative, which are
∂P
∂s rad
= cos
(
arctan
U
Q
)(
∂Q
∂x
cos θ +
∂Q
∂y
sin θ
)
+ sin
(
arctan
U
Q
)(
∂U
∂x
cos θ +
∂U
∂y
sin θ
)
, and (20)
∂P
∂s tang
= − sin
(
arctan
U
Q
)(
∂Q
∂x
cos θ +
∂Q
∂y
sin θ
)
+ cos
(
arctan
U
Q
)(
∂U
∂x
cos θ +
∂U
∂y
sin θ
)
(21)
respectively. As the relationship between the directional derivative and the radial and azimuthal basis vectors changes
with translations of the Q-U plane, the radial and tangential components of the directional derivative are not trans-
lationally invariant quantities, although they are rotationally invariant. However, they are still useful as a means
of quantifying the contribution of changes in polarization intensity and polarization angle to the amplitude of the
directional derivative.
As for the directional derivative, it is possible to calculate the value of θ that maximizes the radial and tangential
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components of the directional derivative. The maximum of the radial component is
∂P
∂s rad, max
=
√(
Q∂Q∂x + U
∂U
∂x
)2
+
(
Q∂Q∂y + U
∂U
∂y
)2
Q2 + U2
, (22)
and this maximum is obtained for angle θrad, max that satisfies
cos θrad, max =
Q∂Q∂x + U
∂U
∂x√(
Q∂Q∂x + U
∂U
∂x
)2
+
(
Q∂Q∂y + U
∂U
∂y
)2 , and (23)
sin θrad, max =
Q∂Q∂y + U
∂U
∂y√(
Q∂Q∂x + U
∂U
∂x
)2
+
(
Q∂Q∂y + U
∂U
∂y
)2 . (24)
The maximum value of the tangential component is
∂P
∂s tang, max
=
√(
Q∂U∂x − U ∂Q∂x
)2
+
(
Q∂U∂y − U ∂Q∂y
)2
Q2 + U2
, (25)
and this maximum is obtained for angle θtang, max, not necessarily orthogonal to θrad, max, that satisfies
cos θtang, max =
Q∂U∂x − U ∂Q∂x√(
Q∂U∂x − U ∂Q∂x
)2
+
(
Q∂U∂y − U ∂Q∂y
)2 , and (26)
sin θtang, max =
Q∂U∂y − U ∂Q∂y√(
Q∂U∂x − U ∂Q∂x
)2
+
(
Q∂U∂y − U ∂Q∂y
)2 . (27)
By using the relationship between the Stokes parameters and P and ψ, we can express the maxima of the radial and
tangential components of the directional derivative in terms of the polarization intensity and polarization angle:
∂P
∂s rad, max
=
√(
∂P
∂x
)2
+
(
∂P
∂y
)2
, (28)
∂P
∂s tang, max
= 2P
√(
∂ψ
∂x
)2
+
(
∂ψ
∂y
)2
. (29)
Eq. 28 demonstrates that the maximum value of the radial component of the directional derivative is the same as the
gradient of polarization intensity5, and Eq. 29 shows that the maximum of the tangential component is the same as
the gradient of the polarization angle, weighted by polarization intensity. The advantage of Eqs. 22 and 25 is that
they provide a simple means of comparing the importance of changes in polarization intensity and polarization angle
throughout an image, and allow us to calculate these gradients without calculating the derivatives of the polarization
intensity or polarization angle, which suffer from noise bias. However, Eqs. 22 and 25 involve square roots of squared
quantities, and so are likely subject to a noise bias that is similar to the noise bias that affects polarization intensity
(Wardle & Kronberg 1974; Simmons & Stewart 1985). A statistical analysis is required to determine whether Eqs.
22 and 25 provide a more robust method of calculating gradients of the polarization intensity or polarization angle.
This analysis could be performed by calculating the gradients of the polarization intensity and polarization angle for
mock polarization images produced from simulations of turbulence, and comparing how the methods of calculating
the gradients behave when noise is added to the image. Such an analysis is well suited to a paper that investigates
how the diagnostics derived in this paper behave in the presence of noise, and is beyond the scope of this paper.
From Eqs. 22 and 25, we find that the maxima of the radial and tangential components of the directional derivative
are related to the polarization gradient according to
|∇P |2 =
(
∂P
∂s rad, max
)2
+
(
∂P
∂s tang, max
)2
. (30)
The polarization gradient is hence equal to the quadrature of the maximum values of the radial and tangential
components of the directional derivative, and hence to the quadrature of the gradients of polarization intensity and
polarization angle. While Eq. 30 suggests a Pythagorean relationship between these three quantities, we note that the
radial and tangential components of the directional derivative are maximized in directions that are not perpendicular,
in general. We also note that the radial and tangential components are not necessarily maximized for the same value
of θ, and so the radial and tangential components of the polarization gradient are not necessarily equal to the maximal
values of these components.
5 We note that the gradient of polarization intensity is different to the amplitude of the polarization gradient.
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4. SECOND ORDER SPATIAL DERIVATIVES AND CURVATURE
In the previous section we derived a formula for the speed at which we traverse a path in the Q-U plane as we move
across an image, as this quantity is a property of the traversed path that is invariant under rotations and translations
of the Q-U plane. Another invariant property of the traversed path is its curvature, which we derive in this section.
As the curvature is independent of the speed at which we traverse the path, the curvature has the potential to provide
a new way of visualizing magnetoionic turbulence, that is complementary to the gradient.
To derive the curvature of a path in the Q-U plane, we first need to re-parametrize it by the arc length of the path,
to ensure that the path is traversed at unit speed. This step is important in defining a unique value of the curvature
of the path, as traversing the path at different speeds will lead to different measured accelerations (see do Carmo 2016
for more information).
We let z(s) be the arc length in the Q-U plane, such that z = 0 when s = 0,
z(s) =
∫ s
0
∣∣∣∣∂P∂s′
∣∣∣∣ ds′. (31)
We now re-parametrize the complex polarization vector to be a function of arc length, P (z). We note that we can
only make this re-parametrization if the directional derivative is non-zero in the direction that we wish to calculate
the curvature in. We can then calculate the unit-length velocity vector of the re-parametrized curve,
∂P
∂z
=
(
∂Q
∂z
,
∂U
∂z
)
, (32)
and the acceleration vector, which is perpendicular to the velocity vector, is
∂2P
∂z2
=
(
∂2Q
∂z2
,
∂2U
∂z2
)
. (33)
The amplitude of the acceleration vector gives the curvature of the path in the Q-U plane. Although we omit the
derivation here, it is possible to calculate the second derivatives of the Stokes parameters with respect to z, in terms
of x, y and θ, by using the chain rule and the Fundamental Theorem of Calculus. We call the amplitude of the
acceleration vector the ‘polarization directional curvature’, ks(x, y, λ
2; θ):
ks(x, y, λ
2; θ) =
∣∣∣∣∂P∂s
∣∣∣∣−3[cos3 θ(∂Q∂x ∂2U∂x2 − ∂U∂x ∂2Q∂x2
)
+ 2 cos2 θ sin θ
(
∂Q
∂x
∂2U
∂x∂y
− ∂U
∂x
∂2Q
∂x∂y
)
+
cos2 θ sin θ
(
∂Q
∂y
∂2U
∂x2
− ∂U
∂y
∂2Q
∂x2
)
+ 2 cos θ sin2 θ
(
∂Q
∂y
∂2U
∂x∂y
− ∂U
∂y
∂2Q
∂x∂y
)
+
cos θ sin2 θ
(
∂Q
∂x
∂2U
∂y2
− ∂U
∂x
∂2Q
∂y2
)
+ sin3 θ
(
∂Q
∂y
∂2U
∂y2
− ∂U
∂y
∂2Q
∂y2
)]
, (34)
and we find that this quantity is rotationally and translationally invariant in the Q-U plane by using the method
outlined in Section 2. Note that in Eq. 34, we divide by the cube of the amplitude of the directional derivative, which
reflects the fact that it is not valid to re-parametrize by arc length if the directional derivative is zero at a particular
point in an image, in a specified direction. A convenient way of avoiding the problem of zero directional derivative is to
calculate the directional curvature in the direction that maximizes the directional derivative, θmax. This ensures that
the curvature is calculated in a direction for which it is valid to calculate the curvature, at every pixel of an image.
The only pixels that are exceptions to this are those for which the maximum amplitude of the directional derivative is
zero, and in this case the curvature cannot be calculated in any direction for the pixel.
We also note that because the directional derivative (which is approximately proportional to polarization intensity)
is cubed in the denominator of Eq. 34, and the numerator of Eq. 34 scales as the polarization intensity squared, the
directional curvature is approximately inversely proportional to polarization intensity. This means that the curvature
can be very large in areas of high noise, and these areas should be masked prior to calculating the curvature.
Unlike the directional derivative, the polarization directional curvature can be either positive or negative. Positive
curvature corresponds to a path that we traverse in an anti-clockwise direction (the cross product of the unit velocity
vector and the acceleration vector points out of the Q-U plane), and negative curvature corresponds to a path that
is traversed in a clockwise direction. Reversing the direction in which we calculate the directional curvature in the
image plane causes the direction that we traverse the path in the Q-U plane to reverse, and so it causes the sign of the
curvature to flip. This means that we only need to calculate the directional curvature for values of θ between 0◦ and
180◦, as the curvature for other values of θ will only differ in sign from the curvature for values of θ in this range.
While it should be possible to determine an analytic expression for the value of θ that maximizes the directional
curvature, and the maximum directional curvature, it is mathematically arduous to do so. Instead, the maximum
value of the directional curvature can be determined numerically, by calculating the curvature for various values of θ.
Any path in a two-dimensional plane, such as the Q-U plane, is completely defined by its velocity vector and its
curvature, and hence we do not expect there to be any other rotationally and translationally invariant quantities that
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are independent of the directional derivative and directional curvature, and which only involve spatial derivatives of
the complex polarization, in a specified direction of the image.
5. FIRST ORDER WAVELENGTH DERIVATIVES
In this section, we consider how the complex polarization vector changes as we vary the observing wavelength, at a
given pixel of the image, as shown in Fig. 2. For the case of synchrotron emission from a discrete or diffuse source, these
wavelength derivatives have the potential to reveal the statistics of the turbulent Faraday rotating medium, as they
probe the interference of polarization subjected to differing amounts of Faraday rotation, similar to the Polarization
Frequency Analysis method developed by Lazarian & Pogosyan (2016).
We define the polarization wavelength derivative as a vector in the Q-U plane by Eq. 7. As was the case for the
polarization directional derivative, the amplitude of this vector is rotationally and translationally invariant in the
Q-U plane, and it is given by ∣∣∣∣ ∂P∂λ2
∣∣∣∣ =
√(
∂Q
∂λ2
)2
+
(
∂U
∂λ2
)2
. (35)
We will refer to Eq. 35 as the ‘polarization wavelength derivative’. We note that Lazarian & Pogosyan (2016)
investigated the correlation function of the vector form of the polarization wavelength derivative, and found that it
was sensitive to Faraday rotation. It is possible that the correlation function of Eq. 35 is also sensitive to Faraday
rotation, whilst also being rotationally and translationally invariant in the Q-U plane.
As was done for the directional derivative (Eq. 9), it is possible to calculate the radial and tangential components
of the wavelength derivative in the Q-U plane. The radial and tangential components of the wavelength derivative are
given by
∂P
∂λ2 rad
= cos
(
arctan
U
Q
)
∂Q
∂λ2
+ sin
(
arctan
U
Q
)
∂U
∂λ2
, and (36)
∂P
∂λ2 tang
= − sin
(
arctan
U
Q
)
∂Q
∂λ2
+ cos
(
arctan
U
Q
)
∂U
∂λ2
, (37)
respectively. The radial and tangential components of the wavelength derivative are not translationally invariant in the
Q-U plane, but are rotationally invariant. The radial component of the wavelength derivative quantifies how changes in
polarization intensity with wavelength contribute to the wavelength derivative, and the tangential component quantifies
how changes in the polarization angle, weighted by the polarization intensity, contribute to the wavelength derivative.
As was the case with the radial and tangential components of the directional derivative, if the wavelength derivative of
synchrotron emission is dominated by changes in polarization intensity, it implies that the emitting medium is highly
turbulent, due to depolarization of Faraday rotated polarization vectors along the line of sight. If the wavelength
derivative of synchrotron emission is dominated by changes in polarization angle, it may indicate the presence of a
strong, regular magnetic field that is causing significant Faraday rotation of the polarization vectors.
6. SECOND ORDER WAVELENGTH DERIVATIVES AND CURVATURE
We can also calculate the curvature of the path traversed in the Q-U plane as the wavelength changes, by first
defining the arc length of this path, l(λ2), by
l(λ2) =
∫ λ2
λ2min
∣∣∣∣ ∂P∂λ′2
∣∣∣∣ dλ′2, (38)
where λ2min is calculated at the smallest observed wavelength. Assuming that the wavelength derivative is non-zero
at this pixel, and at this wavelength, we can re-parametrize the path in the Q-U plane as P (l). Then the first order
derivative of P (l) with respect to l provides the unit-length velocity along the path, and the second order derivative
∂2P
∂l2
=
(
∂2Q
∂l2
,
∂2U
∂l2
)
(39)
is the acceleration vector, whose amplitude gives the curvature of the path. We call this the ‘polarization wavelength
curvature’,
kλ(x, y, λ
2) =
∣∣∣∣ ∂P∂λ2
∣∣∣∣−3[ ∂Q∂λ2 ∂2U∂(λ2)2 − ∂U∂λ2 ∂2Q∂(λ2)2
]
, (40)
and it is rotationally and translationally invariant in the Q-U plane. Similar to the directional curvature, the wavelength
curvature is approximately inversely proportional to polarization intensity, and can be positive or negative, where
positive curvature corresponds to a path that is traversed anti-clockwise, and negative curvature corresponds to a
path that is traversed clockwise, as depicted in Fig. 4. In Fig. 4 we display paths in the Q-U plane that have the
same positive curvature (on the left) and the same negative curvature (on the right), but that have been rotated and
translated around the Q-U plane. We note that the rotation measure, defined as the rate of change of the polarization
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Fig. 4.— A diagram illustrating the interpretation of positive (anti-clockwise, left) and negative (clockwise, right) curvature. All curves
on the left are the same, as are all curves on the right. Note that the rotation measure, defined as the rate of change of polarization angle,
is different for all of the curves on the left. However, the polarization wavelength derivative and wavelength curvature are the same for all
of these curves.
angle, and commonly used to measure Faraday rotation due to a magnetoionic medium, is different for all of the
paths on the left of Fig. 4. The polarization wavelength derivative and wavelength curvature, on the other hand, are
invariant, and so may provide a more robust means of studying Faraday rotation.
7. DISCUSSION
The polarization diagnostics that we have presented have potential applications to different forms of polarized
emission. For observations of polarized, thermal dust emission, and diffuse synchrotron emission, the polarization
directional derivative and directional curvature describe spatial variations in the magnetic field and density, which
may be caused by vorticity, shear, or shocks. For these different emission types, interstellar turbulence plays a large
role, and so statistics of the directional derivative and directional curvature could be used to constrain properties of
turbulence in different phases of the ISM, by using the same approach as Burkhart et al. (2012).
For polarized dust emission, the polarization wavelength derivative may trace how the density and magnetic field
of dust at different temperatures changes, as cooler dust may dominate the observed polarized emission at long
wavelengths. When the polarization wavelength derivative is applied to radio-frequency synchrotron emission, it
should mostly probe Faraday rotation within and in front of the emitting region (this is the dominant wavelength-
dependent mechanism), providing insight on the turbulent magnetoionic medium along the line of sight. In both
cases, statistics of polarization wavelength derivative and wavelength curvature maps could be used to help constrain
properties of turbulence.
Polarization wavelength derivatives can also be applied to discrete sources of polarized synchrotron emission, such
as unresolved radio galaxies. In this context, the wavelength derivative and wavelength curvature can provide a new
way of studying the interference of different polarized components within the telescope beam, such as the lobes and
nucleus of a radio galaxy. In particular, as the wavelength derivative and wavelength curvature completely describe
the dependence of polarization on wavelength in a manner that is robust to observational artefacts, they could be
incorporated into the QU -fitting method that is currently used to fit models of polarized emission from radio galaxies
to observations (e.g. O’Sullivan et al. 2012, Anderson et al. 2016).
Although we do not investigate the noise statistics of our derived diagnostics in this paper, we note that because
all of our invariant diagnostics involve a square root of squared quantities (the polarization directional curvature and
polarization wavelength curvature have such terms in their denominators), they will be subject to a noise bias similar
to the Ricean bias that affects polarization intensity. None of our diagnostics have a Ricean noise distribution, and so
it will be necessary to analyze the noise properties of each diagnostic in order to understand the behaviour of these
diagnostics when applied to a noisy signal.
8. CONCLUSIONS
We have derived new quantities that are rotationally and translationally invariant in the Q-U plane, that can be
applied to polarimetric observations of any object, at any wavelength. These include the polarization directional deriva-
tive and directional curvature, which completely describe spatial changes of the complex polarization in a specified
direction. As the generalized polarization gradient is very similar to the polarization gradient, it traces spatial varia-
tions in magnetoionic media, such as vorticity, shear, and shocks. We have also derived the polarization wavelength
derivative and wavelength curvature, which completely describe spectral changes of the complex polarization. These
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two quantities should provide a robust, sensitive method of studying Faraday rotation. In Paper II, we will examine
these diagnostics for the case of diffuse, radio-frequency synchrotron emission arising from the turbulent, magnetized,
warm-ionized medium.
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APPENDIX
APPENDIX A: MIXED DERIVATIVES
In addition to studying how the complex polarization varies across the image and with wavelength, it is possible to
examine how the complex polarization depends on spatial and spectral changes simultaneously. The resultant quantity
can be considered as the spatial derivative of the wavelength derivative, or equivalently as the wavelength derivative
of the directional derivative. We obtain this quantity by differentiating Eq. 4 with respect to wavelength
∂
∂λ2
(
∂P
∂s
)
=
(
cos θ
∂2Q
∂λ2∂x
+ sin θ
∂2Q
∂λ2∂y
, cos θ
∂2U
∂λ2∂x
+ sin θ
∂2U
∂λ2∂y
)
. (A1)
Eq. A1 quantifies how spatial changes in polarization depend on wavelength, and the amplitude of this vector, which
we call the ‘polarization mixed derivative’,∣∣∣∣ ∂∂λ2
(
∂P
∂s
)∣∣∣∣ = [cos2 θ(( ∂2Q∂λ2∂x
)2
+
(
∂2U
∂λ2∂x
)2)
+ 2 sin θ cos θ
(
∂2Q
∂λ2∂x
∂2Q
∂λ2∂y
+
∂2U
∂λ2∂x
∂2U
∂λ2∂y
)
+
sin2 θ
((
∂2Q
∂λ2∂y
)2
+
(
∂2U
∂λ2∂y
)2)]1/2
, (A2)
is rotationally and translationally invariant in the Q-U plane. As was the case with the directional derivative, we can
maximize Eq. A2 with respect to θ. We find that the maximal mixed derivative is given by∣∣∣∣ ∂∂λ2
(
∂P
∂s
)∣∣∣∣
max
=
[
1
2
((
∂2Q
∂λ2∂x
)2
+
(
∂2U
∂λ2∂x
)2
+
(
∂2Q
∂λ2∂y
)2
+
(
∂2U
∂λ2∂y
)2)
+
1
2
√((
∂2Q
∂λ2∂x
)2
+
(
∂2U
∂λ2∂x
)2
+
(
∂2Q
∂λ2∂y
)2
+
(
∂2U
∂λ2∂y
)2)2
− 4
(
∂2Q
∂λ2∂x
∂2U
∂λ2∂y
− ∂
2Q
∂λ2∂y
∂2U
∂λ2∂x
)2]1/2
,
(A3)
and this maximal value is obtained for angle θmix, max that satisfies both of
cos 2θmix, max =
−(( ∂2Q∂λ2∂y )2 − ( ∂2Q∂λ2∂x)2 + ( ∂2U∂λ2∂y )2 − ( ∂2U∂λ2∂x)2)√((
∂2Q
∂λ2∂x
)2
+
(
∂2Q
∂λ2∂y
)2
+
(
∂2U
∂λ2∂x
)2
+
(
∂2U
∂λ2∂y
)2)2 − 4( ∂2Q∂λ2∂x ∂2U∂λ2∂y − ∂2Q∂λ2∂y ∂2U∂λ2∂x)2 , and (A4)
sin 2θmix, max =
2
(
∂2Q
∂λ2∂x
∂2Q
∂λ2∂y +
∂2U
∂λ2∂x
∂2U
∂λ2∂y
)√((
∂2Q
∂λ2∂x
)2
+
(
∂2Q
∂λ2∂y
)2
+
(
∂2U
∂λ2∂x
)2
+
(
∂2U
∂λ2∂y
)2)2 − 4( ∂2Q∂λ2∂x ∂2U∂λ2∂y − ∂2Q∂λ2∂y ∂2U∂λ2∂x)2 . (A5)
Another diagnostic that combines spatial and spectral derivatives is the angle between the directional derivative (Eq.
4) and wavelength derivative (Eq. 7) in the Q-U plane. This angle is rotationally and translationally invariant in the
Q-U plane, and quantifies how different the spatial and spectral changes in the polarization are. Similarly, the angle
between the directional curvature (Eq. 33) and the wavelength curvature (Eq. 39) is rotationally and translationally
invariant in the Q-U plane.
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ABSTRACT
Diagnostics of polarized emission provide us with valuable information on the Galactic magnetic
field and the state of turbulence in the interstellar medium, which cannot be obtained from syn-
chrotron intensity alone. In Paper I (Herron et al. 2017b), we derived polarization diagnostics that
are rotationally and translationally invariant in the Q-U plane, similar to the polarization gradient. In
this paper, we apply these diagnostics to simulations of ideal magnetohydrodynamic turbulence that
have a range of sonic and Alfvénic Mach numbers. We generate synthetic images of Stokes Q and U for
these simulations, for the cases where the turbulence is illuminated from behind by uniform polarized
emission, and where the polarized emission originates from within the turbulent volume. From these
simulated images we calculate the polarization diagnostics derived in Paper I, for different lines of
sight relative to the mean magnetic field, and for a range of frequencies. For all of our simulations,
we find that the polarization gradient is very similar to the generalized polarization gradient, and
that both trace spatial variations in the magnetoionic medium for the case where emission originates
within the turbulent volume, provided that the medium is not supersonic. We propose a method
for distinguishing the cases of emission coming from behind or within a turbulent, Faraday rotating
medium, and a method to partly map the rotation measure of the observed region. We also speculate
on statistics of these diagnostics that may allow us to constrain the physical properties of an observed
turbulent region.
Subject headings: ISM: structure, magnetic fields — magnetohydrodynamics (MHD) — polarization
— techniques: polarimetric
1. INTRODUCTION
Turbulence and magnetic fields are both ubiquitous
throughout the multi-phase interstellar medium (ISM)
(see Armstrong et al. 1995 and Haverkorn 2015 respec-
tively), and have a large impact on the formation of stars
(e.g. Elmegreen & Scalo 2004; Scalo & Elmegreen 2004;
McKee & Ostriker 2007; Falceta-Gonçalves et al. 2014;
Hennebelle & Iffrig 2014; Federrath 2015), the exchange
of gas between the disk and the halo of the Milky Way
(e.g. Joung et al. 2012; Beck & Wielebinski 2013), and
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the stellar life cycle as a whole (Ferrière 2001).
Whereas the formation of stars from turbulent molec-
ular clouds is a focal point for current research, less em-
phasis is placed on the diffuse warm-ionized medium. As
the turbulence in the cold-neutral medium is inherited
from the warm-ionized medium (see the review by McKee
& Ostriker 2007, and references therein), a greater under-
standing of the properties of the turbulence in the warm-
ionized medium will provide us with an enhanced under-
standing of the lifecycle of interstellar gas. Addition-
ally, the warm-ionized medium provides us with unique
probes of the interstellar magnetic field (Haverkorn &
Spangler 2013), which can be used to study the struc-
ture and evolution of the Galactic magnetic field (Beck
& Wielebinski 2013; Haverkorn 2015), with implications
for the history of star formation in the Milky Way.
The diffuse warm-ionized medium can be studied by
observing Hα emission (e.g. the Wisconsin H Alpha
Mapper, Haffner et al. 2003), or it can be studied at ra-
dio wavelengths by observing the linearly polarized syn-
chrotron emission radiated by ultra-relativistic electrons,
that are spiralling around magnetic field lines (Ginzburg
& Syrovatskii 1965). Recently it was found that the
statistics of total synchrotron intensity can provide us
with information on the orientation of the mean magnetic
field relative to the line of sight (Lazarian et al. 2017),
the compressibility of the magnetoionic medium (any
magnetized and ionized medium, Lazarian & Pogosyan
2012), and how the turbulence is being driven (Herron
et al. 2017a). Herron et al. (2016) investigated whether a
statistical analysis of mock synchrotron intensity images
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could be used to constrain properties of the turbulence,
such as the sonic and Alfvénic Mach numbers, given by
Ms =
〈 |v|
cs
〉
, and MA =
〈 |v|
vA
〉
, (1)
respectively, where |v| is the amplitude of the velocity
vector v, cs is the sound speed, and vA = |B|/√ρ is
the Alfvén velocity, calculated from the amplitude of the
magnetic field B, and the density ρ. We use angled
brackets to denote an average over the turbulent volume.
Herron et al. (2016) found that statistics of synchrotron
intensity are sensitive to the Alfvénic Mach number, how-
ever they concluded that additional constraints are re-
quired to determine the Mach numbers, which could be
provided by statistics of polarization diagnostics.
Polarization diagnostics that are rotationally and
translationally invariant in the Stokes Q-U plane, such
as the spatial polarization gradient (Gaensler et al. 2011;
Burkhart et al. 2012), have great potential to provide ro-
bust statistics that we can use to constrain the regime
of turbulence, as they are unaffected by the limitations
of interferometric data, such as missing interferometer
spacings. The polarization gradient is given by (Gaensler
et al. 2011)
|∇P | =
√(
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2
,
(2)
where x and y are the horizontal and vertical axes of the
image plane, respectively, and P = Q + iU is the com-
plex polarization. Gaensler et al. (2011) found that the
polarization gradient traces spatial variations in the mag-
netoionic medium, and Burkhart et al. (2012) found that
statistics of the polarization gradient, such as the skew-
ness and genus, were sensitive to the sonic Mach number
of their simulations. However, Herron et al. (2017c) cast
doubt on the ability of the skewness of the polarization
gradient to probe the regime of turbulence, as they found
that the skewness of the gradient was very sensitive to
angular resolution, and the size of the evaluation box
used to calculate the skewness, in the Canadian Galactic
Plane Survey dataset (CGPS, Landecker et al. 2010).
Statistics of polarized emission that provide insight on
the properties of an observed turbulent region have also
been developed by Lazarian & Pogosyan (2016), which
involve correlation functions of the polarized emission.
These statistics have been applied to simulated turbu-
lence by Lee et al. (2016) and Zhang et al. (2016), and
to optical observations of blazar emission by Guo et al.
(2017).
In Herron et al. (2017b, hereafter Paper I) we derived new polarization diagnostics that are rotationally and transla-
tionally invariant in the Q-U plane, to work towards the discovery of complementary methods of constraining properties
of turbulence. These diagnostics include the:
• Generalized polarization gradient - Traces spatial changes in the observed complex polarization, and reduces to
the polarization gradient in the case of uniform polarized emission illuminating a turbulent region from behind.
Like the polarization gradient, this quantity may trace vorticity, shear, or shocks in the turbulence. Given by
Eq. 3, where s denotes distance in the image plane.∣∣∣∣∂P∂s
∣∣∣∣
max
=
[
1
2
((
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2)
+
1
2
√((
∂Q
∂x
)2
+
(
∂U
∂x
)2
+
(
∂Q
∂y
)2
+
(
∂U
∂y
)2)2
− 4
(
∂Q
∂x
∂U
∂y
− ∂Q
∂y
∂U
∂x
)2]1/2
. (3)
• Radial and tangential components of the polarization directional derivative - Trace how changes in polarization
intensity and polarization angle respectively contribute to the polarization directional derivative (although these
are not invariant). May provide insight on whether small-scale or large-scale spatial variations in the turbulence
are primarily responsible for the observed polarization. The maximum value of the radial component is given by
∂P
∂s rad, max
=
√(
Q∂Q∂x + U
∂U
∂x
)2
+
(
Q∂Q∂y + U
∂U
∂y
)2
Q2 + U2
, (4)
and the maximum value of the tangential component is given by
∂P
∂s tang, max
=
√(
Q∂U∂x − U ∂Q∂x
)2
+
(
Q∂U∂y − U ∂Q∂y
)2
Q2 + U2
. (5)
• Polarization directional curvature - Traces second order spatial changes in the observed polarization, and is
independent of the generalized polarization gradient, so may provide a new way of visualizing turbulence. At a
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wavelength λ, it is given by
ks(x, y, λ
2; θ) =
∣∣∣∣∂P∂s
∣∣∣∣−3[cos3 θ(∂Q∂x ∂2U∂x2 − ∂U∂x ∂2Q∂x2
)
+ 2 cos2 θ sin θ
(
∂Q
∂x
∂2U
∂x∂y
− ∂U
∂x
∂2Q
∂x∂y
)
+
cos2 θ sin θ
(
∂Q
∂y
∂2U
∂x2
− ∂U
∂y
∂2Q
∂x2
)
+ 2 cos θ sin2 θ
(
∂Q
∂y
∂2U
∂x∂y
− ∂U
∂y
∂2Q
∂x∂y
)
+
cos θ sin2 θ
(
∂Q
∂x
∂2U
∂y2
− ∂U
∂x
∂2Q
∂y2
)
+ sin3 θ
(
∂Q
∂y
∂2U
∂y2
− ∂U
∂y
∂2Q
∂y2
)]
. (6)
• Polarization wavelength derivative - Traces spectral changes in the observed polarization at a pixel of an image.
May provide new insight on turbulent Faraday rotation. Given by∣∣∣∣ ∂P∂λ2
∣∣∣∣ =
√(
∂Q
∂λ2
)2
+
(
∂U
∂λ2
)2
. (7)
• Polarization wavelength curvature - Traces second order spectral changes in the observed polarization at a pixel
of an image. Together with the polarization wavelength derivative, these diagnostics may provide a new robust
method of studying Faraday rotation. Given by
kλ(x, y, λ
2) =
∣∣∣∣ ∂P∂λ2
∣∣∣∣−3[ ∂Q∂λ2 ∂2U∂(λ2)2 − ∂U∂λ2 ∂2Q∂(λ2)2
]
. (8)
• Polarization mixed derivative - Traces spatial and spectral changes in the observed polarization. Given by∣∣∣∣ ∂∂λ2
(
∂P
∂s
)∣∣∣∣
max
=
[
1
2
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∂2Q
∂λ2∂x
)2
+
(
∂2U
∂λ2∂x
)2
+
(
∂2Q
∂λ2∂y
)2
+
(
∂2U
∂λ2∂y
)2)
+
1
2
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∂2Q
∂λ2∂x
)2
+
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∂2U
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+
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∂λ2∂x
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∂λ2∂y
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∂λ2∂y
∂2U
∂λ2∂x
)2]1/2
.
(9)
In this paper, we take a first step toward using these
diagnostics to place robust statistical constraints on the
physical properties of an observed turbulent region, by
investigating the qualitative information about the ob-
served turbulent region that is encoded in these diagnos-
tics. To approach this problem we calculate mock im-
ages of Stokes Q and U for synchrotron emission radiated
within or behind simulations of ideal magnetohydrody-
namic (MHD) turbulence, and calculate the polarization
diagnostics derived in Paper I from these images of Q and
U . We then compare the obtained diagnostics to physical
properties of the turbulence, such as the rotation mea-
sure, for different lines of sight, observing frequencies,
and for simulations in different regimes of turbulence.
We provide background information regarding polar-
ized synchrotron emission and Faraday rotation in Sec-
tion 2. In Section 3 we describe our MHD simulations,
and in Section 4 we describe the production of mock im-
ages of Stokes Q and U from the simulations. In Section
5 we examine the polarization gradient and generalized
polarization gradient, for the case where polarized emis-
sion is generated within the turbulent, Faraday-rotating
volume. In Section 6, we investigate how the radial and
tangential components of the directional derivative can
be used to compare the importance of large-scale and
small-scale changes in the warm-ionized medium. In Sec-
tion 7 we discuss methods to distinguish between the
cases where a turbulent medium is illuminated by back-
ground polarized emission, and where polarized emission
comes from within the turbulent medium. In Section 8
we outline a method to partly map the rotation measure
of an observed turbulent region. In Section 9 we discuss
the qualitative information that can be gained from an
analysis of the polarization diagnostics derived in Paper
I, and speculate on what statistics will provide sensitive
and robust probes of magnetoionic turbulence.
2. BACKGROUND
To derive the intensity of synchrotron emission at a
particular frequency, we need to consider the number
density of ultra-relativistic electrons that radiate at this
frequency. If we assume a homogeneous and isotropic
power-law distribution in energy, E, then the number
density N(E) of ultra-relativistic electrons with energies
between E and E + dE is given by (Ginzburg & Sy-
rovatskii 1965)
N(E) dE = KE2α−1 dE, (10)
for a normalization constant K, and spectral index α,
defined by intensity I ∝ να. The total intensity of the
synchrotron emission at frequency ν, I(ν) is then given
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by (Ginzburg & Syrovatskii 1965)
I(ν) =
e3
4pimec2
∫ L
0
√
3
2− 2αΓ
(
2− 6α
12
)
Γ
(
22− 6α
12
)
×(
3e
2pim3ec
5
)−α
KB1−α⊥ ν
α dL′, (11)
where e is the charge of an electron, me is the mass of an
electron, c is the speed of light, L is the distance along
the line of sight, over which we integrate the emissivity,
Γ is the gamma function, and B⊥ is the strength of the
magnetic field perpendicular to the line of sight. This
radiation is linearly polarized, with linear polarization
intensity P determined from the fractional polarization
p according to (Ginzburg & Syrovatskii 1965)
p =
P
I
=
3− 3α
5− 3α. (12)
The plane of linear polarization is oriented to be perpen-
dicular to the direction of the magnetic field projected
onto the sky, and described by the polarization angle
ψ, measured anti-clockwise from North (see Gardner &
Whiteoak 1966 and Saikia & Salter 1988 for more in-
formation on the polarization of synchrotron emission).
The polarization intensity and polarization angle are re-
lated to the Stokes parameters Q and U according to
Q = P cos 2ψ and U = P sin 2ψ, or equivalently
P =
√
Q2 + U2, and ψ =
1
2
arctan
U
Q
. (13)
We can then define the complex polarization as P =
Q + iU , which is a vector in the complex Q-U plane,
whose modulus is P , and whose argument is 2ψ.
Linearly polarized radio synchrotron emission pos-
sesses a unique ability to probe the turbulent magnetic
field in the warm-ionized medium, because of the Fara-
day rotation the emission experiences as it propagates
through a magnetoionic medium. If the intrinsic polar-
ization angle of the synchrotron emission at the point it
is emitted is ψ0, then the observed polarization angle ψ
is given by
ψ = ψ0 + RMλ2, (14)
where λ is the wavelength of the emission, and RM is the
rotation measure, given by
RM = 0.81
∫ 0
L
neB‖ dz rad m−2. (15)
In Eq. 15, we define the z axis to be along the line of
sight, ne is the number density of electrons, measured in
cm−3, B‖ is the strength of the magnetic field parallel
to the line of sight, in µG, such that B‖ is positive if
the parallel component of the magnetic field is toward
the observer, and we integrate from a position at z = L,
measured in parsecs, toward the observer.
For the situation where we have a beam of polarized
emission passing through a Faraday rotating volume, it is
possible to determine the rotation measure by measuring
how the polarization angle depends on λ2, and hence it
is possible to probe the electron density and magnetic
field of the diffuse warm-ionized medium. In general,
however, many sources of emission will be distributed
along the line of sight, and the polarized emission from
each source will experience a different rotation measure,
causing the plane of polarization to rotate at a different
rate. This causes the wavelength squared dependence
of the observed polarization angle to be non-linear, and
the rotation measure cannot be determined from fitting
a linear slope to the dependence of the polarization angle
on wavelength squared.
The superposition of polarization vectors that have ex-
perienced differing degrees of Faraday rotation will also
cause the observed polarization intensity to be lower
than the scalar sum of the polarization intensity of each
source, and this depolarization mechanism is referred to
as differential Faraday rotation (see Gardner &Whiteoak
1966 and Sokoloff et al. 1998 for more information). Dif-
ferential Faraday rotation is a form of depth depolariza-
tion, where emission is depolarized before reaching the
observer, due to the superposition of polarization vectors
with different polarization angles along the line of sight.
Another form of depth depolarization is called wave-
length independent depolarization, which occurs when
the projection of the magnetic field onto the plane of the
sky differs along the line of sight. This causes the intrin-
sic polarization angle along the line of sight to vary, and
depolarization will still occur in the high frequency limit
where Faraday rotation and differential Faraday rotation
are negligible.
Depth depolarization mechanisms, which are sensi-
tive to the turbulent fluctuations in the electron den-
sity and the magnetic field, complicate the link between
the observed polarized emission and the magnetic field
in the emitting region. This necessitates a statisti-
cal, wavelength-dependent approach to constraining the
properties of observed magnetoionic turbulence using po-
larization diagnostics.
3. MAGNETOHYDRODYNAMIC SIMULATIONS
We use the same simulations of ideal MHD turbulence
as those used by Gaensler et al. (2011), Burkhart et al.
(2012), and Herron et al. (2016). In this section, we
will summarize the key properties of these simulations,
and refer to Herron et al. (2016) for further details. The
simulations are run using the second-order-accurate hy-
brid essentially non-oscillatory code produced by Cho &
Lazarian (2003), which solves the ideal MHD equations
with periodic boundary conditions. The simulations have
512 pixels along each side, and all quantities are calcu-
lated in simulation units. Initially, each simulation cube
has uniform pressure and density, and a uniform mag-
netic field oriented along the x axis, as shown in Fig. 1.
The strength of the initial magnetic field can be altered
to change the final Alfvénic Mach number of the simula-
tion, and the initial pressure can be altered to change the
final sonic Mach number. These simulations are driven
solenoidally until the turbulence has sufficiently devel-
oped, assuming an isothermal equation of state, p = c2sρ,
from which the sound speed can be calculated for each
simulation. No assumptions were made regarding the
components of the magnetic field parallel and perpen-
dicular to the initial mean magnetic field.
The simulations that we analyze in this study are
listed in Table 1, which is reproduced from Herron et al.
(2016). Each simulation is assigned a code of the form
Ms0.8Ma1.7, for example, which means that the simu-
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Fig. 1.— A diagram illustrating how the simulations were set up.
The mean magnetic field is in the x direction, and we view the cube
along the x, y, or z directions, where the latter is shown above. The
inset image shows polarization gradients from the Canadian Galac-
tic Plane Survey (see Herron et al. 2017c), where black denotes a
large amplitude of the polarization gradient, and white denotes a
small amplitude.
lation has a sonic Mach number of 0.8, and an Alfvénic
Mach number of 1.7, in the temporal realisation of the
simulation that is used in our analysis. As explained by
Herron et al. (2016), the Ms0.9Ma0.7 and Ms0.5Ma0.7
simulations are expected to be the simulations that best
represent the warm-ionized medium of the Milky Way,
as the sonic Mach number and average magnetic field
strengths in these simulations are comparable to those
measured in the Milky Way (Hill et al. 2008; Sun et al.
2008; Gaensler et al. 2011; Iacobelli et al. 2014).
For each simulation, we obtain dimensionless cubes of
the thermal electron density, and each component of the
magnetic and velocity field vectors. As we wish to calcu-
late the Faraday rotation of polarized emission passing
through these cubes using Eq. 14, it is necessary to scale
these dimensionless cubes to physical units. Following
Burkhart et al. (2012), we set the width of each pixel to
be 0.15 pc, so that the total width of each cube is 76.8
pc. This is smaller than the scale height of the warm-
ionized medium (Gaensler et al. 2008), and causes the
driving scale of the simulations to be within the range of
measured values for the outer scale on which turbulence
in the warm-ionized medium is driven (Haverkorn et al.
2008), and thus should be a reasonable value. We set the
average electron number density 〈ne〉0 = 0.2cm−3, to
equal the average electron density of the warm-ionized
medium (Ferrière 2001; Haverkorn & Spangler 2013).
The mass density scaling ρ0 is calculated from 〈ne〉0 by
multiplying by the mass of a hydrogen atom. To de-
fine the velocity scaling, we use the same method as
Hill et al. (2008), so that our velocity scaling is given
by v0 = 10.15/
√
pini, where pini is the initial pressure in
the simulation, in simulation units. We also use the same
method as Hill et al. (2008) to define the scaling for the
magnetic field, which is given by B0 =
√
ρov20 .
We note that a consequence of this scaling is that su-
personic simulations can have very large magnetic fields,
because a large magnetic field is required to make the
Alfvén speed similar to the high flow speed (in SI units,
rather than simulation units) of these simulations.
4. PRODUCTION OF SYNTHETIC POLARIZATION MAPS
We define two methods used to derive synthetic maps
of Stokes Q and U for our simulations, which are il-
lustrated in Fig. 2. In the ‘backlit’ case, the tur-
bulent cube is illuminated from behind by a uniform
wall of polarized synchrotron emission. We assume
that this wall has unit polarization intensity and uni-
form polarization angle equal to zero everywhere across
it. This corresponds to Q = −1, and U = 0 every-
where. As the emission passes through the turbulent
cube, the emission is Faraday rotated according to Eq.
14. The final observed polarisation angle is given by
ψ(x, y, λ2) = RM(x, y)λ2, and so the observed Stokes
Q and U are given by Q(x, y, λ2) = P cos 2ψ(x, y, λ2)
and U(x, y, λ2) = P sin 2ψ(x, y, λ2), where we include the
polarization intensity to show that it is uniform across
the image, and independent of wavelength. The backlit
case represents the simplest way in which polarized emis-
sion can propagate through a turbulent medium, against
which we can compare the results obtained for the more
realistic scenario of emission originating within the tur-
bulent volume, which we refer to as the ‘internal’ case.
In the internal case, the polarized synchrotron emis-
sion arises from within the cube, and the emissivity at
a pixel is given by the integrand of Eq. 11. The po-
larization emissivity is found by multiplying this by the
fractional polarization (Eq. 12), and the intrinsic polar-
ization angle at this pixel is determined by calculating
the direction of the magnetic field perpendicular to the
line of sight (in the plane of the sky), and adding 90 de-
grees. Starting from the front of the cube, we calculate
the intrinsic polarization intensity and polarization an-
gle at each pixel, and perform Faraday rotation due to
the material in front of the current slice. We then cal-
culate the Stokes Q and U that would be observed from
this slice, based on the intrinsic polarization intensity and
the rotated polarization angle. We then move to the next
slice, and increment the rotation measure by the product
of the electron density and the magnetic field parallel to
the line of sight. We again calculate the Stokes Q and
U that would be observed from this slice after Faraday
rotation by material in front of the slice, and add these
values to the total Stokes Q and U . This process is then
repeated for all slices along the line of sight, until the po-
larized emission from each slice has been added together.
This process naturally accounts for the wavelength inde-
pendent depolarization that arises along the line of sight,
due to emission with different intrinsic polarization an-
gles superimposing, and for the depolarization due to
differential Faraday rotation, namely that emission from
different depths within the cube is rotated by different
amounts, leading to interference of the polarization vec-
tors.
To ensure that diagnostics calculated for the cases of
backlit and internal emission can be directly compared,
we normalize the polarization intensity for the case of
internal emission. We perform this normalization by di-
viding the observed, total Stokes Q and U by the average
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TABLE 1
The sonic and Alfvénic Mach numbers of each simulation used in this study, and the initial parameters used to run the
simulation. Based on Table 1 of Herron et al. (2016).
Sim No. Code Init B (sim units) Init P (sim units) Ms MA Turbulence Regime
1 Ms11.0Ma1.4 0.1 0.0049 11.0 1.4 Supersonic and super-Alfvénic
2 Ms9.2Ma1.8 0.1 0.0077 9.2 1.8 "
3 Ms7.0Ma1.8 0.1 0.01 7.0 1.8 "
4 Ms4.3Ma1.5 0.1 0.025 4.3 1.5 "
5 Ms3.1Ma1.7 0.1 0.05 3.1 1.7 "
6 Ms2.4Ma1.9 0.1 0.1 2.4 1.9 "
7 Ms0.8Ma1.7 0.1 0.7 0.8 1.7 Transonic and super-Alfvénic
8 Ms0.5Ma1.7 0.1 2 0.5 1.7 Subsonic and super-Alfvénic
9 Ms9.9Ma0.5 1 0.0049 9.9 0.5 Supersonic and sub-Alfvénic
10 Ms7.9Ma0.5 1 0.0077 7.9 0.5 "
11 Ms6.8Ma0.5 1 0.01 6.8 0.5 "
12 Ms4.5Ma0.6 1 0.025 4.5 0.6 "
13 Ms3.2Ma0.6 1 0.05 3.2 0.6 "
14 Ms2.4Ma0.7 1 0.1 2.4 0.7 "
15 Ms0.9Ma0.7 1 0.7 0.9 0.7 Transonic and sub-Alfvénic
16 Ms0.5Ma0.7 1 2 0.5 0.7 Subsonic and sub-Alfvénic
Uniform Wall of 
Polarized Emission
Faraday 
Rotating 
Medium
Fig. 2.— A diagram illustrating the differences between the cases of backlit and internal emission propagating through a Faraday rotating
medium. The backlit case is shown on the left, where a wall of uniform polarized emission propagates through a Faraday rotating medium,
causing the observed polarization angles to vary across the image, although the polarization intensity remains uniform. The internal case
is shown on the right, where polarized emission is radiated from each point within the emitting, Faraday rotating medium. In this case,
the initial polarization angle and polarization intensity is determined by the magnetic field at the point of emission, and this emission
is rotated as it propagates through the medium. Polarization from different depths within the cube destructively interferes, causing the
observed polarization intensity and polarization angle to vary across the image.
polarization intensity that would be observed if there was
no depolarization, called P ∗. We calculate P ∗ by inte-
grating the polarization emissivity at each pixel along the
line of sight, and then averaging this over the image to
obtain a constant. The normalized complex polarization
vector that we calculate, P n, is then given by
P n =
∫ L
0
B1−α⊥ exp[2i(ψ0 + FDλ
2)]dz〈∫ L
0
B1−α⊥ dz
〉 , (16)
where z = L corresponds to the slice at the back of the
simulation cube, and we omit dependence on the Carte-
sian coordinate system. By performing this normaliza-
tion, we ensure that the total amount of energy injected
into polarized emission is the same for the backlit and in-
ternal emission cases, and that polarization diagnostics
calculated for the cases of backlit and internal emission
can be directly compared.
What this formula demonstrates is that the normalized
complex polarization depends upon the spectral index α.
This is a form of spectral depolarization that arises be-
cause a more negative spectral index causes the contrast
between regions of high and low magnetic field to be en-
hanced, such that the observed polarization is mostly de-
termined by the regions of strongest magnetic field. This
affects the interference of polarization vectors along each
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sightline, and hence the observed polarization intensity.
We studied the influence of the spectral index on our
synthetic observations by calculating the polarization in-
tensity and polarization angle for the Ms0.5Ma0.7 simu-
lation for different spectral indices, for the case of inter-
nal emission. Example images are shown in Fig. 3, for
spectral indices of 0 (left) and −3 (right). We find that
there are significant changes in the polarization intensity
between spectral indices of 0 and −3, but there was little
change in the polarization angle. However, for spectral
index values between −0.5 and −1.5, typical of the Milky
Way (see Herron et al. 2016, and references therein), we
found that the polarization intensity changes by at most
15%, and in general the polarization intensity and polar-
iation angle do not change very much. Following Herron
et al. (2016), we choose a spectral index of −1 for all of
our synthetic observations, as this value is similar to that
observed in the Galaxy.
A consequence of our chosen normalization (Eq. 16) is
that we have removed the wavelength dependence of the
synchrotron emissivity, so that the wavelength depen-
dence of the complex polarization is only caused by dif-
ferential Faraday rotation, and this will affect the deriva-
tives with respect to wavelength that we will calculate.
As this normalization cannot be applied to observed po-
larization maps, it is not possible to directly compare the
derivatives with respect to wavelength that we calculate
for our normalized polarization maps to observed polar-
ization maps. To be able to compare the wavelength
derivatives that we calculate for our simulated polariza-
tion maps to observations, it is necessary to be able to
scale the wavelength derivative of the normalized polar-
ization map, to the wavelength derivative of the original
(un-normalized) polarization map, which can be directly
compared to observations. To check that it will be pos-
sible to convert derivatives with respect to wavelength
calculated for the original complex polarization and the
normalized complex polarization, we derived the follow-
ing formula linking the two:
dP
dλ2
(x, y, λ2) = − α
2λ2
P (x, y, λ2) + P ∗
dP n
dλ2
(x, y, λ2).
(17)
Eq. 17 shows that the wavelength derivative of the orig-
inal complex polarization (on the left hand side), can be
calculated from the dependence of the complex polar-
ization on wavelength due to the synchrotron emissivity
(first term on the right), and the wavelength dependence
of the normalized complex polarization P n (second term
on the right), multiplied by the polarization intensity
that would be observed in the absence of depolarization,
P ∗. Using this equation, it is possible to convert be-
tween derivatives with respect to wavelength that were
calculated for the original polarization or the normalized
polarization for our simulations, and so it is valid to just
examine the normalized polarization, which provides a
more convenient means of studying the influence of dif-
ferential Faraday rotation.
Synthetic observations of Stokes Q and U were calcu-
lated for all of our simulations, for lines of sight along
each axis of the simulation. For the case of backlit emis-
sion, we assumed a frequency of 1.4 GHz. Only one
frequency is required, since what is observed at other
frequencies can be easily calculated from the rotation
measure, as we do not include the effects of beam depo-
larisation. For the case of internal emission, we chose 50
frequencies between 0.5 GHz and 2 GHz, equally sepa-
rated in wavelength squared space. To calculate spatial
derivatives of Q and U at a pixel, the gradient is calcu-
lated between the adjacent pixels. At the boundary of
the image, the spatial derivatives are calculated from the
gradient between the pixel itself and the adjacent pixel.
For wavelength derivatives, a similar method is applied
to the adjacent wavelength slices of the data cube.
In Fig. 4 we show example polarization intensity im-
ages for the Ms0.9Ma0.7 simulation, for internal emis-
sion, lines of sight parallel (left) and perpendicular
(right) to the mean magnetic field, at short (top) and
long (bottom) wavelengths. We find that there is more
small-scale structure at long wavelengths, due to the
greater degree of Faraday rotation and depolarization,
and also find that structures tend to be parallel to the
mean magnetic field if our line of sight is perpendicular
to the field.
5. POLARIZATION GRADIENT FOR INTERNAL EMISSION
Previously, Burkhart et al. (2012) studied the polar-
ization gradient for the case of backlit emission. In this
section, we explore the properties of the polarization gra-
dient and generalized polarization gradient for the cases
of backlit and internal emission, and lines of sight parallel
and perpendicular to the mean magnetic field.
For backlit emission, we find that the polarization
gradient traces spatial variations in the magnetoionic
medium for all lines of sight. We also find that for lines
of sight perpendicular to the mean magnetic field, the
polarization gradient structures tend to align with the
magnetic field, provided that the simulation is subsonic
and sub-Alfvénic. As the sonic Mach number of the sim-
ulation increases, there is an increase in the amount of
small scale structure, and a clumpy topology may be
seen.
For internal emission, we similarly find that polariza-
tion gradient structures are aligned with the mean mag-
netic field for subsonic simulations with a strong mag-
netic field perpendicular to the line of sight. However,
the polarization gradient is only sensitive to spatial vari-
ations in the magnetoionic medium across the image for
subsonic simulations. For supersonic simulations, depo-
larization due to differential Faraday rotation becomes
important, and in this case the polarization gradient is
dominated by variations in the degree of differential Fara-
day rotation.
In Fig. 5 we show the polarization gradient images
for the Ms0.5Ma0.7 simulation, a line of sight parallel
to the mean magnetic field, for the case of backlit (left)
and internal (right) emission, both at a frequency of 1.4
GHz. We find that the images produced for the back-
lit and internal cases display structures of very different
morphology, with the internal case exhibiting filaments
that are straighter than those seen in the backlit case.
Hence, any attempt to constrain the physical properties
of an observed turbulent region by using observed statis-
tics of polarization diagnostics must consider whether the
turbulent volume is backlit by polarized emission, or po-
larized emission is generated within the volume.
In Fig. 6 we show the polarization gradient for the
Ms0.5Ma0.7 simulation (left) and the Ms3.2Ma0.6 sim-
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Fig. 3.— The normalized polarization intensity (dimensionless) for the Ms0.5Ma0.7 simulation, and for internal emission, for two different
spectral indices. a) The polarization intensity for a spectral index α = 0. b) The polarization intensity for a spectral index α = −3. For
both images, a line of sight along the y axis is used, and the observing frequency is 1.4 GHz.
ulation (right), for the case of internal emission, a line
of sight parallel to the mean magnetic field, at two dif-
ferent wavelengths, to demonstrate the sensitivity of po-
larization gradient structures to the sonic Mach num-
ber. We observe that supersonic simulations have much
smaller scale structure than subsonic simulations. This
gives supersonic simulations a clumpier appearance, with
larger contrast between regions of large and small polar-
ization gradient, compared to subsonic simulations. As
the observing wavelength increases, all simulations ex-
hibit more small-scale structure, although this is more
significant for simulations that are supersonic, or have a
strong magnetic field parallel to the line of sight. In par-
ticular, for supersonic simulations the small-scale polar-
ization gradient structure begins to appear as though it is
superimposed on large-scale regions of large polarization
gradient. Polarization gradient structures are hence sen-
sitive to the sonic Mach number for the case of internal
emission, and the genus, which was shown by Burkhart
et al. (2012) to be sensitive to the sonic Mach number for
the case of backlit emission, may also be useful for the
case of internal emission, provided the observing wave-
length is taken into account.
We notice that the appearance of the polarization gra-
dient at long wavelengths for supersonic simulations,
namely small-scale structure superimposed on large-
scale features, is reminiscent of the polarization gradi-
ent features seen in the Canadian Galactic Plane Survey
(CGPS, Landecker et al. 2010) at low longitudes (see
Herron et al. 2017c for the full polarization gradient im-
ages). In Fig. 7 we compare the polarization gradients
synthesized for the Ms7.0Ma1.8 simulation, for a line of
sight parallel to the mean magnetic field, internal emis-
sion, and a frequency of 0.5 GHz, to the polarization
gradient observed in the CGPS toward a Galactic longi-
tude of 65◦. We find that the CGPS gradient image also
shows small-scale structure that appears to be superim-
posed on large-scale structure, which may indicate that
the turbulence observed in this region of the CGPS is
supersonic, and that the observed radiation is predomi-
nantly emitted within a Faraday rotating medium. We
do not believe that these structures are noise, as the maps
of Q and U were smoothed to obtain good signal-to-noise
prior to producing this image.
Finally, in Fig. 8 we compare the polarization gradient
(left) to the generalized polarization gradient (right) for
internal emission, to examine similarities in their struc-
tures, as we have shown in Paper I that they are iden-
tical for backlit emission. This comparison is performed
for the Ms0.9Ma0.7 simulation, at two different wave-
lengths. We find that there is very little difference be-
tween the polarization gradient and the generalized po-
larization gradient, for any wavelength. This is also true
for any simulation, and any line of sight, and so the gen-
eralized polarization gradient should also be sensitive to
spatial variations in the magnetoionic medium, and the
structure seen in images of the generalized polarization
gradient should be sensitive to the sonic Mach number
of the turbulent region observed.
6. RADIAL AND TANGENTIAL COMPONENTS OF THE
DIRECTIONAL DERIVATIVE
By calculating the radial and tangential components of
the directional derivative, it is possible to quantify how
changes in polarization intensity and polarization angle
contribute to the generalized polarization gradient. The
maximum amplitude of the radial component measures
the maximal contribution of changes in polarization in-
tensity to directional derivative, and likewise the max-
imum amplitude of the tangential component measures
the maximal contribution of changes in the polarization
angle. Together, these diagnostics may allow us to study
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Fig. 4.— The normalized polarization intensity (dimensionless) observed for the Ms0.9Ma0.7 simulation, for internal emission, and
different lines of sight and observing wavelengths. A line of sight along the x axis (parallel to the mean magnetic field) is used on the left,
and a line of sight along the z axis (perpendicular to the mean magnetic field) is used on the right. The observing frequency is 2 GHz on
the top row, and 0.5 GHz on the bottom row.
individual features seen in maps of the generalized po-
larization gradient. In this Section we discuss how the
radial and tangential components compare to the gener-
alized polarization gradient, and possible uses of these
diagnostics.
In Fig. 9 we show the maximum amplitudes of the ra-
dial (top) and tangential (bottom) components of the di-
rectional derivative, and the generalized polarization gra-
dient (middle) for the Ms0.5Ma0.7 (left) and Ms2.4Ma0.7
(right) simulations, a line of sight along the x axis,
internal emission, at a frequency of 2 GHz. For the
Ms0.5Ma0.7 simulation, it is clear that the generalized
polarization gradient is dominated by the radial compo-
nent, and changes in polarization intensity, as these two
images display similar structures. However, there are
some features that are solely caused by changes in po-
larization angle, for example the bright filament in the
bottom left of the image of the tangential component ap-
pears in the image for the generalized polarization gra-
dient, but only has a faint counterpart in the image for
the radial component.
For the Ms2.4Ma0.7 simulation, we find that the gen-
eralized polarization gradient is most similar to the tan-
gential component, based on the brightness of these two
quantities, although the features seen in the radial com-
ponent are also very similar to the generalized polariza-
tion gradient. There are some features of the generalized
polarization gradient that are predominantly caused by
changes in polarization intensity, for example the two
bright filaments toward the bottom of the radial com-
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Fig. 5.— Polarization gradient images observed for the cases of backlit emission (a, left), and internal emission (b, right), for the
Ms0.5Ma0.7 simulation, a line of sight along the x axis, and a frequency of 1.4 GHz. Units are pc−1. Different color scalings are used for
the images.
ponent image, whereas other features are predominantly
caused by the changes in polarization angle, such as the
bright filament in the top right of the image.
A convenient way of examining whether the radial or
tangential component dominates the generalized polar-
ization gradient is to calculate the difference between
these components. In Fig. 10 we show the result of
subtracting the maximum value of the tangential com-
ponent of the directional derivative from the maximum
amplitude of the radial component, for the Ms0.5Ma0.7
simulation, internal emission, lines of sight along the x
(left) and z (right) axes, at frequencies of 2 GHz (top)
and 0.5 GHz (bottom). Red corresponds to areas domi-
nated by the radial component, and blue corresponds to
areas dominated by the tangential component.
We find that if the component of the magnetic field
in the plane of the sky is small, as is the case for a line
of sight parallel to the mean magnetic field, then red
and blue regions are intermixed. If the component of
the magnetic field perpendicular to the line of sight is
large, then the image tends to be dominated by either
red (if there is little Faraday rotation) or blue (if there
is significant Faraday rotation), with few features of the
other colour. In general, the tangential component be-
comes larger as the wavelength increases, causing these
images to have strong blue features. This is likely be-
cause the amount of Faraday rotation is larger at longer
wavelengths, so that there are larger differences in the
observed polarization angle.
In Fig. 11, we show the difference between the maxi-
mum amplitudes of the radial and tangential components
of the directional derivative for a section of the polar-
ization gradient image of the Canadian Galactic Plane
Survey, produced by Herron et al. (2017c). We find that,
in general, red and blue regions appear to be intermixed,
such that regions dominated by changes in polarization
intensity and polarization angle alternate across the im-
age. The most prominent exception to this is shown in
Fig. 11, where there is an extended area between Galac-
tic longitudes of 152◦ < ` < 168◦ and Galactic latitudes
of −3◦ < b < −1◦, for which changes in the polarization
angle dominate.
This extended region of strong tangential component
may imply that there is a strong, large-scale magnetic
field perpendicular to the line of sight in this area, or that
there is a large-scale gradient in the rotation measure
across this area, that causes the observed polarization an-
gle to have strong spatial dependence. Conversely, areas
with intermixed blue and red filaments may imply that
small-scale turbulence is responsible for the observed po-
larimetric features in this area, without a strong compo-
nent of the magnetic field in the plane of the sky. This is
because small-scale turbulence can cause spatial changes
in polarization intensity or polarization angle due to dif-
ferential Faraday rotation.
The radial and tangential components of the direc-
tional derivative can hence provide qualitative insight on
whether observed polarimetric features are produced by
turbulence, or large-scale Galactic features, in addition
to conveying whether polarization gradient structures are
caused by changes in polarization intensity or polariza-
tion angle.
7. METHODS TO DISTINGUISH BACKLIT AND INTERNAL
EMISSION
As shown in Section 5, whether the observed polar-
ized emission comes from within or behind a turbulent
magnetoionic region has a strong influence on how we
interpret polarimetric data, and also on the properties
of the turbulent region that we might try to infer from
statistics of polarimetric diagnostics. Recently, Sun et al.
(2014) introduced a method of distinguishing between
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Fig. 6.— Polarization gradient images for a subsonic simulation (left column, Ms0.5Ma0.7) and supersonic simulation (right column,
Ms3.2Ma0.6), for internal emission, and a line of sight along the x axis. The images in the top row were produced with a frequency of 2
GHz, and the images in the bottom row were produced with a frequency of 0.5 GHz. Units are pc−1. Different color scalings are used for
the images.
backlit and internal emission that involves calculating
the structure function of the polarization intensity, and
the complex polarization, and comparing the slopes of
these structure functions. They found that if the struc-
ture function of the complex polarization has a flatter
slope than the structure function of polarization inten-
sity, then the emission is caused by foreground Faraday
screens, corresponding to our backlit case. If the slopes
are similar, then the emission is intrinsic to the turbulent
medium, corresponding to our internal case. In this Sec-
tion, we derive complementary methods of distinguishing
between backlit and internal emission.
One method of distinguishing between backlit and in-
ternal emission involves the radial component of the di-
rectional derivative, and the radial component of the
polarization wavelength derivative. For uniform back-
lit emission, the polarization intensity should be uniform
across the image, and independent of wavelength (ignor-
ing the dependence of synchrotron intensity on wave-
length due to its spectral index). This means that the
radial component of the directional derivative should be
identically equal to zero, as should the radial component
of the wavelength derivative, i.e.
∂P
∂s rad
= 0 and
∂P
∂λ2 rad
= 0 (18)
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Fig. 7.— Polarization gradient images for the Ms7.0Ma1.8 simulation (a, left) and a portion of the Canadian Galactic Plane Survey
(CGPS) toward a Galactic longitude of 65◦ (b, right, see Herron et al. 2017c for more information). The simulated image was produced
with internal emission, a line of sight along the x axis, and a frequency of 0.5 GHz, and values are given in units of pc−1. The CGPS image
has an angular resolution of 150 arc seconds, and values are in units of K per degree. Different color scalings are used for the images.
respectively, where s denotes distance in the image plane.
If either of these radial components is non-zero, then this
may imply that the emission is generated within the tur-
bulent region, or that beam depolarization, where polar-
ization vectors within the telescope beam destructively
interfere, is important.
Another method involves the gradients of Stokes Q and
U . For backlit emission, the gradients of Q and U should
be in the same direction, namely in the direction of the
gradient of the polarization angle. This means that the
cross product between the gradients of Stokes Q and U
should be identically zero for uniform, backlit emission.
This method is equivalent to measuring the difference be-
tween the polarization gradient and the generalized po-
larization gradient, as the generalized polarization gra-
dient only differs from the polarization gradient due to a
term that is equal to the amplitude of the cross product
of the gradients of Stokes Q and U (see Eqs. 2 and 15 of
Paper I).
The polarization directional curvature and wavelength
curvature provide alternative methods for distinguishing
between backlit and internal emission. In the following,
we assume that the interferometric data is complemented
by single dish data, so that the true polarisation intensity
is measured. For the case of uniform, backlit emission,
observable polarization values lie on a circle of radius
equal to the polarization intensity, centred on the origin
of the Q-U plane. This means that as we move across
the image, the observed polarization vector traces out
a circular arc of radius P , and whose curvature must
be 1/P . Similarly, if we examine how the polarization
vector changes with wavelength at a pixel, a circular arc
of radius P is traced.
It follows that for backlit emission, the polarization di-
rectional curvature and wavelength curvature should be
equal to 1/P at every pixel of the image, at every wave-
length, provided that it is valid to calculate the curva-
ture at that pixel. It is valid to calculate the directional
curvature if the directional derivative is non-zero in the
specified direction, and it is valid to calculate the wave-
length curvature if the wavelength derivative is non-zero
at the specified pixel. As mentioned in Paper I, calcu-
lating the curvature in the direction that maximizes the
directional derivative ensures that the directional curva-
ture is calculated at every pixel where it is valid to do so,
and hence this diagnostic provides a convenient method
of examining whether we have observed backlit or inter-
nal emission. We caution, however, that we have not
yet considered how beam depolarization will affect the
directional curvature or the wavelength curvature, and
that the wavelength dependence due to the synchrotron
spectral index must be taken into account before using
the wavelength curvature.
In Fig. 12 we calculate the polarization curvature in
the direction that maximizes the directional derivative,
for the 2.3 GHz (top, S-band Polarization All Sky Survey,
Carretti 2010; Carretti et al. 2013) and 4.8 GHz (bottom,
Sino-German λ6 cm survey, Sun et al. 2011) data used
by Sun et al. (2014). In these images we have multiplied
the polarization curvature by the polarization intensity,
so that we expect to see a value of 1 across the image, if
the observations are of backlit emission.
Sun et al. (2014) found that the polarized emission they
observed at 4.8 GHz was internal, and that the polarized
emission observed at 2.3 GHz was backlit. For both im-
ages, we find that the directional curvature multiplied by
polarization intensity is not equal to 1 over the image,
in general. This would suggest that the observed polar-
ized emission is generated within the turbulent volume,
however our method does not take into account beam
depolarization, and so should be treated with caution.
Although not shown here, we also note that the direc-
tional curvature features observed at 2.3 GHz tend to be
brighter toward the Galactic plane, whereas the features
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Fig. 8.— The polarization gradient (left column) and generalized polarization gradient (right column) for the Ms0.9Ma0.7 simulation,
internal emission, and a line of sight along the x axis. A frequency of 2 GHz was used for the images in the top row, and 0.5 GHz for the
images in the bottom row. Units are pc−1. Different color scalings are used for the images.
observed at 4.8 GHz tend to be brighter away from the
Galactic plane. A discussion of this is beyond the scope
of this paper.
Finally, we emphasise that the methods we have de-
veloped to distinguish between the cases of backlit and
internal emission work on a pixel-by-pixel basis, and the-
oretically should allow us to determine whether the emis-
sion observed at a specific pixel is generated within or
behind the turbulent volume. This is an advantage over
the structure function method developed by Sun et al.
(2014), which involves calculating an average over a por-
tion of the produced image, as our methods provide local
information about the observed turbulent region.
8. METHOD TO MAP THE ROTATION MEASURE
In Paper I, we postulated that the polarization wave-
length derivative and wavelength curvature could provide
a rotationally and translationally invariant method of de-
termining the rotation measure, by avoiding analysis of
the polarization angle. For example, for the case of back-
lit emission, the wavelength derivative is the same as the
rotation measure. This may provide more information
on the underlying turbulence, such as the fluctuations
in the electron density, and the structure of the Galac-
tic magnetic field. In this section, we investigate what
information our polarization diagnostics provide on the
rotation measure, for the case of internal emission.
In Fig. 13 we show an example image of the rotation
measure (left) and wavelength derivative (right), for the
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Fig. 9.— A comparison of the maximum amplitude of the radial (top row) and tangential (bottom row) components of the directional
derivative to the generalized polarization gradient (middle row), for the subsonic Ms0.5Ma0.7 simulation (left column) and supersonic
Ms2.4Ma0.7 simulation (right column). These images were produced for internal emission, a line of sight along the x axis, at a frequency
of 2 GHz. The units of all figures are pc−1.
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Fig. 10.— The difference between the maximum amplitudes of the radial and tangential components of the directional derivative,
observed for the Ms0.5Ma0.7 simulation, for internal emission, and different lines of sight and observing wavelengths. A line of sight along
the x axis (parallel to the mean magnetic field) is used on the left, and a line of sight along the z axis (perpendicular to the mean magnetic
field) is used on the right. The observing frequency is 2 GHz on the top row, and 0.5 GHz on the bottom row. Red denotes regions where
the radial component, and changes in polarization intensity, dominate, and blue denotes regions where the tangential component, and
changes in polarization angle dominate.
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Fig. 11.— The difference between the maximum amplitudes of the radial and tangential components of the directional derivative for
a portion of the Canadian Galactic Plane Survey at an angular resolution of 150 arc seconds, in units of K per degree (see Herron et al.
2017c for more information). Red denotes regions where the radial component, and changes in polarization intensity, dominate, and blue
denotes regions where the tangential component, and changes in polarization angle dominate.
Ms0.5Ma0.7 simulation, internal emission, and a line of
sight perpendicular to the mean magnetic field, at a fre-
quency of 1.58 GHz. This frequency corresponds to the
third wavelength slice of the data cube, which was cho-
sen because the first two and last two slices of the data
cube suffer from numerical errors caused by the method
of calculating second order derivatives. We find that ar-
eas where the wavelength derivative is zero are very well
correlated with areas where the rotation measure is zero,
and also that the wavelength derivative tends to attain
large values in areas where the magnitude of the rotation
measure is large. This occurs for all sub-Alfvénic simula-
tions, provided that the line of sight is perpendicular to
the mean magnetic field. If the line of sight is parallel to
the mean magnetic field, then the wavelength derivative
resembles the polarization intensity. If the mean mag-
netic field is weak (super-Alfvénic), then the wavelength
derivative resembles the rotation measure, modulated by
the polarization intensity.
We refer to regions where the wavelength derivative
is zero as ‘depolarization interference fringes’ (the black
filaments in Fig. 13). There are three possible causes for
these fringes:
1. The polarization intensity is zero along the fringe,
at this wavelength.
2. The rotation measure is zero along the fringe.
3. The superposition of polarization vectors along the
line of sight is such that the observed polariza-
tion vector does not depend on wavelength, at this
wavelength.
It is possible to determine which fringes are caused by
the polarization intensity being zero by comparing the
wavelength derivative to the polarization intensity. If
we only examine fringes that are not seen in polariza-
tion intensity, then those that change with wavelength
must be caused by a superposition of polarization vec-
tors that happen to have no wavelength dependence at
a single wavelength, and those that do not change with
wavelength must be places where the rotation measure
is zero.
In addition to the wavelength derivative being large in
places of high rotation measure, we observe that depo-
larization interference fringes appear to emanate away
from local maxima and minima of rotation measure as
the observing wavelength increases. This can help us to
pinpoint these local maxima and minima of the rotation
measure, and obtain an idea of what the contours of the
rotation measure look like around these positions, pro-
vided that the line of sight is perpendicular to the mean
magnetic field.
We find an excellent degree of correlation between the
angle that maximizes the polarization mixed derivative,
and the angle of the gradient of the rotation measure,
for all of our simulations, and almost all lines of sight.
We demonstrate this correlation in Fig. 14, which shows
scatter plots of values of the angle that maximizes the
mixed derivative against the corresponding values of the
angle of the gradient of the rotation measure. These scat-
ter plots are shown as heatmaps, such that yellow repre-
sents a large number of points in that area of the scatter
plot. Lines of sight along the x (parallel to the mean
magnetic field), y, and z axes are shown in the left, mid-
dle, and right columns respectively, and from top to bot-
tom, the rows give the scatter plots for the Ms0.5Ma0.7,
Ms0.5Ma1.7, Ms3.2Ma0.6, and Ms3.1Ma1.7 simulations,
at a frequency of 1.58 GHz, for internal emission.
With the exception of the Ms0.5Ma0.7 simulation and
a line of sight along the x axis, we find clear linear rela-
tionships between the angle that maximizes the mixed
derivative, and the angle of the gradient of the rota-
tion measure, at this wavelength. At long wavelengths,
namely at a frequency of 0.5 GHz, we find approximately
linear relationships between these variables for all simu-
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Fig. 12.— The curvature in the direction that maximizes the directional derivative multiplied by the polarization intensity, for the 2.3
GHz S-band Polarization All Sky Survey (top) and 4.8 GHz Urumqi telescope (bottom) observations used by Sun et al. (2014). The units
for the curvature are mK2 per square degree. Regions of large curvature differ for the two frequencies.
lations and lines of sight, although for supersonic simula-
tions (bottom two rows), the correlation is not as tight.
The angle that maximizes the mixed derivative is hence
an excellent tracer of the angle of the gradient of the ro-
tation measure, as correlation plots such as those shown
in Fig. 14 can be used to determine the angle of the
gradient of the rotation measure to an accuracy of ap-
proximately 10◦, for most regimes of turbulence and lines
of sight.
By combining the wavelength derivative and the angle
that maximizes the mixed derivative, it is possible to
determine the locations of maximum, minimum, and zero
rotation measure, as well as the angle of the gradient of
the rotation measure, from which the contours of the
rotation measure can be determined. This provides us
with a good idea of what the underlying rotation measure
looks like. If it becomes possible to image the gradient of
the rotation measure in the future, then we will be able
to produce images of the rotation measure itself.
9. DISCUSSION
We have found that images of the polarization gradient
calculated for the case of internal emission look similar
to observed polarization gradients in the CGPS (Her-
ron et al. 2017c). As a result, it seems plausible that
many polarimetric observations are of internally gen-
erated emission, and so any statistical method to con-
strain properties of turbulence from polarimetric obser-
vations, similar to the methods proposed by Burkhart
et al. (2012), must first determine whether the emission
is backlit or internal. The methods of distinguishing be-
tween backlit and internal emission on a pixel-by-pixel
basis that we have outlined in Section 7 hence play an
important role in the measurement of properties of turbu-
lence, although further work is required to confirm that
these methods are robust. It is also necessary for future
work to extend the analysis of Burkhart et al. (2012) to
the case of internal emission, for the polarization diag-
nostics presented in Paper I.
Further work is required to confirm whether the maxi-
mum amplitudes of the radial and tangential components
of the directional derivative can be used to qualitatively
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Fig. 13.— The rotation measure (a, left) in units of rad m−2, and wavelength derivative (b, right) in units of m−2, for the Ms0.5Ma0.7
simulation, and a line of sight along the z axis. The image of the wavelength derivative is produced for internal emission, at a frequency
of 1.58 GHz.
determine whether polarization gradient structures are
caused by small-scale or large-scale fluctuations. With
our current simulations we are only able to investigate
small-scale fluctuations caused by turbulence, but simu-
lations that have a gradient in the mean magnetic field
(either in its strength or its direction), or a gradient of
the depth along the line of sight, may be better suited to
studying large-scale changes. Such simulations may pro-
vide insight on whether the radial and tangential compo-
nents of the directional derivative can be used to inves-
tigate the relative importance of small- and large-scale
changes in the magnetoionic medium on the observed
polarization structures.
Throughout this work we have ignored beam depolar-
ization; the destructive interference of polarization vec-
tors within the telescope beam. This effect would lower
the polarization intensity measured in our synthetic ob-
servations, and would also introduce spatial and spectral
dependence into the polarization intensity for the case
of backlit emission. Including beam depolarization may
have a strong impact on our proposed methods to distin-
guish backlit and internal emission using spatial deriva-
tives of polarization, such as the polarization directional
curvature, as it will cause the observed polarization in-
tensity to be non-uniform in the case of backlit emission,
and the directional curvature to not be equal to 1/P .
The methods to distinguish between backlit and inter-
nal emission using spectral diagnostics should not be as
strongly affected, as it is possible to smooth images pro-
duced at different observing frequencies such that the
angular resolution is the same for all images. This would
help to counteract the spectral dependence that beam
depolarization introduces into synthetic observations of
backlit emission, due to the changing shape of the tele-
scope beam. However, this does not negate the spectral
dependence entirely, as the Faraday rotation of polar-
ization vectors will differ for vectors within the beam,
so that the degree of destructive interference varies with
wavelength.
Beam depolarization will also have an effect on our
preliminary method of mapping features of the rota-
tion measure, from which we can study the structure
of the Galactic magnetic field, as there may not be
any wavelength-independent depolarization interference
fringes when beam depolarization is included. Addition-
ally, beam depolarization may affect the correlation be-
tween the angle that maximizes the mixed derivative,
and the angle of the gradient of the rotation measure.
Future work examining the effect of beam depolarization
on synthetic images of our polarization diagnostics will
be required to ensure that our methods for distinguishing
between backlit and internal emission, and for mapping
the rotation measure, are robust. It is also important to
examine the influence of noise on these methods, partic-
ularly the maximum amplitudes of the radial and tan-
gential components of the directional derivative, as these
diagnostics are not translationally invariant.
From our qualitative analysis, we have found system-
atic changes in the observed structures of the polariza-
tion diagnostics that could be used to constrain proper-
ties of turbulence. These findings are described in detail
in Appendix A, and we briefly summarize them here. A
common finding for our polarization diagnostics is that
structures tend to be elongated for lines of sight perpen-
dicular to a strong magnetic field, and tend to have more
small scale structure for lines of sight parallel to a strong
field. Lines of sight parallel to the mean magnetic field
can also be more wavelength dependent than other lines
of sight, as they have a larger rotation measure than lines
of sight perpendicular to the mean magnetic field.
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Fig. 14.— Correlation plots of the angle that maximizes the mixed derivative (y axis of each plot, in degrees) against the angle of the
gradient of the rotation measure (x axis of each plot, in degrees), for lines of sight along the x (left column), y (middle column), and z
(right column) axes. The top row is for the Ms0.5Ma0.7 simulation, the second row for Ms0.5Ma1.7, the third row for Ms3.2Ma0.6, and
the bottom row for Ms3.1Ma1.7, all for the case of internal emission, at a frequency of 1.58 GHz. Each correlation plot is a scatter plot of
the values in the corresponding images, viewed as a heatmap, such that yellow represents the maximum number density of points in the
scatter plot, and black represents a number density of zero.
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Similar to Burkhart et al. (2012), we also find that su-
personic simulations tend to have more small scale struc-
ture than subsonic simulations, and sub-Alfvénic simula-
tions have more elongated structures than super-Alfvénic
structures, for lines of sight perpendicular to the mean
magnetic field. These findings imply that we could use
statistics that quantify how strong fluctuations are on
small-scales, such as the slope of a structure function,
or how elongated they are, such as the quadrupole ratio
(see Herron et al. 2016 for more information), to con-
strain the sonic and Alfvénic Mach numbers, and the
direction of the mean magnetic field. We caution that as
the observed structures are wavelength dependent, the
relationship between statistics of polarization diagnos-
tics and properties of the turbulence may also be sensi-
tive to wavelength. Future work is required to quantify
how statistics of these diagnostics are related to prop-
erties of turbulence, and how these relationships change
with wavelength. Such work will complement the re-
search conducted on the methods proposed by Lazarian
& Pogosyan (2016).
Other promising statistics include the Minkowski func-
tionals (Minkowski 1903, see Mecke et al. 1994; Schmalz-
ing & Buchert 1997 for more information), which are
a complete set of morphological descriptors, that can
be calculated for a surface defined by a specified iso-
density contour. For a two-dimensional region, the
Minkowski functionals are the circumference, enclosed
area, and genus12, and for a three-dimensional surface,
the Minkowski functionals include the volume enclosed
by the surface, its surface area, its integrated mean cur-
vature, and the integrated Gaussian curvature (which is
related to the Euler characteristic and genus, see Mecke
et al. 1994 for more information on Minkowski function-
als in three dimensions).
It is possible to calculate the Minkowski functionals
of two-dimensional regions for images of the polarization
diagnostics derived in Paper I, and these statistics may
provide robust constraints on the properties of the tur-
bulence, similar to the finding by Burkhart et al. (2012)
that the genus of the polarization gradient is sensitive to
the sonic Mach number. It is also possible to consider the
polarization diagnostics in three-dimensions, with wave-
length as the third axis, and then Minkowski function-
als can be calculated for three-dimensional structures de-
fined in this cube.
10. CONCLUSIONS AND FUTURE WORK
We have generated synthetic maps of Stokes Q and
U for simulations of ideal magnetohydrodynamic turbu-
lence, for the cases where the turbulent volume is illu-
minated from behind by polarized emission, and where
the emission comes from within the volume. Using these
synthetic maps, we have calculated all of the invariant
polarization diagnostics derived in Paper I for each sim-
ulation, and different lines of sight, between frequencies
of 0.5 and 2 GHz.
We have found that the polarization gradient and gen-
eralized polarization gradient trace spatial changes in the
magnetoionic medium for the case of internal emission,
provided that depolarization is not severe. Images of the
12 See https://golem.ph.utexas.edu/category/2011/06/
hadwigers_theorem_part_1.html for more information.
polarization gradient for supersonic simulations, and in-
ternal emission, display similar features to those observed
in the Canadian Galactic Plane Survey at low longitudes,
and so this region may be supersonic. This also suggests
that a significant fraction of observed polarized emission
is generated within turbulent regions, and so it is nec-
essary to determine whether we observe backlit or inter-
nal emission before attempting to constrain properties of
turbulence statistically.
We have detailed methods that could be used to dis-
tinguish between backlit and internal emission, using the
polarization directional curvature and the polarization
wavelength curvature. These methods work on a pixel-
by-pixel basis, however assume perfect angular resolu-
tion, and so it will be necessary to study how robust
these methods are for finite angular resolution.
We have discussed a preliminary method that could be
used to create maps of the rotation measure, which would
provide information on the structure of the Galactic mag-
netic field. This method involves using the polarization
wavelength derivative to determine where the rotation
measure is zero, or attains local maximum or minimum
values, and using the angle that maximizes the mixed
derivative to determine the direction of the gradient of
the rotation measure. From this information, it is possi-
ble to reconstruct the contours of the rotation measure.
For the polarization diagnostics we have examined, we
found that supersonic simulations tend to have more
small-scale structure than subsonic simulations, and lines
of sight parallel to the mean magnetic field have more
small-scale structure than lines of sight perpendicular
to the mean magnetic field. Features of these diagnos-
tics tend to be elongated along the mean magnetic field,
provided the perpendicular component of the magnetic
field is strong, and the degree of elongation is greater for
lower Alfvénic Mach number. We speculate that statis-
tics of these diagnostics, such as the Minkowski function-
als, could be used to provide constraints on the sonic and
Alfvénic Mach numbers, and the direction of the mean
magnetic field. These statistics will depend on the ob-
serving wavelength, however, and this must be taken into
consideration.
ACKNOWLEDGEMENTS
We thank Xiaohui Sun for providing the maps of Stokes
Q and U used to produce Fig. 12. C. A. H. acknowledges
financial support received via an Australian Postgrad-
uate Award, and a Vice Chancellor’s Research Schol-
arship awarded by the University of Sydney. B. B. is
supported by the NASA Einstein Postdoctoral Fellow-
ship. B. M. G. acknowledges the support of the Natural
Sciences and Engineering Research Council of Canada
(NSERC) through grant RGPIN-2015-05948 and of a
Canada Research Chair. N. M. M.-G. acknowledges
the support of the Australian Research Council through
grant FT150100024. The Dunlap Institute for Astron-
omy and Astrophysics is funded through an endowment
established by the David Dunlap family and the Uni-
versity of Toronto. This work has been carried out in
the framework of the S-band Polarisation All Sky Survey
(S-PASS) collaboration. The Parkes Radio Telescope is
part of the Australia Telescope National Facility, which
is funded by the Commonwealth of Australia for oper-
ation as a National Facility managed by CSIRO. This
CHAPTER 6. APPLIED POLARIZATION DIAGNOSTICS 111
Applied Polarization Diagnostics 21
research made use of Astropy, a community-developed
core Python package for Astronomy (Astropy Collabo-
ration et al. 2013), and APLpy, an open-source plotting
package for Python (Robitaille & Bressert 2012).
APPENDIX
APPENDIX A: DEPENDENCE OF DIAGNOSTICS ON LINE OF SIGHT, WAVELENGTH, AND REGIME OF
TURBULENCE
In this appendix we will discuss how the polarization diagnostics derived in Paper I depend on the line of sight and
wavelength used to produce the synthetic images of Stokes Q and U , and on the regime of turbulence of the simulations.
For all diagnostics, we find that there is no dependence on the line of sight for simulations with a weak magnetic field
(super-Alfvénic), and so we will only discuss line of sight dependence for simulations with a strong magnetic field. We
will also only discuss the case of internal emission, unless otherwise stated.
A.1 First Order Spatial Derivatives
In this section we discuss the generalized polarization gradient, the angle that maximizes the directional derivative,
the maximum amplitudes of the radial and tangential components of the directional derivative, and the angles that
maximize the radial and tangential components of the directional derivative. In Fig. 15 we show images of the
generalized polarization gradient for the Ms0.5Ma0.7 (top row), Ms0.5Ma1.7 (second row), Ms3.2Ma0.6 (third row),
Ms3.1Ma1.7 (bottom row) simulations, and lines of sight along the x (left column) and z (right column) axes, for
internal emission, and a frequency of 2 GHz. In Fig. 16 we show the corresponding images of the generalized
polarization gradient at a frequency of 0.5 GHz.
As the first order spatial derivatives are related to the polarization directional derivative, they exhibit similar
dependencies on the line of sight, wavelength, and regime of turbulence, in general. We find that for simulations with
a strong magnetic field (sub-Alfvénic), there can be differences between lines of sight that are parallel or perpendicular
to the mean magnetic field. If the simulation is subsonic, then lines of sight perpendicular to the mean field will show
features that are elongated in the direction of the magnetic field. If the simulation is supersonic, then different lines
of sight look fairly similar at short wavelengths (there is little elongation for lines of sight perpendicular to a strong
magnetic field), but different at long wavelengths, because of enhanced depolarization along the line of sight parallel
to the mean magnetic field. There is also an increasing degree of small-scale structure as the wavelength increases.
For subsonic simulations, the observed structures have little dependence on wavelength in general, but the generalized
polarization gradient is an exception to this. For supersonic simulations, clear structures observed at short wavelengths
are slowly replaced by a small-scale depolarisation pattern that appears to be superimposed over a larger-scale pattern.
For the generalized polarization gradient, the small-scale depolarization pattern appears to grow outwards from the
bright regions seen at short wavelengths.
We have also found that:
• The angle that maximizes the directional derivative is the same as the angle of the gradient of the rotation
measure, for backlit emission. For internal emission, there is a weak correlation between the angle that maximizes
the directional derivative, and the angle of the gradients of the rotation measure, but only at short wavelengths.
• The maximum amplitude of the radial component of the directional derivative has significant wavelength depen-
dence for supersonic simulations, which is strongest for lines of sight perpendicular to the field.
• The maximum amplitude of the tangential component of the directional derivative has more small-scale structure
for lines of sight parallel to a strong magnetic field, than perpendicular to the field. For subsonic simulations,
the brightness of the maximum amplitude of the tangential component increases with wavelength, because the
increasing amount of Faraday rotation and depolarisation can lead to larger changes in the polarisation angle.
The contrast between bright and faint filaments also increases with wavelength, which can be partly attributed
to depolarisation.
A.2 Second Order Spatial Derivatives
The polarization directional curvature in the direction that maximizes the directional derivative is derived from the
polarization directional curvature, and so the two have very similar dependencies on the line of sight, wavelength,
and regime of turbulence. In Fig. 17 we show images of the polarization directional curvature in the direction that
maximizes the directional derivative, for the same simulations, lines of sight, and frequency as Fig. 15. Fig. 18 shows
the corresponding directional curvature images at a frequency of 0.5 GHz.
For internal emission, large polarization directional curvature tends to correspond to maxima and minima of the
polarisation intensity, or to maxima and minima of the polarisation angle, provided that the rate of change of the
other polarisation quantity is large. For example, the curvature will be large at a maximum of polarization intensity,
if the rate of change of polarization angle is large.
For lines of sight parallel to a strong magnetic field, the polarization directional curvature shows filaments that are
evenly spaced, but the spacing between filaments varies for lines of sight perpendicular to a strong field. Lines of sight
perpendicular to a strong magnetic field also tend to have filaments aligned with the field, if the directional curvature
is not calculated in a direction parallel to the field. Lines of sight perpendicular to the magnetic field are more sensitive
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Fig. 15.— The generalized polarization gradient for the Ms0.5Ma0.7 (top row), Ms0.5Ma1.7 (second row), Ms3.2Ma0.6 (third row),
Ms3.1Ma1.7 (bottom row) simulations, and lines of sight along the x (left column) and z (right column) axes. All images were produced
for internal emission, and a frequency of 2 GHz. Units are pc−1. Different color scalings are used for the images.
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Fig. 16.— The same as Fig. 15, but for a frequency of 0.5 GHz. Different color scalings are used for the images.
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to wavelength than lines of sight parallel to the field, and curvature values are larger for lines of sight perpendicular to
a strong magnetic field at short wavelengths than for lines of sight parallel to the magnetic field, but smaller for these
lines of sight at long wavelengths.
We find that supersonic simulations have more structure on small scales than subsonic simulations, and the amount
of small-scale structure increases with wavelength. The magnitude of the curvature also appears to decrease with
increasing wavelength. For subsonic simulations, only those with a weak magnetic field are sensitive to wavelength,
if the line of sight is perpendicular to the field. For all simulations, the curvature can be large in regions of low
polarisation intensity.
A.3 First Order Wavelength Derivatives
For internal emission, the polarization wavelength derivative is related to the first order wavelength derivatives of
the polarization intensity and the polarization angle, where the latter is weighted by polarization intensity. In Fig. 19,
we show the polarization wavelength derivative for the same simulations and lines of sight as Fig. 15, at a frequency
of 1.58 GHz. In Fig. 20 we show the corresponding images for a frequency of 0.51 GHz.
For lines of sight perpendicular to a strong magnetic field, the wavelength derivative is large in areas of large rotation
measure at short wavelengths, and small in areas where the rotation measure is zero. For lines of sight parallel to the
mean magnetic field, the wavelength derivative largely traces polarization intensity, at all wavelengths. If the line of
sight is perpendicular to a weak magnetic field, then the wavelength derivative tends to trace the rotation measure,
modulated by the polarization intensity.
The wavelength derivative tends to decrease with increasing wavelength, due to depolarization, and there is an
increasing amount of small-scale structure. If the line of sight is perpendicular to a strong magnetic field, the wave-
length derivative is similar to the rotation measure at short wavelengths, and more like polarization intensity at long
wavelengths. For simulations with a weak magnetic field, there is little dependence on wavelength.
In Fig. 21 we show the polarization wavelength derivative (middle row), as well as the radial (top row) and
tangential (bottom row) components of the wavelength derivative, for the Ms0.5Ma0.7 (left column) and Ms2.4Ma0.7
(right column) simulations. These images were produced for a line of sight parallel to the mean magnetic field, at a
frequency of 1.58 GHz. For these simulations, we find that the tangential component has more features in common
with the wavelength derivative than the radial component. In general, we find that the tangential component always
seems to be larger than the radial component for our simulations, which may be because the primary effect of Faraday
rotation is to rotate the polarization angle.
We find that the radial component of the wavelength derivative is the same as the derivative of polarization intensity
with respect to wavelength. For lines of sight perpendicular to a strong magnetic field, alternating positive and negative
regions emanate from locations of high rotation measure, and this oscillation is more rapid for supersonic simulations.
The observed structures tend to be aligned with the magnetic field for lines of sight perpendicular to the field. We
observe that there is more small-scale structure for lines of sight parallel to a strong magnetic field, and that the
amount of small-scale structure increases as the wavelength increases.
We observe that the tangential component of the wavelength derivative is the same as the rotation measure multiplied
by polarization intensity. This allows us to image the rotation measure, without needing to worry about unwrapping
the polarization angle, to account for situations where the polarization angle changes from close to 90◦ to −90◦, or
vice versa. The tangential component of the wavelength derivative is similar to the rotation measure for lines of sight
perpendicular to the field, and similar to polarisation intensity for lines of sight parallel to the field. The observed
structures tend to align with the magnetic field for lines of sight perpendicular to a strong field. As for the wavelength
derivative, we find that more small-scale structure becomes apparent as the wavelength increases.
A.4 Second Order Wavelength Derivatives
In Fig. 22, we show the polarization wavelength curvature for the same simulations and lines of sight as Fig. 15, at
a frequency of 1.58 GHz, and we show the corresponding images for a frequency of 0.51 GHz in Fig. 23. We find that
the polarization wavelength curvature is largest when the derivative of either the polarization intensity or polarization
angle with respect to wavelength is close to zero, and that the wavelength curvature tends to be more sensitive to
changes in polarization angle, in general. Changes in polarization intensity only appear to be important for supersonic
simulations.
If the magnetic field parallel to the line of sight is small, the shape and sign of the curvature features are similar to
those of the rotation measure. If the magnetic field parallel to the line of sight is large, then the curvature is small in
regions of high polarization intensity, or high perpendicular component of the magnetic field. There is more small-scale
structure for lines of sight parallel to a strong magnetic field, and lines of sight perpendicular to the field have more
elongated structures.
We observe that for supersonic simulations there is an increasing amount of small-scale structure as the wavelength
increases, and this is also true for lines of sight parallel to a strong field for subsonic simulations. The amplitude of
the wavelength curvature tends to increase with wavelength for supersonic simulations with a strong field.
A.5 Mixed Derivatives
We show images of the maximum amplitude of the polarization mixed derivative in Fig. 24, for the same simulations
and lines of sight as Fig. 15, at a frequency of 1.58 GHz, and at a frequency of 0.51 GHz in Fig. 25.
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Fig. 17.— The same as Fig. 15, but for the polarization directional curvature in the direction that maximizes the directional derivative,
instead of the generalized polarization gradient. Units are pc−2. Different color scalings are used for the images.
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Fig. 18.— The same as Fig. 17, but for a frequency of 0.5 GHz. Different color scalings are used for the images.
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Fig. 19.— The same as Fig. 15, but for the polarization wavelength derivative, instead of the generalized polarization gradient, at a
frequency of 1.58 GHz. Units are m−2. Different color scalings are used for the images.
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Fig. 20.— The same as Fig. 19, but for a frequency of 0.51 GHz. Different color scalings are used for the images.
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Fig. 21.— A comparison of the radial (top row) and tangential (bottom row) components of the polarization wavelength derivative to
the wavelength derivative (middle row), for the subsonic Ms0.5Ma0.7 simulation (left column) and supersonic Ms2.4Ma0.7 simulation (right
column). These images were produced for internal emission, a line of sight along the x axis, at a frequency of 1.58 GHz. All images are in
units of m−2. Different color scalings are used for the images.
For backlit emission, the maximum amplitude of the mixed derivative appears to be equal to the generalized polariza-
tion gradient multiplied by the rotation measure. Features are elongated along the field for lines of sight perpendicular
to the field, have larger amplitude for lines of sight parallel to a strong field, and tend to be clumped together and less
filamentary for supersonic simulations, than for subsonic simulations.
For internal emission, the maximum amplitude of the mixed derivative is similar to the generalized polarization
gradient, modulated by the absolute value of the rotation measure. For subsonic simulations, or supersonic simulations
with a strong magnetic field parallel to the line of sight, the mixed derivative and generalized polarization gradient
become more similar as wavelength increases. For other cases, the mixed derivative and generalized polarization
gradient become more different as the wavelength increases. Features tend to be elongated with the field for lines
of sight perpendicular to a strong field, and for supersonic simulations, more small-scale structure is apparent as the
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Fig. 22.— The same as Fig. 15, but for the polarization wavelength curvature, instead of the generalized polarization gradient, at a
frequency of 1.58 GHz. Units are m−4. Different color scalings are used for the images.
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Fig. 23.— The same as Fig. 22, but for a frequency of 0.51 GHz. Different color scalings are used for the images.
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wavelength increases.
For the angle that maximizes the polarization mixed derivative, lines of sight perpendicular to the field display more
elongated structures than lines of sight parallel to the field, and lines of sight parallel to a strong field have more
small-scale structure. We find that the angle that maximizes the mixed derivative is correlated with the angles of the
gradients of the perpendicular component of the magnetic field and the rotation measure. For subsonic simulations,
the degree of correlation increases with wavelength, but for supersonic simulations, the degree of correlation decreases
with wavelength.
As for the maximum amplitude of the mixed derivative, lines of sight perpendicular to the field tend to have more
elongated features, and lines of sight parallel to a strong field tend to have more small-scale structure, and be more
sensitive to wavelength. More small-scale structure appears as the wavelength increases for supersonic simulations, or
subsonic simulations and a line of sight parallel to a strong field.
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Fig. 24.— The same as Fig. 15, but for the polarization mixed derivative, instead of the generalized polarization gradient, at a frequency
of 1.58 GHz. Units are pc−1 m−2. Different color scalings are used for the images.
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Fig. 25.— The same as Fig. 24, but for a frequency of 0.51 GHz. Different color scalings are used for the images.
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Chapter 7
Summary and Conclusions
Despite recent progress on statistically analysing interstellar turbulence, there is much we
do not know about magnetoionic turbulence in the Milky Way, such as how the properties
of turbulence vary within the Milky Way. In this thesis I have developed methods of
probing interstellar turbulence by analysing polarised synchrotron emission, and these
methods have the potential to reveal information on the turbulence, and constrain properties
of the turbulence for an observed region.
In Chapter 2 I applied the theory of Lazarian & Pogosyan (2012) to mock images of
synchrotron intensity produced for simulations of MHD turbulence, with different sonic
and Alfve´nic Mach numbers. I found that the structure function slope, and a new statistic
known as the integrated quadrupole ratio modulus, are both sensitive to the Alfve´nic Mach
number of the turbulence, when calculated for synchrotron intensity. However, I also
showed that these statistics are affected by the relative orientation of the mean magnetic
field relative to the line of sight, as well as the noise and angular resolution of the image,
and concluded that statistics of polarised synchrotron emission will be required to constrain
properties of turbulence.
In Chapter 3 I extended the analysis of Chapter 2 to mock images of synchrotron
intensity produced for simulations of molecular clouds, with different driving parameters. I
found that the mean and standard deviation of the log-normalised synchrotron intensity are
sensitive to the driving parameter, and so it may be possible to constrain this property of
the turbulence, provided that there are enough statistics available to constrain all properties
that influence the measured statistics.
In Chapter 4 I applied the polarisation gradient method to the Canadian Galactic Plane
Survey, and calculated the skewness of the gradient to determine whether there are any
changes in the sonic Mach number within the observed region of the Galactic plane. I
found that the skewness does not vary within the observed region, and instead is very
126
CHAPTER 7. SUMMARY AND CONCLUSIONS 127
sensitive to the angular resolution of the image, and the size of the evaluation box used to
calculate the skewness of the polarisation gradient. This demonstrates that the skewness
of the polarisation gradient is too sensitive to inhomogeneities within the image to be a
robust method of constraining the sonic Mach number.
In Chapter 5 I derived new polarimetric diagnostics that are rotationally and trans-
lationally invariant in the Q-U plane, similar to the polarisation gradient. I derived the
generalised polarisation gradient, which gives the maximum rate of change of the com-
plex polarisation for the cases of emission coming from within or behind a turbulent,
Faraday rotating medium. I also derived the polarisation directional curvature, polari-
sation wavelength derivative, polarisation wavelength curvature, and polarisation mixed
derivative. Together, the generalised polarisation gradient and polarisation directional
curvature completely describe how the complex polarisation changes across an image, and
the polarisation wavelength derivative and polarisation wavelength curvature completely
describe how the complex polarisation at a pixel depends on wavelength.
I applied the diagnostics derived in Chapter 5 to mock images of Stokes Q and U in
Chapter 6, which were calculated for polarised synchrotron emission generated behind
or within a turbulent, Faraday rotating medium. I found that the generalised polarisation
gradient is sensitive to spatial changes in the magnetoionic medium for the cases of backlit
and internal emission, similar to the sensitivity of the polarisation gradient to these spatial
changes, provided the image is not depolarised. I found that the radial and tangential
components of the polarisation directional derivative can be used to compare the relative
importance of large-scale and small-scale changes in the magnetoionic medium. I also
discovered methods of distinguishing between the cases of backlit and internal emission,
and a method to produce a preliminary map of the rotation measure. The methods to
distinguish between the cases of backlit and internal emission are of particular importance,
as they are required to correctly constrain properties of turbulence from statistics of
diagnostic quantities, by comparing the measured statistics to the statistics simulated using
the same emission generation mechanism.
Future work should involve a quantitative analysis of how the polarisation diagnostics
derived in Chapter 5 depend on properties of turbulence, such as the sonic and Alfve´nic
Mach numbers, the driving parameter, and the relative orientation of the mean magnetic
field relative to the line of sight, similar to the study performed by Burkhart, Lazarian
& Gaensler (2012) for the polarisation gradient, and presented in Chapters 2 and 3 for
synchrotron intensity. This investigation should consider how the relationship between
statistics of these diagnostics and properties of turbulence depends on whether the syn-
chrotron emission is generated behind or within a Faraday rotating medium, and on the
observing wavelength. Possible statistics to investigate include the structure function slope,
the integrated quadrupole ratio modulus, statistical moments such as the mean, standard
deviation, skewness, and kurtosis, and also morphological statistics such as the Minkowski
functionals.
Additionally, it is important to investigate how the noise and angular resolution of an
observation affect statistics of polarisation diagnostics, as this not only affects the value
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of a statistic that could be linked to properties of turbulence, but can also completely
remove the sensitivity of a statistic to a particular property. It is also important to apply
these diagnostics to observational data where possible, to ensure that statistics of these
diagnostics are more sensitive to properties of the turbulence than they are to the angular
resolution, or to the size of the evaluation box used to calculate the statistic, as was found
for the polarisation gradient in Chapter 4.
If numerous statistics of polarisation diagnostics are found to be sensitive to properties
of turbulence, and are robust to the noise and angular resolution of the observation, then
the final challenge to consider is how to resolve potential degeneracy between the value
of a statistic, and different properties of turbulence. It is possible that a given value of
a statistic could be obtained for different combinations of the properties of turbulence,
and so by using numerous statistics, it may become clear what combinations of properties
can explain the measured statistics. However, the procedure to constrain properties of
turbulence from measured statistics will require careful thought, and consideration of
the observing wavelength, noise, and angular resolution of the observation. If a rigorous
procedure to determine properties of turbulence from measured statistics of polarisation
diagnostics can be constructed, then it will become possible to measure properties of
turbulence throughout the Milky Way, and study the structure of the Galactic magnetic
field. This will provide new insight into the lifecycle of interstellar gas, the evolution of
the Galactic magnetic field, and the evolution of the Milky Way.
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