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Resumen
En el presente trabajo se trata el tema de la reconstrucción de modelos 3D faciales
partiendo de imágenes de rango, tocando los tópicos de adquisición de las imágenes, re-
gistro e integración. En la parte de adquisición, se realiza un análisis comprehensivo de
la técnica de adquisición de imágenes de rango por triangulación y luz estructurada. En
el registro, se propone el uso de un nuevo mecanismo de muestreo, y se demuestra que
presenta un factor de convergencia mayor que el de los métodos revisados en la literatura,
con respecto a las imágenes de rango faciales. Finalmente, se propone un algoritmo de
integración de modelos parciales de la cara, y se muestran sus ventajas con respecto a dos
métodos revisados en la literatura.
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Abstract
This work treats the 3D facial model reconstruction process based on range images,
and focusing on image acquisition, register and integration. The document has a compre-
hensive analysis of the triangulation and structured light technique for range image acqui-
sition. Also, it is proposed a new data point sampling mechanism for the image registering
process, which demonstrates to be more accurate than the others presented before in the
literature, for the special case of facial range information. Finally, it is proposed an inte-
gration algorithm for partial model reconstruction of faces, and some comparisons between
this one and two other methods posted in the literature are also shown.
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Introducción
Dentro de las aplicaciones más extendidas en el mundo de la informática se encuen-
tra el procesamiento digital de imágenes. Esta se conforma en una herramienta básica para
el desarrollo de una amplia gama de aplicaciones, que van desde la creación de programas
de entretenimiento, hasta complejas piezas de software para la identificación y localización
de objetos en una escena.
Uno de los campos que más ha captado la atención del mundo científico en el proce-
samiento de imágenes es el reconocimiento de los elementos presentes de manera automa-
tizada. En particular, se han realizado investigaciones con el fin de diseñar sistemas de so-
porte para la identificación de rasgos faciales, con aporte a diversas áreas. La información
que se tiene como base para este tipo de sistemas son fotografías digitales tomadas desde
diferentes puntos de vista y con variadas posturas o gestos. El objetivo principal es lograr
que el sistema detecte y en lo posible, caracterice de manera automatizada rasgos como los
ojos, la comisura de los labios, la naríz, etc.
Con la aparición de los escáneres de rango, el procesamiento digital de imágenes
y representación de escenarios avanza a un nuevo nivel, pudiendo establecerse con pre-
cisión la información proveniente de las características ópticas de la escena, así como su
topología y la ubicación espacial de sus objetos conformantes. En vez de tener un conjunto
de elementos de imagen (píxeles) se cuenta con un conjunto de elementos de superficie que
representan la superficie real de la escena. A pesar de que la tecnología de captura de infor-
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mación 3D existe desde hace ya más de dos décadas, el tema de reconstrucción de modelos
3D a partir de imágenes de rango ha sido poco explorado, y por lo general los trabajos no
están orientados hacia aplicaciones con tipos específicos de modelos.
Las imágenes de rango se constituyen en una valiosa fuente de información; sin em-
bargo, no es suficiente con una sola toma para generar un modelo completo. Por lo tanto,
existen varias etapas desde la misma adquisición hasta la generación de la representación
final (ver figura 1). Las etapas más importantes del proceso de reconstrucción de modelos
3D partiendo de imágenes de rango son la adquisición, el registro y la integración de los
datos. El objetivo principal de este trabajo es presentar una selección y adecuación de un
conjunto de algoritmos en estas tres etapas, sintonizados específicamente para la generación
de modelos de rostros.
Figura 1: Proceso de reconstrucción de modelos 3D partiendo de imágenes de rango.
Los avances más significativos que se presentan en el desarrollo de éste trabajo están
enfocados en los procesos de registro e integración de imágenes de rango. En el primero,
se propone la utilización de un nuevo mecanismo de muestreo de registro, denominado
Muestreo en el Espacio de Variación de la Orientación, el cual aprovecha las característi-
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cas específicas de la aplicación en modelos faciales. En la parte de integración se presenta
un algoritmo específicamente diseñado para aplicaciones de reconstrucción parcial de mo-
delos, diferente a los mecanismos habituales guiados a reconstrucciones volumétricas para
aplicaciones de ingeniería inversa.
El contenido del documento es como sigue: en el capítulo 1 se muestra una intro-
ducción al tema de reconstrucción de modelos 3D partiendo de imágenes de rango, des-
de la adquisición hasta la integración de los datos; en el capítulo 2 se aborda el tema de
adquisición de imágenes de rango, centrado en los métodos aplicados y los resultados. En
el capítulo 3 se describe la etapa de registro de imágenes de rango, resaltando los algoritmos
seleccionados y la sintonización realizada. En el capítulo 4 se entra en detalle con respecto
al algoritmo utilizado para el desarrollo de la aplicación y los resultados obtenidos. Para
facilitar la utilización de los algoritmos de registro e integración trabajados se desarrolló
un conjunto de herramientas de software, cuya descripción se encuentra en el anexo A. Fi-
nalmente, en el capítulo 5 se muestran las conclusiones del trabajo, y en el capítulo 6 se
proveen algunos lineamientos para trabajos futuros en el área.
Capítulo 1
Marco Teórico
Las imágenes de rango son retículas bidimensionales cuyos elementos represen-
tan la ubicación espacial de los puntos muestreados de la superficie de la escena. En otras
palabras, se tiene información bidimensional ubicada en un espacio 3D. Generalmente se
visualizan como imágenes 2D en escala de grises, donde los valores de intensidad represen-
tan la distancia medida desde la superficie de la escena hasta el sensor a lo largo de la línea
de captura del mismo (ver figura 1.1).
Figura 1.1: Ejemplo de imágenes de rango.
La codificación que se usa con mayor regularidad muestra en tonos más claros dis-
tancias menores y en tonos oscuros distancias mayores. Además, el negro representa valores
de profundidad que no se tienen en cuenta por estar fuera de rango. Esta representación per-
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mite la utilización de algunas de las herramientas típicas del procesamiento digital de imá-
genes. Otra forma de encontrar la información de rango es mediante la ubicación espacial
en x, y y z con respecto a un eje de coordenadas específico (usualmente relacionado con
la posición de la cámara). En éste caso es necesaria la aplicación de técnicas especialmente
diseñadas para el propósito del problema, como el filtrado anisotrópico.
Hoy en día existen diversos sistemas que permiten la adquisición de información
3D. En el campo de adquisición de imágenes de rango se utilizan principalmente sistemas
de proyección de luz sobre la escena, y en algunas aplicaciones específicas, como radares y
sonares, se utilizan ondas mecánicas y/o electromagnéticas [7].
Los sistemas de adquisición por proyección de luz se pueden clasificar principal-
mente en sistemas de tiempo de vuelo, sistemas interferométricos y sistemas de triangu-
lación. Los sistemas de tiempo de vuelo miden el tiempo de retorno de una onda de luz
proyectada sobre la superficie de captura. Estos trabajan a altas velocidades, pero están
limitados a la captura de objetos del orden de los centímetros, pues las variaciones tempo-
rales para este rango llegan a los femtosegundos. Los sistemas interferométricos proyectan
patrones que varían en tiempo y/o espacio, y se decodifican con respecto a un patrón de
referencia. Las variaciones de fase detectadas reflejan los cambios en la superficie y las
distancias respectivas. Los sistemas de triangulación proyectan patrones de luz estructura-
da sobre la escena, y por medio de las siluetas capturadas en el sensor y los valores de
calibración del sistema se calculan las posiciones espaciales de los datos.
1.1. Luz Estructurada y Triangulación
Tal vez el método más utilizado para la adquisición de imágenes de rango es el de
triangulación. Los sistemas de captura por triangulación se componen de un proyector de
luz estructurada, que proyecta patrones como puntos, líneas, rejillas, etc., y por un sensor,
que típicamente es un CCD. La velocidad de adquisición depende del número de patrones
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que es necesario proyectar para completar la imagen, y de la velocidad de captura del sen-
sor. Los sistemas de captura por triangulación llegan a tener resoluciones del orden de las
micras, y velocidades del orden de las décimas de segundo [5]. En la figura 1.2 se puede ob-
servar el principio de captura por triangulación. La proyección de cada patrón proporciona
una silueta que es captada por el sensor. Con base en la posición y orientación del sen-
sor con respecto a la escena, y con el conocimiento de los parámetros internos del mismo,
es posible calcular mediante triangulación los valores de profundidad representados por la
silueta. Con un conjunto de siluetas decodificadas en valores de profundidad se conforman
los datos de una imagen de rango [7, 18].
Figura 1.2: Esquema del proceso de captura de información tridimensional por luz estruc-
turada y triangulación.
1.1.1. Parámetros Intrínsecos del Sensor
Los sensores utilizados en el proceso de adquisición de imágenes de rango por lo
general poseen lentes; esto implica que las imágenes están expuestas no sólo al ruido inhe-
rente al proceso mismo de adquisición, sino también a distorsiones dadas por la geometría
de los mismos. Las principales distorsiones que existen en las imágenes son debidas a la
distancia focal del lente, y a los factores de escalamiento dados por la geometría del sensor
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CCD.
Sean x1, y1 y z1 las coordenadas de un punto en el espacio, expresado en las coor-
denadas del eje de la cámara. El plano retinal o plano de proyección está centrado sobre el
eje z y es paralelo al plano xy. La distancia desde el origen del eje de la cámara hasta el
punto donde el plano retinal corta el eje z es llamada distancia focal (f ). Las coordenadas
(u1, v1) de la proyección de (x1, y1, z1) sobre el plano retinal están dadas por:

U1
V1
S1
 =

−fku 0 0 u0
0 −fkv 0 v0
0 0 1 0


x1
y1
z1
1

U1
S1
= u1
V1
S1
= v1 (1.1)
Las constantes ku y kv son para el escalamiento apropiado desde las unidades en
las que se expresan x1, y1 y z1 hacia los píxeles del sensor, y (u0, v0) son las coordenadas
del corte del eje z con el plano retinal (en píxeles) [10].
Otro tipo de distorsiones que también influyen en la formación de una imagen son la
distorsión radial, la distorsión por descentrado entre lentes, y la distorsión por paralelismo
entre lentes [25]. Estas distorsiones presentan relaciones no lineales con respecto a la infor-
mación proyectada al plano retinal sin distorsión. Suponiendo que (xd, yd) es la proyección
distorsionada de (x, y, z) en el sensor, y (x∗, y∗) es la proyección del mismo punto en el
sensor sin tener en cuenta las distorsiones, se tiene lo siguiente:
La distorsión radial sucede dada la naturaleza curva de la lente (efecto ojo de pez).
Para este caso, la forma de la distorsión está dada por una serie de potencias de la forma
[15]:
8xd = x∗ + x∗
[
k1(x∗2 + y∗2) + k2(x∗2 + y∗2)2 + ...
]
yd = y∗ + y∗
[
k1(x∗2 + y∗2) + k2(x∗2 + y∗2)2 + ...
]
(1.2)
Usualmente sólo se toma en cuenta el primer término de la expansión (y en algunos
casos el segundo). Por consiguiente, la distorsión radial puede ser expresada de una manera
simplificada como sigue:
xd = x∗ + αx∗(x∗2 + y∗2)
yd = y∗ + αy∗(x∗2 + y∗2) (1.3)
La distorsión por descentrado de los lentes se da debido principalmente a que el
eje horizontal del sensor y el(los) lente(s) no coincide. En este caso, la distorsión se puede
modelar como sigue:
xd = x∗ + β(3x∗2 + y∗2) + 2γxy
yd = y∗ + γ(x∗2 + 3y∗2) + 2βxy (1.4)
Finalmente, la expresión que determina la distorsión por falta de paralelismo entre
los ejes principales del (los) lente(s) y el sensor está dada por:
xd = x∗ + δ(x∗2 + y∗2)
yd = y∗ + δ(x∗2 + y∗2) (1.5)
En la figura 1.3 se muestran los diferentes tipos de distorsión. Arriba, a la derecha:
efecto de distorsión radial; arriba, izquierda: efecto de descentrado entre los ejes; abajo:
distorsión por falta de paralelismo entre el sensor y los lentes.
9Figura 1.3: Efectos de distorsión en la captura de imágenes.
1.1.2. Parámetros Extrínsecos del Sensor
Para lograr reconstruir de manera adecuada los datos adquiridos es necesario poseer
cierta información previa acerca del sistema. Los parámetros que determinan la posición y la
orientación del sensor ({xc, yc, zc, θc, φc, ϕc}), así como el ángulo de proyección del patrón
(γP ) y la posición y orientación del mismo con respecto al sensor ({xp, yp, zp, θp, φp, ϕp}),
son llamados parámetros extrínsecos del sistema [19, 10]. El proceso de calibración ex-
trínseca tiene como objetivo determinar el conjunto de parámetros extrínsecos del sistema
para cada toma realizada (a excepción del parámetro γP que es dado).
Se puede expresar un punto cualquiera ~p términos de los ejes coordenados de la cámara
simplemente multiplicándolo por una matriz de transformación, así:
~pc =
 R ~t
0 1
 ~p (1.6)
Donde la matrízR está compuesta por los parámetros angulares del sensor (θc, φc, ϕc),
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y el vector de translación (~t) depende de todos los parámetros extrínsecos del sensor. Los
parámetros extrínsecos del proyector sirven para expresar el patrón de proyección en fun-
ción de los ejes coordenados del sensor. Para el caso particular en el que el patrón corres-
ponde a una línea paralela al eje y del proyector, se genera la ecuación de un plano de
proyección, como sigue:
~pp =

−κz
y
z
 (1.7)
Donde κ es la tangente del ángulo de proyección γP . La expresión 1.7 está dada
con respecto a los ejes coordenados del proyector.
1.1.3. Proceso de Calibración
Durante el proceso de calibración se busca como primer objetivo la solución de
los parámetros intrínsecos y extrínsecos del sensor. Para esto, uno de los modelos más
utilizados parte de las ecuaciones 1.1 y 1.6, combinándolas linealmente [10]. La expresión
resultante es de la forma:

U
V
S
 =

αur1 + u0r3 αutx + u0tz
αvr2 + v0r3 αvty + v0tz
r3 tz


x1
y1
z1
1
 (1.8)
Donde ri es cada una de las filas de la matriz R, αu = −fKu y αv = −fKv. Bajo
la suposición:
‖ ~q3 ‖= 1
(~q1 ∧ ~q3)(~q2 ∧ ~q3) = 0 (1.9)
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Donde ~q1, ~q2 y ~q3 son vectores de orden 3, se tiene que:
tz = εq34
r3 = ε~q3T
r1 = ε(~q1−u0 ~q3T )/αu
r2 = ε(~q2T − v0 ~q3T )/αv
tx = ε(q14 − u0tz)/αu
ty = ε(q24 − v0tz)/αv
(1.10)
ε es una constante cuyo valor puede ser 1 o −1, y q14, q24 y q34 son escalares. Este
problema se puede resolver por métodos lineales y no lineales. En general, los métodos no
lineales han mostrado un rendimiento muy superior en la estimación de los parámetros con
respecto al ruido en los datos [10]. Para dicho caso, se busca la minimización de la función
de costo:
C =
N∑
i=1
‖ ~q1
T ~Mi + q14
~q3
T ~Mi + q34
− ui ‖
2
+ ‖ ~q2
T ~Mi + q24
~q3
T ~Mi + q34
− vi ‖
2
(1.11)
Donde ~Mi son las re-proyecciones de los puntos del plano retinal en el espacio xyz.
1.2. Registro de Imágenes de Rango
Las imágenes de rango son fuente de información para la reconstrucción parcial de
superficies. Sin embargo, dado que cada imagen capta la escena desde un punto de vista
específico, no es suficiente con una toma para reconstruir un modelo completo de la escena.
Por lo tanto, es necesaria la adquisición de varias imágenes para cumplir con dicho objetivo.
Cada imagen de rango está referenciada a la posición del sensor en la captura. Esto
hace necesaria la utilización de ciertas técnicas que permiten el acople de la información
contenida en el conjunto de imágenes. Al proceso de extracción de estos parámetros que
hacen posible el acople se le llama registro de imágenes de rango. Formalmente, se puede
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decir que si tenemos N imágenes de rango fi que son realizaciones de la superficie M ,
el proceso de registro halla N transformaciones Ti que alinean la información correspon-
diente entre las realizaciones. Estas transformaciones son lineales, siempre y cuando las no
linealidades introducidas en el proceso de captura hayan sido corregidas de manera satis-
factoria.
El tema de registro de información 3D se ha desarrollado desde finales de los 80s.
En [11] y [14] se utiliza un algoritmo que permite encontrar la transformación lineal que
minimiza las diferencias entre dos conjuntos de datos, realizando comparaciones de proyec-
ción de puntos a planos aproximados mediante centroides y la orientación local de la su-
perficie. En [6] se da solución al mismo problema, pero esta vez la comparación se realiza
directamente entre los puntos de los dos conjuntos.
En 1992, P.J.Besl y N.D.McKay [3] introdujeron formalmente el primer algoritmo
automatizado de registro, llamado ICP (Iterative Closest Point). En éste se enseña la selec-
ción de apareamientos entre los puntos de las imágenes a registrar, y se aplica el método de
minimización propuesto en [14]. El algoritmo propuesto es restrictivo en el sentido en que
todos los puntos de la imagen a registrar deben estar contenidos en la imagen de referencia.
Esto hace necesaria la existencia de una toma cilíndrica del objeto para registrar las otras
tomas con base en esta [27]. En [4] se aborda el problema de contenencia de los datos per-
mitiendo un registro simultáneo de todas las imágenes de rango disponibles; de este modo,
todo punto en cada imagen al menos uno que le corresponde en alguna otra. Además, admite
el rechazo de los apareamientos menos apropiados, siempre que se mantenga un porcentaje
mínimo de apareamientos aceptados. En [27] definen una función de compatibilidad entre
los apareamientos, que rechaza pares que difieren significativamente en orientación. En tra-
bajos subsiguientes [21,9,16] se realizan variaciones menores al algoritmo ICP, obteniendo
diferentes rendimientos cuya comparación se puede ver en [22, 23]. Por otro lado, en [24]
utilizan un ajuste local a funciones de curvatura, y los modelos resultantes son acopla-
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dos entre imágenes. Los parámetros de curvatura pueden variar ligeramente, por lo que las
transformaciones halladas no son lineales.
1.3. El Algoritmo ICP
Una de las principales razones por las cuáles el aloritmo presentado por Horn [14]
no es suficiente para solucionar el problema de registro es que éste debe ser alimentado con
información a priori de apareamiento de los datos a registrar. Por lo tanto, era necesario el
desarrollo de técnicas que, además de realizar la minimización en la función de distancia
base, realizaran una selección automatizada de los pares de registro.
Sin embargo, fue hasta el año de 1992 cuando Besl y McKay [3] realizaron la in-
troducción formal del primer algoritmo automatizado de registro de imágenes de rango,
conocido como el Iterative Closest Point, o ICP. En su forma original realiza una selección
de apareamientos que consiste en seleccionar el punto más cercano en la imagen de refe-
rencia para cada punto de la imagen a registrar. A continuación se realiza la minimización
del funcional de error propuesto en [14] (ver ecuación 1.12), el cual depende únicamente de
la distancia euclídea entre los pares dados. Este proceso se repite de manera iterativa, hasta
haber alcanzado algún umbral máximo de error o un número límite de iteraciones.
El algoritmo ICP mostró ser robusto frente a varias de las condiciones del problema
de registro, y por lo tanto fue ampliamente tratado en años subsiguientes. Estas modifica-
ciones surgieron con el fin de reducir el número de restricciones impuestas en la forma ori-
ginal, y han contribuído de manera significativa también en el rendimiento del mismo [23].
A continuación se describe cada una de las etapas de las que consta el algoritmo modificado
del ICP, hasta el año 2001.
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1.3.1. Muestreo de las Imágenes
El proceso de registro es computacionalmente costoso, en buena parte debido a la
gran cantidad de datos con que se debe trabajar. Por este motivo, uno de los aspectos que
más ha llamado la atención es el muestreo de los datos a registrar. Con un buen mecanismo
de muestreo se puede obtener resultados precisos en el registro, mermando considerable-
mente el costo computacional del algoritmo [23].
En la literatura se encuentran básicamente tres técnicas de muestreo de datos en
imágenes de rango. La técnica más simple de muestreo utilizada es el muestreo uniforme
[6, 27, 4], en la cual se seleccionan datos que están distribuidos de manera uniforme sobre
la imagen. Así, si se identifican los datos de cada imagen como ~pi, el muestreo uniforme
selecciona todos los datos que cumplan con el criterio ~pm,j = ~pki−h, donde ~pm,j es el
j−ésimo dato muestreado, y k y h son dos números enteros tales que k > h. Esta técnica
tiene un orden de ejecución O(N), donde N representa el número de datos seleccionados.
Otra técnica es el muestreo aleatorio; en ésta se seleccionan de manera aleatoria los
datos de la imagen a registrar. Por lo tanto, cada dato tiene igual probabilidad de ser selec-
cionado en el muestreo. En esta técnica se registran ordenes de ejecución de entre O(N2)
hasta O(NlogN), donde N representa el número original de datos.
La tercera técnica es el muestreo aleatorio sobre el espacio de orientación [21, 16].
En éste caso, los datos se subdividen en tres grupos, según la cercanía entre la orientación
de la normal a la superficie en el punto cada uno de los ejes coordenados. Luego, se toma
de forma aleatoria un número igual de datos de cada conjunto. El orden de ejecución del
algoritmo es similar al de la técnica mencionada anteriormente aunque su rendimiento es
claramente superior, como se puede ver en [23].
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1.3.2. Selección de los Apareamientos
Uno de los mecanismos más rudimentarios en el apareamiento de los puntos en
imágenes de rango consiste en la selección del vecino más cercano en la malla opuesta
como pareja. Este método es utilizado en la solución a la transformación de registro dada
por Besl [3], y fue utilizado y refinado en varios trabajos subsecuentes. En [21] se utiliza
la búsqueda del vecino más cercano, verificando la compatibilidad de la orientación de la
superficie para cada apareamiento.
Por otro lado, en [6, 9] utilizan una selección simultánea de datos tanto en el con-
junto de referencia como en la imagen a registrar, y cada punto se aparea con la proyección
de sí mismo en la aproximación por planos de la otra imagen. A este algoritmo se le conoce
con el nombre de Normal Shooting.
Un último mecanismo de apareamiento consiste en la selección de los puntos de
muestreo en la imagen de referencia, y se aparean con la proyección de si mismos en la
aproximación a planos de la imagen de referencia. Este algoritmo es utilizado en [4, 17] y
otros. De las tres estrategias, la que ha demostrado ser más robusta en el proceso es la de
Normal Shooting [23].
1.3.3. Rechazo de Apareamientos
Cuando se realiza la selección de los apareamientos de los puntos para el registro es
posible tener datos que topológicamente no tienen correspondiente en la otra imagen. Por lo
tanto, estos apareamientos no son adecuados para el proceso de registro. De allí que existen
una serie de estrategias que permiten descartar de manera inteligente estos apareamientos,
con base en ciertas características específicas.
La primera estrategia de rechazo consiste simplemente en descartar un determinado
número de apareamientos que presentan distancia mayor que el resto [4, 27, 17]. También
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se utilizan métodos basados en representaciones triangulares de cada imagen de rango, que
permiten descartar puntos ocluidos por la otra imagen.
Adicionalmete, se utilizan valores de confianza para reforzar o debilitar un apa-
reamiento. En [27] se toma como valor de confianza (o peso) el producto punto entre la
dirección desde los puntos del apareamiento hacia la posición del sensor en el instante de la
captura. También se descartan aquellos puntos que corresponden a bordes en alguna de las
imágenes [20]. En [9] se utiliza un elaborado método de selección de pesos, que depende del
efecto de ruido estimado que tiene el uso del sensor en el cálculo de la normal aproximada
de la superficie en cada punto.
1.3.4. Métrica del Error
La base de la métrica del error en el algoritmo del ICP nace en el trabajo de Horn
[14], en el cual encuentra una solución cerrada al problema de registro en una iteración para
dos conjuntos de datos correspondientes. La métrica que utilizó estaba referida directamente
a la distancia entre los puntos a registrar, como se muestra a continuación:
f(~q) =
1
N
N∑
i=1
‖ ~xi −R(~qR)~pi − ~qT ‖2 (1.12)
Donde xi representa el conjunto de datos de referencia, ~pi representa el conjunto de
datos a registrar, N es el número de datos,R(~qR) es la matríz de rotación parametrizada por
el cuaternión ~qR, y ~qT es un vector de translación. Dicha formulación persistió en el trabajo
de [3], pero luego sufrió ciertos cambios dados principalmente por los nuevos mecanismos
de apareamiento y selección de los datos. En [27] utilizan un valor de confianza o peso por
cada apareamiento, que se ve reflejado por medio de un valor wi, así:
f(~q) =
1
N
N∑
i=1
wi‖ ~xi −R(~qR)~pi − ~qT ‖2 (1.13)
Sin embargo, la medición como tal sigue siendo cuestión de distancia euclídea entre
los puntos. En [6] el valor de ~xi en la ecuación 1.12 representa la proyección más cercana
17
de ~pi sobre la malla aproximada de la imagen de referencia. Por lo tanto, no es una métrica
de punto a punto sino de punto a plano.
1.4. Integración
La integración de los datos es el proceso mediante el cual se conforma una repre-
sentación triangular, poligonal o paramétrica de la superficie, partiendo de los datos origina-
les. Esta representación debe ser suave y tener el menor número posible de agujeros [27,7].
El problema general de integración se puede dividir en dos partes fundamentales: la elimi-
nación de discontinuidades en la superficie, y el relleno de agujeros de tamaño relativamente
pequeños con respecto a algún valor predefinido.
Los algoritmos de integración se pueden clasificar en una de cuatro categorías, que
resultan de la combinación de dos variantes en el proceso: el tipo de información supuesta a
priori, y el tipo de método utilizado para la obtención de la aproximación de la superficie [7].
1.4.1. Puntos Organizados vs. Puntos No Organizados
Con base en el tipo de información a priori con que se cuenta para el proceso, los
algoritmos de integración se pueden clasificar en algoritmos de puntos no organizados (o
desorganizados) y en algoritmos de puntos organizados.
Los algoritmos de integración para puntos organizados requieren cierta informa-
ción extra además de la ubicación espacial de los datos. Esta información suele ser dada en
función de la imagen de rango a la cual pertenece cada uno de los datos del conjunto. Un
conjunto típico de información para un algoritmo de puntos organizados contiene la ubi-
cación espacial de cada punto, una función de relación de pertenencia de cada punto a una
determinada imagen de rango, y la posición del sensor en el momento de la toma de cada
imagen [7, 27, 18, 12].
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Los algoritmos de integración para puntos no organizados, por otro lado, asumen
que se tiene tan sólo información de la ubicación espacial de cada punto [13,1]. Estos algo-
ritmos generalmente son más simples que los de puntos organizados, pero su rendimiento es
usualmente inferior con respecto a ciertas regiones de la representación. Sin embargo, son
apropiados para aplicaciones donde la información del proceso de adquisición y de registro
no está disponible.
1.4.2. Métodos de Función Implícita vs. Métodos Poligonales
Los métodos de integración que hacen uso de funciones implícitas tienen como
objetivo extraer del conjunto de datos una función parametrizable, de tal modo que la su-
perficie real se encuentre para los valores en los cuales la función se hace cero. La función
implícita que es utilizada con mayor frecuencia es la función de distancia signada. Esta
se caracteriza por tener valores que pueden ser positivos o negativos. La superficie M j se
encuentra para los puntos que cumplen con f(x, y, z) = 0. El cálculo de la función de
distancia signada puede ser muy tedioso, dada la cantidad de datos que se pueden escoger
dentro del volumen donde se encuentra ubicada M ; por este motivo, se utilizan mecanismos
de división espacial (como los Octrees) para reducir la carga computacional.
En la figura 1.4 se muestra un ejemplo de función de distancia signada, calculada en
las aristas de una rejilla. Los valores negativos de la función están representados por el color
amarillo, mientras que los valores positivos están en azul. Los cuadros que están en blanco
no poseen valores significativos para el proceso. La función se calcula para cada arista,
y los cruces por cero (puntos intermedios entre azul y amarillo) determinan puntos sobre
la curva real. Cuando la función de distancia es calculada en los vértices de un conjunto
de cubos que envuelven espacialmente los datos, la unión de los cruces por cero genera
una malla triangular que aproxima la superficie real del objeto. En [13] se conglomera la
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Figura 1.4: Ejemplo de función de distancia signada.
totalidad de los puntos, y se realiza un muestreo espacial en vóxels cúbicos. La función
es calculada en cada vértice utilizando una función de distancia euclídea, y se realiza una
triangulación por cubos marchantes [7] con los cruces por cero. La orientación de la normal
a la superficie comparada con la ubicación de cada punto entrega el signo correspondiente.
En [7] se realiza un muestreo espacial también en vóxels cúbicos, y para cada imagen de
rango se calcula una función de distancia fj(x, y, z). Luego se realiza una suma ponderada
de los valores aportados por las imágenes para analizar la influencia de cada conjunto en la
formación de la realización.
1.4.3. Relleno de Agujeros
Las estrategias básicas de integración poseen ciertos casos críticos en los cuales
la representación no es contínua. Esto generalmente sucede cuando se presenta insuficien-
cia de datos en algunas regiones del muestreo, o mal condicionamiento en los datos de
las regiones. Por lo tanto, se han desarrollado diversos mecanismos para rellenar pequeños
agujeros que se presentan en la reconstrucción parcial del modelo.
En el algoritmo de integración presentado por Turk y Levoy [27] se incluye una
última etapa en la cual se buscan pequeños agujeros recorriendo los contornos de la repre-
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sentación. Si se encuentra un contorno cerrado lo suficientemente pequeño en longitud se
realiza un proceso iterativo de triangulación que cierra la brecha. En [7] el autor utiliza un
método de análisis de ocupación volumétrico para recrear la información perdida por oclu-
siones en la superficie capturada. Este método tiene un rendimiento bueno para superficies
con agujeros pequeños, pero no es capaz de sortear brechas relativamente grandes con re-
specto al tamaño del vóxel de muestreo. En [2] los autores muestran el uso de un sistema
de recursión geométrica por medio de esferas, con las cuales realizan el proceso de recon-
strucción y evitan el problema de los agujeros. En [8] se presenta un método de difusión
volumétrica que extiende de manera iterativa el tamaño de la función de distancia signada
hasta suplir la insuficiencia de información en los agujeros.
Capítulo 2
Adquisición de Imágenes de Rango
La primera parte del proyecto consta del montaje de adquisición de imágenes de
rango por medio de triangulación. Para esto es necesario contar con condiciones de ilu-
minación bien controladas, así como con los elementos necesarios para la calibración del
conjunto sensor–proyector.
El proceso de adquisición se divide en tres etapas fundamentales, como se puede
ver en la figura 2.1. A continuación se describe el procedimiento seguido para cada una de
ellas, y se presentan los resultados obtenidos al final del proceso.
Figura 2.1: Proceso de adquisición de imágenes de rango.
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2.1. Pruebas y Resultados
Como parte del desarrollo del trabajo se realizaron pruebas de adquisición de imá-
genes de rango utilizando una combinación simple de proyector y sensor, por el método de
triangulación y luz estructurada. El sensor utilizado es una cámara fotográfica Sony DSC -
F717, configurada para capturar imágenes en formato JPEG a una resolución de 1280x960
píxeles. El proyector de luz estructurada es un proyector de video multimedia LCD marca
Sanyo, conectado a la salida de video de un computador. El patrón de luz estructurada uti-
lizado es un conjunto de líneas verticales de diferentes colores, que varían en posición de
manera perpendicular al eje horizontal de proyección. El objeto capturado es una cerámica
con niveles diferentes de detalle, que permiten un análisis cualitativo acerca de la resolución
del método aplicado (ver figura 2.2).
Figura 2.2: Objeto de prueba para la adquisición de las imágenes.
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2.1.1. Calibración del sensor
El algoritmo de calibración del sensor fue tomado de [26,15], y consta de dos etapas
fundamentales: la primera realiza la aproximación lineal de los valores de calibración ex-
trínseca del sensor, mientras que la segunda utiliza el método de Levenberg–Marquardt para
minimizar la expresión 1.11. Los parámetros básicos que encuentra el algoritmo corres-
ponden al conjunto de parámetros extrínsecos del sensor, además de la distancia focal, el
tamaño del plano focal y algunos parámetros que definen distorsiones no lineales.
Los datos de entrada al algoritmo son un conjunto de posiciones en la imagen (u, v)
y sus correspondientes en el espacio (x, y, z). Para dar suficiencia al mismo fueron reali-
zadas algunas tomas de calibración a un patrón de forma y medidas conocidas (ver figura
2.3), para cada posición y orientación de la cámara.
Figura 2.3: Patrón utilizado para la calibración del sensor.
Utilizando como fuente de información 9 puntos del patrón de la figura 2.3, el al-
goritmo de Tsai arroja los siguientes resultados:
Distancia focal: 43.0047 cm.
Posición del origen del mundo en el espacio de la cámara: (21.02 43.268 135.6) cm.
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Rotación mundo-cámara:
0,72 −0,003565 0,6934
0,05968 −0,99356 −0,084045
0,68926 0,11323 −0,71561
 (2.1)
Eje de la distorsión radial del sensor (en píxeles): (258 204)
Constante de distorsión radial: 8.15889x10−5 1
cm2
Relación Tz
f
: 3.153
El valor de la constante de distorsión radial es muy pequeña, por lo que la distor-
sión radial en la mayor parte de la imagen es un factor despreciable. Una vez corregida la
distorsión radial, las matrices de transformación desde el mundo hacia el plano del sensor
y viceversa son:

U1
V1
S
 =

1395,1 −6,907 1343,5 73645
108,96 −1814 −153,44 105020
0,689 0,1132 −0,7156 135,6


px
py
pz
1
 (2.2)

px
py
pz
1
 =

0,00037247 4,1675x10−5 0,69036 −125,42
−7,8687x10−6 −5,4487x10−4 0,10206 43,964
0,00035751 −4,6075x10−5 −0,71632 75,643
0 0 0 1


U1
V1
S
1
 (2.3)
Nótese que los valores U1 y V1 dependen del parámetro S (ver ecuación 1.1); luego,
la ecuación 2.3 define una recta paramétrica en el espacio, que es mapeada como un punto
dado por (U1/S, V1/s)en el plano del sensor.
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2.1.2. Calibración del proyector
Adicionales a las tomas de calibración realizadas para reconstruir los parámetros
del sensor, son necesarias dos tomas extra que sirven para representar los parámetros del
proyector en función de la posición y orientación del sensor. Las tomas contienen un patrón
de luz de geometría conocida proyectado sobre dos fondos planos y paralelos entre sí. Para
facilidad en los cálculos, los planos son escogidos de tal forma que sean paralelos al plano
xy, como se aprecia en la figura 2.4. Además, se supone que el ángulo de rotación del
proyector sobre la dirección de proyección es igual a cero. De esta topología se pueden
extraer las siguientes consideraciones:
Figura 2.4: Configuración para calibración del proyector.
El ángulo θp se mide desde el plano xz hacia la dirección de proyección.
El ángulo γp se mide desde el plano yz hacia la dirección de proyección.
~p0, ~p1 y ~p2 componen el conjunto de puntos resultantes de proyectar el patrón en el
plano P0.
~p3, ~p4 y ~p5 componen el conjunto de puntos resultantes de proyectar el patrón en el
plano P1.
Si existe un plano común a los puntos ~p0, ~p1, ~p3, ~p4, y (~p0 − ~p3) · (~p1 − ~p4) 6= 0,
entonces existen dos parámetros κ y τ tales que ~p0 + κ(~p0 − ~p3) = ~p1 + τ(~p1 − ~p4).
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Con esta información se pueden generar la posición del proyector (~pP ) y su direc-
ción (~dP ), dados por la siguiente expresión:
~pP = ~p0 + κ(~p0 − ~p3) = ~p1 + τ(~p1 − ~p4)
~dP =
~p3 − ~p5
‖ ~p3 − ~p5 ‖
En la figura 2.5 se puede observar un conjunto de tomas típico para la regeneración
de la posición del proyector. Los patrones están proyectados en z = 0 (izquierda) y en z =
13.5 cm (derecha).
Figura 2.5: Tomas para la calibración del proyector.
Una vez realizada la corrección de distorsión de las imágenes, se tienen las matriz
de transformación desde el eje del proyector hacia el mundo, así:

px
py
pz
1
 =

−0,9594 0,03767 −0,2794 12,9944
0,03356 0,9992 0,019495 11,6883
0,2799 0,00933 −0,9599 123,88
0 0 0 1


ppx
ppy
ppz
1
 (2.4)
2.1.3. Ensamblaje de las imágenes
Un conjunto de siluetas correspondientes a un patrón de luz desplazado sobre el
objeto, son suficientes para realizar la reconstrucción de una imagen de rango, siempre y
cuando el proyector y la cámara estén debidamente calibrados. Realizando una transforma-
ción de coordenadas de la imagen a coordenadas del mundo, podemos obtener los valores
27
de profundidad asociados a cada una de las siluetas.
Figura 2.6: Ejemplo de silueta generada por la proyección de un patrón de luz estructurada.
Las siluetas nos brindan una serie de rectas paramétricas mediante el uso de la
ecuación 2.3. Sin embargo, es necesario resolver la ambigüedad de profundidad. Esto se
logra utilizando el hecho de que cada vez se está proyectando una línea desde el proyector,
con un ángulo determinado γ. Esta proyección genera un plano dado por la ecuación:

ppx
ppy
ppz
 =

tan(γ)ppz
ppy
ppz
 (2.5)
representado en los ejes coordenados del proyector. Así, la primera parte del algo-
ritmo de ensamblaje consiste en transformar la ecuación del plano, que está representada en
los ejes del proyector, al espacio absoluto definido por los algoritmos de calibración. Esto
se hace pre-multiplicando el vector de la ecuación 2.5 por la matriz de transformación de
coordenadas del proyector a coordenadas del mundo (ecuación 2.4).
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En la imagen correspondiente a cada silueta existen una serie de píxeles que son los
que ofrecen una mayor cantidad de información. Estos píxeles son aquellos cuya intensidad
sea máxima, a lo largo de cada una de las lineas dentro del plano de proyección mapeado en
la imagen. Teniendo en cuenta que, a su vez, cada uno de los píxeles dentro de la imagen es
el mapeo paramétrico de una recta en el espacio, entonces el valor del punto se encuentra en
la intersección entre la línea de sensado correspondiente al píxel y el plano de proyección.
La ecuación de la recta paramétrica, representada en el orígen de la cámara, es de la forma:

pcx
pcy
pcz
 =

α1U1 + β1pcz
α2V1 + β2pcz
pcz
 (2.6)
expresión que se deriva de la ecuación 1.1. Los valores de α1 y α2 dependen de la
distancia focal del lente, además de las constantes de escalamiento a píxeles; los valores de
β1 y β2 dependen principalmente del valor en píxeles del centro óptico del sensor. Premul-
tiplicando la ecuación 2.6 por la matriz de transformación del sensor al mundo (ecuación
2.3) se obtiene el valor de la recta paramétrica en el espacio de coordenadas del mundo.
Uniendo la información proveniente de las ecuaciones 2.6 y 2.5, transformadas a
las coordenadas del mundo, se tiene un sistema de 3 ecuaciones y 3 incógnitas, correspon-
dientes a los valores en los tres ejes del punto de corte entre el plano y la recta. Así, de cada
punto dentro de cada silueta se genera cada uno de los puntos de rango (ver figura2.7).
La resolución final de las imágenes está condicionada por una serie de factores que
tienen que ver con la geometría del conjunto sensor–proyector, las propiedades ópticas de
dicho conjunto, la geometría misma de la escena y las propiedades ópticas de ésta. Da-
da la complejidad de los cálculos, se realizó una medición aproximada directamente sobre
los datos obtenidos, asociándolos con ubicaciones en el objeto de referencia. Así, para el
conjunto utilizado, la resolución media obtenida es de poco más de 2mm. Esta resolución
puede aumentar si se disminuye la distancia entre el sensor y el objeto y entre el proyector
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Figura 2.7: Imagen de rango ensamblada a partir de una serie de siluetas.
y el objeto. Sin embargo, esto ocasiona un aumento considerable en el factor de distorsión
radial y distorsión focal.
En general, el método de adquisición explorado para el conjunto de hardware uti-
lizado, tarda alrededor de 5 minutos por cada imagen de rango (realizando alrededor de 40
tomas, con 7 siluetas de diferente color por toma). Por éste motivo no se recomienda el uso
en objetivos móviles (p.e., seres vivos). Además, es altamente sensible con respecto a las
propiedades ópticas del objetivo, y a las condiciones de iluminación. Idealmente, la captura
debe realizarse en un medio donde la única fuente de luz distinguible sea la del proyector
de luz estructurada.
Capítulo 3
Registro de Imágenes de Rango
El objetivo principal del registro de imágenes de rango es la obtención de una serie
de transformaciones que permiten acercar una imagen a registrar con una imagen de refe-
rencia, tomando como base las regiones de información común entre las dos imágenes. Éste
proceso está compuesto por una serie de etapas, como se muestra en la figura 3.1.
En éste capítulo se propone un nuevo mecanismo de muestreo para las imágenes
de rango, que facilita el proceso de registro de imágenes faciales. El método se denomina
Muestreo en el Espacio de Variación de la Orientación. Además, se muestran los resulta-
dos obtenidos al comparar éste método de muestreo con los métodos más utilizados en la
literatura, analizando el desempeño en diferentes condiciones de operación del algoritmo.
3.1. Muestreo en el Espacio de Variación de Orientación
En el proceso de reconstrucción de modelos faciales es deseable resaltar y utilizar
las características específicas de éste tipo de imágenes, como lo son las cuencas de los ojos,
la naríz, las orejas y la boca. De igual manera, un muestreo de datos que se centre en los
datos de esas mismas áreas es más apropiado que los métodos convencionales de muestreo.
Mediante el uso de operaciones morfológicas y filtrado en 2D se pueden resaltar las áreas
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Figura 3.1: Proceso de registro de imágenes de rango utilizando el algoritmo del ICP.
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en cuestión. En el trabajo presentado por Jairo Iván Valencia [28], derivado de ésta tesis, se
propone el uso de un mecanismo compuesto por operadores de erosión y filtrado pasa-altos
para la detección de estas características. El filtro se aplica sobre los valores de orientación,
por lo que el resultado está dado en un espacio de magnitud de la variación en orientación.
La técnica necesita de un conjunto extendido de datos donde se tiene tanto la posición (~pi,j)
como la orientación aproximada de la superficie en cada punto (~ni,j). Además se asume
que los valores en los ejes x e y están dados de manera implícita en la posición i, j de los
píxeles en la imagen, y conservan una relación de espaciado uniforme.
La primera parte del proceso consta de la aplicación de una máscara de convolución,
con coeficientes de un filtro de paso alto. La máscara se opera con los valores asociados de
~ni,j de los píxeles de la ventana analizada (W ). Como resultado, se tiene una imagen de
vectores que indican el sentido y la magnitud de la variación de la orientación con respecto
al espacio. La información que es relevante para el resto del procedimiento es la corres-
pondiente a la magnitud de dicha variación. Esta formulación se puede ver en la ecuación
3.1.
Filt(~pi,j) =‖
∑
i∈Wi
∑
j∈Wj
HPFi,j~ni,j ‖ (3.1)
Donde Wi es el conjunto de subíndices de la ventana W sobre el eje i de la imagen,
y de manera análoga Wj al eje j de la imagen. HPF simboliza la máscara de convolución
aplicada. Los valores altos de la función Filt(~pi,j) corresponden a aquellas zonas en las
cuales se tienen cambios bruscos de orientación. Los cambios bruscos de profundidad tam-
bién quedan registrados con valores altos en dicha función. Las zonas donde Filt(~pi,j) es
cercana a cero corresponden a parches de orientación uniforme en la imagen.
La segunda parte del procedimiento tiene como objetivo la remoción de valores
problemáticos de la función de filtrado, generados principalmente por cambios bruscos
de profundidad y por ruido. Esto se hace utilizando un operador morfológico de erosión
(Er(~pi,j)) sobre la imagen original, que elimina la validez de los puntos de borde. Este
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operador se define bajo el siguiente conjunto de reglas:
Si ~pi,j es inválido en la imagen original, Er(~pi,j) = 0.
Si existen k elementos inválidos en el vecindario de ~pi,j , Er(~pi,j) = 0.
En otro caso, Er(~pi,j) = 1.
El muestreo definitivo se realiza umbralizando el resultado del producto de la fun-
ción Filt(~pi,j) y la función Er(~pi,j). Dependiendo del valor de umbral escogido se ob-
tiene un número diferente de puntos de muestreo. El nivel de complejidad del algoritmo es
O(NM +NK), donde N es el número de datos a registrar, M es el tamaño de la máscara
HPF , y K es el número de vecinos que se tienen en cuenta en el proceso de erosión.
3.2. Resultados
Con el fin de encontrar un algoritmo de registro cuyo desempeño fuese aceptable
para imágenes de rango faciales fueron realizadas las siguientes pruebas:
Métodos de muestreo. Se realiza con el fin de determinar el desempeño del algorit-
mo de muestreo propuesto, comparándo su convergencia con respecto al muestreo
aleatorio y al aleatorio en el espacio de orientación. Además, se pone a prueba la
versatilidad del algoritmo para los casos en los que el conjunto de datos es reducido.
Selección y rechazo de los apareamientos. Se analiza el nivel de convergencia depen-
diendo de la forma como se seleccionan los datos. Los métodos probados son el de
proyección y el de distancia.
Métrica del error. Se revisa el factor de convergencia del mecanismo de medición del
error propuesto por Horn [14] contra el propuesto por Chen [6].
Susceptibilidad a los mínimos locales. Se prueba una combinación específica de
parámetros para verificar la sensibilidad del algoritmo frente a los mínimos locales.
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Las imágenes de rango utilizadas en las pruebas provienen de la base de datos del
Laboratorio de Análisis de Señales y Percepción en Máquinas (SAMPL) de la Universidad
de Ohio. Los programas fueron implementados en lenguaje C++ bajo el entorno operativo
Linux RedHat 8.0, y ejecutados en un computador genérico con procesador AMD Athlon
XP 2000+ con 256 MB de memoria RAM. Los resultados que se muestran a continuación
son promedios de aplicar el procedimiento a 5 pares de imágenes diferentes dentro de la
base de datos.
Para las pruebas de los métodos de muestreo se trabajó con los mecanismos aleato-
rio y aleatorio en el espacio de normales, además del método propuesto. En [23] se muestra
que el factor de convergencia para el método aleatorio es muy similar al uniforme, aunque
el segundo es considerablemente más veloz.
Para el método de muestreo propuesto se utilizó un filtro de tipo Sobel, cuya carac-
terística básica está dada por las siguientes máscaras:
Sobv =

−1 0 1
−2 0 2
−1 0 1
 Sobh =

−1 −2 −1
0 0 0
1 2 1
 (3.2)
y la función de consenso queda expresada como sigue:
Filtv(~pi,j) =‖
∑
i∈Wi
∑
j∈Wj Sobv,i,j~ni,j ‖
Filth(~pi,j) =‖
∑
i∈Wi
∑
j∈Wj Sobh,i,j~ni,j ‖
Filt(~pi,j) =
√
Filtv(~pi,j)2 + Filth(~pi,j)2
(3.3)
El resultado de la operación de filtrado se multiplica término a término con el resul-
tado del operador de erosión definido en la sección 3.1. En la figura 3.2 se puede observar
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el resultado del proceso de muestreo utilizando los operadores de Sobel. Al lado izquierdo
se observa una imagen de rango codificada en colores según la orientación aproximada de
la superficie. En la imagen del centro se aprecia el resultado de después de aplicar el filtro
Sobel a la imagen de la izquiera. En la imagen de la derecha se presenta el muestreo en el
espacio de variación, después de la remoción de bordes mediante erosión. Experimental-
mente se seleccionó el umbral propuesto (por defecto) para el algoritmo de registro con un
valor de 0.1. Esto es, si Filt(~pi,j) ∗ Er(~pi,j) < 0,1 entonces el valor asociado a ~pi,j es 0 y
por lo tanto el dato no se tiene en cuenta; en otro caso, el valor asociado a ~pi,j es 1.
Figura 3.2: Muestreo de imágenes de rango en el espacio de variación de la orientación.
El método de muestreo en el espacio de variación de la orientación es particular-
mente eficiente para aquellas imágenes que presentan regiones de cambio en la orientación.
Si la imagen seleccionada tiene cambios muy suaves de orientación, entonces la mayoría
de datos de la función Filt(~pi,j) se encuentra por debajo del umbral propuesto y, por lo
tanto, el muestreo es nulo. En dicho caso es preferible tener un umbral específico más bajo
que el umbral propuesto, y además intentar con los otros mecanismos de muestreo. Por otro
lado, si el umbral seleccionado es muy bajo y la imagen posee cambios en la orientación, el
muestreo puede seleccionar un número muy grande de datos a registrar.
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En la figura 3.3 se muestra el rendimiento de los diferentes tipos de muestreo uti-
lizando el mecanismo de apareamiento por punto más cercano, y los algoritmos de mini-
mización de Horn (arriba) y Chen (abajo). En ambos casos se utilizó un muestreo de 1000
puntos, y un rechazo del 10% de las muestras. En general, el error tiende a ser menor
utilizando el algoritmo de Chen; sin embargo, estos métodos no se deben comparar direc-
tamente, dado que la métrica del error es diferente.
Figura 3.3: Comparación de los métodos de muestreo usando apareamiento por punto más
cercano.
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En la figura 3.4 se muestra el rendimiento de los diferentes tipos de muestreo uti-
lizando el mecanismo de apareamiento por punto compatible más cercano, y los algoritmos
de minimización de Horn (arriba) y Chen (abajo). En ambos casos se utilizó un muestreo de
1000 puntos, y un rechazo del 10% de las muestras. La compatibilidad entre los puntos se
mide con respecto a la orientación aproximada de la superficie en cada punto. Si el producto
punto de las normales asociadas al apareamiento es menor que 0.7 (ángulo de aproximada-
mente pi/4 radianes), este es descartado.
Una ventaja del método de muestreo en el espacio de variación de la orientación
tiene que ver con el número de muestras necesarias para realizar un registro aceptable. En
la figura 3.5 se muestra el resultado del proceso de registro para un par de imágenes de
rango faciales, utilizando 100 puntos y un porcentaje de rechazo del 50%. En los casos del
muestreo aleatorio y en el espacio de orientación se alcanza rápidamente un mínimo local
que no es adecuado. En el caso del muestreo en el espacio de variación de la orientación el
proceso alcanza un mínimo aceptable.
La combinación seleccionada como más adecuada para el proceso incluye el méto-
do de muestreo en el espacio de variación de la orientación, el método de minimización de
Chen y la selección del punto compatible más cercano.
Finalmente, en la figura 3.6 se muestra el proceso de registro a través de las ite-
raciones. Nótese que la imagen de rango de referencia (verde) no presenta movimiento,
mientras que la imagen de rango a registrar (azul) se mueve hacia la referencia, iteración
por iteración.
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Figura 3.4: Comparación de los métodos de muestreo usando apareamiento por punto com-
patible más cercano.
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Figura 3.5: Comparación de los métodos de muestreo con 100 puntos y rechazo del 50%.
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Figura 3.6: Proceso de registro visto iteración por iteración.
Capítulo 4
Integración de Información de Rango
Una vez se han registrado las diferentes imágenes de rango utilizadas para el pro-
ceso de reconstrución se tiene un conjunto de datos en el espacio 3D cuya conectividad y
relación aún no está muy bien definida. Además, suele presentarse redundancia en la in-
formación para aquellos casos en que se realiza un gran número de tomas del objeto en
regiones con poca variación en su superficie. El proceso de integración busca obtener una
superficie suave que represente de manera aceptable los datos de origen, tratando de mini-
mizar el número de agujeros presentes por falta de información.
La estrategia de integración seleccionada fue la de extracción de función implíci-
ta de distancia signada; esto porque permite la escogencia del nivel de resolución de la
representación final, y evita el problema de las auto–intersecciones en la superficie. Esta
estrategia está compuesta por una serie de etapas, como se muestra en la figura 4.1. Depen-
diendo del mecanismo del relleno de agujeros seleccionado, este puede trabajar bien con la
información de distancia signada (línea roja), o bien con la información de los triángulos
pre–generados (línea azul).
En éste capítulo se describe el algoritmo de integración derivado para el desarrollo
del trabajo. Además, se muestran ciertas diferencias operativas entre el algoritmo propuesto
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Figura 4.1: Proceso de integración por extracción de función de distancia signada.
y dos algoritmos de función implícita de la literatura.
4.1. Algoritmo de Integración para Modelos Faciales
El algoritmo desarrollado para la reconstrucción de modelos faciales utiliza una
mezcla en el principio de la función de distancia signada presentada en [13] y en [7]. Para
la triangulación de los datos en los ceros de la función se hace uso del algoritmo de cubos
marchantes, y se aplica al final una adaptación del método de difusión volumétrica presen-
tado en [8].
En el trabajo presentado por H. Hoppe [13] se muestra un método de integración
de datos en un espacio 3D, partiendo del hecho de que la información está compuesta de
puntos desorganizados. En un primer paso, se realiza la estimación de la orientación apro-
ximada de la superficie en cada punto, propagando la dirección para evitar incongruencias
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locales. A continuación se realiza un muestreo del espacio de trabajo en vóxels cúbicos
que envuelve a los datos. Para cada vértice de cada cubo se calcula la función de distancia
signada con respecto al punto más cercano dentro del conjunto de datos, teniendo en cuenta
el factor orientación. Finalmente, se realiza la triangulación en los cubos que poseen cruces
por cero, por medio del algoritmo de cubos marchantes.
Por otro lado, en el trabajo de B.L. Curless [7] se parte del hecho de que los puntos
son organizados, y realiza una triangulación parcial de la información dada por cada imagen
de rango. Los valores de los bordes de cada imagen se descartan por tener una baja con-
fiabilidad. Luego, el espacio de trabajo es muestreado por un conjunto de vóxels cúbicos,
y para cada vértice se calcula la función de distancia signada con respecto a cada imagen
de rango. Para esto se mide la distancia desde la posición del sensor en cada toma hacia
cada vértice, y se proyecta dicho rayo hasta encontrar la intersección con algún triángulo
de la aproximación triangular de la imagen de rango. Si no se encuentran intersecciones,
el vértice simplemente pertenece a un espacio vacío; si la intersección se encuentra delante
del punto, es espacio ocluído; y si está ubicada detrás del punto, éste pertenece al espa-
cio observado. La función de distancia se calcula entonces realizando una suma ponderada
de cada una de las funciones resultantes para cada imagen. Los valores de los vértices de
espacio vacío no son tenidos en cuenta en el algoritmo. En el cuadro 4.1 se muestra una
comparación entre los dos métodos, resaltando las principales diferencias.
En general, el método de Curless tiene un resultado mejor en cuanto a la calidad
de la reconstrucción (ver figura 4.2), pero los requerimientos de información a priori son
factores determinantes en dichos resultados. Además, el algoritmo requiere una cierta in-
teracción con el usuario, con el fin de determinar los valores de los parámetros en distintas
etapas del mismo. Por lo tanto, no es simple de automatizar. Finalmente, el algoritmo de
Curless posee una desventaja mayor al ser aplicado en reconstrucciones parciales. Esta es
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Característica Hoppe Curless Propuesto
Estrategia Puntos desorganizados Puntos organizados (orientación, Puntos organizados (orientación)
relación de pertenencia, posición
del sensor.
Tipo de función Función de distancia signada. Función de distancia signada. Función de distancia signada.
Una función por cada imagen. Cálculo por vecindario.
Relleno de agujeros Ninguno Space Carving (Volum.) Difusión espacial (Davis02 [8])
Tipo de reconstrucción Parcial/Volumétrica Volumétrica Parcial/Volumétrica
Aceleraciones Ninguna Octrees Octrees + árboles nb-dimensionales
Otros Aplica a cualquier conjunto de Alta calidad en reconstrucciones Buena calidad en reconstrucciones
puntos en 3D. No tiene relleno volumétricas, pero no permite parciales. El relleno de agujeros
de agujeros. reconstrucciones parciales. crea falsas extensiones en zonas
de alta curvatura.
Cuadro 4.1: Comparación cualitativa de los algoritmos de Hoppe [13] y Curless [7] con
respecto al algoritmo propuesto.
que, el método que utiliza para el relleno de agujeros (llamado Space Carving) es un meca-
nismo netamente volumétrico, y su funcionamiento depende de la completitud de los datos
en todo el espacio de trabajo.
Una implementación del algoritmo de Curless está disponible en internet para descar-
ga en la página principal del depósito de escaneo 3D de la Universidad de Stanford, bajo el
nombre de vrip. Este paquete permite realizar reconstrucciones de modelos partiendo de
imágenes de rango previamente registradas, y almacenadas en formato ply. En la misma
página existen vínculos que enseñan acerca del manejo específico de los formatos de entra-
da y de salida del algoritmo, así como una pequeña referencia de uso del programa.
4.1.1. Formulación del algoritmo
El algoritmo propuesto parte de una estimación de la orientación aproximada de la
superficie en cada punto. A diferencia de [13], se cuenta con la información de cada imagen
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Figura 4.2: Reconstrucción de estatuilla de Buda, realizada con el programa vrip. La recon-
strucción fue realizada a partir de alrededor de 60 imágenes de rango originales.
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de rango por separado. Luego, la estimación se puede realizar partiendo de la matriz de
covarianza de cada vecindad de la imagen, como sigue:
Cov(~oi) =
∑
~pj∈V nd{~oi}
(~pj − ~oi)(~pj − ~oi)′ (4.1)
Donde ~pj es cualquier punto que pertenece a la vecindad del punto de interés (~oi);
el vector propio asociado al valor propio de menor magnitud de la matriz Cov(~oi) es el
valor aproximado de la normal a la superficie en el punto de interés. La ambigüedad de
orientación se resuelve con facilidad sabiendo que la dirección relativa a la imagen de ran-
go siempre es en z > 0, suponiendo que el sensor está en el orígen del espacio. Esto evita
el trabajo de propagar el valor de orientación como sucede en [13].
A continuación se realiza una partición del espacio utilizando una estructura de tipo
Octree con tamaño de cubo constante r. El uso del Octree facilita en gran medida el cálculo
de la función de distancia signada, pues es eficiente en tareas de búsqueda del vecino más
cercano. El tamaño de los cubos debe ser tal que su diagonal sea mayor que la mayor de
las distancias entre dos puntos que sean vecinos más cercanos. Sin embargo, si el tamaño
es muy grande, puede llegar a introducir pérdidas de características importantes en la re-
construcción. El uso del Octree además permite que el algoritmo de cálculo de la función
de distancia sólo visite los cubos en los cuales hay datos y los otros cubos se descartan,
ahorrando tiempo de cálculo y espacio en memoria.
Los datos válidos de las imágenes de rango se fusionan, formando un conjunto de
datos único {U}. Luego, para cada vértice ~vx,y,z de cada cubo dentro del Octree se calcula
el valor de la función de distancia signada, así:
Sea {P} ⊂ {U} el conjunto formado por los k-vecinos más cercanos de ~vx,y,z en el
conjunto {U}. Sea ~pi cada uno de los elementos de {P}, y ~ni su valor asociado aproximado
de normal a la superficie. Sea ~pj el punto más cercano de {P} con respecto a ~vx,y,z , y
47
Dmax la distancia máxima de ~vx,y,z hacia {P}. El valor de la función de distancia signada
en el punto ~vx,y,z está dado por:
Fdist(~vx,y,z) =
∑k
i=1wi ‖ ~vx,y,z − ~pi ‖∑k
i=1wi
(4.2)
El factor wi determina el valor de confianza del punto ~pi en la medida, y está dado
en función de la orientación relativa a ~vx,y,z y la distancia al mismo. El cálculo de wi se
realiza según el siguiente conjunto de reglas:
Si sign(~nj · (~vx,y,z − ~pj)) 6= sign(~ni · (~vx,y,z − ~pi)), wi = 0.
En otro caso,
wi = sign(~nj · (~vx,y,z − ~pj))e
− ‖ ~vx,y,z − ~pi ‖2
2Dmax (4.3)
Así, la función que define a wi es una campana con centro en el vértice de interés, y
con una forma que depende del vecindario (en particular depende de Dmax). En el cálculo
de la función de distancia sólo se tienen en cuenta los puntos compatibles con el punto más
cercano; por lo tanto, el punto más cercano define la orientación aproximada de la superficie
en el vértice de interés.
Este algoritmo de cálculo de la función de distancia signada se ubica en un punto
medio entre el algoritmo de Hoppe [13] y el de Curless [7]; utiliza como información a
priori la estimación de la orientación aproximada de la superficie en cada punto, pero no
guarda relaciones de pertenencia de los datos con respecto a las imágenes originales. La
función descrita por la ecuación 4.2 es utilizada en el trabajo de Curless, pero la manera
como se aplica difiere en cuanto a que la función es calculada para cada imagen de rango
de manera independiente, y el ponderado es de las diferentes funciones correspondientes
a cada imagen. En éste trabajo, la suma ponderada se realiza con respecto a un vecindario
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espacial de cada vértice, sin tener en cuenta la relación de pertenencia de los datos con
respecto a las imágenes de rango.
4.1.2. Pre-procesamiento y Post-procesamiento
En el proceso de adquisición de imágenes de rango es común obtener puntos con
ruido. En general, este problema se afronta desde antes del proceso de registro, pero es
posible que aún después el nivel de distorsión local sea problemático para las estrategias de
integración. De hecho, el valor de orientación calculado mediante la matriz de covarianza
(ver ecuación 4.1) se ve gravemente distorsionado con niveles bajos de ruido, cuando el
vecindario es pequeño (p.e., 8 vecinos). En éste trabajo se afronta el problema antes del
cálculo de la función de distancia signada (pre-procesamiento) y después del cálculo (post-
procesamiento).
El algoritmo de pre-procesamiento utilizado provee un mecanismo para suavizar de
manera local la orientación de cada punto con respecto a la orientación de los puntos en su
vecindario. El algoritmo se define como sigue:
Sea ~p ∈ {U} un punto que pertenece al conjunto de datos; sea también {P} ⊂ {U}
un subconjunto de {U}, formado por los k−vecinos de ~p, incluído él mismo. Sea ~pi cada
uno de los elementos de {P}, y ~ni[j] su valor asociado aproximado de normal a la superficie
en la iteración j. Para todo ~p en {U} se tiene que:
n[j + 1] =
1
k
k∑
i=1
ni[j] (4.4)
Por otro lado, el algoritmo de post-procesamiento busca suavizar la función de dis-
tancia, y rellenar los pequeños agujeros que se presentan. El algoritmo utilizado se basa en
el trabajo presentado por Davis [8], que utiliza la difusión espacial de la función de dis-
tancia. A diferencia del algoritmo de pre-proceso, este opera sobre los valores de distancia
signada calculados en los vértices de los cubos del Octree, realizando una especie de filtra-
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do de paso bajo con máscaras de nxnxn. La naturaleza del algoritmo hace que la función de
distancia se difumine en el espacio, como se muestra en la figura 4.3. La línea azul muestra
la versión original de la función de distancia, y las otras líneas muestran el estado de la
función después de una (roja), dos (verde) y tres pasadas del difusor (marrón).
Figura 4.3: Efecto del difusor sobre la función de distancia signada.
4.2. Resultados
Las pruebas realizadas estan guiadas a la evaluación de la influencia de los parámet-
ros en el funcionamiento del algoritmo. No se evalúa el rendimiento del mismo de manera
cuantitativa, dado que existen múltiples inconvenientes en el planteamiento de un funcional
de error que se ajuste al problema. De hecho, en la bibliografía existente no se muestra
algún método consistente de evaluación, que se presente de manera recurrente.Además, se
evalúa de manera cualitativa la influencia del pre-procesamiento y el post-procesamiento
propuestos.
Para la realización de las pruebas del algoritmo de integración se utilizó un conjunto
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de datos sintéticos generados a partir de un modelo triangular de una cabeza (ver figura 4.4),
que posee 4972 triángulos. Los algoritmos fueron implementados en lenguaje C++ sobre la
plataforma Fedora Core 2, y fueron probados en un computador genérico con procesador
AMD Athlon de 900 MHz con 512 MB de memoria RAM.
Figura 4.4: Modelo original para la simulación sintética de datos.
Uno de los factores más importantes del algoritmo está relacionado con el tamaño
de cubo que se elige para la subdivisión. Dado que el Octree maneja una forma binaria de
división del espacio sobre cada uno de los ejes, los tamaños utilizables tienen una relación
2 a 1 en cada nivel de precisión; en otras palabras, el tamaño del cubo de muestreo siempre
va a ser el tamaño del cubo que encierra todos los datos, dividido en una potencia de 2.
Con el fin de reconstruir de manera adecuada una malla poligonal a partir de los
datos es necesario seleccionar de manera congruente el tamaño del cubo. En la bibli-
ografía [13, 7] se recomienda que el tamaño del cubo sea tomado en función del espacio
mínimo de muestreo. Sin embargo, esto no siempre es posible, ya que las imágenes de ran-
go son independientes entre sí, y la densidad espacial en la distribución de los datos no es
uniforme.
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Las pruebas fueron realizadas con un conjunto de datos proveniente de 17 imágenes
de rango sintéticas, con un error de cuantización del 5 %. Este error es debido al algoritmo
utilizado en la simulación de las imágenes, y se hace menor a medida que el número de
triángulos del modelo original sea mayor. Este error influye de manera significativa en la
aproximación de la orientación, como se había mencionado en la sección anterior. El con-
junto de datos posee en total 1’122.599 puntos.
4.2.1. Tamaño del cubo y número de vecinos
La primera prueba tiene como finalidad analizar la influencia del número de vecinos
y el tamaño del cubo en la reconstrucción. En el cuadro 4.2 se muestran los resultados de
la comparación entre las variaciones del tamaño del cubo (en porcentaje con respecto al
cubo inicial) para 6, 8 y 12 vecinos. Nótese que el número de vecinos seleccionados no in-
fluye de manera lineal en el tiempo de ejecución del algoritmo. Además, existe una relación
cuadrática inversa entre el tamaño del cubo y el número de cubos resultantes. Esto es de-
bido a la estructura de datos de tipo Octree, que el orden aumenta de manera cuadrática y
no cúbica con respecto al nivel de resolución.
La reconstrucción correspondiente a la configuración de tamaño = 0.78 % (1/128)
muestra una gran definición en los detalles; sin embargo, posee una gran cantidad de agu-
jeros en la malla. Esto se debe a que la densidad de datos no es suficiente para generar de
manera confiable la función de distancia en todos los puntos. Por otro lado, la reconstruc-
ción correspondiente a la configuración de tamaño = 3.13 % (1/32) muestra una definición
pobre, con pocos agujeros en la superficie. Este nivel de resolución no es adecuado para la
cantidad de datos que se tienen. Por lo tanto, se elige como el mejor tamaño en esta prueba
el correspondiente al 1.56 % (1/64) del tamaño de cubo original.
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Figura 4.5: Comparación del algoritmo de integración según el tamaño del cubo.
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Tam. del Cubo vecinos Tiempo (seg.) No. de cubos No. de triángulos
0.78 % 6 148.85 115848 213345
0.78 % 8 153.31 115848 213760
0.78 % 12 161.37 115848 205060
1.56 % 6 100 28788 53296
1.56 % 8 104.36 28788 53249
1.56 % 12 106.88 28788 52593
3.13 % 6 89.48 7248 13814
3.13 % 8 87.31 7248 13814
3.13 % 12 90.3 7248 13762
Cuadro 4.2: Comparación del algoritmo de integración según el tamaño del cubo y el
número de vecinos.
En la figura 4.5 se muestra el resultado de la prueba. Arriba, a la izquierda: recon-
strucción para el nivel de resolución más alto (combinación 0.78 %, 8 vecinos). Arriba, a
la derecha: reconstrucción para el nivel de resolución intermedio (combinación 1.56 %, 12
vecinos). Abajo: reconstrucción para el nivel de resolución más bajo (combinación 3.13 %,
6 vecinos).
4.2.2. Post-procesamiento
En esta sección se muestra la influencia del post-procesamiento en el algoritmo. En
general, este afecta el número de cubos y, por lo tanto, el número y la pendiente de los
triángulos generados. En el cuadro 4.3 se muestra el resultado de aplicar el difusor espacial
una iteración sobre los datos de la función de distancia. El número de cubos de salida en
general es mayor al número de cubos de entrada del algoritmo.
54
Tam. del Cubo vecinos No. de cubos (1) No. de cubos (2) No. de triángulos
0.78 % 6 115848 135472 272253
0.78 % 8 115848 135698 273005
0.78 % 12 115848 129572 259423
1.56 % 6 28788 32699 65186
1.56 % 8 28788 32711 65185
1.56 % 12 28788 32075 63856
3.13 % 6 7248 8723 17408
3.13 % 8 7248 8714 17394
3.13 % 12 7248 8667 17284
Cuadro 4.3: Comparación del algoritmo de difusión espacial con los diferentes niveles de
resolución.
Como se puede observar, el número de cubos y de triángulos se incrementa de man-
era considerable, en especial para los niveles de resolución menor. Para ver el resultado de
la comparación en el nivel menor, véase figura 4.6.
El algoritmo de difusión presenta un buen rendimiento rellenando agujeros pe-
queños, pero también crea falsas extensiones de la superficie en las regiones de alta cur-
vatura (p.e., el borde de las orejas). Por lo tanto, no es recomendable en la aplicación de
reconstrucción parcial de modelos de rostros que sea utilizado en más de una iteración.
Una alternativa al problema de las falsas extensiones es detectar automáticamente las zonas
donde se debe aplicar el difusor, en vez de hacerlo sobre todo el conjunto de datos. Esta
alternativa está tratada en el trabajo de Davis [8], pero aplica en los casos donde el modelo
es volumétrico y la densidad de datos es muy alta.
55
Figura 4.6: Comparación del algoritmo de difusión espacial en el nivel de resolución menor.
Capítulo 5
Conclusiones
La calidad de las imágenes de rango está estrechamente ligada con el proceso de
calibración del conjunto sensor-proyector. Por este motivo es deseable que dicho conjunto
esté dedicado sólo a la aplicación. Si la calibración tiene defectos pequeños, rsto impli-
ca deficiencias mayores en las imágenes tomadas con el conjunto. En general, el uso de
herramientas simples para la adquisición de imágenes de rango (p.e., cámaras de video de
velocidad normal y proyectores) implica una serie de inconvenientes en cuanto a velocidad,
precisión y complejidad en la etapa de calibración.
El método de muestreo de imágenes de rango mediante operaciones morfológicas
y filtrado en el espacio de variación de la orientación presenta una alternativa robusta para
el registro de imágenes de rango. Sin embargo, es importante tener en cuenta que, en los
casos en los que los cambios de orientación son muy leves el muestreo tiende a ser nulo.
En general, para imágenes de rostros mostró un rendimiento superior a los otros métodos
de muestreo revisados, sin tener un costo computacional significativamente mayor.
Existen una serie de algoritmos de integración especialmente diseñados para gener-
ar modelos tridimensionales suaves y con pocos agujeros. Sin embargo, la mayoría de ellos
no aplican de manera adecuada al problema de reconstrucción de modelos faciales, bien por
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la cantidad de datos necesarios o por las condiciones mismas de diseño, como el caso del
algoritmo de reconstrucción volumétrico de B.L.Curless.
El proceso de reconstrucción de modelos faciales partiendo de imágenes de ran-
go posee una serie de inconvenientes con respecto a la generación de modelos de objetos.
Un inconveniente importante es la cantidad necesaria de datos para generar un modelo
aceptable. El problema es que resulta casi imposible, aún para los escáner de rango más
veloces, producir tal cantidad de datos antes de que la persona realice algún tipo de gesto o
movimiento que introduzca variaciones indeseables en el conjunto de datos.
El algoritmo de integración propuesto falla a la hora de tratar con superficies muy
delgadas, pues los datos de rango causan ambigüedades en el cálculo de la función de
distancia signada. Esto se puede solucionar utilizando un soporte geométrico como el prop-
uesto en [2] en estas zonas, además del cálculo de la función de distancia signada. Otra
forma de solucionarlo es utilizar un tamaño de cubo adaptable a la densidad de datos de
manera local, aunque esta alternativa presenta problemas de continuidad entre cubos adya-
centes de tamaño diferente.
El algoritmo de difusión espacial tiene un buen desempeño a la hora de rellenar
agujeros pequeños en la reconstrucción. Sin embargo, tiende a generar superficies extendi-
das en regiones donde no existen datos de rango. Este fenómeno se presenta generalmente
en zonas con curvatura relativamente alta. Una posible manera de solucionar el problema
es realizar una adaptación del método que permita realizar la aplicación del algoritmo sólo
en las vecindades de los agujeros, pero sin extender la superficie en los bordes de la recon-
strucción y en las áreas de alta curvatura. Por otro lado, el algoritmo de pre-proceso ayuda a
estabilizar la orientación de manera local, pero su influencia no es muy alta en la calidad del
modelo final, y su costo computacional resulta excesivo en comparación con el beneficio
que se obtiene.
Capítulo 6
Trabajo Futuro
A pesar de la gran cantidad de avances tecnológicos que han surgido en los últimos
años en el campo de la automatización, en el procesamiento digital de la información y en
el mejoramiento de las tecnologías para la resolución de problemas, existen falencias en
cuanto a la inteligencia necesaria en un sistema para lograr la realización exitosa de ciertos
procesos sin la intervención de un usuario. El proceso de reconstrucción de modelos 3D
totalmente automatizado es aún un tema inconcluso, donde la mayoría de soluciones (par-
ciales) requieren una gran cantidad de tiempo de cálculo o una interacción directa entre un
operario y un sistema computarizado semi–automático.
En particular, el registro de información 3D, incluída la información de rango, es
un proceso que aún presenta una alta sensibilidad con respecto a las condiciones iniciales,
por lo que se hace especialmente difícil de automatizar. Es necesaria la supervisión de un
sistema de decisión que, en general, se dedica a ejecutar el algoritmo una y otra vez partien-
do desde diferentes condiciones iniciales, en una búsqueda heurística de la mejor solución.
Por lo tanto, es importante el desarrollo de nuevas técnicas que faciliten la selección de los
puntos de partida para los algoritmos de registro, con el fin de disminuir los tiempos de
cálculo invertidos en dicho proceso.
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En general, los algoritmos envueltos en la reconstrucción de modelos 3D han sido
desarrollados sin tener en cuenta condiciones específicas para diferentes aplicaciones. Es-
ta falta de especificidad desemboca en una carencia de optimalidad de los algoritmos con
respecto a situaciones predefinidas. Así, con el fin de dar la mejor solución para una apli-
cación específica, es necesario el desarrollo de nuevos trabajos que encaren el problema de
sintonización y generación de técnicas especialmente diseñadas para resolver cada proble-
ma de manera independiente.
Una de las grandes limitantes que existe a la hora de comparar la eficiencia y el
rendimiento de los algoritmos de integración es la falta de un mecanismo de medición del
error en este proceso. No existe una metodología que permita realizar una clasificación
cualitativa–cuantitativa del resultado de los algoritmos de integración, y por lo tanto, no es
posible asegurar por medio de resultados numéricos cuál algoritmo de integración resuelve
de mejor forma un determinado problema.
Los algoritmos de integración de puntos que se presentan en la literatura han sido
principalmente guiados a la generación de conjuntos de triángulos o polígonos que rep-
resenten de manera aproximada la superficie del objeto de interés. Sin embargo, existen
representaciones directas de los datos que permiten un manejo superior de la continuidad
de la representación, y permiten la selección fácil y robusta del nivel de detalle deseado.
Estas representaciones son representaciones parametrizables, como las NURBS. Por lo tan-
to, un campo de avance tecnológico útil en el proceso de reconstrucción es la generación
directa de modelos parametrizables de los datos de origen, sin tener que pasar por una etapa
intermedia de generación de mallas poligonales o triangulares.
Finalmente, en las técnicas actuales de integración aún persisten ciertos problemas,
como lo son los pequeños agujeros en la representación y las porciones del objeto que
poseen curvaturas locales relativamente altas. Es necesario encontrar soluciones apropiadas
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a estos problemas, con el fin de utilizar de manera satisfactoria los algoritmos planteados y
realizar avances con respecto a los mismos.
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Apéndice A
Aura: Software de Registro e
Integración de Imágenes de Rango
Aura es un conjunto de herramientas que permiten realizar de manera sencilla los
diferentes pasos relacionados con la reconstrucción de modelos 3D partiendo de imágenes
de rango. Las herramientas están divididas en dos grupos: las herramientas aplicativas (que
se encargan de realizar los procesos de registro e integración) y los visualizadores.
Las técnicas aplicadas en la resolución de los problemas de registro e integración
están medianamente optimizadas desde el punto de vista del tiempo de cómputo necesario.
En general, se hace uso de estructuras de datos avanzadas (tales como los octrees y los ár-
boles n-b dimensionales) que permiten reducir el costo computacional de las operaciones
más repetitivas, que son la búsqueda del vecino más cercano y el cálculo de la función de
distancia en un muestreo espacial.
Las herramientas están implementadas en la plataforma Linux, línea Red Hat. Su
uso integrado ha sido probado en la plataforma Fedora Core 2, pero algunos de los pro-
gramas son portables utilizando la librería QT de la compañía Trolltech. El lenguaje de
desarrollo utilizado es C++ estándar.
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A.1. Requerimientos del Sistema
Aura está escrito para trabajar en la plataforma operativa Fedora Core 2. Sin embar-
go, se ejecuta con pocos cambios en plataformas Linux Red Hat 8.0, 9.0 y Fedora Core 1.
Se requiere un computador x86 o compatible de 32 bits, con al menos 128 MB de memo-
ria RAM y un mínimo de 15 MB de espacio libre en disco duro (aunque es recomendable
disponer de mucho más espacio, dado el tamaño de los datos que manejan las herramien-
tas). Se recomienda el uso de tarjetas aceleradoras gráficas para los visualizadores; se ha
probado su uso en tarjetas NVIDIA de la familia GeForce, y en tarjetas ATI de las familias
Radeon y FireGL.
Para compilar y utilizar de manera adecuada el programa Aura es necesario tener
instalada la librería de búsquedas rápidas del vecino más cercano ANN: Approximate Near-
est Neighbors, versión 0.2, de la Universidad de Maryland. Además, se debe tener instalado
el programa Octave versión 2.40.x, con la herramienta mkoctfile configurada de manera
adecuada.
A.2. Herramientas Aplicativas
A.2.1. Registro de Imágenes de Rango
Para realizar el proceso de registro de imágenes de rango se implementó la her-
ramienta de consola registroconsola. La sintaxis del programa es la siguiente:
registroconsola [archivo .nml.bz2 referencia] [archivo .nml.bz2 destino] [archivo
salida .nml] [archivo parámetros] [archivo trans. inicial]
66
El archivo de parámetros y el archivo de transformación inicial son opcionales. Eje-
cutado en su forma básica, el programa realizará el proceso de registro de la imagen destino
con respecto a la imagen referencia, y guardará en el archivo de salida el estado de la ima-
gen destino después de aplicar la transformación necesaria. Los parámetros por defecto del
algoritmo son los siguientes:
Muestreo en el espacio de variación de la orientación. Selección inicial de 1000 mues-
tras.
Apareamiento por punto compatible más cercano.
Minimización de la distancia punto a plano.
Rechazo del 20 % de los apareamientos.
30 iteraciones.
Estos parámetros pueden ser modificados construyendo un archivo de parámetros,
que está compuesto de la siguiente forma:
Un número entero que indica el número de muestras.
Un número entero que indica el tipo de muestreo (0 = aleatorio, 1 = aleatorio en el
espacio de orientación, 2 = en el espacio de variación de la orientación).
Un número entero que indica el tipo de apareamiento (0 = punto más cercano, 1 =
punto compatible más cercano).
Un número entero que indica el algoritmo de minimización del error (0 = punto a
punto, 1 = punto a plano).
Un número flotante que indica el porcentaje de apareamientos aceptados (0.8 por
defecto).
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Un número entero que indica el número de iteraciones que realiza el algoritmo.
Adicionalmente se puede especificar una transformación inicial al proceso medi-
ante el uso de un archivo de transformación inicial. Este se compone de 12 valores de tipo
flotante, que corresponden a los 9 parámetros de la matríz de rotación, y 3 del vector de
translación.
A.2.2. Integración de los Datos
La caja de herramientas de Aura posee un programa llamado Integra, el cual per-
mite la integración semi–automatizada de un conjunto de imágenes previamente registradas
(ver figura A.1).
Figura A.1: Interfaz de integración del programa Aura.
Esta interfaz permite la selección una a una el conjunto de imágenes a integrar,
previamente registradas. Además, permite la pre–selección de los parámetros base del al-
goritmo, que son el porcentaje de muestreo (que está relacionado con el tamaño del cubo) y
el número de vecinos que serán utilizados en el cálculo de la función de distancia de manera
local. Además, el programa posee valores por defecto para estos dos parámetros, que son
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útiles en la mayoría de los casos.
La ejecución del programa genera tres archivos de salida. El primero, llamado
sale.datos, corresponde al conjunto de datos fusionado en un solo paquete. El segun-
do archivo, llamado sale.cubos, contiene el octree de salida con su respectiva función
de distancia signada. Y finalmente el tercer archivo, llamado sale.trian, contiene la
evaluación de la función de distancia signada utilizando el algoritmo de cubos marchantes.
En otras palabras, el último archivo es un conjunto de triángulos que definen de manera
aproximada la geometría descrita por los datos originales.
Cabe anotar que, en la casilla de tamaño del cubo, el valor máximo admitido es 1;
además, cualquier valor que se escriba es internamente aproximado por encima al inverso
de la potencia de dos más cercana. Por ejemplo, para cualquier valor entre 1 y 0.5, el tamaño
del cubo se aproxima a 1 (100 %); para cualquier valor entre 0.5 y 0.25, éste se aproxima a
0.5, y así sucesivamente.
A.3. Visualizadores
El paquete de herramientas Aura posee tres tipos de visualizadores principales: uno
para imágenes de rango (en formato nml), uno para funciones de distancia signada y uno
para mallas triangulares.
A.3.1. Visualizador de Imágenes de Rango
El programa de visualización de imágenes de rango (nombre de consola: nmlshow)
permite la visualización interactiva de imágenes en formato nml. Por medio de movimien-
tos del ratón es posible rotar y escalar la imagen, para tener una visualización completa de
los datos desde cualquier punto de vista. Utiliza codificación en escala de grises para indicar
el valor de cercanía con el sensor en el momento de la captura.
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Figura A.2: Interfaz de visualización de imágenes de rango del programa Aura.
En la figura A.2 se pueden observar los componentes de la interfaz de visualización
de imágenes de rango. La interfaz está compuesta de la siguiente forma: posee un área de
visualización OpenGL, donde son cargados los datos; debajo están ubicadas tres barras de
desplazamiento horizontal, que permiten generar rotaciones sobre los ejes x, y y z respec-
tivamente; y dos botones, que permiten cargar la imagen de rango y salir del programa.
Además, al hacer click sostenido sobre el área de visualización, es posible manipular el
factor de escalamiento (mediante movimiento de arrastre vertical) o la rotación sobre el eje
y (mediante movimiento de arrastre horizontal).
A.3.2. Visualizador de Función de Distancia
El programa de visualización de imágenes de función de distancia (nombre de con-
sola: sigshow) permite la visualización interactiva de imágenes en formato cubos, que
corresponden a muestreos espaciales en Octrees con sus respectivos valores de distancia
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asociados (ver figura A.3). Por medio de movimientos del ratón es posible rotar y escalar
la imagen, para tener una visualización completa de los datos desde cualquier punto de
vista. Utiliza codificación en colores en gradado desde el azul (para valores negativos de la
función) hasta amarillo (para valores positivos de la función). Al igual que el programa de
visualización de imágenes de rango, con un click sostenido es posible manipular el factor
de escalamiento (mediante movimiento de arrastre vertical) o la rotación sobre el eje y (me-
diante movimiento de arrastre horizontal).
Figura A.3: Interfaz de visualización de función de distancia del programa Aura.
A.3.3. Visualizador de Mallas Triangulares
El último de los visualizadores del paquete Aura es un programa que permite ver
mallas triangulares en formato trian (ver figura A.4). El nombre de consola del progra-
ma es trishow. La interfaz de visualización de mallas también permite manipular el es-
calamiento y la rotación, pero el modo en que opera es distinto al de las otras dos interfaces.
Al lado derecho de la ventana hay un grupo de botones de radio que permite seleccionar
entre escalamiento y rotación. Si se selecciona el escalamiento, cualquier operación de ar-
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rastre vertical con click sostenido en el área de visualización causara un cambio en el factor
de escala. Si se selecciona la rotación, las operaciones de arrastre y click sostenido van a
causar rotaciones sobre el eje x (en movimiento vertical) y sobre el eje y (en movimiento
horizontal).
Figura A.4: Interfaz de visualización de mallas triangulares del programa Aura.
A.4. Tipos de Archivo
El paquete Aura maneja básicamente tres tipos de archivo, que poseen diferente
tipo de información. Estos tipos son el tipo de archivo de rango con normales (o nml), el
tipo de archivo de cubos con función de distancia (o cubos) y el tipo de archivo de malla
triangular (o trian).
A.4.1. Tipo de Archivo nml
El tipo de archivo de rango con normales (o nml) es un archivo en formato ASCII
que contiene básicamente los siguientes campos:
El valor del ancho y el alto (en píxeles) de la imagen de rango.
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Un conjunto de banderas, de tamaño ancho por alto, que indican si el dato de la
posición indicada por los subíndices corresponde a un dato válido dentro del conjunto
de datos. Las banderas son de tipo entero, y su valor es 0 si el dato es inválido, y 1 si
el dato es válido.
Tres conjuntos de números de punto flotante, cada uno de tamaño ancho por alto, que
corresponden a los valores en los ejes x, y y z de cada uno de los puntos de la imagen
de rango.
Tres conjuntos de números de punto flotante, cada uno de tamaño ancho por alto, que
corresponden a los valores de orientación de la normal a la superficie, asociados a los
puntos de la imagen de rango. Estos valores son de tal forma que cada vector tiene
magnitud 1, y poseen orientación coherente con respecto al sensor.
A.4.2. Tipo de Archivo cubos
El tipo de archivo de cubos con función de distancia (o cubos) es un archivo en
formato ASCII que contiene básicamente los siguientes campos:
Un número entero que indica el número de cubos en el archivo.
Un conjunto de estructuras, donde cada estructura corresponde a un cubo, y tienen la
siguiente forma:
Cubo:
vértice: [posx posy posz] Función: dist
vértice: [posx posy posz] Función: dist
vértice: [posx posy posz] Función: dist
vértice: [posx posy posz] Función: dist
vértice: [posx posy posz] Función: dist
vértice: [posx posy posz] Función: dist
vértice: [posx posy posz] Función: dist
vértice: [posx posy posz] Función: dist
73
donde posx, posy y posz representan la ubicación espacial de cada vértice, y dist la
función de distancia correspondiente con respecto al conjunto de datos de origen.
La cadena Fin., que delimita el final del archivo. Después de ésta cadena es posible
añadir cualquier tipo de información, sin modificar el funcionamiento de los progra-
mas implementados.
A.4.3. Tipo de Archivo trian
El tipo de archivo de malla triangular (o trian) es un archivo en formato ASCII
que contiene básicamente los siguientes campos:
Un número entero que indica el número de triángulos en el archivo.
Un conjunto de estructuras, donde cada estructura corresponde a un triángulo, y
tienen la siguiente forma:
Triangulo:
Vertice: [posx posy posz]
Vertice: [posx posy posz]
Vertice: [posx posy posz]
donde posx, posy y posz representan la ubicación espacial de cada vértice.
