Abstract. Semilinear elliptic optimal control problems involving the L 1 norm of the control in the objective are considered. A priori finite element error estimates for piecewise linear discretizations for the control and the state are proved. These are obtained by a new technique based on an appropriate discretization of the objective function. Numerical experiments confirm the convergence rates.
1. Introduction. In this paper, we continue our investigation of non-differentiable optimal control problems involving an objective functional which contains the L 1 norm of the control:
The state y u is given as the solution of a semilinear elliptic partial differential equation. The problem setting is made precise in Section 2.
Problems of this type are of interest for two reasons. First, the L 1 norm of the control is often a natural measure of the control cost, as was observed for instance in [21, Section 6.1]. Second, this term leads to sparsely supported optimal controls, which are desirable, for instance, in actuator placement problems [20, 14, 11, 22] .
First-and second-order necessary and sufficient optimality conditions for this problem were recently obtained in [5] . Using the latter, error estimates of order h w.r.t. the L ∞ norm for the control, state, and adjoint state were shown for a piecewise constant discretization of the control and piecewise linear and continuous discretization of the state and adjoint state.
In this paper, we prove the same order of convergence for a piecewise linear and continuous control discretization, which requires fewer degrees of freedom than the discretization by piecewise constants. A key idea to achieve this result is the use of the following quadrature formulae to discretize the norms in (1.1):
e j dx and
where {e j } are the usual piecewise linear nodal basis functions. These formulae allow a coefficient-wise representation of the control and of the subdifferential of the discretized L 1 norm analogous to the ones proved for the continuous control problem, which significantly facilitates the error analysis. Moreover, (1.2) is also advantageous to use from an algorithmic point of view.
In the case of control problems with a differentiable cost functional, the use of piecewise linear and continuous approximations of the controls has been previously explored by some authors. As far as we know, the first error estimates for this type of approximations were proved by Casas and Tröltzsch [9] in the case of linear-quadratic control problems, proving order O(h). Later Casas [4] proved order o(h) for control problems governed by semilinear elliptic equations and quite general cost functionals. Rösch [18] proved order O(h 3/2 ) for the first time under a, non-restrictive in practice, regularity assumption of the optimal control. However, his proof was done for linearquadratic control problems in one dimension. All the previous papers were devoted to distributed optimal control problems. In [7] , the authors proved error estimates of order O(h 3/2 ) for Neumann control problems in a two-dimensional domain by assuming a similar assumption to the one introduced by Rösch. The use of piecewise linear approximations for a Dirichlet control problem was investigated in [8] . All of the above estimates were derived in the L 2 norm.
The first error estimates for problems with an L 1 norm were given in [22] for piecewise linear control discretizations in the case of a linear elliptic equation with the standard objective involving L(x, y) = 2 . The authors obtained convergence of order h in the L 2 norm. In contrast to their analysis, our objective (1.1) is nonconvex and therefore the analysis presented here is more involved due to the necessity of using second-order sufficient optimality conditions. Unlike in the case of piecewise constant approximations of the controls, a representation formula for a standard discretization of the control problem by using piecewise linear and continuous approximations is not known. As a consequence of this, the proof of L ∞ error estimates can not be deduced easily from the L 2 error estimates. However, Meyer and Rösch [16] deduced the order of convergence O(h) in the L ∞ norm from the L 2 error estimates following a clever approach.
As claimed above, the use of the quadrature formulae (1.2) leads to some representation formulae for the discrete optimal control and for the subdifferential of the discretized L 1 norm (see (3.12a ) and (3.12c)), which allows a very simple proof of the L ∞ -error estimates. Of course, this approach can be followed also in the case of a differentiable cost functional leading to the same result proved in [16] in a direct and simpler way.
As it was the case in [5] , our analysis exploits the W 2,p regularity of the adjoint state, which holds on domains with a C 1,1 boundary, and on 2D convex polygonal domains. We point out that the assumptions used concerning the triangulation are standard in the context of L ∞ error estimates, and no artificial conditions need to be imposed. Since smooth domains cannot be triangulated exactly, the error estimate takes into account the additional error from replacing Ω by a polygonal approximation Ω h .
We present in Section 2 the problem setting and recall first-and second-order optimality conditions. This is repeated in Section 3 for the finite element approximation of the problem. The error analysis is then split into two parts. In Section 3.1 we address the mere convergence of discrete controls, and Section 3.2 is devoted to the derivation of the error estimates. Numerical examples confirming our results are given in Section 4.
Assumptions and Preliminary
Results. Throughout the paper, Ω denotes a convex and bounded domain of R n , n = 2 or 3, with a C 1,1 boundary Γ. We consider the following optimal control problem
where
Here y u is the solution of the state equation
where A is the linear operator
In (2.1) and hereafter, we denote by a(x, y) the function x → a(x, y(x)). The same kind of notation is used for L and the derivatives of a and L.
We make the following assumptions on the functions and parameters involved in the control problem (P).
Assumption 1.-The coefficients of A have the following regularity properties: a ij ∈ C 0,1 (Ω) and
for some Λ > 0.
Assumption 2.-a : Ω × R −→ R is a Carathéodory function of class C 2 with respect to the second variable, with a(·, 0) ∈ Lp(Ω) for some n <p, and satisfying
Assumption 3.-We also assume −∞ < α < 0 < β < +∞, µ > 0, ν > 0, and L : Ω × R −→ R is a Carathéodory function of class C 2 with respect to the second variable such that L(·, 0) ∈ L 1 (Ω) and for every M > 0 there exists a function ψ M ∈ Lp(Ω), with n <p < +∞, satisfying
In the sequel, we will denote the set of feasible controls by
Let us notice that the usual function L(x, y) =
We recall from [5, Theorems 2.1 and 2.2] that the control-to-state map G : 5) and given 6) where
In addition, the smooth part F : L 2 (Ω) −→ R of the objective functional is of class C 2 and its first and second derivatives are given by
is the adjoint state defined as the unique solution of
with A * being the adjoint operator of A.
Remark 2.1. The results of this paper remain valid for convex polygonal domains Ω ⊂ R 2 . The only difference is that p is not only bounded above byp, it also depends on the angles of the polygon Ω, cf. [5, Remark 2.3] .
The existence of at least one global solution to (P) in L ∞ (Ω) is standard. Due to the non-convexity of (P), several global and additional local solutions may exist. We recall from [5, Section 3] the following first-and second-order optimality conditions. Theorem 2.2 (First-order optimality conditions). Ifū is a local minimum of (P), then there existȳ,φ ∈ W 2,p (Ω) andλ ∈ ∂j(ū) such that
Moreover, the following relations are satisfied byū,φ andλ:
It will be a crucial point in the numerical analysis to establish relations parallel to (2.11) also for the discretized problem. For later reference, we remark that (2.11a) and 12) and observe that (2.10c) implies
a.e. in Ω.
In order to address the second-order optimality conditions we need to introduce the critical cone. Given a controlū ∈ K for which there existsλ ∈ ∂j(ū) satisfying (2.10), we define
The set Cū is a closed convex cone, see [5, Proposition 3.3] .
Theorem 2.3 (Second-order optimality conditions).
1. Ifū is a local minimum of (P), then
, then there exist δ > 0 and ε > 0 such that
where B ε (ū) denotes the L 2 (Ω) ball of centerū and radius ε.
Remark 2.4. For the numerical analysis we will use the following second-order sufficient condition equivalent to the one above, see [5, Theorem 3.8] : Letū ∈ K and λ ∈ ∂j(ū) such that (2.10) holds. Suppose that there exist τ > 0 and δ > 0 such that
3. Finite Element Approximation of (P). The goal of this section is to study the approximation of problem (P) by finite elements. Both the state and the controls will be discretized by continuous piecewise linear functions. We prove the convergence of the discretization and derive error estimates for the optimal control in
We consider a family of triangulations {T h } h>0 of Ω, defined in the standard way, e.g. in [2, Chapter 3.3] . Due to the assumption that Ω is convex and has a smooth boundary, the triangulation covers a polygonal approximation Ω h ⊂ Ω. With each element T ∈ T h , we associate two parameters ρ(T ) and σ(T ), where ρ(T ) denotes the diameter of the set T and σ(T ) is the diameter of the largest ball contained in T . Define the size of the mesh by h = max T ∈T h ρ(T ). We assume that the following regularity assumptions on the triangulation are satisfied which are standard in the context of L ∞ error estimates.
(i) -There exist two positive constants ρ and σ such that
hold for all T ∈ T h and all h > 0.
(ii) -Define Ω h = ∪ T ∈T h T , and let Ω h and Γ h denote its interior and its boundary, respectively. We assume that Ω h is convex and that the vertices of T h placed on the boundary Γ h are points of Γ. From [17, estimate (5.2.19)] we know that
As was already mentioned, we use piecewise linear approximations for the states and for the controls, thus we set
where P 1 is the space of polynomials of degree less or equal than 1. We denote by
j=1 the usual global nodal basis functions. Every element u h ∈ U h , and similarly every element y h ∈ Y h , can be represented in the form
and u j = u h (x j ) holds. We only mention once that we employ the obvious convention and represent u h by coefficients u j , and similarly for the test function v h and the subgradientλ h introduced in Lemma 3.2. The discrete version of the state equation (2.1) is defined as follows:
Thanks to the monotonicity of the nonlinear term of (3.1) and using Brouwer's fixed point theorem, it is easy to prove the existence and uniqueness of a solution y h (u) of
The set of discrete feasible controls is given by
We shall use frequently the fact that every e j is non-negative, has 1 as its maximal value and that j e j ≡ 1.
The discrete control problem is formulated as follows
The discrete functionals F h : U h −→ R and j h : U h −→ R are defined in a nonstandard way by
Some words of explanation are in order. In the discretization of the smooth part, we do not integrate u h 2 L 2 (Ω h ) exactly but rather discretize it by the nodal quadrature formula
Although this quadrature incurs an additional error, it will turn out to be crucial in order to obtain formulae parallel to (2.11) for the discretized problem (P h ), see Lemma 3.4 below. These formulae are in turn essential in the derivation of error estimates. A similar quadrature formula is used for the discretization of the L 1 norm in j h . This discretization of the L 1 norm was already used in [22, Section 4.4].
1. The smooth and non-smooth parts of the discretized objective can be written in an alternative way as
where I h : C(Ω) −→ U h denotes the usual nodal interpolation. 2. It is easy to see by a convexity argument that
holds pointwise in Ω h . This implies
for all u h ∈ U h . 3. Relation (3.3) defines a scalar product on U h which is represented by the diagonally lumped mass matrix. The norm induced by this scalar product is equivalent to the usual L 2 (Ω h ) norm with constants independent of h. Indeed, as shown in [23, Table 1 ], we have
It is immediate that (P h ) has at least one solution. In order to state first-order optimality conditions analogous to those of problem (P), see Theorem 2.2, it is useful to characterize the elements of the subdifferential of j h . To this end, we identify U h with its dual with respect to the scalar product (·, ·) h .
Lemma 3.2.
For u h ∈ U h , the subdifferential of j h w.r.t. (·, ·) h consists exactly of those elements λ h ∈ U h whose coefficients satisfy
Proof. By definition, we have λ h ∈ ∂j h (u h ) if and only if
This is equivalent to λ j ∈ ∂| · |(u j ) for every j. From here, the claim follows immediately.
We can now state the first-order optimality system of (P h ).
Theorem 3.3 (Discrete first-order optimality conditions). Ifū h is a local minimum of problem
Analogous to (2.11) we wish to obtain representation formulae forū h andλ h . It turns out that these are given naturally in terms of Carstensen's quasi-interpolation (see [3] )
We recall for later reference the following property:
Moreover, if u ∈ C(Ω h ), then there exists ξ j ∈ supp(e j ) such that
This follows easily from the mean value theorem, using e j ≥ 0. Moreover, the Carstensen interpolant harmonizes with the scalar product (·, ·) h in the following way:
Lemma 3.4. Letū h ,φ h andλ h be as in the previous theorem, then the following relations hold:ū
In particularλ h is unique.
Proof. Let us apply (3.11) to (3.7c):
As already mentioned, the scalar product (·, ·) h is represented by a diagonal mass matrix and (3.7c) reduces to
We now can proceed as in [5, Section 4] : the formulae (3.12) are simple consequences of (3.13) and (3.6).
The rest of the section is divided into two parts. In the first part, we prove that the family of problems (P h ) realizes a convergent approximation of problem (P) in a two-fold sense: global solutions of (P h ) converge to global solutions of (P) and strict local solutions of (P) can be approximated by local solutions of (P h ). In the second part of the section, we prove L 2 and L ∞ error estimates for these approximations.
As before in the continuous problem, we defined h in terms of its coefficients
Then (3.7c) implies that
3.1. Convergence of the Discretizations. We recall the following standard result concerning the finite element approximation of the state and adjoint equations, respectively, see [1] , [6] and [19] and the references therein.
, and let y u , y h (v), ϕ u and ϕ h (v) be the solutions of (2.1), (3.1) (with u replaced by v), (2.9) and (3.7b) (withȳ h replaced by y h (v)), respectively. Then the following a priori estimates hold:
We continue by estimating the errors inλ h ,d h andū h . The representation formulae (2.11) and (3.12) are crucial here. Lemma 3.6. The following error estimate holds:
Proof. We begin by investigating the error inλ h . At the nodes of the triangulation, we have by (2.11c) and (3.12c)
We also used (3.16c), the Lipschitz continuity ofφ andp > n. At an arbitrary point x ∈ Ω h , we have
where we used the Lipschitz continuity ofλ. The result forū h and finallyd h now follow in the same way from (2.11a), (3.12a) and the definition ofd andd h , see (2.12) and (3.14).
The above definition is equivalent to the weak (or weak * ) convergence of any extension
when h → 0, this is in particular the case if we extend u h by an L q (Ω) function independent of h.
We also say that {u h } h>0 is bounded in L q (Ω) if there exists a bounded extension {ũ h } h>0 ⊂ L q (Ω), which is equivalent to the boundedness u h L q (Ω h ) ≤ C for all h > 0 and some C > 0.
Recall that problem (P) is non-convex and thus may possess several global minima. Consequently, it cannot be expected that sequences even of global solutions to the discretized problems (P h ) converge towards a single limit point. On the contrary, different sequences converge to different global minima of (P). This is the result of our first convergence theorem. Theorem 3.8. For every h > 0 letū h be a global solution of problem (P h ), then the sequence {ū h } h>0 is bounded in L ∞ (Ω) and there exist subsequences, denoted in the same way, converging to a pointū in the weak * L ∞ (Ω) topology. Any of these limit points is a solution of problem (P). Moreover, we have
whereλ h ∈ ∂j h (ū h ) is given by (3.12c).
Proof. The sequence {ū h } h>0 ⊂ K is clearly bounded in L ∞ (Ω). Let us extract a subsequence denoted in the same way such thatū h ū weakly
Let us define the auxiliary discrete objective function
Note that in contrast to J h (u h ), exact integration is used. By (3.5), we haveĴ
Let us denote byũ any solution of (P), and letũ h = Π hũ with coefficientsũ j = π j (ũ).
Then we have the following chain of inequalities:
The first inequality is a consequence of the fact thatū ∈ K is a feasible control for problem (P), the second inequality follows from Lemma 3.5 and the weak lower semicontinuity of norms. The feasibility ofũ h ∈ K h for problem (P h ) implies the last inequality. Let us consider
We can pass to the limit in the first term by Lemma 3.5:
Let us consider the second, where
by the Cauchy-Schwarz inequality. For the third term, we obtain
This shows that the right hand side in (3.19) can be estimated by J(ũ) and thus all inequalities are equalities. In particular, the weak * limitū solves (P) and J h (ū h ) → J(ū) and alsoĴ h (ū h ) → J(ū).
It remains to verify the convergence ū
To see this, we deduce from J h (ū h ) → J(ū) and Lemma 3.5
From this convergence and the weak convergenceū
The next theorem is a kind of reciprocal result to the previous one for local solutions. It is important from a practical point of view because it states that every strict local minimum of problem (P) can be approximated by local minima of problems (P h ). We state it without proof since only minor modifications of [5, Theorem 4.5] are required.
Theorem 3.9. Letū be a strict local minimum of (P), then there exists a sequence {ū h } h>0 of local minima of problems (P h ) such that (3.18) holds.
Error Estimates.
We are now in the position to derive error estimates. To this end, let {ū h } h>0 denote a sequence of local minima of problems (P h ) such that ū −ū h L ∞ (Ω h ) → 0 when h → 0,ū being a strict local minimum of (P); see Theorems 3.8 and 3.9. Let us denote byλ ∈ ∂j(ū) andλ h ∈ ∂j h (ū h ) the associated unique elements from the subdifferentials such that the first-order optimality conditions (see Theorem 2.2 and Theorem 3.3) are satisfied.
The goal of this section is to obtain estimates ofū −ū h in the L 2 and L ∞ norms. We extendū h ∈ U h to Ω by takingū h (x) =ū(x) for every x ∈ Ω \ Ω h . Analogously we extendλ h to Ω by settingλ h (x) =λ(x) for x ∈ Ω \ Ω h . We recall thatū,λ ∈ C 0,1 (Ω).
We suppose throughout this section that second-order sufficient conditions hold atū, i.e., 20) where C τ u was defined in (2.16). Let us outline the plot of the remainder of this section, which leads to the main result in Theorem 3.13.
1. We establish in Lemma 3.10 the estimate (3.20) holds. This is done in [5, Lemma 4.6], which we quote here as Lemma 3.11. 3. The terms on the right hand side are estimated by Lemma 3.12.
In contrast to [5] , we employ here a different choice ofũ h , which is adapted to the quadrature formulae used in F h and j h . This facilitates significantly the proof of the error estimates.
From now on, letũ h denote Carstensen's quasi-interpolant ofū:
We extendũ h on Ω \ Ω h byū. We have the following estimates of the interpolation error: 
or equivalently
Proof. We begin by proving the inequalities
From the optimality condition (2.10c), we get
Then (3.24a) follows from this inequality and the fact thatλ belongs to the subdifferential of j atū, i.e.
For (3.24b) we can proceed in the same way, using (3.7c) and the fact thatũ h = Π hū ∈ K h as noted in (3.9).
Adding both inequalities (3.24a) and (3.24b) will yield (3.22) , provided that we can show
The first bracket is equal to
For the terms in the second bracket, we have
Moreover, by (3.5),
By summing up, (3.25) holds and thus (3.22) is shown.
Lemma 3.11. There exists h δ > 0 such that
Proof. The proof of this lemma was given in [5, Lemma 4.6]. It is not affected byd h andū h being piecewise linear rather than piecewise constant.
Lemma 3.12. The following estimate holds:
Proof. We write the left hand side as
Let us introduce ϕū h , which is the solution of the continuous adjoint equation (2.9) belonging to yū h . We recall that by definition of Y h , the discrete adjoint stateφ h is extended by zero outside of Ω h . We thus have the following representation of the first term under investigation.
Moreover, the second term reads
The integral I 1 involving the adjoint states is estimated by (3.16b) . Note that both ϕ h and ϕū h belong to the same controlū h , and thus we get
by (3.21a).
Next we address I 2 . By definition ofũ h = Π hū , we get
h dx by (3.11) and
h dx by (3.5).
Therefore, we obtain
which implies
Finally, we can estimate
where we used (3.21b). Moreover, ϕū h is uniformly bounded in H 1 (Ω) for all h. This follows from standard a priori estimates for the adjoint equation (2.9) and the state equation (2.1).
Summing up, we find
which concludes the proof.
We are now in the position to show our main result.
Theorem 3.13. There exists h δ > 0 such that
holds for all h ≤ h δ .
Proof. Lemma 3.10, 3.11 and 3.12 together verify that
holds. By applying Young's inequality, we infer
Lemma 3.6 and (3.16c) now provide the following corollary.
Corollary 3.14. We have
for all h ≤ h δ , where h δ is given by Theorem 3.13.
Remark 3.15. The two relevant terms in the proof of Lemma 3.12 are I 1 and I 4 . Out of these, the contribution of I 1 to the error is of order h 3/2 while the contribution of I 4 is only of order h. The adjoint equation (2.10b) is now given by
As described above, we employ continuous piecewise linear (P 1 ) discretizations of the state y, of the adjoint state ϕ, and of the control u. Moreover, we are using the discrete objective defined by (3.2) . Now, the discretized optimality conditions for (P h ) are
Note that we have inserted (3.12c) into (3.12a) to obtain the last equation in (4.1). The nonlinear system (4.1) is solved via a semi-smooth Newton method and for a sequence of different meshes, similar as in [20, 5] . The FEM library FEniCS [13, 15] and the computational geometry toolbox CGAL [10] were used for all discretization related aspects of the implementation. An example for the discretized optimal control on two different meshes is displayed in Figure 4 .1. The error with respect to the solution on the finest grid (h * = 2 −7 ) is shown in Table 4 .1 and Figure 4 .2(a). It confirms the linear rate of convergence in the L ∞ norm w.r.t. h. Moreover, we observe a better rate of an estimated order h 3/2 in the L 2 norm. We conjecture that the term I 1 dominates the error in the range of mesh sizes shown, see Remark 3.15, and that this order will reduce to order h as we further refine the mesh. In fact, our second example below also shows order h 3/2 for medium mesh sizes which reduces to order h for finer meshes.
Note that the meshes for this example are not nested. This explains the relatively large errors in particular for the L ∞ norm due to overlapping triangles on neighboring meshes. unit circle unit square Table 4 .1 Example 1: L 2 and L ∞ errors in the control on the unit circle and the unit square, see also Figure 4 .2. The error was computed against the solution on the finest grid, using h * = 2 −7 on the unit circle and h * = 2 −8 on the unit square.
We remark that the analysis above carries over to problems defined on a convex polygonal domain Ω; see Remark 2.1. Indeed, we observe the same convergence rates for the case Ω = (0, 1) 2 ⊂ R 2 with all other problem data unchanged, see Table 4 .1 and Figure 4.2(b) . The finest grid in this case was h
We compare the absolute figures of the errors in Table 4 .1 with those obtained by piecewise constant discretizations of the control (see [5, Table 6 .1]) on the same sequence of meshes. In all cases, the errors obtained by piecewise linear discretizations are smaller than those obtained by piecewise constant discretizations, although the dimension of the control space is now smaller.
Example 2.
In our second example the exact solution is known. The motivation was to either confirm or disprove the convergence order h 3/2 in the L where r denotes the distance from the origin. From here, one can deduce the expressions for the adjoint state ϕ (by solving the adjoint equation (2.9)), then the control u (by evaluating the optimality condition (2.11)) and the state y (by solving the state equation (2.1)). Finally, one can determine y d by (4.2). We refrain from stating the lengthy expressions here. The sets where u ∈ {α, 0, β} are concentric circles, see Figure 4 .3.
The error in the control w.r.t. the L 2 and L ∞ norms are shown in Table 4 .2 and Figure 4 .4. They confirm that indeed the convergence rate is only of order h as proved in Theorem 3.13 and Corollary 3.14. For intermediate values of h, however, the L 2 convergence rate appears to be of order h 3/2 , as was also observed in Example 1.
The data in Table 4 .2 was generated by interpolating the exact solution linearly onto a grid of mesh size h * = 2 −9 . This induces an interpolation error of order h 3/2 in the L 2 norm, since the combined measure of those triangles whereū has a kink is of order h. Another error is introduced in the right hand side of the discrete adjoint equation by linear interpolation of the data y d . This error is of order h 2 . Summing up, these contributions do not dominate the errors shown in Table 4 .2. 
