Reachability analysis has become a fundamental method supporting formally-correct synthesis, robust model predictive control, set-based observers, fault detection, invariant computation, and conformance checking, to name only a few. In many of these applications, one requires to compute a reachable set starting within a previously computed reachable set. While it was previously required to re-compute the entire reachable set, we demonstrate that one can leverage the dependencies of states within the previously computed set. As a result, we almost instantly obtain an overapproximative subset of a previously computed reachable set by evaluating analytical maps. The advantages of our novel method are demonstrated for falsification of systems, optimization over reachable sets, and synthesizing safe maneuver automata. In all of these applications, the computation time is reduced significantly.
INTRODUCTION
In this work, we present a novel concept to directly extract a reachable set within a precomputed one as depicted in Fig. 1 . To achieve this, we conservatively abstract the original dynamics by a polynomial right-hand side and represent sets by polynomial zonotopes [1] . Since polynomial zonotopes preserve the relation between the reachable states and the states in the initial set, we can extract the reachable set R for any initial set X0 ⊆ X0 directly from the reachable set R by evaluation of an analytical equation (see Fig. 1 ), which is computationally much more efficient than computing R with a reachability algorithm. As we demonstrate in Sec. 4, this method offers great advantages for applications where reachable sets have to be computed for many different subsets X0 ⊆ X0, like e.g., safety falsification, optimization ACM ISBN 978-1-4503-2138-9. DOI: 10.1145/1235 Figure 1 : Given a reachable set R for a set of initial states X0 and a subset of initial states X0, we can obtain R without any reachability analysis. over reachable sets, and motion-primitive based control.
State of the Art
Reachability algorithms for linear systems and hybrid systems with linear continuous dynamics are mostly based on the propagation of reachable sets. These algorithms use a large variety of convex set representations, like e.g., polytopes [17] , zonotopes [19] , ellipsoids [27] , support functions [20] , and oriented hyperrectangles [38] . Other approaches use simulations to compute reachable set [7, 16] . Examples of tools for reachability analysis of linear systems are C2E2 [15] , CORA [2] , HyDRA [36] , Hylaa [6] , Julia Reach [10] , SpaceEx [17] , and XSpeed [34] .
Reachability algorithms for nonlinear systems can be categorized into four groups: invariant generation, optimizationbased approaches, abstraction in solution space, and abstraction in state space. Since any invariant set which includes the initial set is also a reachable set, approaches for invariant generation can be used for reachability analysis [26, 29, 31] . Optimization-based approaches reformulate reachability analysis as an optimization problem [13, 32] . The approach in [13] optimizes the outward translation of polytope halfspaces to obtain a flowpipe, whereas [32] expresses reachability analysis with Hamilton-Jacobi equations. Other approaches abstract the solution space directly: The work in [16] uses validated simulations for the construction of bounded flowpipes; [33] approximates the solution of the ODE with Bernstein polynomials; Taylor models computed from iterations, such as the Picard iteration, were first proposed in [22, 30] , and later extended to include uncertain inputs [11] . Approaches based on an abstraction of the state space compute simplified differential equations to which a compensating uncertainty is added. Often, nonlinear ODEs are abstracted by a hybrid automaton with linear dynamics [5] . Other methods linearize the nonlinear dynamics on the fly [3, 14] . Recent approaches extend this concept to the abstraction of the non-liner dynamics by polynomials [1] , which results in a tighter enclosure of the reachable set. Examples of tools for reachability analysis of nonlinear systems are Adriadne [8] , C2E2 [15] , CORA [2] , DynIbex [35] , Flow* [12] , Isabelle/HOL [23] , and Julia Reach [10] .
Our new method is not only applicable for reachability analysis, but also for falsification. If a computed reachable set violates a specification, falsification aims to provide the initial states and the input signals that lead to the violation. The problem of finding such initial states and input signals is known as safety falsification. For linear systems with piecewise constant inputs, [7] extracts falsifying initial states and input signals from the computed reachable set by solving a linear program. In graph theory, symbolic reachability analysis can be used to determine falsifying initial states [18] . The approach in [9] combines symbolic reachability analysis with reachability analysis for continuous systems to efficiently determine falsifying trajectories for hybrid systems with linear continuous dynamics. The set of initial states resulting in a falsification can also be computed with backward reachability analysis using inner-approximations of reachable sets. Approaches to compute inner-approximations of reachable sets exist for linear systems [19] as well as for nonlinear systems [21, 28] .
In this work, we preserve the relation between the initial and the reachable states for nonlinear systems. We use polynomial zonotopes instead of Taylor models since polynomial zonotopes are a generalization of Taylor models [25, Prop. 4] . Our novel approach enables us to almost instantly obtain subsets within a pre-computed reachable set. As we demonstrate with numerical examples, our novel method results in a significant reduction of the computation time for safety falsification, optimization over reachable sets, and motionprimitive based control. To some extent this work provides a method for unifying reachability analysis and falsification.
Notation
Sets are denoted by calligraphic letters, matrices by uppercase letters, vectors by lowercase letters, and set operations by typewriter font (e.g., interval). Given a vector b ∈ R n , b (i) refers to the i-th entry. Given a matrix A ∈ R n×m , A (i,·) represents the i-th matrix row, A (·,j) the j-th column, and A (i,j) the j-th entry of matrix row i. The concatenation of two matrices C and D is denoted by [C, D]. The symbols 0 and 1 represent matrices of zeros and ones of proper dimension and the empty matrix is denoted by [ ]. Left multiplication of a matrix M ∈ R m×n with a set S ⊂ R n is defined as M ⊗ S = {M s | s ∈ S}, the Minkowski addition of two sets S1 ⊂ R n and S2 ⊂ R n is defined as S1 ⊕ S2 = {s1 + s2 | s1 ∈ S1, s2 ∈ S2}, and the Cartesian product of two sets S1 ⊂ R n and S2 ⊂ R m is defined as S1 × S2 = {[s1 s2] T | s1 ∈ S1, s2 ∈ S2}. Given two set operations A and B, and a set S ⊂ R n , the composition of the set operations is denoted by A(B(S)) = (A • B)(S). The power set of a set S ⊂ R n is denoted by 2 S . We further introduce a n-dimensional interval as I := [l, u], ∀i l (i) ≤ u (i) , l, u ∈ R n . The unit hypercube [−1, 1] ⊂ R p is denoted by Ip. Given a center vector c ∈ R n and a generator matrix G ∈ R n×m , a zonotope is Z := {c + m i=1 αi G (·,i) | αi ∈ [−1, 1]}. For a concise notation, we use the shorthand Z = c, G Z .
SET REPRESENTATION

Parameterization
A prerequisite for preserving relations between states is that the states inside the initial set are parameterized. As shown in Table 1 , not all set representations fulfill this requirement. We demonstrate this exemplary for the vertex (V-representation) and the halfspace-representation (Hrepresentation) of a polytope, which are defined first:
We use the shorthand P = [v1, . . . , vm] V . Definition 2. (H-Representation) Given a matrix A ∈ R m×n and a vector b ∈ R m , the halfspace representation of P ⊂ R n is defined as
Each point p ∈ P can be parameterized by specific values δi when using the V-representation (not possible for the Hrepresentation):
In general, the above parameterization is not unique [37] . For parameterized sets, we introduce evaluation functions: 
δivi.
(2)
Dependency Preservation
We require a set representation that preserves the relation between states for all relevant set operations. We first demonstrate dependency preservation for linear maps of Vrepresentations: 
Given a scalar M ∈ R and a one-dimensional polytope P = [v1, v2] V , its linear map is computed as
Let us introduce the polytope P = [−1, 3] V , the point p = 2 ∈ P, and the scalar M = 2. According to (1), the point p ∈ P can be parameterized by the values δ = [δ1, δ2] T = [0.25, 0.75] T . Computation of the linear transformation according to (3) yields
If we evaluate the result for δ corresponding to the point p, we obtain
The implementation of the linear map in (3) is therefore dependency-preserving.
Next, we consider a quadratic map, which is not dependencypreserving for the V-representation:
Example 3. Given a scalar Q ∈ R and the V-representation of a one-dimensional polytope P = [v1, v2] V ⊂ R, its quadratic map is computed as
Let us introduce the polytope P = [−1, 3] V , the point p = 2 ∈ P, and the scalar Q = 2. According to (1), the point p ∈ P can be parameterized by the values δ = [δ1, δ2] T = [0.25, 0.75] T . Computation of the quadratic map according to (4) yields
If we evaluate the computed quadratic map for δ corresponding to the point p, we obtain sq(Q, P) (δ)
δi vi = 13.5 = sq(Q, p) = 8, which is not identical to sq(Q, p). The above implementation is therefore not dependency-preserving.
Let us finally define dependency preservation:
Definition 4. (Dependency Preservation) Given an implementation of a set operation A and a set S ⊂ R n param-
A summary of the set operations that are dependencypreserving is shown in Table 1 for different set representations.
Set Operation Properties
We introduce some additional properties for set operations which we require for later derivations. Given two sets S1, S2 ⊂ R n with S1 ⊆ S2, it holds trivially that all unary set operations A satisfy A(S1) ⊆ A(S2).
Furthermore, given sets S1, S2 ⊂ R n and S3, S4 ⊂ R m with S1 ⊆ S2 and S3 ⊆ S4, all binary set operations B used in this work satisfy B(S1, S3) ⊆ B(S2, S4).
The properties (6) and (7) equivalently hold for the composition of set operations:
Given two set operations A and B that satisfy (6), the composition A • B also satisfies (6).
Proof. Since A and B satisfy (6), it holds for two sets S1, S2 ⊂ R n with S1 ⊆ S2 that (A • B)(S1) = A( B(S1)
The result of Lemma 1 equally holds for compositions involving binary set operations that satisfy (7) . Next, we show that the composition of two dependency-preserving set operations is dependency-preserving: Lemma 2. The composition A • B of two dependencypreserving operations A and B is dependency-preserving:
Proof. Since B is dependency-preserving, it holds according to (5) that
Using (9) and (6), it holds that
Since A is dependency-preserving, it holds according to (5) that
which is identical to (8) .
As we will show in Sec. 3, the reachability algorithm used in this work only applies dependency-preserving set operations, so that the reachability algorithm is dependencypreserving, too.
Polynomial Zonotopes
The concept presented in this work requires a parameterized set representation for which all operations used by the reachability algorithm are dependency-preserving. As shown in Table 1 , a non-convex set representation that satisfies this requirements are polynomial zonotopes. In this work we use their sparse representation [25] :
Definition 5. (Polynomial Zonotope) Given a generator matrix of dependent generators G ∈ R n×h , a generator matrix of independent generators GI ∈ R n×q , and an exponent matrix E ∈ Z m×h ≥0 , a polynomial zonotope is defined as
where fG,E :
The scalars α k are called dependent factors and the scalars βj independent factors. Consequently, the term fG,E(α) is called the dependent part, and the term q j=1 βjG I(·,j) is called the independent part. We introduce the shorthand PZ = G, GI , E P Z .
Every polynomial zonotope can equivalently be represented by a polynomial zonotope without independent generators: Proposition 1. Given a polynomial zonotope PZ = G, GI , E P Z , PZ can be equivalently represented without independent generators:
where Iq ∈ R q×q is the identity matrix.
Proof. The result in (12) follows directly from the substitution of the independent factors βj in the definition of polynomial zonotopes in (11) with additional dependent factors αm+1 = β1, . . . , αp+q = βq.
Despite the result of Prop. 1, the independent part of the polynomial zonotope is crucial for order reduction [25] . For polynomial zonotopes, the points inside the set are parameterized by both the dependent factors α k and the independent factors βj. Using Prop. 1, we can assume without loss of generality that the initial set has no independent generators. Consequently, it suffices to choose the parameter vector as d = α = [α1, . . . , αm] T , the parameter domain as D = Im, and the evaluation function as
Finding a parameterization for a point inside a polynomial zonotope can be computational demanding. For reachability analysis, the initial set is often an axis-aligned box, for which the parameterization is unique and trivial to compute as shown by the following example:
Example 4. We consider the polynomial zonotope
and the point p = [0.5, 0.4] T . Trivially, the point p can be parameterized with α = [0.5, 0.4] T , so that p = fG,E(α).
Next, we show how to integrate parameterized and dependencypreserving set representations in reachability analysis to obtain reachable subsets. 
REACHABILITY ANALYSIS
We first recall some preliminaries for reachability analysis, followed by our novel algorithm for computing reachable subsets.
Preliminaries
In this paper we consider nonlinear systems of the forṁ
where x is the state vector and u is the input vector. The reachable set is defined as follows:
Definition 6. (Reachable Set) Let ξ(t, x0, u(·)) denote the solution to (14) for an initial state x(0) = x0 and the input trajectory u(·). The reachable set for an initial set X0 ⊂ R n and a set of possible input values U ⊂ R m is
The superscript e on R e X 0 (t) denotes the exact reachable set, which cannot be computed for general nonlinear systems. Therefore, we compute a tight over-approximation R(t) ⊇ R e X 0 (t) with the operation reach defined by Alg. 1, which is taken from [25] . Alg. 1 is based on the abstraction of the nonlinear function f (·) by a Taylor expansion of order κ:
where we introduce the shorthand z = [x T , u T ] T and the Nabla operator Table 1 . Exact addition and order reduction are not included in Table 1 since they are not applicable to all set representations. A visualization of dependency preservation is shown in Fig. 2 for some numerical examples.
The accuracy of the obtained reachable sets is almost entirely determined by the reachable sets R(ts) at points in time ts since only these sets are propagated [1] , while the reachable sets of time intervals R(τs) only fill the time gaps. Consequently, subsequent derivations focus on the reachable sets at points in time R(ts).
Reachable Subsets
In this subsection we show how to efficiently obtain reachable subsets within a pre-computed reachable set as presented in Fig. 3 . The main idea is illustrated in Example 5, followed by Lemmas leading to the main result in Theorem 1.
Example 5. We consider the two-dimensional systeṁ
the initial set
Algorithm 1 R(t f ) = reach(X0, Ψ(τs), z * s ) Require: Initial set X0, sets of initial abstraction errors Ψ(τs), expansion points z * s , time horizon t f , time step r, input set U represented as a zonotope, factor λ, desired zonotope order ρ d .
repeat 6:
Ψ(τs) = enlarge(Ψ(τs), λ) 7:
Ψ ∆ (τs) = abstrErr(R(ts), Ψ(τs)) 8: 
As visualized in Fig. 3 , the exact reachable set R e x 0 (t f ) for the initial point x0 can be enclosed by evaluating (17) for the parameter values α = [0.5, 0.4] T corresponding to the initial point x0.
We now prove the correctness of the concept demonstrated by Example 5. Let us start with the computation of the abstraction error returned by Alg. 2:
Lemma 3. Given the reachable sets R (1) (ts), R (2) (ts) ⊂ R n with R (1) (ts) ⊆ R (2) (ts) and the sets of applied abstraction errors Ψ (1) (τs),Ψ (2) (τs) ⊂ R n with Ψ (1) (τs) ⊆ Ψ (2) (τs), it holds that
so that abstrErr as defined by Alg. 2 satisfies (7).
Proof. As visualized in Fig. 4 , Alg. 2 is compositioned by unary set operations that satisfy (6) and binary set operations that satisfy (7) . It therefore holds according to Lemma 1 that abstrErr as defined by Alg. 2 satisfies (7) . Using the dependency-preserving properties of operations, we show that Alg. 1 is dependency-preserving. We start with the post operator, i.e., a single iteration of Alg. 1: 
where Ψ(τs) is the set of abstraction errors resulting from the computation of post(R(ts), 0, z * s ) and z * s is the expansion point of the Taylor series.
Proof. A flow chart for the post operation in Alg. 1 is shown in Fig. 5 . We first consider the operations A, B and C illustrated by the blocks in Fig. 5 :
Operation A: As visualized in Fig. 5 , operation A is defined by a composition of dependency-preserving operations so that A is dependency-preserving according to Lemma 2.
Operation B: For the repeat-until-loop in line 5-9 of Alg. 1 it is sufficient to consider only the values from the last iteration, since only these matter for subsequent computations. The operation abstrErr satisfies (7) according to Lemma 3. As visualized in Fig. 5 , the binary operation B is defined by a composition of unary operations satisfying (6) and binary operations satisfying (7) , so that B satisfies (7) according to Lemma 1.
Operation C: According to Fig. 5 , operation C is defined as C(R(ts)) = A(R(ts)) ⊕ B(R(ts), Ψ(τs)). (20) Since A is dependency-preserving, it holds according to (5) that
Since R(ts) (α) ⊆ R(ts) and B satisfies (7), 
Consequently, ∀α ∈ Im :
C R(ts) (α) (20) = A R(ts) (α) ⊕ B R(ts) (α), Ψ(τs) (21) ⊆ A(R(ts)) (α) ⊕ B R(ts) (α), Ψ(τs) (22) ⊆ A(R(ts)) (α) ⊕ B(R(ts), Ψ(τs)) (23) = A(R(ts)) ⊕ B(R(ts), Ψ(τs)) (α) (20) = C(R(ts)) (α), which proves that operation C is dependency-preserving (see (5) ). As visualized in Fig. 5 , the post operation is defined by the composition of dependency-preserving operations resulting in a dependency-preserving operation according to Lemma 2.
Using the result for a single iteration, we now prove that Alg. 1 is dependency-preserving: 
where Ψ(τs), s = 1, . . . , N are the sets of abstraction errors resulting from the computation of reach(R(ts), 0, z * s ) .
Since the post operation is dependency-preserving (see Lemma 4) and the composition of dependency-preserving operations yields a dependency-preserving operation (see Lemma 2), operation reach(X0, Ψ(τs), z * s ) = post N (X0, Ψ(τs), z * s ) is dependency-preserving.
Finally, we formulate the main result:
Theorem 1. Given an initial set X0 ⊂ R n represented as a polynomial zonotope,
where z * s and reach are as in Lemma 5. Proof. As shown in [1] , Alg. 1 computes an overapproximation of the exact reachable set
where Ψ(τs), s = 1, . . . , N are the sets of abstraction errors resulting from the computation of reach(X0, 0, z * s ) so that according to Lemma 5 ∀α ∈ Im : R e
x 0 (t f ) (26) ⊆ reach( X0 (α), Ψ(τs), z * s ) ⊆ reach(X0, 0, z * s ) (α), which concludes the proof. Since Theorem 1 holds for all points x0 ∈ X0 inside the initial set X0, it is obvious that Theorem 1 equally holds for all sets X0 ⊆ X0. Furthermore, Theorem 1 also holds at intermeditate time steps R(ts), s = 1, . . . , N with N = 
Computational Complexity
We now derive the computational complexity for the extraction of a reachable subset from the final reachable set according to (13) 
Computation of each Pi in (27) requires m exponentiations and m − 1 multiplications, and computation of PiG (·,i) requires n multiplications. Since there are h terms PiG (·,i) in (27) , computation of all terms requires h(2m + n − 1) operations. The computation of the outer sum in (27) requires n(h − 1) additions, so that the computation of fG,E(α) requires in total h(2m + n − 1) + n(h − 1) operations. It holds for the number of dependent factors m and the number of dependent generators h that m = cmn and h = c h n with cm, c h ∈ R ≥0 . The complexity for the extraction of a reachable subset is therefore O(h(2p + n − 1) + n(h − 1)) = O(n 2 ). Since the computation of the reachable set with the conservative polynomialization approach has complexity O(n 5 ) [1] , our novel extraction of reachable subsets is computational much more efficient.
APPLICATIONS
There are a lot of different applications for the result presented in this work. In this section, we introduce some of the possible applications and demonstrate the obtained efficiency by numerical examples. Due to space limitations, we only present the general concepts and omit implementation details. All computations are carried out in MATLAB on a 2.9GHz quad-core i7 processor with 32GB memory.
Falsifying States
Let us consider a specification defined by a linear inequality constraint ax ≤ b. If the final reachable set R(t f ) for the initial set X0 does not fulfill the specification, it would be useful to know which initial states result in a violation. According to Theorem 1, the states inside the set S ⊆ X0 defined as
are guaranteed to fulfill the specification. The set of states F ⊆ X0 that potentially result in a violation of the specification can consequently be computed as F = X0 \ S.
Theorem 1 is used to efficiently determine an initial point as well as a suitable input trajectory falsifying the specification. The initial point x * ∈ X0 that results in the largest violation of the specification can be computed by solving the optimization problem
Since this reduces the safety falsification task to finding a suitable input trajectory, falsifying trajectories can be found much more efficiently as shown by an example: Example 6. We consider the reachability problem from Example 5 in combination with the specification x1 + 2x2 ≤ 6.4. As shown in Fig. 6 , the final reachable set violates the constraint, where in green the safe states S and in orange the falsifying states F are visualized. Since the reachability problem from Example 5 does not include uncertain inputs, a falsifying trajectory can simply be determined by solving the optimization problem in (28) , which takes 0.12 seconds (see Table 2 ). As a comparison, we also determined a falsifying trajectory using the simulated annealing algorithm of the falsification toolbox S-TALIRO [4] . Since the simulated annealing algorithm is non-deterministic we computed the average computation time from 10 executions, which results in the value 0.38 seconds (see Table 2 ).
We demonstrate the scalability of our approach with the system dimension by a second example:
Example 7. We consider the 12-dimensional quadrotor benchmark from the ARCH 19 competition [24] in combination with the specification x3 ≤ 1.355m ∀t ∈ [0s, 5s] (see Fig. 7 ). Since the benchmark does not include uncertain inputs, a falsifying trajectory can be computed by solving (28) , which takes 0.13 seconds (see Table 2 ). The computation Table 2 ).
Optimization over Reachable Sets
Since reachability analysis is computational expensive, optimization over reachable sets is often infeasible. However, with our new approach it is possible to achieve major speedups for optimizing over reachable sets:
Example 8. We consider the reachability analysis problem from Example 5 and the inequality constraint [1, 2] x ≤ 6.4. As shown in Fig. 8 , the final reachable set violates the constraint. We want to determine the modified initial set X * 0 ⊂ X0 with the maximum volume for which the final reachable set satisfies the constraint, which can be formulated as an optimization problem: We use the upper and lower bounds α 1 , α1, α 2 , α2 for the factors α1 and α2 as the variables for the optimization problem. With this, the initial set from Example 5 becomes
where we denote the dependence of the initial set on the bounds α 1 , α1, α 2 , α2 by X0(α 1 , α1, α 2 , α2). The optimiza-tion problem can be formulated as max α 1 ,α 1 ,α 2 ,α 2 volume(X0(α 1 , α1, α 2 , α2)) s.t. [1, 2] ⊗ reach(X0(α 1 , α1, α 2 , α2), 0, z * s ) ≤ 6.4.
(29)
The optimization problem (29) is hard to solve since each evaluation of the constraint function requires the computationally expensive execution of the reachability algorithm. However, if we exploit the dependency preservation between the initial states and the reachable states introduced in this work, the constraint can be equivalently formulated as
where R(t f ) is the final reachable set (see (17) 0.05α1 + 0.66α2 − 0.22α 2 1 − 0.2α1α2 ≤ 0.04.
The volume of the initial set can be computed as volume(X0(α 1 , α1, α 2 , α2)) = 0.04 (α1 − α 1 ) (α2 − α 2 ) , which simplifies the optimization problem (29) to
The solution for the optimization problem (31) is visualized in Fig. 8 . As shown in Table 2 solving the optimization problem (29) takes 221 seconds, but solving the simplified optimization problem (31) only takes 0.1 seconds.
Motion-Primitive Based Control
Let us consider a scenario where a maneuver automaton is used for the control of a system. The approaches from [37] construct a provably safe maneuver automaton by using reachability analysis. In particular, for each motionprimitive of the maneuver automaton, the reachable set for an initial set X0 is computed offline. During online application our novel approach can directly extract the reachable set for a measured state x from the offline-computed reachable set. Since the reachable set for x is in general much smaller than the reachable set for X0, planning with the reachable set for x greatly reduces the conservatism as demonstrated with a numerical example: Example 9. We consider the example of the turn-left maneuver of an autonomous car from [37, Sec. 6] with the measured velocity v = 20.2 m s , the measured orientation φ = 0.01rad, and the measured position x1 = 0.1m, x2 = 0.1m. The reachable set for the initial set X0 and reachable set extracted for then measured point x = [ v, φ, x1, x2] T is visualized in Fig. 9 . As shown in Table 2 , the extraction of the reachable set for the measured point from the offlinecomputed reachable set is significantly faster than the computation of the reachable set using Alg. 1. 
CONCLUSION
We showed that the computation of the reachable set for nonlinear systems with the conservative polynomialization approach using polynomial zonotopes preserves the dependence between the reachable states and the initial states. Since this novel concept enables the efficient computation of reachable subsets inside pre-computed reachable sets, many possible applications are opening up. For the three applications safety falsification, optimization over reachable sets, and motion-primitive based control we demonstrated with numerical examples that using our novel concept results in significant speed-ups compared to the previous solutions of these problems. Our method for extracting reachable subsets has complexity O(n 2 ) and is therefore computational much more efficient then to compute the reachable subset from scratch, which has complexity O(n 5 ). To some extent this work provides a method for unifying reachability analysis and falsification.
