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Математическое программирование является одним из разделов науки 
исследования операций. Содержание математического программирования составляют 
теория и методы решения задач о нахождении экстремумов функции на множествах, 
определяемых линейными и нелинейными ограничениями (равенствами и 
неравенствами). В основном, задачи, решаемые при помощи математического 
программирования, связаны с явлениями, которые сознательно регулируются 
(экономические задачи). 
Остановимся на методах нелинейного программирования. Возникновение 
данного раздела связано с тем, что предположение о линейной зависимости различных 
характеристик рассматриваемого процесса от планируемых параметров при 
исследовании многих практических задач является весьма приблизительным. Методы 
нелинейного программирования в зависимости от способа задания шага 
подразделяются на три основных класса: градиентные методы,  безградиентные 
методы, методы случайного поиска. 
Более подробно остановимся на методе штрафных функций и методе Эрроу-
Гурвица.  
Метод штрафных функций. Рассмотрим задачу определения максимального 
значения вогнутой функции: f (x1,x2, ..., xn)       (1) 
при условиях:  gi(x1,x2,…,xn) ≤ bi   (i=1,m); xj≥0  (j=1,n), gi (x1,x2,…,xn).  (2) 
где  - выпуклая функция. 
Вместо того чтобы непосредственно решать эту задачу, находят максимальное 
значение функции (3), являющейся 
суммой целевой функции задачи и некоторой функции , определяемой 
системой ограничений и называемой штрафной функцией.  
Её можно построить различными способами. Наиболее часто она имеет вид 
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а положительные коэффициенты αi ,называемые весовыми, представляют 
некоторые постоянные числа. 
Используя штрафную функцию, последовательно переходят от одной точки к 
другой до тех пор, пока не получат приемлемое решение. Координаты последующей 
точки находят по формуле 
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где - шаг вычислений
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Предположим, что Х
(0)
 =(6;7). Возьмем λ=0,1, обозначим через g(x1,x2)=12-(х1-
6)2-(х2-6)2 и определим частные производные от функций F(x1,x2) и g(x1,x2) по 
переменным х1 и х2: 
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Теперь используя формулу (6), приступаем к построению последовательности 
точек, одна из которых определит приемлемое решение. 
Первая итерация. Так как точка Х
(0)
 =(6;7) принадлежит области допустимых 
решений задачи, то второе слагаемое в квадратных скобках, приведенной выше 
формулы, будет равно 0. Значит, координаты следующей точки Х(1)  вычисляем по 
формулам: 
х1
(1)
=max{0; х1(0)+λ
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}= max{0;  5 +0,1·(-2)·5}=4; 
х2
(1)
=max{0; х2(0)+λ
Х
	
}= max{0; 6+0,1·(-2)·6}=4,8. 
Проверим, принадлежит ли эта точка области допустимых решений задачи. Для 
этого найдем g(X(1)) = 12 – 4 – 1,44 = 6,56. Так как g(Х(1))>0, то Х(1) принадлежит области 
допустимых решений. В этой точке F(X(1))= - 39,04. 
Вторая итерация. Находим 
х1
(2)
= max{0; 4+0,1·(-2)·4}=3,2; 
х2
(2)
= max{0; 4,8+0,1·(-2)·4,8}=3,84; 
g(X(2))=12 – 7,84 – 4,666 = - 0,51 < 0. 
 
При вычислении третьей, четвертой и пятой итераций полученные 
значения не принадлежат области допустимых решений.  
Шестая итерация. Имеем 
 
 
 
g(X(6))=0,299 > 0; F(X(6)) = -25,657. 
 
Точка принадлежит области допустимых решений и находится достаточно 
близко к ее границе, поэтому решение          можно считать 
приемлемым оптимальным решением задачи  F(X(6)) = -25,657. 
На основании приведенного решения, можно сделать вывод о том, что данные 
методы поиска приближенных значений позволяют успешно решать экономические 
задачи, так как отклонения результата являются незначительными. 
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