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Abstract
X-ray crystallography is a technique for determining the structure (positions of atoms in
space) of molecules. It is a well developed technique, and is applied routinely to both
small inorganic and large organic molecules. However, the determination of the structures
of large biological molecules by x-ray crystallography can still be an experimentally and
computationally expensive task. The data in an x-ray experiment are the amplitudes of
the Fourier transform of the electron density in the crystalline specimen. The structure
determination problem in x-ray crystallography is therefore identical to a phase retrieval
problem in image reconstruction, for which iterative transform algorithms are a common
solution method.
This thesis is concerned with iterative projection algorithms, a generalized and more pow-
erful version of iterative transform algorithms, and their application to macromolecular x-
ray crystallography. A detailed study is made of iterative projection algorithms, including
their properties, convergence, and implementations. Two applications to macromolecular
crystallography are then investigated. The first concerns reconstruction of binary image
and the application of iterative projection algorithms to determining molecular envelopes
from x-ray solvent contrast variation data. An effective method for determining molecu-
lar envelopes is developed. The second concerns the use of symmetry constraints and the
application of iterative projection algorithms to ab initio determination of macromolecular
structures from crystal diffraction data. The algorithm is tested on an icosahedral virus
and a protein tetramer. The results indicate that ab initio phasing is feasible for structures
containing 4-fold or 5-fold non-crystallographic symmetry using these algorithms if an es-
timate of the molecular envelope is available.
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Preface
This research was initiated in an effort to apply recently developed iterative projection
algorithms to the problem of image reconstruction, or structure determination, in x-ray
crystallography, as well as to gain a greater understanding of the behaviour of projection
algorithms themselves.
The thesis can be broadly divided into three parts: (1) A study of projection algorithms,
focussing on the practical case of non-convex constraints, (2) application of projection al-
gorithms to the reconstruction of a binary image using its diffraction magnitudes, (3) use
of projection algorithms to reconstruct a symmetric image from its diffraction magnitudes.
Review material is presented in Chapter 1, and original work in Chapters 2-6.
Chapter 1 contains a review of background material relevant to this thesis. It covers the
terminology and basic results used in the thesis, x-ray crystallography, iterative projec-
tion algorithms with a list of common iterative projection algorithms and crystallographic
constraints, and commonly used error metrics.
Chapter 2 presents results concerning various aspects of the properties and practical ap-
plications of projection algorithms. A statistical model of the convergence of projection
algorithms is described along with examples and an application of the model. A study of
the behaviour of the algorithm when in the convergence region near the solution is then
presented. This is followed by short discussions on the desirable properties of IPAs, the
effects of uniqueness and false solutions, methods for handling more than two constraints,
bootstrapping, estimating the solution and the effects of noise. Possible methods for im-
proving the performance of the algorithm for very noisy data are described, followed by
insights that can be obtained by writing projection algorithms as a map.
Chapter 3 discusses the reconstruction of periodic binary images from their diffraction
magnitudes. Practical projections are developed for this problem and used in a reconstruc-
tion algorithm. The algorithm is applied to synthetic problems in 2D and the nature of the
problem is explored.
Chapter 4 applies the methods developed in Chapter 3 to the reconstruction of molecular
envelopes from crystal solvent contrast diffraction data. Appropriate modifications are
made to the algorithm to take experimental realities into account.
xv
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Chapter 5 introduces the concepts of local and global symmetry and their effects on image
reconstruction. Symmetry projections and the effects of interpolation on IPAs are assessed.
In Chapter 6, the methods described in Chapter 5 are applied to ab initio reconstruction
of macromolecules with symmetry. Results are presented for an icosahedral virus using
experimental x-ray diffraction data. Results are then presented for a protein molecule in-
cluding determination of the location of the local symmetry operators.
Aspects of the work presented in this thesis have been published and presented. They are
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Chapter 1
Introduction
X-ray crystallography is a technique for determining the structure (positions of atoms in
space) of molecules. It is a well developed technique, and little difficulty is encountered
when imaging small molecules. However, problems still exist with the large molecules
found in the increasingly important field of molecular biology. The recent rapid improve-
ment in computational power has allowed more complex computational techniques to be
used, reducing the need for expensive experiments. An area of particular promise has been
the introduction of iterative projection algorithms. These are general algorithms which can
be used in many inverse problems, and application of these algorithms has been shown to
be useful in crystallography. This thesis extends the use of some of the more sophisticated
iterative projection algorithms for crystallography, with the ultimate aim of reducing the
need for experimental data collection to an absolute minimum.
This chapter introduces the terminology and basic concepts behind x-ray crystallography
and iterative projection algorithms, followed by a short discussion on error metrics.
1.1 Terminology
This thesis is mainly concerned with the reconstruction of a crystal electron density, which
is a three-dimensional image. Furthermore, in order for the computations to be carried out,
the 3-D image needs to be sampled. Many of the concepts are illustrated in two dimensions
for easier pictorial representation, but the concepts apply to any number of dimensions.
Note that the effectiveness of constraints may be dependent on the number of dimensions.
1.1.1 Images
Consider a continuousm-dimensional image
x = x(t) = x(t1; t2; :::tm); (1.1)
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where tj are real numbers and x denotes the image. All practical images have finite extent,
or compact support, i.e. are non-zero only within a finite region of space so that
x(t1; t2; :::tm) = 0 for tj =2 (tminj ; tmaxj ) (1.2)
where tminj and t
max
j define the support of the image.
An image is periodicwith periods L = (L1; L2; :::; Lm) if it satisfies
x(t1; t2; :::; tm) = x(t1 + k1L1; t2 + k2L2; :::; tm + kmLm); 8kj 2 Z; (1.3)
where the kj are any integers. A periodic image is defined by one period of the image, and
the support of one period is called the unit cell, which can be chosen to be anywhere in the
image. Most commonly, the unit cell is defined in the interval ( L=2;L=2) or (0;L). Note
that one period of a periodic image has compact support, but a periodic image does not,
i.e. it is infinite in extent.
1.1.2 Sampling
In order for computations to be carried out, the continuous image x(t1; t2; :::; tm) needs to
be sampled, with the samples generally arranged on a rectilinear grid. For an image of
compact support, the sampled (or discrete) image, denoted x = x[t1; t2; :::; tm]where the tj
are integers, is given by
x[t1; t2; :::; tm] = x(s1t1; s2t2; :::; smtm); (1.4)
where the s = (s1; s2; :::; sm) are the sample spacings and the discrete unit cell lengths are
given by Nj = Lj=sj . Then tj is usually defined from 0  tj  Nj   1 or  Nj=2 < tj 
Nj=2.
The number of samples (pixels) is then the finite number N = N1N2:::Nm. The sampled
image can then be represented as a vector x = (x1; x2; :::; xN ) of dimension N , with each
element of xmapped to a sample/pixel in the image, and the value of the element set to the
value of the pixel. A real image can therefore be represented as a point in anN -dimensional
vector space RN . If the image is complex-valued, then a 2N -dimensional vector space R2N
is required.
Sampling of a continuous image can be written as the multiplication of the image by the
comb function (t1=s1; t2=s2; :::; tm=sm), i.e.
x[t1; t2; :::; tm] = x(t1; t2; :::; tm)(t1=s1; t2=s2; :::; tm=sm): (1.5)
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where the comb function is defined by
(t1; :::; tm) =
1X
t01= 1
1X
t02= 1
:::
1X
t0m= 1
(t1   t01; t2   t02; :::; tm   t0m); (1.6)
with () denoting the Dirac delta function.
1.1.3 Fourier transform
The continuous Fourier transform of a continuous 1-dimensional image x = x(t) is defined
by
Ffxg = X = X(h) =
Z 1
 1
x(t)e i2thdt; (1.7)
whereFfg denotes the Fourier transform operator, i = p 1, and h is the spatial frequency
in Fourier space. The inverse continuous Fourier transform is defined by
x = F 1fXg = x(t) =
Z 1
 1
X(h)ei2thdh: (1.8)
The Fourier transform of a continuousm-dimensional image x = x(t1; t2; :::; tm) is defined
by
Ffxg = X = X(h) = X(h1; :::; hm)
=
Z 1
 1
:::
Z 1
 1
x(t1; :::; tm)e
 i2t1h1 :::e i2tmhm dt1 ::: dtm; (1.9)
where h = (h1; h2; :::; hm) indexes the spatial frequencies. This is equivalent to a sequence
of 1-D Fourier transforms along each dimension. The inverse Fourier transform is defined
by
FfXg = x = x(t) = x(t1; :::; tm)
=
Z 1
 1
:::
Z 1
 1
X(h1; :::; hm)e
i2t1h1 :::ei2tmhm dh1 ::: dhm: (1.10)
This is equivalent to a sequence of 1-D inverse Fourier transforms along each dimension.
Using Eq. (1.26), the sampling equation (1.5) can be written in the Fourier domain as
X 0(h) = X(h)
Ff(t=s)g
= X(h)
 (hs); (1.11)
where
 denotes convolution which is defined later in Eq. 1.22. This is because the Fourier
transform of the comb function is itself, i.e. Ff(t)g = (h). X 0(h) is the Fourier transform
of the sampled image x[t], and can be seen to be a periodic image. The converse is also
true, so that a periodic image will have a sampled Fourier transform.
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If a continuous image is bandlimited, i.e.
X(h) = 0 for hj >
1
2s0j
; j = 1; :::;m; (1.12)
then if x is sampled with sampling spacing sj < s0j in each dimension, the convolution in
Eq. 1.11 does not cause any overlap, and the image can be perfectly reconstructed using
sinc interpolation [1].
For a sampled image, either of finite extent or periodic, the discrete Fourier transform
(DFT) is the discrete function,
Ffxg = X[h] = X[h1; :::; hm] =
Nm 1X
tm=0
:::
N1 1X
t1=0
x[t1; :::; tm]e
 i2t1h1 :::e i2tmhm : (1.13)
Consider sampling a continuous image x(t) defined in ( L=2;L=2) at sample spacing s to
create the sampled image x[t] of size N = L=s pixels. The DFT of x[t] is then a discrete
function X[h] with sample spacing 1=L and with a highest frequency of 1=s, with a total
size of N pixels also, i.e.
X[h1; :::; hm] = X(h1=s1; :::; hm=sm): (1.14)
The inverse DFT is given by
FfXg = x[t] = x[t1; :::; tm] =
Nm 1X
hm=0
:::
N1 1X
h1=0
x[t1; :::; tm]e
i2t1h1 :::ei2tmhm : (1.15)
If an image is real (zero imaginary part), then its Fourier transform is Hermitian, so that
X[h1; h2; :::; hm] = X
[ h1; h2; :::; hm] (1.16)
= Ref[ h1; h2; :::; hm]g   i ImfX[ h1; h2; :::; hm]g (1.17)
where  denotes the complex conjugate, and Refg and Imfg are the real and imaginary
part operators respectively. Two such related points are referred to as a Friedel pair.
The RMS difference between any two images is the same in image space as it is in Fourier
space, that is, X
t
(x[t]  y[t])2 =
X
[h]
(Ffxg[h] Ffyg[h])2 (1.18)
where x and y are two images, and Ffxg[h] denotes the value at pixel [h] of the Fourier
transform of x, and the summation is over every element in the image or its DFT. In the
Euclidean space R2N , the distance between two images (points) is the same, and so the
Fourier transform can be thought of as a rotation of the axes, or a new basis function.
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The Fourier transform of a 3D sampled image circularly shifted by d = (d1; d2; d3) is
Ffx[t1 + d1; t2 + d2; t3 + d3]g = X[h1; h2; h3] ei2d1=N1 ei2d2=N2 ei2d3=N3 ; (1.19)
where the di are any integers. The circular shift results in a phase shift but does not change
the Fourier magnitudes.
The Fourier transform for an image inverted in the origin is given by
Ffx[ t1; t2; t3]g = X[ h1; h2; h3]: (1.20)
Using Eqs. (1.16) and (1.20) shows that for a real imageFfx( t1; t2; t3)g = X[h1; h2; h3]
so that the phases of the Fourier transform are changed to their negatives but the Fourier
magnitudes are left unchanged.
The Fourier transform of the negative of an image is given by
Ff x[t1; t2; t3]g =  X[h1; h2; h3]; (1.21)
so that changing the sign of an image leaves the Fourier magnitudes unchanged.
1.1.4 Multiplication, convolution, and correlation
If two images x and y are the same size, they can be multiplied element-wise to form a
third image xy.
The convolution of two continuous images x and y is defined by
x
 y = y
 x (1.22)
=
Z 1
 1
:::
Z 1
 1
x(t01; :::; t
0
m)y(t1   d1; :::; tm   dm); dt01:::dt0m: (1.23)
Convolution is equivalent to multiplication in the Fourier domain, i.e.
Ffx
 yg = FfxgFfyg: (1.24)
Correlation is equivalent to convolution with one of the images inverted in the origin, i.e.
x y = x(t1; :::; tm)
 y( t1; :::; tm); (1.25)
and
Ffx yg(h) = Ffxg(h)Ffyg( h): (1.26)
The correlation of an object with itself is called the autocorrelation. The maximum value of
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the autocorrelation is always at the origin. In the Fourier domain, the autocorrelation of a
real image x is given by
Ffx xg(h) = Ffxg(h)Ffxg( h)
= Ffxg(h)Ffxg(h) if x is real
= jFfxg(h)j2: (1.27)
The convolution of two discrete images x and y is defined by
x
 y = y
 x (1.28)
=
1X
t01= 1
1X
t02= 1
:::
1X
t0m= 1
x[t01; :::; t
0
m]y[t1   t01; :::; tm   t0m] (1.29)
where 
 denotes convolution. If the two images are periodic with the same period, the
result of the convolution or correlation will also be periodic with the same period. This is
known as circular convolution. Circular convolution is equivalent to multiplication of the
DFTs of the images as in Eq. (1.26), and correlation is equivalent to convolution with one
of the images inverted in the origin i.e.
x y = x[t1; :::; tm]
 y[ t1; :::; tm]: (1.30)
Similar to the result for a continuous image, the Fourier transform of the autocorrelation of
a discrete real image is given by
Ffx xg[h] = jFfxg[h]j2: (1.31)
1.2 X-ray crystallography
X-ray crystallography is a technique for determining the structure (positions of atoms in
space) of molecules [2]. A beam of collimated, monochromatic x-rays is directed at a crys-
tal of the molecule under study and the resulting diffraction pattern is measured. The
diffraction data are inverted numerically to calculate the electron density from which the
positions of the atoms, i.e. the structure of the molecule, can be inferred. X-ray crystallog-
raphy is a well-developed technique, with the first diffraction of x-rays from crystals being
found by Friedrich and Kipling in 1912, and is currently the most powerful technique for
structure determination of both organic and inorganic molecules.
X-rays are electromagnetic radiation with wavelengths between 0.1 and 100A˚. Usually
single-wavelength collimated beam of x-rays is used for x-ray crystallography experiments.
It can be produced by directing high energy electrons at a metallic target to produce a mul-
tiwavelength set of electromagnetic radiation, which is then filtered or diffracted to select
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Figure 1.1 R is the vector difference between the incident and scattered wavevectors.
a single wavelength. X-rays crystallography experiments at lower energies can often be
done in a laboratory, but higher intensities require the use of a synchrotron [2]. The resul-
tant electromagnetic waves are collimated i.e. made unidirectional by using a collimator.
The x-rays are directed at a crystalline sample, and the x-ray photons scatter off the elec-
trons in the atoms. To a very good approximation an x-ray photon is scattered by at most
one electron. The scattering is then “weak”, and this is known as the Born approxima-
tion. It is also assumed that the diffraction pattern is measured far from the sample, so that
the size of the sample is small compared to the distance to the detector. This is known as
the far field, or Fraunhofer, approximation. Then at the detector, the complex diffracted
amplitude is given by
A(R) =
Z 1
 1
e(r)ei2R:rdr (1.32)
where e(r) is the electron density of the sample and R is the scattering vector which in-
dexes Fourier space, usually referred to as reciprocal or diffraction space in crystallography.
An alternative interpretation is to consider an incident wavevector given by ki = 2=si,
where  is the wavelength and si is a unit vector in the direction of propagation. The inci-
dent wave scatters off the sample to give the scattered wave with wavevector ks. Then R
is the vector difference between the incident and scattered wavevector as show in Fig. 1.1.
Eq. (1.32) is a Fourier transform, identical to Eq. (1.9), so that in the far field, the diffracted
amplitudes are the Fourier transform of the electron density. For a particular crystal orien-
tation in the beam A(R) is measured on a sphere, and if multiple orientations of the crystal
are used, the 3D function A(R) can be built up. Only the magnitudes of the diffracted x-
rays, or the Fourier transform, can be measured. Therefore, Eq. (1.32) cannot be directly
inverted to calculate the electron density. The phases must be found using some additional
information. This is known as a phase retrieval problem, and is found in diverse fields such
as crystallography, astronomy, and medical imaging [3]. Despite the name, the primary
aim in most phase retrieval problems is to find the image domain representation of the
object. The Fourier phases themselves are almost never the primary objective.
If the object of interest is not periodic (e.g. a single molecule), then the Fourier transform is
continuous, and so the Fourier magnitudes can be sampled as finely as desired. Consider
an image xwhich has known support ( L=2;L=2). If the Fourier magnitudes are measured
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Figure 1.2 A crystallographic unit cell in the crystal lattice.
at sampling distance 1=L0 < 1=L, then the inverse DFT of the Fourier magnitudes will re-
sult in an image which is known to be zero from L to L0. These zeros can then be exploited
with a support constraint to help phase the object. If L0 > 2L, and all the Fourier magni-
tudes are known, then the number of data is equal to the number of pixels in the image,
and in principle the image can be reconstructed using only the Fourier magnitudes. The
major difficulty with this approach is in collecting enough signal to accurately measure the
diffraction magnitudes, since the scattering from a single small object is very weak. Use of
a very intense x-ray beam improves the signal level but also damages the sample. Never-
theless, use of intense x-ray sources and single particles is an active research area [4, 5, 6].
1.2.1 Crystal periodicity
The solution to the signal-to-noise problem described above is to use a crystal. In a crystal,
the molecules are arranged in a regular periodic lattice. Each periodic unit is called a unit
cell. The unit cell is described using three vectors a, b, c on the edges of each unit cell with
angles ,  and  between them as shown in Fig. 1.2. Each point r can be then be referenced
by
r = xa+ yb+ zc; (1.33)
with 0  x; y; z  1 if r is inside the unit cell with one corner at the origin.
The periodic nature of the image can be represented as a convolution of the electron density
in one unit cell with the periodic lattice consisting of an array of Dirac delta functions, i.e.
c(r) = cell(r)
 `(r) (1.34)
where the lattice function `(r) is defined as
`(r) = (r=L) =
X
m
X
n
X
p
(r  (ma+ nb+ pc)) (1.35)
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for all integersm, n, p. Then using the convolution theoremEq. (1.26) the complex diffracted
amplitudes are given by
A(R) = %cell(R)L(R); (1.36)
where %cell(R) and L(R) are the Fourier transforms of cell(r) and `(r) respectively. L(R) is
also a lattice and is known as the reciprocal lattice, and can be written as
L(R) = (r=L) =
X
h
X
k
X
l
(R  (ha0 + kb0 + lc0)); (1.37)
where h, k and l are integers that index the reciprocal lattice. The reciprocal lattice vectors
a0, b0, and c0 are defined by
a0 =
b c
ja  b cj (1.38)
b0 =
c a
ja  b cj (1.39)
c0 =
a b
ja  b cj ; (1.40)
where  denotes the vector cross product. Note that in crystallography a0, b0 and c0 are
usually denoted a, b and c but the latter notation is used here for the complex conjugate.
Referring to Eq. (1.36), the diffraction amplitudes A(R) of a crystal are zero except at the
points of the reciprocal lattice. These correspond to diffraction peaks on the detector which
are known as Bragg peaks. The signals at the Bragg peaks are the direct summation of the
signals from each of the unit cells, and so the signal-to-noise ratio is much improved.
The Bragg peaks sample the Fourier transform at the Nyquist rate [3], which is the rate at
which if the phases at the peaks were known, then exactly enough information is available
to reconstruct the electron density using a simple inverse Fourier transform. However, the
phases are not known, so there is insufficient information available to uniquely reconstruct
the solution. Furthermore, fine sampling of the Fourier magnitudes is no longer possible
since the signal is only available at the Bragg peaks. Therefore, ancillary data must be
used. Some ancillary data such as the total mass and volume of the molecule can easily be
obtained, but most of the more useful ancillary data require additional experiments to be
performed.
If the crystal is small then the Bragg peaks are broader. Define the shape function of the
crystal s(r) to be 1 inside the boundary of the crystal and 0 outside. Then the electron
density of the finite crystal fin(r) is
fin(r) = cell(r)
 (`(r)s(r)); (1.41)
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and in the Fourier domain,
Afin(R) = %cell(R)(L(R)
 S(R)) (1.42)
= A(R)
 S(R): (1.43)
where S(R) is the Fourier transform of the shape function. Therefore, each Bragg peak
is convolved with S(R), and as the crystal (or more specifically, the size of the optically
coherent domains) get larger, the Bragg peaks get sharper since the size (support) of S(R)
is inversely proportional to that of s(R). If S(R) is not too large as to significantly extend
into the adjacent Bragg peaks, then it is still possible to measure the individual peak am-
plitudes.
The complex Fourier amplitudes are usually denoted Fhkl where h, k and l are integers,
i.e. Fhkl = A(ha0; kb0; lc0) and are referred to as the structure factors. For computational
purposes, a 3-D grid is generally created with the value of Fhkl at each grid point. The grid
is large enough such that all the structure factors can be inserted. If the phases at each grid
point were known, then the inverse discrete Fourier transform could be applied, giving a
3-D grid of the same size which samples the electron density. The sampling distance, or
resolution, of the grid is directly dependent upon the maximum spatial frequency of the
Fourier magnitudes, which is in turn equivalent to the size of the grid.
The autocorrelation of the electron density can be found by taking the inverse Fourier
transform of the square of the Fourier magnitudes as shown in Eq. (1.27). This is referred
to as the Patterson function in crystallography and is commonly used for finding basic infor-
mation about the crystal such as its crystallographic symmetry group. For small molecules,
it is possible to find the positions of the atoms directly from the Patterson function .
Standard crystallographic notation has been used in this section. In the rest of the the-
sis, in order to conserve variables and keep the techniques described easily generalizable
to different numbers of dimensions, images are denoted x(t) = x(t1; t2; :::; tm), with a
corresponding Fourier transform of X(h) = X(h1; h2; :::; hm) for a unit cell of size L =
(L1; L2; :::; Lm). Sampled images are denoted x[t] = x[t1; t2; :::; tm] andX[h] = X[h1; h2; :::; hm]
in the image and Fourier domains respectively. It is assumed that the unit cell is or-
thorhombic, i.e.  =  =  = 90. If necessary, the techniques described can easily be
extended to non-orthorhombic unit cells.
1.2.2 Characteristics of crystallographic data
The majority of the x-ray photons pass through the crystal without scattering, so there is
a strong undeflected beam at the detector. Therefore, a beamstop must be placed in the
centre of the detector to prevent saturation and damage, and this prevents collection of the
origin term of the Fourier transform and possibly some of the other low resolution terms.
Various methods are used to minimize the size of the beamstop, but in general a few of
the low order reflections cannot be measured. This can pose a problem since, like most
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natural images, much of the energy, and therefore information, in the Fourier transform is
contained in the lower resolution terms. Furthermore, information on the general shape
of the molecule is contained in these low order magnitudes. Also, diffraction data are
collected only up to some maximum isotropic resolution due to the limited size of the
detector and also due to limited signal-to-noise ratio (SNR) at high resolution.
In most cases the electron density can be considered to be a purely real function, making
its Fourier transform Hermitian, and the Fourier magnitudes centrosymmetric. Note that
the inverse applies, so a centrosymmetric object will have a purely real Fourier transform,
making its reconstruction somewhat easier.
1.2.3 Symmetry
In many crystals, there may be multiple copies of the molecule (or identical parts of a
molecule, or subunits) in the unit cell. This introduces an additional symmetry to the
translational unit cell lattice symmetry. A symmetry with q repeated subunits has order q,
or can also be said to have a q-fold symmetry. Symmetry can be divided into two types:
crystallographic and non-crystallographic symmetry. With crystallographic symmetry, the en-
tire periodic crystal satisfies the symmetry, and with non-crystallographic symmetry only
a restricted region satisfies the symmetry.
The coverings of 3D space with unit cells in a periodic lattice can be classified into 7 crystal
classes. Within these there are a number of possible crystallographic symmetries that lead
to a total of 230 possible crystallographic symmetries, called space groups, which are listed
in the International Tables for Crystallography [7]. A common convention of referring
to the symmetries is with a letter and number combination. The first letter represents
the lattice, and the numbers are the orders of the rotation, screw and reflection axes. For
example, a common symmetry is the order 4 P212121 symmetry. The P indicates that it is
a primitive unit cell where there is only one lattice point per unit cell. The 21 represents
a 2-fold screw axes, for which the basic symmetry operation is a  rotation followed by
translation parallel to the axis of rotation of half of the translational repeat of the lattice. A
crystal with no crystallographic symmetry has symmetry group P1. Although the work
done in this thesis is with rectilinear crystals where all three axes are orthogonal to each
other, the techniques developed can easily be extended to non-rectilinear systems.
The presence of order q symmetry means that the number of parameters needed to de-
scribe the object is reduced by a factor q. However, when the crystallographic symmetry is
expressed in the Fourier domain it causes the number of independent Fourier magnitudes
to be reduced by the same order (assuming there are no anomalous scatterers). For exam-
ple, using the P212121 symmetry as an example, the symmetry operators in image space
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are given by
x(t1; t2; t3) = x( t1 + 0:5L1; t2; t3 + 0:5L3) (1.44)
x(t1; t2; t3) = x( t1; t2 + 0:5L2; t3 + 0:5L3) (1.45)
x(t1; t2; t3) = x(t1 + 0:5L1; t2 + 0:5L2; t3): (1.46)
Then in Fourier space,
X(h1; h2; h3) = X( h1; h2; h3)eih1eih3 (1.47)
X(h1; h2; h3) = X( h1; h2; h3)eih2eih3 (1.48)
X(h1; h2; h3) = X( h1; h2; h3)eih1eih2 : (1.49)
For example, referring to Eq. (1.47) shows thatX(h1; h2; h3) = X( h1; h2; h3). Since the
magnitude of these two reflections is equal, the number of data has been halved.
Since each operator in image space is related to another operator in Fourier space, the
number of parameters and data are reduced by the same degree and no extra information
is gained from the crystallographic symmetry. The symmetry can be used however, to
gain some efficiencies in the representation and reconstruction of the crystal structure, as
well as increasing the signal to noise ratio by averaging. It is possible to determine the
crystallographic symmetry of the molecule by inspection of the Fourier magnitudes.
Non-crystallographic symmetry (NCS) applies only over a restricted domain of the unit
cell. NCS does not reduce the number of independent Fourier data and thus provides extra
information. NCS has been used extensively in x-ray crystallography and is discussed in
detail in Chapters 5 and 6.
1.2.4 Inversion methods in crystallography
The inverse problem in x-ray crystallography is to determine the electron density from
the Fourier magnitudes and other ancillary information. The problem corresponds to a
phase problem. A number of methods are used, depending on the circumstances. The key
techniques are outlined in the following subsections.
1.2.4.1 Direct methods
The experimentally least complex method is to use what are referred to as direct methods,
which rely upon atomicity, i.e. the electron density consisting of sharp, separated peaks.
If sufficiently high resolution data of around 1.4A˚ resolution or better can be collected, the
electron density peaks associated with each atom are resolved. In this case the atomic co-
ordinates can be treated as parameters and the number of diffraction amplitudes exceeds
the number of parameters by a wide margin. This large data/parameter ratio is exploited
probabilistically in direct methods algorithms that allow the phases to be determined di-
rectly [8]. Direct methods are effective only for molecules with less than around 1000 non-
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hydrogen atoms. They are not effective for largemolecules because of the complexity of the
large number of atoms and also because it is much more difficult to collect high (atomic)
resolution data.
1.2.4.2 Isomorphous replacement
In the isomorphous replacement method, heavy atoms are added to the crystal which bind
to identical sites on all the molecules. It is assumed that the structure is not significantly
changed by the addition of the atoms, i.e. if there is non-isomorphism the technique will
not work. The cross vectors between heavy atoms show up as large peaks in the Patterson
function, from which their positions in the unit cell can be inferred. Using diffraction data
from the native molecule and a number of heavy atom derivatives with known heavy atom
positions, the phases of the structure factors can be determined [2].
1.2.4.3 Anomalous scattering
Atoms exhibit anomalous scatteringwhen the wavelength of the x-rays is near an absorbtion
edge, which are at specific energies for each element. The effect of anomalous scattering is
to add an additional complex component to the scattering. Thus the total scattering for a
single anomalously scattering atom can be written
fanom = f + f + jf
00 (1.50)
= f 0 + jf 00 (1.51)
where f is the normal scattering, and f + jf 00 is the additional anomalous scattering com-
ponent. With the addition of anomalous scattering, the Fourier magnitudes are no longer
Hermitian, i.e. X(h1; h2; h3) 6= X( h1; h2; h3).
The oxygen, hydrogen, and nitrogen atoms commonly found in biological molecules do
not exhibit significant anomalous scattering at the x-ray wavelengths commonly used for
crystallography. Therefore suitable anomalous scatterers are added in a way analogous to
that for heavy atom isomorphous replacement. Selenomethionine (SeMet) derivatives are
commonly used as the anomalous scatterers [2]. Diffraction data from native and anoma-
lous scattering derivatives can be used to determine the phases in a similar manner as for
isomorphous replacement.
An important extension to the anomalous scattering method is the method of multiwave-
length anomalous dispersion (MAD) [9]. By changing the wavelength and collecting sets
of data above and below an absorption edge, additional data are obtained that can be used
to solve for the electron density. This is currently themost convenient and effective phasing
technique.
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1.2.4.4 Molecular replacement
If the structure of a similar molecule is known, it can be used as a starting point for deter-
mining the structure of the unknownmolecule, significantly simplifying the phase problem
since the phases need only to be refined rather than calculated from scratch. Since many
protein structures have been determined, the structure of a similar molecule is often avail-
able. In general, the orientation and position of the unknown molecule in the unit cell is
not the same as that for the known molecule, so the known structure must first be oriented
and positioned in the unit cell of the unknown molecule. This can be time consuming
but fast rotation and translation functions have been developed which reduce the time
taken. With a reasonable model of the unknown structure now in place, the phases from
the known structure are used as starting phases for the unknown structure. The phases are
then refined using algorithms that incorporate the Fourier amplitude data of the unknown
structure and other structural information [10].
1.2.4.5 Ab initio phasing
The holy grail of macromolecular crystallographic methods and a major focus of this thesis
is the development of an ab initiomethod of phasing, where no additional data other than
the diffraction data needs to be collected. As shown in Sec. 1.2.1, this is impossible for a
general electron density function.
However, there is always additional information about the electron density that can be
found with minimal effort. Firstly, general information about the crystal such as the molec-
ular weight, the fraction of the unit cell occupied by the protein and the electron density
of the solvent can be gathered without much effort. Secondly, assumptions may be made
about the nature of the electron density such as the fact that electron density is always pos-
itive, proteins generally form a globular shape, and each unit cell is connected to its neigh-
bours by some atoms to ensure the structural integrity of the crystal. Thirdly, since many
crystals have non-crystallographic symmetry, the Patterson function may be searched for
such a symmetry, and if found, the orientation of the non-crystallographic symmetry axes
can be calculated directly from the Patterson function. Finally, it may be possible to exploit
the fact that a protein is made up of folded chains of amino acids as a constraint, although
this is extremely difficult and is not discussed in this thesis.
1.3 Iterative projection algorithms
An inverse problem is a common problem in many branches of science and mathematics. In
an inverse problem, a set of parameters must be found based on somemeasurements (data)
related to those parameters. The forward mapping from the parameter values to the data
is easy to compute, but to find the values of the parameters from the measurements, i.e.
the inverse operation, is difficult. The parameter values which need to be found is referred
to here as an image. The most interesting, and difficult, inverse problems are those where
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the data are “incomplete” i.e. are insufficient to uniquely define the image. In this case,
additional information must be incorporated to solve the problem. Inverse problems can
often be described as a set satisfaction problem, where one attempts to find the intersection
between sets, with each set being the set of images which satisfy a particular constraint, and
each constraint corresponds to a piece of information or data on the image.
An iterative projection algorithm (IPA) is an algorithm which attempts to reconstruct the im-
age from the constraints using a series of projections onto the constraints. A projection is an
operation on an image which makes the minimum RMS change to the image such that the
new image satisfies the constraint. Each constraint can be represented in R2N by the man-
ifold of the set of points (images) which satisfy that constraint, and a projection onto the
constraint set is identical to a projection in the geometrical sense of the term. Projections
are more rigorously defined in Sec. 1.3.2.
IPAs are of most value when the constraints are disparate and not easily combined. A
common situation is to have constraints in both the image and Fourier domains. The con-
straints in each of the domains are easily combined, but combining constraints from the
two domains is not easy. Since the distance preserving property of the Fourier transform
as described in Eq. (1.18) means that a projection in Fourier space is identical to a projection
in image space, an IPA is an ideal way to combine the two sets of constraints. The solution
for problems with more than two constraints is discussed further in Sec. 2.6 but in general,
most IPAs accept only two constraints.
1.3.1 Constraint set geometry
The geometry of the constraint set in R2N is important in terms of the ease with which the
algorithm converges towards the solution. A manifold is usually defined as a set that on a
small enough scale resembles a Euclidean space, and is used here to refer to the Euclidean
space representation of a set. It can be seen from Eq. 1.18 that the shape of the constraint
set manifold is identical in image and Fourier space. A key property of a constraint set is
its convexity.
A convex set is defined as a set of points where all points on the line segment between any
two points in the set is also inside the set. That is, if a and b are any two points in a convex
constraint set C, then
(a+ (b  a)) 2 C if 0    1: (1.52)
If a set is not convex, then it is known as a non-convex set. If D is a convex constraint of
infinite extent, then  can be any scalar, i.e.
(a+ (b  a)) 2 D 8  2 R: (1.53)
Any linear combination of points in such a constraint space will remain in the constraint
space.
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(a) (b) (c)
Figure 1.3 Constraint set shapes (a) Convex, (b) Non-convex, (c) Infinite convex.
Fig. 1.3 illustrates a convex constraint, a non-convex constraint, and a convex constraint of
infinite extent in 2-D.
1.3.2 Projections
The projection of an image (a point in R2N ) x onto a constraint A is denoted PAx and is
defined by
PAx = argmin
x02A
kx0   xk; (1.54)
where k  k is the Euclidean norm, and argmin
x
[(x)] denotes the value of x that minimizes
(x).
A projection is clearly an idempotent operation, i.e.
PAPAx = PAx: (1.55)
Relaxed projections are a useful way to generate a new point from a current point and its
projection by using a linear combination of the two. They are a common theme in many
projection algorithms. Define a relaxed projection TAx by
TAx = PAx+ A(PAx  x); (1.56)
where A is called the relaxation parameter. A diagram of a relaxed projection is shown in
Fig. 1.4(a). Note that an alternative terminology for a relaxed projection is
TAx = APAx+ (1  A)x; (1.57)
where A = A + 1. The relationship between A and A is shown diagrammatically in
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(a) (b)
Figure 1.4 Relaxed projections (a) A relaxed projection onto a constraint set, (b) the relationship
between the relaxation parameters A and A.
Fig. 1.4(b). A special case of a relaxed projection is a reflected projectionRAx, which is when
A = 1 or A = 2, i.e.
RAx = 2PAx  x: (1.58)
A projection or relaxed projection with  1 <  < 1 onto a convex constraint set decreases
the error to any point in the set (the solution). Consider a convex constraint set C and a
point x in R2N as shown in Fig. 1.5, and a solution S 2 C. The projection of the point x onto
the set C is PCx, and the line x   PCx is normal to the surface of C at PCx. The (N   1)-
dimensional hyperplane which is tangent to the boundary of C at PCx is denoted V and
partitions R2N into two with all of C on the side of V not containing x. Define the region of
R2N on the side of V containing C to be V1. Then C  V1. Denote the (N   1)-dimensional
hyperplane which is normal to PCx   x at 0:5(TCx + x) as V 0. V 0 is the locus of points
equidistant from TCx and x. Then V and V 0 are parallel, and V1 is wholly contained on the
side of V 0 not containing x. So jTCx   Sj  jx   Sj for all S, with equality if and only if
x = PCx 2 C. Therefore, the projection or relaxed projection (with 1 <  < 1) reduces the
distance (error) to the solution.
Thus if there is a set of convex constraints C1, C2, ..., Ck, then a series of projections or
relaxed projections with  1 < A < 1 onto the constraints in any order will lead to a
monotonically decreasing distance from the solution. If a solution does exist, then conver-
gence is guaranteed as long as all constraints are used a sufficient number of times.
1.3.3 Iterative projection algorithms
An iterative algorithm consists of repeatedly applying a recursion to an iterate, i.e.
xn+1 = f(xn): (1.59)
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Figure 1.5 A projection or relaxed projection with  1 <  < 1 onto a convex constraint set reduces
the error. V denotes the hyperplane tangent to the boundary of C at PCx, and V 0 denotes the
hyperplane which is the locus of points equidistant from x and TCx.
where xn is the nth iterate and f() is the update rule. Note that the iterate is sometimes,
but not always, the estimate of the solution. An iterative algorithm halts if xn+1 = xn, since
no more progress will be made. Most algorithms halt when the solution is found, and
an iterative algorithm is said to stagnate if the algorithm halts before a solution has been
found.
If the algorithm is an iterative projection algorithm, the update rule consists of a combina-
tion of projections and the iterate. Generally, it is a composition of a linear combination of
Pxn and xn. Some common IPAs will now be described. Many of these algorithms were
designed for phase retrieval, where the Fourier magnitudes of the image are known and
must be combined with some additional image domain constraints, most commonly the
support and positivity constraints which are described in Sec. 1.3.4. They can be applied,
however, to any inverse problem posed as a constraint satisfaction problem.
1.3.3.1 Error reduction algorithm
The simplest projection algorithm consists of alternating projections onto each of the con-
straint sets. It is sometimes known as the error reduction (ER) algorithm [11], or alternating
projection algorithm, and is given by
xn+1 = PBPAxn: (1.60)
If both constraint sets are convex, the error is reduced at each projection, so the ER algo-
rithm is guaranteed to converge, although convergence may be slow. This is known as pro-
jection onto convex sets. The ER algorithm is likely to stagnate for non-convex constraints. A
diagram showing the behaviour of the ER algorithm for convex and non-convex constraint
sets is shown in Fig. 1.6.
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(a) (b)
Figure 1.6 Behaviour of the ER algorithm for (a) convex constraints and (b) non-convex constraints.
1.3.3.2 Relaxed projection algorithm
The relaxed projection (RP) algorithm is simply alternating relaxed projections. The relax-
ation parameters are usually chosen such that 0 <  < 1, and the relaxed projections are
used in place of PA and PB in Eq. (1.60) so that
xn+1 = TBTAxn: (1.61)
The RP algorithm is sometimes more effective than the ER algorithm at avoiding stagna-
tion, but its ability to avoid stagnation in general is quite limited. A diagram showing the
behaviour of the RP algorithm for non-convex constraints is shown in Fig. 1.7(a). Note that
the best final estimate of the solution is not an iterate x, but is one of the projections from
the iterate, Px.
The RP algorithm is commonly described as the “solvent flipping” algorithm [12] when
applied to a support/solvent constraint with the relaxation parameter I for the support
projection PI set to 1, and the Fourier magnitude relaxation parameter set to F = 0, where
the constraints and projections are as described in Sec. 1.3.4. The “charge flipping” algo-
rithm is similar to solvent flipping [13].
1.3.3.3 Douglas-Rachford algorithm
The Douglas-Rachford (DR) algorithm [14] is given by the iteration
xn+1 =
1
2
(RBRAxn + xn) (1.62)
= xn + PBRAxn   PAxn: (1.63)
The Douglas-Rachford algorithmwas originally defined for convex constraints where con-
vergence is guaranteed since if both constraints are convex, RARBxn is closer to the so-
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(a) (b)
Figure 1.7 Behaviour of the RP and DM algorithms for non-convex constraints (a) RP algorithm
and (b) DM algorithm.
lution than xn, and therefore so will xn+1 since it is the average of RARBxn and xn. The
DR algorithm performs remarkably well for non-convex constraints and like many great
ideas, variants of the DR algorithm have been discovered independently inmany disparate
fields [15, 16, 17].
1.3.3.4 Hybrid input-output algorithm
A very popular and perhaps the predecessor to all modern iterative projection algorithms
is the hybrid input-output (HIO) algorithm [15]. The hybrid input-output (HIO) algorithm
was defined specifically for support and Fourier magnitude constraints in image recon-
struction and is given by
xn+1[t] =
(
g[t] if t 2 S
x[t]  g[t] if t =2 S;
(1.64)
where g = PMxn is the Fourier magnitude projection, S is the support, and  is a parameter
usually set between 0.7 and 1.
Various attempts have been made to extend the HIO algorithm to general constraints, with
all of the algorithms presented later in this chapter at least in part inspired by the HIO
algorithm. The HIO algorithm is equivalent to the difference map algorithm described
later when PA is a Fourier magnitude constraint and PB is a support and/or positivity
constraint with A =  1 and B =  1.
1.3.3.5 Generalized hybrid input-output algorithm
The HIO was described in terms of support, positivity, and Fourier magnitude constraints
only. Millane [18] extended the idea of the HIO algorithm to the case of more general image
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Figure 1.8 Block diagram of the DM algorithm.
domain constraints as
xn+1[t] =
(
g[t] if jc[t]  g[t]j  
xn[t] + (c[t]  g[t]) if jc[t]  g[t]j > ;
(1.65)
where  is a small tolerance factor that allows the algorithm to terminate when close to
a solution within the noise level of the data, c = PIg is the result of the image domain
constraints applied to the output of the Fourier magnitude projection. This can be written
in terms of projections as
xn+1[t] =
(
PMxn[t] if jPIPMxn[t]  PMxn[t]j  
xn[t] + (PIPMxn[t]  PMxn[t]) if jPIPMxn[t]  PMxn[t]j > :
(1.66)
1.3.3.6 Difference map algorithm
The difference map (DM) algorithm is defined by the iteration [16]
xn+1 = xn + [PATBx  PBTAx]; (1.67)
where  6= 0 is a parameter usually set such that 0:7  jj  1, and the relaxation param-
eters A and B are generally set to  1= and 1=, respectively. Note that a negative  is
equivalent to interchanging the constraintsA andB. A block diagram of the DM algorithm
is shown in Fig. 1.8.
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If the DM algorithm stagnates, i.e. xn+1 = xn, then PATBx = PBTAx = x^. Since x^ is the
result of both projections PA and PB , x^ must satisfy both constraints. So the DM does
not stagnate unless it is at a solution. It can be shown that it moves towards, and then
away from, a point closest to both constraint sets, and continues to explore the parameter
space [16]. It is therefore quite effective at avoiding stagnation. Furthermore, the iterates
x are not themselves the estimate of the solutions, which are given by PATBx or PBTAx
instead. Usually, the more restrictive projection is used as the estimate, or often the image
domain projection is preferred since the final solution usually is presented or used in the
image domain. The requirement to use a projection to estimate the solution is not unusual,
and applies to all the other algorithms described in this chapter except for the ER algorithm.
Unless jj = 1, the DM algorithm uses twice as many projections per iteration compared
to the ER, RP and DR algorithms. If  = 1, A =  1= and B = 1, then the DM algorithm
is identical to the Douglas-Rachford algorithm. The DM algorithm is shown diagrammati-
cally in Fig. 1.7(b).
1.3.3.7 Hybrid projection reflection algorithm
The hybrid projection reflection (HPR) algorithm [17] is given by
xn+1 =
1
2
[RA(RB + (   1)PB) + x+ (1  )PB]; (1.68)
The HPR takes longer than the HIO to converge to the vicinity of the solution, but provides
consistently better solutions with more stability when near the solution.
1.3.3.8 Relaxed averaged alternating reflectors algorithm
The relaxed averaged alternating reflectors (RAAR) algorithm [19] is given by
xn+1 =
1
2
(RARB + x) + (1  )PB: (1.69)
The RAAR algorithmwas originally defined using a Fourier magnitude constraint for con-
straint B and a support and positivity constraint for constraint A. It is designed to retain
the performance of theHIO algorithmwhile converging to the vicinity of the solutionwhile
providing the improved quality and stability of the HPR algorithm when refining the fi-
nal solution. The RAAR algorithm is a concatenation of the DR algorithm and a second
step which takes a relaxed projection of the iterate onto the constraint set B. This provides
additional stability with noisy data, and is further discussed in Sec. 2.10.
1.3.4 Common crystallographic constraint sets and their projec-
tions
Some common crystallographic constraint spaces and their projections are now described.
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(a) (b) (c)
Figure 1.9 Support constraint. (a) Original image, (b) support, (c) loose support.
1.3.4.1 Support and known value constraint
It is often known where an object or image is located, i.e. where it is non-zero. This region
is called the “support” of the image. A support constraint is defined by the set
fx : x[t] = 0; t =2 Sg; (1.70)
where S is the support of the image. The support constraint manifold is a hyperplane of
dimension 2N   2jSj in R2N , where jSj is the cardinality of set S. The support constraint
is therefore a convex constraint of infinite extent. Fig. 1.9 shows an image and its sup-
port, with a loose support also depicted. Note that choosing S to be too large weakens
the constraint, while choosing S to be too small causes the image to no longer satisfy the
constraint.
The support constraint occurs in many image reconstruction fields such as crystallogra-
phy, astronomy, and MRI. An example of the use of a support constraint was described in
Sec. 1.2, where a diffraction experiment is conducted on a single object, as opposed to a
crystal, and the Fourier magnitudes are finely sampled. The fine sampling of the Fourier
magnitudes corresponds to zero-padding in the image domain, which is exploited with a
support constraint.
A related constraint is knowledge that the object is real, that is to say, the imaginary parts
of all pixel values are zero, i.e.
fx : Im[x[t]] = 0; 8tg: (1.71)
The real image constraint set is a hyperplane of dimension N in R2N .
In some cases the values outside the support are a constant value  instead of 0, so the
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constraint becomes
fx : x[t] = ; t =2 Sg; (1.72)
which is called a constant value constraint. The geometry of the constraint manifold inR2N
is a hyperplane orthogonal to the axes and is therefore a shifted, but otherwise identical,
set to that of a support constraint.
The known value constraint is related to the support constraint, and occurs when the val-
ues at a set of pixels are known, that is
fx : x[t] = t t =2 Sg; (1.73)
where t denotes the known value of the pixel at position t. The geometry of the manifold
is a hyperplane orthogonal to the axes and is therefore a shifted, but otherwise identical,
manifold to that of a support constraint. The known value constraint is found in hologra-
phy, where a known reference object is imaged along with the true object.
The projection Psup of x onto the support (or known value) constraint set is applied by
setting all known pixels of x to their known values. That is,
Psupx[t] =
(
t t =2 S
x[t] t 2 S
(1.74)
In some cases the value of a constant value constraint is not known, i.e.  in Eq. (1.72) is
unknown. This is called the floating support constraint and is given by
fx : x[t] = x[t0]; t; t0 =2 Sg: (1.75)
This constraint manifold is a hyperplane of dimension 2N   2jSj + 1 in R2N , and is given
by collapsing all dimensions corresponding to the pixels in S to the line represented by
Eq. 1.75. The floating support constraint is a convex constraint of infinite extent, and its
projection Pfsup, denoted is applied by setting the values outside S to the average of the
values outside S, that is,
Pfsupx[t] =
8<:
1
N jSj
P
t0 =2S
x[t0] t =2 S
x[t] t 2 S:
(1.76)
1.3.4.2 Positivity constraint
In many applications, it is known that a real image is non-negative. This can be written as
(assuming the image is real)
fx : x[t] > 0; 8tg: (1.77)
The constraint manifold is the all-positive “quadrant” of R2N bounded by the axes. This
constraint set is convex and of finite extent, and reduces the volume of the search space of
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R2N by the factor 2N .
The projection Ppos of x onto the positivity constraint set is applied by setting all pixels
with negative values to 0, that is,
Pposx[t] =
(
x[t] x[t]  0
0 x[t]t < 0
(1.78)
1.3.4.3 Binary constraint
The binary constraint occurs when each pixel of an image is known to be one of two values,
usually 0 or 1. This can be written as
fx : x[t] 2 f0; 1g; 8tg: (1.79)
The proportion of pixels equal to 1 is denoted f and is referred to here as the fill fraction f .
If f is known, then in addition to Eq. 1.79, there is the additional constraintX
t
x[t] = fN: (1.80)
or
jjxjj = fN (1.81)
The proportion of all possible binary images of size N with fill fraction f , B(f;N), is
B(f;N) =
NCfN
2N
: (1.82)
For any N , B(f;N) is maximized when f = 0:5. B(f;N) is a measure of the “size” of the
constraint set and can be directly associated with the “strength” of the constraint. A plot of
B(f; 100) is shown in Fig. 1.10(a). Since B(f;N) = B(1   f;N), the strength of the binary
constraint is symmetrical around f = 0:5. Furthermore, the values of 0 and 1 can be any
values and the nature of the constraint is unchanged. Reversing 0 and 1 to invert the image
changes the fill fraction from f to 1  f .
The binomial distribution of Eq. (1.82) can be approximated with a Gaussian of mean 0.5
and variance 0:25=N , i.e.
B(f;N)  1p
0:5N
e 2N(f 0:5)
2
: (1.83)
AsN increases, distribution gets narrower. So the strength of the binary constraint (defined
as the proportion of binary images that have a fill fraction within, say, 0.02 of the true fill
fraction) for f close to 0.5 decreases, but the strength of the binary constraint for f further
from 0.5 increases.
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Figure 1.10 Binary and fill fraction constraint. (a) The strength of the binary fill fraction constraint
B(f; 100) vs f . (b) Binary and Fill fraction constraints in Euclidean space for N = 3. The binary
constraint is the points marked by the four symbols. The binary and fill fraction constraints are the
points marked by the symbolsr(fN = 0),4(fN = 1), (fN = 2), and (fN = 3).
The binary constraint is a zero-dimensional constraint consisting of the corners of a hy-
percube as shown in Fig. 1.10(b) for a 3-pixel image. The fill fraction then selects out the
corners which are on theN  1 dimensional hyperplane orthogonal to the (1; 1; ::; 1) vector
if applied to a non-binary image, i.e. in the form
P
x[t] = fN . This is true for both (0; 1)
sets and general two-valued sets. The binary constraint is therefore highly non-convex,
potentially making convergence of IPAs difficult. However, due to its zero-dimensionality,
it is a strong (restrictive) constraint and is highly noise resistant.
The binary constraint is a special case of the more general histogram constraint, where the
number of pixels pk of value k is known. The histogram constraint is defined by
fx : n(k) = pk; 8kg (1.84)
where n(k) denotes the number of pixels in x with value k. Like the binary constraint, the
histogram constraint is a zero-dimensional constraint. The number of images which satisfy
a histogram constraint is
H(p; N) =
N !Q
k
pk!
; (1.85)
where p = (p1; p2; :::).
The binary projection, denoted PBin, is given by
PBinx[t] =
(
0 x[t] < 0:5
1 x[t]  0:5:
(1.86)
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The binary with fill fraction projection is given by
PBFx[t] =
(
0 x[t] =2 S(f)
1 x[t] 2 S(f);
(1.87)
where S(f) is the set of the fN largest values of x. The simplest way to find S(f) is to sort
the values of the image and choose the largest fN values. In general, the time taken by
the sort function is of order N logN , which is reasonably fast, especially when compared
to the considerably slower connectivity projection discussed below. If necessary, a faster
method would be to recognize that since each image is related to the image at the previous
iteration, a good estimate of the cutoff value can be found from the cutoff value of the
previous iteration. Only values near the previous cutoff value need to be sorted, while the
rest can be directly assigned.
The histogram projection, denoted Phist, is given by
Phistx[t] = ~p(Ofx[t]g) (1.88)
where Ofx[t]g denotes the index of the value x[t]when x is sorted and ~p is a sortedN pixel
vector with pk pixels of value k for all k.
1.3.4.4 Atomicity constraint
Some images are made up of small isolated regions and are zero elsewhere. This is like
a support constraint with small separated supports of unknown location. An example is
a high resolution image of a molecule, where each of the individual atoms are distinct.
The atomicity constraint is mathematically difficult to define, but the classic equation of
Sayre [20] enforces the atomicity constraint by “blurring” the square of the image, i.e.
Patomx = x2 
 g (1.89)
where g is the point spread function chosen depending on the size and shape of each
“atom”. Simple application of Eq. (1.89) as a projection generally fails, but more sophisti-
cated variations have been shown to work [21].
1.3.4.5 Fourier value constraint
The Fourier constraint applies when the complex values of the Fourier transform are known
at a subset of points in Fourier space, that is
fx : X[h] = %[h]; h 2Wg; (1.90)
where %[h] are the known complex values of the Fourier transform at positions h 2 W . If
all the values are known (jW j = 2N ), the constraint set reduces to a single point and the
solution is immediately obtained. The Fourier value constraint is a known value constraint
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in Fourier space and is therefore a convex constraint of infinite extent. One of the earliest
applications for iterative algorithms was the Gerchberg-Saxton algorithm [11], which used
an ER algorithm to successfully combine the Fourier value at low resolution and support
constraints to extend the resolution of images.
The Fourier value projection PF is given by
PF x = F 1[ ~PFF [x]]; (1.91)
where ~PF is the corresponding constraint in Fourier space, i.e.
~PFX[h] =
(
%[h]; h 2W
X[h]; h =2W:
(1.92)
1.3.4.6 Fourier magnitude constraint
As described in Sec. 1.2, it is often not possible to measure the phase of the diffraction
pattern, so only (some or all of) the magnitudes of the Fourier transform are known. The
constraint set is given by
fx : jX[h]j = M [h]; h 2Wg; (1.93)
whereM [h] denotes the known value of the Fourier magnitude at h at the set of pointsW .
The Fourier magnitude constraint is the intersection of a set of jW j, (2N   2)-dimensional
hypercylinders in R2N and is a non-convex constraint. Fig. 1.11 depicts one of the hyper-
cylinders in a 3-D space.
The Fourier magnitude projection PM is given by
PMx = F 1[ ~PMF [x]]; (1.94)
where ~PM is the corresponding constraint in Fourier space, i.e.
~PMX[h] =
(
M [h]ei\X[h] h 2W
X[h] h =2W
(1.95)
where \X[h] is the phase of X[h].
Various more complicated Fourier magnitude projections are possible. For example, when
there is noise in the measurements, one could project onto an annulus instead of the fixed
magnitude.
1.3.4.7 Symmetry
If the image contains identical “subunits”, then it contains symmetry as described in Sec. 1.2.3.
Symmetry in an image can be defined in terms of symmetry operations. A symmetry opera-
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Figure 1.11 The Fourier magnitude constraint in a 3-D Euclidean space.
tion on an image maps the repeated subunits onto each other and is a distance preserving
transformation consisting of a combination of rotation, reflection, and translation. An im-
agewhich satisfies a symmetry operation is an imagewhich is invariant when the symmetry
operation is applied to it. Since the image is invariant under the symmetry operation, then
the image must also be invariant under repeated applications of the symmetry operation.
The full set of thus related symmetry operations is called a symmetry group.
Choose one of the symmetry operations in the symmetry group C and denote it C1. Then
use repeated applications of C1 to generate the rest of the group, i.e.
Ck = C
k
1 ; (1.96)
where Ck1 denotes k applications of the operator C1. If C is a complete symmetry, then after
some minimum of q symmetry operations the cycle repeats itself irrespective of which
symmetry operation in the set was chosen, i.e.
Cq = I; (1.97)
where I is the identity operator. The complete symmetry C is therefore a group in the
mathematical sense and q is known as the order of the group or symmetry. Note that if q
has two factors q = q1q2, then the symmetry operations consisting of Ckq2 will also form a
group of order q1 and vice versa. If C is an incomplete symmetry, then the cycle does not
repeat itself.
The symmetry projection corresponds to symmetry averaging, i.e. the value at an im-
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age sample point is set equal to the average over all the symmetry related sample points.
Two cases arise depending on whether or not all the points that are symmetry-related to
a sample point are sample points themselves. If they are, the non-interpolated symmetry
projection Psym is given by
Psymx[t] =
8><>:
1
q
qP
k=1
x[Ckt] for t 2 Q
x[t] for t =2 Q;
(1.98)
where Ckt denotes the new position of t after the symmetry operation Ck is applied and Q
is the region over which the symmetry applies.
If the symmetry-related points are not all sample points, then the values of the image at
the symmetry-related points must be estimated from the values at neighbouring sample
points. The symmetry projection Pisym is then given by
Pisymx[t] =
8><>:
1
q
qP
k=1
x0(Ckt) for t 2 Q
x[t] for t =2 Q;
(1.99)
where x0(Ckt) is the interpolated value of x at point Ckt. The symmetry constraint and its
projections are described in more detail in Chapters 5 and 6.
1.4 Error metrics
As with any iterative algorithm, it is important to be able to assess progress, or conver-
gence, of the algorithm and to be able to decide when an acceptable solution has been
found. Error metrics are used for this purpose. For an IPA, the definition and choice of er-
ror metrics is non-trivial. Various error metrics are used when analyzing the performance
of image reconstruction algorithms. For the case of Fourier imaging, they can broadly be
divided into either image or Fourier domain metrics. With a projection algorithm, the final
estimate is generally obtained as a projection onto the constraints in one of the domains,
which will invalidate some of the metrics. For example, the Fourier magnitude error metric
will always return 0 if the Fourier magnitude projection is used.
This thesis is primarily concerned with reconstructing electron densities from the Fourier
magnitudes, so the image domain representation of the object is more important. The esti-
mate of the answer is therefore usually a projection onto the image domain. Furthermore,
the image domain metrics are the most useful, but they require the true solution to be
known, and are therefore not usually available. The error metrics are therefore divided
based on whether or not the true solution needs to be known for the error metric to be
calculated. Lists of common error metrics of both types are shown in the next section.
Converging to an image which satisfies all the constraints means that the algorithm will
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stagnate and the error metrics which measure distance from the constraints return zero.
Then there are three possibilities.
First, the algorithm has found the true solution, and all useful error metrics will return a
value of zero.
Second, the algorithm has found an image which is trivially related to the true solution in
the sense that it is not the true solution but can be easily modified to reconstruct the true
solution. For example, if the constraints cannot tell an image and its circularly shifted vari-
ants apart, the circularly shifted variants are trivially related to the true solution. An ideal
error metric should return zero error if a trivially related solution is found. An example is
for a phase retrieval problem with a binary and Fourier magnitude constraint. The circu-
larly shifted and inverted versions of the solution have the same Fourier magnitudes, and
are therefore trivially related to the solution.
Third, the algorithmmay have found a false solution, i.e. a solution which satisfies the con-
straints but is not related to the true solution in any way, meaning that the constraints are
insufficient to uniquely define the solution. Since it is usually not possible to prove that the
constraints uniquely define the solution, a simple method to ensure that the solution found
is the true solution is to use a free error metric, where some of the data is withheld from the
algorithm and used after convergence to test the veracity of the solution [22, 23]. Note that
the metrics which can only be calculated if the original image is known are generally able
to distinguish the true solution from a false solution.
Calculation of some of the error metrics is computationally expensive. This is especially
true for those that give a non-zero metric for trivially-related solutions, since the estimated
solution needs to be compared to all possible trivially related solutions.
With non-convex problems, the iterate does not move continuously towards the solution,
and may even leave the vicinity of the solution after convergence due to noise. One of the
metrics can then be used as an estimate of the error, and the iterate with the lowest error
metric is used as the final estimate.
Another use for metrics is in detecting stagnation. If an algorithm stagnates or is stuck in a
limit cycle, the error metrics will also stagnate or enter a limit cycle, which can be detected
and algorithm halted or restarted.
1.4.1 A catalog of error metrics
In the metrics below, x and x^ denote the correct and estimated image respectively, and X =
Ffxg and X^ = Ffx^g are their respective Fourier transforms. Unless otherwise mentioned,
the summations are over all pixels in the image for both real and imaginary values.
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1.4.1.1 Metrics which do not require the true solution to be known
The summations in this section are over all measured Fourier magnitudes. The RMS
Fourier error is given by
RMS Fourier Magnitude Error =
vuuuut
P
h
(jX^[h]j   jX[h]j)2P
h
jX[h]j2 : (1.100)
The normalized Fourier magnitude error is the most commonly used crystallographic met-
ric and is usually known as the R-factor. It is given by
R-factor =
P
h
jjX^[h]j   jX[h]jjP
h
jX[h]j : (1.101)
In general an R-factor of 0.2 indicates reasonably good convergence in the electron den-
sity determination part of x-ray crystallography. If only some of the Fourier magnitudes
are known, then the summations are over the known Fourier magnitudes. If the zero-
frequency Fourier magnitude value is not known, then these metrics are image domain
level-shift invariant.
The free R-factor is another common metric [22, 23]. In this metric, a few Fourier magni-
tude values are withheld from the algorithm during refinement. The reconstructed Fourier
magnitudes are then compared with the measured Fourier magnitudes. This method has
a chance to detect if an algorithm has found a false solution due to insufficient constraints.
The Fourier magnitude correlation coefficient is given by
Fourier Magnitude Correlation Coefficient =
P
h
(jX[h]j   jXj)  (jX^[h]j   jX^j)rP
h
(jX[h]j   jXj)2P
h
(jX^[h]j   jX^j)2
;
(1.102)
where jXj and jX^j denote the mean Fourier magnitudes of the true and estimated images
x and x^ respectively. The Fourier magnitude correlation coefficient is scale and level shift
invariant, and returns a number between -1 and 1, with 0 being no correlation and 1 indi-
cating a perfect match to the data.
The Sigma-A (A) error is commonly used for probabilistic algorithms and is given by [2]
A =
vuuuuut
P
h
[(jX^[h]j2   jX^j2)  (jX[h]j2   jXj2)]r
(
P
h
[jX[h]j2   jX[h]j2])(P
h
[jX^[h]j2   jX^j2])
: (1.103)
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Another type ofmetric which does not require the true solution to be known is to determine
the absolute or normalized error between the two projections in a projection algorithm. Al-
ternatively, the change between successive iterates can be used as a metric, since a change
of 0 corresponds to stagnation. The RMS value of the term  = PARBx PBRAx in the DM
equation in Eq. (1.67) is an example of such an error metric.
1.4.1.2 Metrics which require knowledge of the true solution
The root mean square (RMS) error in the image is the distance in Euclidean space between
the estimate and the solution and is given by
RMS Image Error =
vuuut
P
t
jx^[t]  x[t]j2P
t
jx[t]j2 : (1.104)
Due to the distance preserving property of the Fourier transform, the RMS Fourier error is
identical to the RMS Image error, where
RMS Fourier Error =
vuuuut
P
h
jX^[h] X[h]j2P
h
jX[h]j2 (1.105)
= RMS Image Error: (1.106)
The numerator is the distance between the estimated and correct image in Euclidean space,
and the denominator is a normalization factor. In principle the unnormalized error is more
useful in analyzing projection algorithms since projection algorithms are Euclidean origin-
independent, i.e. if the starting point and constraints are shifted by a vector d in Euclidean
space, then all resulting projections and iterates are identical but shifted by a vector d also.
The image correlation coefficient is given by
Image Correlation Coefficient =
P
t
(x[t]  x)  (x^[t]  x)rP
t
(x[t]  x)2P
t
(x^[t]  ^x)2
: (1.107)
where x and ^x denotes the mean values of x and x^ respectively.
Theweighted phase error is scale and level shift invariant in the image domain and is given
by
Phase Error =
P
h
jX[h]j  j\X[h]  \X^[h]jP
h
jX[h]j ; (1.108)
being careful to put the phase difference on the interval ( ; ). The weighted phase error
is between 0 and , with a value of 0 indicating perfect correlation,  indicating perfect
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correlation with the negative of the image, and =2 indicating no correlation with the data.
In general a phase error of about =6 is reasonably good.
The weighted cosine phase error is scale and level shift invariant in the image domain and
is given by
Cosine Phase Error =
X
h
(X[h] cos(\X^[h]  \X[h])
jX[h]j : (1.109)
The cosine phase error returns a number from 1 to -1, with 1 indicating perfect correlation,
-1 indicating perfect correlation with the negative of the image, and 0 indicating no corre-
lation with the data. The unweighted (byXj[h]j) cosine phase and phase errors can also be
calculated.
Chapter 2
Aspects of Projection Algorithms
2.1 Introduction
Some aspects of projection algorithms are presented in this chapter. Projection algorithms
of non-convex sets by their nature are chaotic and very difficult to describe analytically.
However, their behaviour is not completely unpredictable, and it is possible to make some
heuristic observations about them. The purpose of this chapter is to attempt to provide
some insight into the approximate behaviour of these algorithm by means of some sim-
ple examples. The observations which follow in this chapter are based on the author’s
experiences with these algorithms and should not be thought of as absolute truths.
A model of the convergence of projection algorithms is presented in Sec. 2.2, along with
examples and an application of the model. This is followed by a study of the behaviour
of the algorithm when in the convergence region near the solution. This is followed by
short discussions on the desirable properties of IPAs, the effects of uniqueness and false
solutions, methods for handling more than two constraints, bootstrapping, estimating the
solution and the effects of noise and possible methods for improving the performance of
algorithms for very noisy data. Finally, representing projection algorithms as a map is
discussed.
2.2 Progress model of a projection algorithm
Projection algorithms come in many different types, but other than for the ER and RP al-
gorithms, the projection algorithms described in Sec. 1.3.3 are all variants of a Difference
map type scheme. For these algorithms, it is proposed that their progress can be broadly
be divided into three phases. The phases are described below, and an example of the con-
vergence behaviour for a particular algorithm is presented. Then studies of the distribu-
tion of the number of iterations needed for convergence are shown which corroborates the
progress model.
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(A) Finding the attractor The first phase is where the iterate goes from its random start
onto an attractor [24]. An attractor is a term used in the study of dynamical systems, and
is used to describe a manifold in Euclidean space which draws the iterates towards it [25].
Once in the attractor, the iterates generally do not leave the attractor. In many problems,
there is only one attractor but some problems have more than one. If the iterate enters the
wrong attractor, i.e. one which does not contain the solution, it will never converge, or
perhaps take an extremely large number of iterations to leave the attractor. Thus the choice
of initialization can be critical to the success of an algorithm. The number of iterations
taken to enter an attractor is a small number, and for simplicity is modeled as a constant
number of iterations TC1. Furthermore, from each starting point the algorithmmay enter a
number of attractors, only one of which contains the true solution, so there is a probability
p that the algorithm has entered the correct attractor and will eventually converge.
(B) Finding the convergence region of the solution The algorithmwanders in the attrac-
tor until it enters the convergence region of the solution. The convergence region is defined
in the next paragraph. Near solutions will also have a convergence region, but if the dis-
tance between constraints is large enough, the iterate will move away. Similarly if the
distance between constraints at the true solution is large, the fixed point may not be at-
tractive enough and the algorithm will move away. If there are no near-solutions which
have a distance between constraints of similar size to the true solution, the algorithm will
wander the attractor until it enters the convergence region of the true solution. A model
for the number of iterations required in this phase is that there is a constant probability 
at each iteration of the iterate entering the convergence region of the true solution [26, 24].
Therefore, the number of iterations I required for the algorithm to find the convergence
region can be modeled by a geometric distribution !(1   !)I 1, where the parameter ! is
strongly influenced by the size of the attractor and the size of the convergence region of
the solution
(C) Converging to the solution Once the algorithm has entered the convergence region
of the solution, it converges near-monotonically at a rate determined by the distance and
effective “angle” between the constraints. The effective “angle” is discussed in Sec. 2.3.2.
The number of iterations required for convergence is modeled as a constant number TC2,
which is shown to be a reasonably good model in Sec. 2.2.7.
2.2.1 A diagram of the convergence sets in Euclidean space
A diagram of the various convergence sets in the Euclidean space is shown in Fig. 2.1.
Note that many near-solutions also have regions of attraction where the iterate spends
more time, but in general the iterate will soon move away from these false convergence
regions.
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Figure 2.1 Set diagram showing the relationships between the attractors, convergence regions,
fixed point sets, and solution in R2N .
2.2.2 An example of projection algorithm behaviour
A particular example is now used to analyze the convergence behaviour of a projection
algorithm. The example problem consists of binary and Fourier magnitude constraints for
a 128128 pixel binary image, and is referred to as Problem #1. The binary image is shown
in Fig. 2.2. The DM algorithm is used with  =  0:7. The zero-dimensional nature of the
binary constraint means that convergence is achieved quickly and precisely once in the
convergence region, but more iterations may be required in the attractor phase. A typical
error plot is shown in Fig. 2.3(a) where the initial, search, and convergence phases can
be clearly seen. The error plots for five runs of the same problem with different starting
points are shown in Fig. 2.3(b). It can be seen that the initial and convergence phases take
approximately the same number of iterations for all five runs, and the three phases can be
clearly distinguished using only the error metric plot.
Using the run from Fig. 2.3(a), snapshots of the iterate x at various stages in the run are
shown in Fig. 2.4. Two images of x before the algorithm has converged to the attractor
are shown in Fig. 2.4(a) and Fig. 2.4(b). It can be seen that the iterate does not resemble
the solution in any way. Images of the iterate during the search of the attractor are shown
in Fig. 2.4(c) and Fig. 2.4(d). Various candidate solutions are being tried, and the images
somewhat resemble the true solution shown in Fig. 2.4(h) in the sense that they are of
approximately the same size and have a similar degree of compactness. By serendipity,
one of the shapes tried during the search phase at iteration 45 sufficiently resembles that of
the true solution and the algorithm now enters the convergence region of the true solution.
The image of the iterate at the point at which the algorithm first enters the convergence
region of the solution is shown in Fig. 2.4(e). Small corrections are now made to the image
as shown in Fig. 2.4(f), which shows the iterate midway through the convergence phase.
The final iterate which is at a fixed point is shown in Fig. 2.4(g), and the final estimate
shown in Fig. 2.4(h). The final estimate is a perfect reconstruction and is given by one of
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Figure 2.2 The 128 128 pixel binary image to be reconstructed.
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Figure 2.3 (a) Error vs Iteration for one run (b) Error vs Iteration for 5 different starting points
2.2 Progress model of a projection algorithm 39
(a) x at Iteration 1 (b) x at Iteration 3 (c) x at Iteration 10 (d) x at Iteration 35
(e) x at Iteration 45 (f) x at Iteration 55 (g) x at Iteration 66 (h) PBTMx at Iteration 66
Figure 2.4 The image x at various stages of convergence. (a) x at Iteration 1 (b) x at Iteration
3, converging towards the attractor (c) x at Iteration 10, on the attractor (d) x at Iteration 35, on
the attractor (e) x at Iteration 45, just entering the convergence phase (f) x at Iteration 55, in the
convergence phase (g) x at Iteration 66, at a fixed point (h) the final estimate PBTMx at Iteration 66
is the correct solution.
the projections onto the binary constraint.
2.2.3 The relationship between the constraints and the conver-
gence behaviour
The effect of small constraint sets is to reduce the number of candidate solutions, so the at-
tractor manifold should be smaller, and it is likely that fewer iterations are needed to find
the convergence region. For problemswhere the constraint sets are either zero-dimensional
or highly non-convex, the convergence region has been observed to generally be very
small. A possible explanation could be because little information about the global geome-
try of the constraint sets in Euclidean space can be inferred from the local behaviour of the
projections, i.e. the constraint set manifolds are poorly linearized by the linear projection
operators. The result of a small convergence region is that the search phase lasts a long
time.
For problems where the constraint sets are convex or non-discrete, the main difficulty may
be in convergence with “small angle” problems as described in Sec. 2.3.2, so the final con-
vergence phase may take relatively more time. This is illustrated by considering a problem
where the highly non-convex binary constraint in Problem #1 is replaced by the convex
support constraint (Problem #2). The same DM algorithm is used and the error plots are
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Figure 2.5 Error metric vs Iteration for five runs for a (a) convex support constraint (b) zero-
dimensional non-convex binary constraint.
compared to those for the binary constraint case in Fig. 2.5. For the convex support con-
straint, many iterations are required in the final phase of converging to the correct solution.
For the binary problem, the convergence phase is relatively short compared to the amount
of time spent searching the attractor.
2.2.4 Model for the number of iterations required
A possible model for the number of iterations needed for successful convergence of an al-
gorithm is now described. The algorithm is run until either the solution is found or the
maximum Imax number of iterations is reached. Note that the correct solution is not found
for iterations which reach Imax. A binary constraint is used so convergence is defined as
when the image is perfectly reconstructed. As described earlier, there is a probability p
that the algorithm enters the correct attractor and will eventually converge. The attractor
search phase is modeled as a constant probability process, with a probability ! at each iter-
ation that the algorithm enters the convergence region. The number of iterations required
is therefore a geometric distribution !(1  !)I 1, which can be approximated by an expo-
nential distribution e I with  =  ln(1   !). The initial convergence to the attractor
and convergence phase are modeled as requiring a constant number of iterations TC1 and
TC2 respectively. The probability density function (pdf) for the number of iterations I at
convergence is then given by
P (I) =
8>><>>:
0 if I < TC or I > Imax
pe (I TC) if TC  I < Imax
(1  p) + pe (Imax TC) if I = Imax
(2.1)
where TC = TC1 + TC2 is the sum of the iterations required in two constant phases of
convergence. Note that if Imax is sufficiently large so that the number of iterations which
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Figure 2.6 (a) Histogram of the number of runs which stop at each iteration for the same problem
as in Fig. 2.3. The effect of TC can clearly be seen. (b) pdf of (a) along with a fitted exponential
function using Eq. (2.1) with parameters p = 1, TC = 27 and  = 0:037.
converge after Imax iterations is negligible, then the term peImax TC = 0. Then if TC and
p are known, the pdf can easily be modified to create a standard exponential distribution,
and  is then the inverse of the mean of the modified pdf.
The binary problem #1 was run 2000 times and the histogram of the distribution of the
number of iterations at convergence is plotted in Fig. 2.6(a). The histogramwas normalized
to a pdf and fitted to Eq. (2.1) as follows. TC was estimated to be about 27 iterations, and
p = 1 since all runs converged. The mean  of the scaled data P (I + TC)=p was calculated
to be  = 27:2 and was set to 1=, giving  = 0:037. The original pdf along with the fitted
function is shown in Fig. 2.6(b).
2.2.5 Restarting the algorithm to optimize the expected number
of iterations necessary for convergence
If p < 1, then there is a possibility that the algorithmwill never converge if the wrong start-
ing point is chosen. This problem can be resolved by restarting the algorithm (reinitializing
the iterate) if it does not converge after some fixed number of iterations Ir. If p = 1, then
the memoryless property of the exponential distribution along with the “fixed cost” TC
means that there is no advantage to be gained in restarting the algorithm. Note that this
does not preclude the use of multiple start points in parallel if there is more than one com-
puter available. The expected number of iterations needed for successful convergence as a
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function of Ir, Is(Ir), is then
Is(Ir) =
R Ir
0 IP (I)dI + Ir(1 
R Ir
0 P (I)dI)R Ir
1 P (I)dI
=
R Ir
TC
pIe (I TC)dI + Ir(1 
R Ir
TC
pe (I TC)dI)R Ir
TC
pe (I TC)dI
=
[ pIe (I TC)   pTC e (I TC)]
Ir
TC
+ Ir(1  [ pe (I TC)]IrTC )
[ pe (I TC)]IrTC
=
p(TC + 1=)  p(Ir + 1=)e (Ir TC) + Ir(1  p+ pe (Ir TC))
p  pe (Ir TC)
=
p(TC + 1=)  pe (Ir TC) + Ir(1  p)
p  pe (Ir TC) : (2.2)
The optimum number of iterations Ir after which to restart the algorithm, i.e. which mini-
mizes the value of Is(Ir), is given by
dIs
dR
= 0
(pe (Ir TC) + 1  p)(p  pe (Ir TC)) = 0
 (p(TC + 1=)  p
TC
e (Ir TC) + Ir(1  p))(pe (Ir TC)) = 0
e (Ir TC)[2p  1  pTC   p  Ir+ pIr] + 1  p = 0; (2.3)
which can be solved numerically for Ir.
There is no point in applying the optimization to Problem #1 since p = 1. So a third
problem (Problem #3) which is identical but with less Fourier magnitude data is run, again
with 4000 start points, and the resulting histogram is shown in Fig. 2.7(a). The reduction
in data means that more searching is required, but the solution is still unique due to the
zero-dimensional binary constraint. The maximum number of iterations was set to Imax =
50000, so the large peak at the end contains the unconverged runs which were either never
going to converge or were going to converge in > 50000 iterations.
The exponential distribution Eq. 2.1 was fitted to the pdf as shown in Fig. 2.7(b) using non-
linear least-mean-squares. The parameters were found to be TC = 200,  = 3:81  10 4,
and p = 0:364. Since p << 1, it can be inferred that the peak at the end of Fig. 2.7(a) is not
just the summation of the runs which would have converged in over 50000 iterations, i.e.
some of the runs were never going to converge and have entered the wrong attractor.
The expected number of iterations per successful convergence using both the raw data and
substituting the fitted model parameters into Eq. (2.2) is shown in Fig. 2.7(c). Substituting
the fitted parameters into Eq. (2.3) and solving gave an optimum Ir = 1387 iterations with
an expected Is = 9819 iterations.
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Figure 2.7 (a) Histogram of the number of runs which stop at each iteration (b) pdf of (a) with
fitted Eq. 2.1 (c) Expected number of iterations per run for each choice of IR (Eq. 2.2). The optimum
IR = 452 corresponding to an expected Is = 18118 iterations per successful convergence is shown.
The choice of optimum value is very sensitive to TC , which is poorly estimated using the
pdf. Equation (2.2) is essentially the first moment of the pdf, and fitting the parameters to it
gives a better estimate of the parameters, especially TC . A least-mean-squares fit of Eq. (2.2)
gives the parameters TC = 231,  = 3:97  10 4, and p = 0:375, resulting in an optimum
Ir = 1483 iterations with an expected Is = 9829 iterations per successful convergence,
which is reasonably close to the values found by fitting the parameters to the pdf.
In practical situations, it is uncommon to know the parameter values  and p. However, a
reset is still desired to prevent the possibility of being trapped in the wrong attractor. It is
possible to estimate TC1 by starting the algorithm and waiting for the error metric to fall,
and TC2 by starting the algorithm at some points close to the solution. Then a reasonable
choice for IR could be something like IR = 10TC . Note that the expected number of itera-
tions per convergence increase more slowly as the choice of IR increases, so it is better to
err on the side of choosing IR to be too large.
The value of p given by taking the ratio of the converged to total runs is 0.48, which is
not the same as the 0.37 given by the model. The pdf has a longer tail than expected, i.e.
the model underestimates the number of iterations which take a long time to converge
which explains the underestimate of p. Nevertheless, the exponential model gives a good
first-order approximation of the behaviour of the algorithms.
A possible explanation for the longer tail is that when the algorithm is searching the space,
it moves towards and then away from near-solutions as described previously. So the iterate
tends not to return to areas where it has already been, i.e. the algorithm is not completely
memoryless, and the probability of convergence increases as the algorithm proceeds, ex-
plaining the longer tail. An alternative explanation could be the possibility of multiple
attractors with different probabilities of convergence, i.e. different degrees of difficulty in
finding the solution which is dependent on the starting position. The final result is then
the sum of the exponentials from the attractors, resulting in the longer than expected tail.
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2.2.6 Shape of the convergence region
An idea of the shape and size of the convergence region can be gained by starting the algo-
rithm at various locations close to the true solution and counting the number of iterations
required for the algorithm to converge to the true solution. If the algorithm is startedwithin
the convergence region, convergence should be fast with a monotonically decreasing error.
As an example, the convergence region of a problem with a 128  128 pixel image with
binary and Fourier magnitude constraints is mapped. The distribution of the number of
iterations needed for perfect convergence from a random start point is shown in Fig. 2.8(a).
The mean number of iterations is 1=  838. The attractor is therefore large relative to the
convergence region since convergence from a random point takes hundreds to thousands
of iterations., whereas once in the convergence region convergence typically takes less than
100 iterations. For this problem, any start point which converges in less than k = 100 runs
was considered to be in the convergence region, since 100 iterations is small compared to
1=, but is larger than TC as is shown later.
Varying amounts of Gaussian, uniform, and binary noise were added to the true solution
to generate the starting images and 500 runs were conducted for each noise level and type.
The proportion of runs which converge in less than 100 iterations versus the RMS noise
level is shown in Fig. 2.8(b). The RMS noise level is defined by
RMS Noise Level =
vuutPt jx0[t]  x[t]j2
N
(2.4)
where x0 and x denote the initial and true images respectively. Using the same data,
Fig. 2.8(c) shows the same plot but versus the absolute noise level given by
Absolute Noise Level =
P
t
jx0[t]  x[t]j
N
: (2.5)
The error in the starting images over which the probability of being in the convergence
region falls is well defined with a waterfall region at an RMS error of 1 for this particular
problem. The RMS metric performs remarkably well in predicting whether or not the start
point is in the convergence region regardless of the distribution of the noise. The absolute
error metric has the same waterfall region, but the three curves for the different noise types
are misaligned. This suggests that the shape of the convergence region in R2N is spherical
rather than cubical, with a sphere being an excellent first-order estimate of the shape of the
convergence region. The radius of the sphere in R2N is as given by the amount of noise
at the waterfall, which is around 1 RMS, corresponding to 128 in the 1282-dimensional
Euclidean space. Note that while the convergence region may be spherical around the
solution, the edges of the sphere are likely to be extremely rough. For example, the RMS
error when the image is in the attractor search phase is around 0.55 for this problem, so the
search of the attractor occurs in one of the indentations of the hypersphere.
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Figure 2.8 (a) Pdf of the number of runs which converge at a given iteration. (b) Proportion of
runs which converge in under k=100 iterations vs RMS error. (c) Proportion of runs which con-
verge in under k = 100 iterations vs absolute error. (d) Similar plot to (a) but with values of
k = 50; 100; 150; 200; 250; 300.
Setting k to the values k = 50; 100; 150; 200; 250; 300 iterations, a similar plot to that in
Fig. 2.8(b) is shown in Fig. 2.8(d). The curves for each distribution are well matched re-
gardless of the choice of k, and the curves for k > 100 are all very similar. This suggests
that 50 < TC < 100, so the minimum choice of 100 iterations is a good choice for k.
2.2.7 Iterations needed for convergence in the convergence region
A small study is now made of the number of iterations needed for convergence when in
the convergence region. The same problem as in Sec. 2.2.6 was used and the RMS error
of the starting image was set to 0.5. 5000 different starting images were used and run
for a maximum of 500 iterations. The number of runs which converge at each number of
iterations is shown in Fig. 2.9(a). It can be seen that although there is a long tail, the variance
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Figure 2.9 (a) Number of iterations needed for convergence out of 5000 for a starting image with
0.5 RMS error. (b) Number of iterations needed for convergence for starting images with errors be-
tween 0 and 1.1rms. The line represents the mean number of iterations needed for convergence and
the grayscale colours show the distribution of the number of runs, with darker colours corresponds
to more runs converging in that number of iterations.
overall is reasonably small, especially when compared to the total number of iterations
needed for convergence. This suggests that a constant number is an acceptable model
for the number of iterations required, especially in the absence of any other information.
Furthermore, for some problems such as those with discrete constraints, the number of
iterations needed in the convergence region is small, further minimizing any model errors.
The number of iterations needed for convergence is plotted versus the distance (RMS error)
from the solution in Fig. 2.9(b). The algorithm converges in 1 iteration when the error is
very small (< 0:1RMS). This is because as long as the error of each pixel is less that 0.5, the
estimate found by applying the discrete binary projection is the solution. For errors larger
than about 1 RMS, the starting iterate is no longer in the convergence region, i.e. the error
power is past the waterfall region from Fig. 2.8(b), and so the mean number of iterations
needed for convergence rises dramatically. Furthermore, the Fig. 2.9(b) confirms that the
choice of 100 iterations as the cutoff for the number of iterations needed in the convergence
region was reasonable.
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Figure 2.10 DM algorithm for the 2D example.
2.3 Behaviour in the Convergence Region
2.3.1 Convergence for two lines for the DM algorithm
2.3.1.1 A 2-D example
Consider two lines CA and CB in 2D space, with each line representing a constraint set.
Without loss of generality, let the intersection of the lines be at the origin, and one of the
lines to be the x-axis. Denote the angle between the lines by . The lines are scale invariant,
so the initial position of the iterate is set to be a unit vector g0 = (cos; sin).
Consider one application of the DM algorithm as illustrated in Fig. 2.10.
The first iterate is at
g1 = g0 + (PATB   PBTA)
= (cos+ [(1 + B) cos(   ) cos    B cos  cos2  cos
 A sin  sin cos ]; sin  [cos  cos sin    A sin2  sin]): (2.6)
Substituting the usual values of A =  1= and B = 1= into Eq. 2.6, shows that
jg1j = cos 
q
cos2  + 2 sin2  (2.7)
tan(\g1   \g0) =  tan : (2.8)
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Figure 2.11 Stable values of  for each value of  using Eq. (2.9).
The algorithm then converges only if
jg1j2 < 1
=)  < 1  cos
4 
sin2 
: (2.9)
A plot of Eq. (2.9) is shown in Fig. 2.11. It can be seen that convergence is guaranteed as
long as  < 1, and the algorithm will not converge with  > 2. The Douglas-Rachford
algorithm is thus at the boundary of stability with  = 1 if  = 90.
The value of either component as a function of iteration n is then given by
x(n) =
x(0)
cos
Dn cos(
2n
T
+ ); (2.10)
where x(0) is the initial value of the component, the period T of the sinusoid is given by
T =
2
tan 1( tan )
(2.11)
iterations, and the damping factor D is
D = cos 
q
cos2  + 2 sin2 : (2.12)
A plot of the positions of the iterate for a 2-pixel problem with  = 15 and  = 0:7 is
shown in Fig. 2.12(a). The DM algorithm is seen to spiral towards the solution, with the
spiral allowing the algorithm to search the space. Fig. 2.12(b) shows the x-axis value of the
iterates, which form a damped sinusoid, the frequency and damping factor of which are
determined solely by  and .
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Figure 2.12 2D example for a problem with  = 15 using the DM algorithm with  = 0:7. (a)
Positions of iterate and (b) the value of the x-axis versus iterations.
A 2D Euclidean space plot of the next iterate from g0 for a system with  = 60
 and 
ranging from 0.1 to 1.5 is shown in Fig. 2.13. It can be seen that all the g1 fall on a line,
and the smaller the , the more direct (and faster) the convergence. The tradeoff is that for
more complex problems, the more direct convergence of the smaller  may mean that the
algorithm is less able to search the space.
2.3.1.2 A simple 3-D example
The case of two lines is now extended to higher dimensions. Two lines in any dimension
can be uniquely identified by 4 points, which in turn identify a 3-D space, so any higher
dimensional problem with two single-dimensional linear constraints can be considered
in 3-D. Let C1 and C2 be two lines in a 3D space. If the lines intersect, then this can be
considered as the 2D problem described above. If the lines do not intersect, the iterates
spiral towards the intersection in the intersecting dimensions, while moving at a constant
rate in the non-intersecting dimension. This is illustrated in Fig. 2.14, which shows a pair of
lines defined parametrically by C1 = (x; 0; 0) and C2 = (y tan(15); y; 1). The iterates spiral
in the x and y dimensions while moving at a rate of 1 per iteration in the z direction. The
value of the projection of the iterate onto any line (pixel) executes a geometrically damped
sinusoid with an added linear term caused by the non-intersecting dimension. However,
if the projection is onto a line which is one of the constraints, then there is no drifting linear
term.
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Figure 2.13 2D example for a problem with  = 15 showing the position of the next iterate g1
when using the DM algorithm with  ranging from 0.1 to 1.5.
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Figure 2.14 Iterates for the simple 3D example with two non-intersecting lines when using the DM
algorithm.
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Figure 2.15 Two views (a) 3D view (b) view along the y-axis.
2.3.1.3 A more complex 3-D example
Consider now the non-convex constraint C1 given by a sinusoidal curve with equation
y = M sin(x) (2.13)
z = 0 (2.14)
whereM is the amplitude of the sinusoid, and another convex constraint C2 consisting of
a line inclined at an angle  to the x-axis, with equation
z = tan()(x+ S) (2.15)
y = sin(S) (2.16)
where S is a shift along the x-axis. The two constraints intersect at (S; sin(S); 0). With S set
to 0, the resulting symmetry causes unusual convergence problems which do not happen
for most real-world problems.
The problem converges for a variety of values of , S and M . The magnitude of the si-
nusoid was set to M = 0:5,  = 15, S = 0:1 and the DR (DM with  = 1) algorithm
was started from an initial position of (27; 5; 6). A plot of the progression of g from two
viewpoints is shown in Fig. 2.15.
From Fig. 2.15(b), it can be seen that the usual form of the circular spiralling towards the
solution persists, with an effective angle (eff ) of 15:1 as shown in Fig. 2.16(a). As the al-
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Figure 2.16 Value of the iterate vs Iteration (a) z-Component of the iterate in Fig. 2.15. (b) Zoom in
of (a) showing the second geometrically damped sinusoid.
gorithm converges towards the solution, the complexity of the sinusoid geometry disturbs
the spiral. When the iterate is very near to the solution, the spiralling form reasserts itself,
but with an angle of 29:4 as shown in Fig. 2.16(b), which matches well with the local angle
between the line and the sinusoid near the solution of 30:1.
2.3.2 Convex constraints in higher dimensions
It is much more difficult to define an “angle” in a multidimensional space, but it is still
possible to define an “effective angle” eff , in the sense that the frequency of the sinusoids
and the rate of decay are related in the same way.
The behaviour of the DM algorithm in higher dimensions is studied by reconstructing a
40  40 pixel image with convex support and Fourier value constraints using a DM algo-
rithm with  = 0:7. The absolute value of a single value of the Fourier transform is plotted
versus iteration, and a decaying sinusoid is fitted which assumes a constant “angle”, i.e.
one parameter which governs both the decay rate and the frequency of the sinusoid. The
angle changes during the iterations in a similar manner to that of Fig. 2.16(b), as shown
in Fig. 2.17, where a single Fourier value which when fitted to a decaying sinusoid for the
first 500 iterations gives eff = 6:92 (Fig. 2.17(b)), but gives eff = 1:05 when fitted to it-
erations 500 to 2500. Furthermore, a different Fourier value can have a different behaviour
as shown in Fig. 2.17(d), which does not exhibit the larger  in the early iterations.
2.3.2.1 Constrained and unconstrained pixels
The behaviour of pixel values appears to be strongly dependent on whether or not there
exists direct information about that pixel in the constraints. The pixel values versus iter-
ations for two pixels are shown in Fig. 2.18. The pixel shown in Fig. 2.18(a) is inside the
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Figure 2.17 Value versus iterations for a Fourier value in a 40  40 pixel image using the DM
algorithm with  = 0:7. (a) All iterations. (b) Zoom in and decaying sinusoidal fit for the first 500
iterations. (c) Zoom in and decaying sinusoidal fit for the 500th to 3000th iteration. (d) A different
Fourier value from that shown in (a), (b) and (c).
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Figure 2.18 Value versus iterations for an (a) unconstrained and (b) constrained pixel in a 40  40
pixel image using the DM algorithm with  = 0:7. Note the difference in scale on the axes.
support, so no image space information exists on that pixel and it therefore takes much
longer to converge. The pixel in Fig. 2.18(b) is outside the support, and so it is known that
its value is 0, making the convergence much more rapid.
2.3.3 Non-convex constraints in higher dimensions
Non-convexity comes inmany degrees of severity. Some non-convex constraints are locally
convex, in the sense that on a small scale the constraint looks convex. For example, the
Fourier magnitude constraint is locally convex. The plots of two Fourier values in a non-
convex problem consisting of a support and a Fourier magnitude constraint are shown in
Fig. 2.19. A damped sinusoid form persists, but the geometric decay ratio and the sinusoid
frequency are no longer linked. In the two pixels used as examples, one has an effective
angle of env = 1:53 for the damping part but an effective angle of sin = 0:77 for the
sinusoidal part, while the other has effective angles of env = 0:56 and sin = 0:38. These
effective angles are far enough apart while providing a very good fit of the curve, making
it unlikely to be chance.
2.3.4 Increasing the speed of convergence
The simplest technique to increase the speed of convergence is to average the iterates over
one damped sinusoidal cycle. However, if the cycle is long the averaging could take many
iterations. Furthermore, the period of the cycle needs to be determined, and the periods
for each of the pixels is different.
Another technique is to intersperse the DM recursions with some ER recursions, which
if done at the correct point in the cycle can greatly speed convergence. However, it is
very difficult to decide when to use the ER algorithm, and in many cases the best time at
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Figure 2.19 Line plots for a pixel in a non-convex problem. (a) All iterations. (b) Envelope and
sinusoid fitted separately. (c) Envelope and sinusoid fitted together. Line plots for a second pixel.
(d) All iterations. (e) Envelope and sinusoid fitted separately. (f) Envelope and sinusoid fitted
together.
which to apply the ER algorithm is different for each pixel. The ER algorithms are therefore
usually used every fixed number of DM iterations. Interestingly, mixing algorithms is a
common technique in optics, where HIO recursions are mixed with ER recursions, and are
shown empirically to increase the convergence speed.
In light of the studies above showing the problems caused by small “effective angles”, a
more sophisticated algorithm has been developed by the author, which is referred to as the
Closest Point (CP) algorithm. This algorithm is designed to be immune to small “effective
angle” problems and rapidly converge when such a situation arises.
2.3.4.1 Closest Point algorithm
Given any 4 points with two on each of two constraints, the four points select out a 3-
D subspace of R2N , and it is possible to find the point at which the two lines formed by
linearizing each pair of points most closely pass each other. This is illustrated in Fig. 2.20.
The two closest points are denoted E and F where
E = A+m(B  A); m 2 R (2.17)
F = C + n(D   C); n 2 R: (2.18)
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Figure 2.20 Closest Point Algorithm.
Noting that AE is orthogonal to EF and CF is orthogonal to EF , it is easy to show that
n =
(B  A)  (A  C) +mjB  Aj2
(B  A)  (D   C) (2.19)
m =
(D   C)  (A  C)  (B A)(A C)(B A)(D C) jD   Cj2
(C  D)  (B  A) + jB Aj2(B A)(D C) jD   Cj2
: (2.20)
Various methods can be used to choose the points A, B, C and D. For example, the four
projections PAxn, PBxn, PATBxn and PBTAxn used in the DM algorithm (jj 6= 1) provide
natural choices for the four points. The CP algorithm iteration is then given by
xn+1 =
E + F
2
; (2.21)
where E and F are as defined above, with A = PAxn, B = PATBxn, C = PBxn, D =
PBTAxn. Alternatively, onlyE or F may be used to save computational time. Note that ifE
or F are used then the new iterate already satisfies one of the constraints, so the projection
from that iterate onto the relevant constraint need not be calculated, providing further
computational savings.
The strength of the CP algorithm iteration is that it is immune to any small “angle” con-
vergence problems that affect both the ER and DM IPAs and their variants, as will be
demonstrated in Sec. 2.3.4.2. The weakness of the CP iteration is that it is very stable and
stagnates easily. Successful search algorithms like the DM and its variants are unstable at
near-solutions, which allows them to search the space. Therefore, the CP algorithm is best
used once in a while as part of the normal DM iterates, and only after the algorithm has
entered the convergence region and the error metric has dropped. While the CP recursion
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Figure 2.21 2D plots showing the results of DM iterations with one iteration of (a) ER and (b)
CP at the 12th iteration. (c) Line plot showing the x-axis value for the DM, DM+ER, and DM+CP
algorithms.
is computationally expensive, the CP iterations converge or stagnate very quickly, so only
around 3-5 consecutive iterations of the CP algorithm are needed each time.
The effect of the CP algorithm can be illustrated by example on the 2D problem from
Sec. 2.3.1.1. An ER and CP recursion is now added to the DM algorithm at the 12th iteration
as shown in Fig. 2.21. The ER recursion helps to reduce the amplitude of the oscillation, but
the effect is dependent on the point in the damped sinusoidal cycle where the ER recursion
is used. The CP recursion shows its immunity to small angle convergence problems by
converging instantly in one recursion.
When there is noise in the image, the multidimensional nature of the Euclidean space
means that the two lines would be likely to become more orthogonal rather than paral-
lel. So the CP iteration will make smaller steps, and so it tends towards being conservative
and stable in the presence of noise.
2.3.4.2 Convergence of the CP algorithm
The CP algorithm is now applied to two example problems, one with all convex constraints
and one with a non-convex constraint. The constraints for the convex problem are support
and Fourier value constraints, and the constraints for the non-convex problem are support
and Fourier magnitude constraints. Note that zero-dimensional constraints usually con-
verge quickly with no small angle problems and therefore do not need to be considered. A
4040 pixel image is used, and 5 iterations of the ER or CP recursion are applied every 100
iterations of the DM recursion. The RMS error versus iteration plots are shown in Fig. 2.22.
Both hybrid algorithms performed better than only using the DM algorithm in the conver-
gence phase of the algorithm, but the CP algorithm outperformed the ER algorithm. It was
found that performance was best when the CP and ER steps are only added after approx-
imate convergence, i.e. convergence to a point near the solution where the local geometry
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Figure 2.22 Local convergence speedup using the CP algorithm for (a) convex and (b) non-convex
problems.
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Figure 2.23 A single Fourier magnitude value versus iteration for the convex problem. (a) DM, (b)
DM + ER, (c) DM+CP.
is approximately convex.
The value of a single pixel versus iteration for the convex problem is shown in Fig. 2.23.
The plot shows the usual damped sinusoid. Interspersing some iterations of ER speeds up
convergence as can be seen from the step change at the 2000th iteration. However, the step
was not precisely to the correct solution, and as a result more fluctuations in the form of a
second damped sinusoid occur. With the CP algorithm the step is much more precise, and
less fluctuations occur afterwards. The non-convex case is shown in Fig. 2.24. Despite no
damped sinusoid form occurring, interspersing the ER and CP iterations also helps speed
up convergence. Note that the damping ratio and sinusoidal frequency are different for
the estimate, but they are the same for the iterate as shown in Fig. 2.24(a).
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Figure 2.24 A single Fourier magnitude value versus iteration for the non-convex problem. (a)
DM iterate, (b) DM estimate, (c) DM+ER and DM+CP estimate, which converges faster than DM
alone. (d) A close up of (c) showing that the DM+CP algorithm converges faster than the DM+ER
algorithm.
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2.4 Desirable properties of an IPA
Most good IPAs move randomly around the search space, converging quickly when there
is a solution or near solution, and moving away again if no fixed point is found. Some
desirable properties for a good IPA are:
Rapid convergence Converges rapidly near a solution, reducing the number of iterations
required. If the “effective angle” is small, the algorithm may take a long time to converge.
In some problems, especially where the constraints are convex or “less non-convex”, the
region of convergence is quite large, and the algorithm is in the convergence phase for most
of the iterations.
Large region of convergence A large region of convergence, which increases the proba-
bility of convergence. In the ideal case the region of convergence is the same as the search
space, such as when both constraints are convex.
Iterate stays near the solution The iterate spends time near a solution, with the amount
of time spent being related to the distance between the constraints at the solution. In prac-
tical problems, the presence of noise means that there is no intersection between the two
(overconstrained) constraints. To have any hope of finding the solution, the distance be-
tween constraints at the true solution must be significantly smaller than the distance be-
tween the constraints in the vicinity of the false solutions. Then ideally the algorithm will
explore the search space, spending some time at each candidate-solution before moving
on to the next. In order to maximize the quality of the solution, the iterate should spend
some time searching at the vicinity of a candidate-solution, with more time being spent at
candidate-solutions with smaller distances between the constraints. Setting the length of
time spent at each candidate-solution to be inversely proportional to the distance between
constraints at the solution is a reasonable choice.
If the true solution has a much smaller distance between the constraints than the false
solutions, the iterate will spend more time at the true solution, or may even be trapped
there, so the answer can easily be determined. If the distance between constraints at the
near solutions are of a similar size, then the user or a second algorithm will have to inspect
all the candidate solutions to find the correct one.
In the DM algorithm it can be seen that the distance the iterate moves at each iteration
is proportional to the distance between constraints and to  [16]. Thus the iterate moves
a shorter distance when the distances between constraints is small, and therefore spends
more time in the vicinity of near-solutions, with the length of time spent being inversely
proportional to the distance between the constraints. The value of  should be chosen to
be of the same order of magnitude as 1 as it is the “natural” scale of the distance between
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the constraints. A smaller  will yield an algorithm that moves less at each iteration, so it
is slower at searching but more stable. This is shown experimentally in Sec. 2.10.
Iterate does not get trapped at false solutions The iterate does not get trapped at a false
solution, i.e. the movement of the iterate is not or does not tend to zero when it is not at
or near the solution. If a projection algorithm is searching in a limited space, say of limited
energy, and does not stagnate or get trapped in any limit cycle, then if a sufficient number
of iterations is run, then assuming that there is a finite convergence region, the algorithm
is guaranteed to find the correct solution eventually. While it is very difficult to find an
algorithm which will not get stuck in a k-iteration limit cycle (xn+k  xn), an attempt can
be made to limit the possibility of a 1-iteration limit cycle (xn+1  xn). For example, this
is achieved in the difference map algorithm given by xn+1 = xn + PAf1   PBf2 where f1
and f2 are any functions. Then jjxn+1  xnjj = jjPAf1 PBf2jj, so the iterate stagnates only
if a solution has been found, and moves in small steps if and only if the iterate is near a
solution, and when xn+1 = xn a solution has been found.
This behaviour can also be found in the relaxed projection (RP) algorithm as defined in
Eq. 1.61. If xn+1 = xn and AB = 1, then at stagnation,
xn = xn+1
= TBTAxn
= P 0B + B(P
0
B   (PA + A(PA   x)))
= P 0B + BP
0
B   BPA   BAPA + BAxn; (2.22)
so that
(1 + B)P
0
B = (1 + B)PA (2.23)
P 0B = PA (2.24)
where P 0B = PBTAx = PB(PA+ A(PA  x)). P 0B = PA is then the result of both projections
and is therefore the solution. So the RP algorithm with AB = 1 only stagnates if the so-
lution has been found, and is thus a reasonably good algorithm for searching the attractor.
This is evidenced by its good results when used to solve the binary and Fourier magnitude
problem, where the discrete binary constraint causes other algorithms to stagnate. How-
ever, it performs extremely poorly in the convergence phase with this choice of parameters,
since the algorithm is “over-relaxed”, so it takes too large a step at each iteration. For ex-
ample, the RP algorithm with this choice of parameters fails to converge in the simple case
of two linear constraint sets in 2D. This is less of an issue for the binary and Fourier magni-
tude problem due to the discrete binary constraint. Furthermore, it is prone to limit cycles
of 2 or more iterations, but this problem can often be solved by averaging the iterate over
the limit cycle. Interestingly, the DR algorithm is equivalent to the RP algorithm averaged
over two cycles, which has the additional effect of fixing the convergence problem caused
by the RP algorithm with A = B = 1 being over-relaxed.
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Limited search space or large solution space This can be achieved in two ways.
a) By limiting the iterate to a subset of the Euclidean space which contains the true solution.
For example, this can be done by keeping the iterate always inside one of the constraint
sets. If the constraint A is a convex constraint of infinite extent with the all-zero image
0 2 A, and the initial iterate x0 is in A, then the iterates of the recursion xn+1 = xn +
1PAf1xn + 2PAf2xn for any choice of functions f1 and f2 and parameters 1 and 2 will
also remain in the constraint set A. An example of this is in crystallography, where the
crystallographic symmetry constraint is a convex constraint set of infinite extent with 0 2
A, and can therefore be used to limit the search space (note the fixed point dimensionality
also decreases) and also to reduce the amount of computer memory needed to store the
iterates and reduce the need to enforce A explicitly in the constraints.
b) Alteratively, one can search for a manifold instead of the 0-dimensional true solution.
For example, the DM algorithm has a manifold of fixed points, and finding any of the fixed
points is equivalent to finding the solution. In the DM algorithm the iterate is recalled to
be given by
xn+1 = xn + (PATBx  PBTAx): (2.25)
The iterate is at a fixed point when xn+1 = xn. Then PATBx = PBTAx satisfies both con-
straints and is therefore the solution.
If there is an N -dimensional space and an NA-dimensional constraint A, then there is an
(N   NA)-dimensional subspace which projects onto each point in A. Thus assuming the
solution is a single point, there is an (N  NA)-dimensional subspace which results in the
solution when the PATB operation is applied to it. The intersection of the two subspaces,
one for each constraint, is the dimensionality NF of the fixed point set, and is given by
NF = (N  NA) + (N  NB) N
= N   (NA +NB): (2.26)
Thus in some sense the “solution space” is of dimension NA +NB .
2.5 Uniqueness and false solutions
The constraints sometimes do not uniquely define the solution, so the error metrics may
be small, but a useful solution is not obtained. Some of these false solutionsmay be trivially-
related to the true solution. For example, neither the Fourier magnitude nor binary con-
straint is able to distinguish a circularly shifted false solution from the true solution. These
types of trivial false solutions are not generally a problem, and in any case it is impossible
to distinguish them from the true solution using only the constraints.
Amore serious problem is that of false solutions which bear no relation to the true solution.
For an ideal algorithm, all possible information is included in the constraints, making it im-
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possible to distinguish a false solution from a true solution. A common technique used in
crystallography is therefore to withhold from the algorithm a few pieces of information, for
example, a few Fourier magnitudes. The algorithm is then run, and the withheld Fourier
magnitudes are then compared to the reconstructed ones to ensure the veracity of the so-
lution. Such error metrics are referred to as the free error metrics.
Define a near-false solution as a solution which satisfies nearly all the constraints. A near-
false solution is attractive to the algorithm, and can create traps. An example is if a binary-
fill fraction constraint is used, along with a Fourier magnitude constraint. The inverse of
the image, i.e. with the two values flipped, satisfies all values of the Fourier magnitude
constraint and the binary constraint, but does not satisfy the fill fraction constraint unless
f = 0:5. This can create an attractive point to the algorithm if f  0:5. A solution to this
problem is to invert the iterate and run the algorithm for some iterations once in a while.
If the iterates are trapped due to an inverse solution, the algorithm will quickly converge
to the true solution. This is further described in Sec. 3.3.3.
If an iterate is exactly in the middle between two equally attractive solutions, one true and
one false, then the algorithm may be equally attracted to both, and convergence may be
slow, or the algorithm may even be unable to converge to either of the solutions [27]. This
is more likely to happen if the two solutions are duals of each other, such as an image and
its inverted in the origin version. Rounding error can help break the deadlock, but another
solution would be simply to start the iterations at an image biased heavily towards one or
another of the solutions. This can be done by starting from a random image and setting
one of the pixels to a very large value. The large pixel value is likely to break the symmetry
between the image and its duals.
2.6 More than two constraints
Ideally, all information about the problem is input into the algorithm in the form of con-
straints. In most real world problems, this results in more than two constraints, which is a
problem since most projection algorithms accept only two constraints.
2.6.1 Combining constraints to form one constraint
One way to reduce the number of constraints to two is to combine some of the constraints.
The projection must then make the minimal change to the image such that it satisfies all of
the combined constraints. In phase retrieval problems, for example, one set of constraints
is in the image domain, and the other set is in the Fourier domain, giving a natural division
of the constraints.
In the simplest case the constraints to be combined commute. If two constraints A and
B commute, then PAPBx = PBPAx 8x and so the result satisfies both constraints. The
resulting projection may be a projection onto A \ B, i.e. PAPBx = PBPAx = PA\Bx, or
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(a) (b)
Figure 2.25 Some counterexamples. The4s represent one zero-dimensional constraint (A), and the
s represent the other (B). (a) The two constraints commute but the result of PAPBx = PBPAx from
the  is not the projection onto A \ B. (b) The two constraints maintain each other, but PAPBx 6=
PBPAx from the .
it may not be a projection, i.e. PAPBx = PBPAx 6= PA\Bx. An example in 2-D where a
pair of commuting constraints do not yield the projection when concatenated is shown in
Fig. 2.25(a).
If two constraints commute, then each constraint is maintained when the other is applied
to it, i.e. if x is in A, then PAx = x, so
PBPAx = PBx = PAPBx; (2.27)
so PBx is in A. The same applies with x in B. Note that the converse is not true, so if x is in
A implies PBx is also in A, and x is in B implies PAx is also in B, the two constraints may
not commute. An example in 2-D of a pair of constraints which maintain each other but do
not commute is shown in Fig. 2.25(b).
In some cases the constraints nearly-commute. For example, in Chapter 6 the support and
interpolated symmetry projection commute with the possible exception of the edges. In
this case the approximate projection formed by concatenation of the two projections also
yields acceptable results.
If the constraints do not commute, one can use a second iterative projection algorithm to
solve for the intersection of the two constraints. Then there is generally no guarantee that
this is a projection, but if it is close enough the algorithm will often work regardless.
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2.6.2 Constraints enforced directly upon the iterate
If a constraintC is a convex constraint of infinite extent and is maintainedwhen projections
onto all the constraints used in an algorithm are applied to it, and the projection algorithm
itself is a linear combination of the individual projections, then the constraint C can be en-
forced directly upon the iterate, so that all iterates and projections satisfy the constraint C.
This lowers the dimensionality of the search space by the dimensionality of C, dim(C), so
although the dimensionality of the fixed point set is also lowered by dim(C), which may or
may not help in convergence, efficiencies can be gained in the representation of the image
and in the lack of need for enforcing the constraintC, which helps to speed up convergence.
For example, the support, binary, connectivity, Fourier, and Fourier magnitude projections
are all orthogonal, to and therefore maintain, crystallographic (global non-interpolated)
symmetry. The binary fill fraction constraint maintains crystallographic symmetry if fN
is a multiple of the order of the symmetry. Since all commonly used projection algorithms
can be written as linear combinations of the projections, the crystallographic symmetry
constraint can be directly enforced upon the iterate. Due to finite precision errors, it is pru-
dent to continue to enforce the crystallographic constraint C on the iterate at the end of
each iteration.
2.6.3 Critical constraints
Some constraints, or parameters, need to be estimated during the algorithm, but the pa-
rameters have too great an effect on the other parameters (pixel values). These are referred
to here as critical constraints. An example is the scale factor s of the Fourier magnitudes
in the binary and Fourier magnitude problem as discussed in Ch. 4. Critical parameters,
if treated like normal pixel values and modified in accordance with the rules of the IPA
recursion, will not lead to a successful searching and converging algorithm since the initial
choice of the critical parameter influences the subsequent behaviour of the algorithm too
much. The solution is to estimate these parameters, and only change them after the algo-
rithm has had a chance to search the space and attempted to converge. The re-estimate can
be carried out using the current best estimate of the solution or by attempting to search all
possible values of the critical parameter.
2.6.4 Divide and Concur
If the constraints are not easily combined, the “divide and concur”method [28] allows IPAs
to accept any number of constraints at the cost of increased memory usage. In this method,
q copies of the image are made, one for each of the q constraints. The application of the
q projections to each of the copies creates the first projection set. The second constraint is
the constraint that all q copies of the image are identical, so the projection is to average
all q copies. Note that if all q constraints are convex, then the combined constraint is also
convex. Furthermore, the averaging constraint is a convex constraint of infinite extent.
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2.6.5 Algorithms which accept more than one constraint
For some simple problems such as the all-convex case, the generalized ER algorithm given
by xn+1 = Pq:::P2P1xn is able to find a solution. It is also simple to generalize the relaxed
projection algorithm in this way.
2.7 Resolution extension (bootstrapping)
Resolution extension, or bootstrapping, is a common procedure in crystallography (in which it
is referred to as “phase extension”) where the Fourier magnitudes are known. Initially, low
resolution data is used to reconstruct the image, and then the solution is refined as more
of the high resolution data is added in stages. Each cycle of converging to a solution and
then adding higher resolution data is referred to here as a bootstrap. The higher resolution
data can be zeroed out, low pass filtered, or a lower resolution grid can be used.
Bootstrapping is useful for less sophisticated algorithms such as the ER algorithm which
have a small radius of convergence and stagnate often, i.e. with poor ability to search the
space. The limited search space created by the removal of high resolution data means that
the algorithm is able to find a reasonable initial estimate, with manual selection often used
to choose a good initial estimate. The estimate is then improved by stepping out the high
resolution limit, sometimes one resolution pixel at a time.
The use of bootstrapping with more sophisticated algorithms which have good search
properties is less important, but can improve the reliability of finding the solution since
it alleviates the problem of the algorithm being in the wrong attractor. It can also be useful
if the lower resolution reconstructions have less noise (e.g. interpolation is being used), so
that when the higher resolutions are phased, the iterate is already close to the true solution.
The bootstrapping function is the function which is multiplied element by element with the
Fourier magnitudes to effect the low-pass filtering. The image which satisfies the con-
straints at each bootstrap is the original image convolved with the inverse Fourier trans-
form of the bootstrapping function, so the effect of the bootstrapping on the image domain
constraints must be considered.
If the higher resolution data are zeroed out, this is equivalent to convolving the image with
a sinc function. The sinc function is negative in some places, so the positivity constraint
may no longer apply. Furthermore, a sinc function decays as the inverse of distance from
the origin, so the support constraint will also be violated. A similar situation occurs when
using a lower resolution grid.
A solution is to low-pass filter the image using a filter with a smoother roll-off and a non-
negative impulse response. A Gaussian filter is a reasonable choice and is used later in
this thesis. A popular error plot in crystallography is to plot error metric versus resolution
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at each bootstrap. This requires a sharper cutoff at each frequency to be meaningful, so a
filter such as a raised cosine filter may be used instead.
Each bootstrap is generally started with the estimate of the image from the previous boot-
strap. Correcting for the windowing function is usually unstable due to the small values
of the windowing function at the higher resolutions.
An added benefit of bootstrapping is that a reconstruction is made at each resolution. So if
the higher resolution data are poor or if the sampling rate is too low for the interpolation
to work well, a reconstruction will still be available, albeit at a lower resolution.
2.8 Estimating the solution
When the solution is found, the algorithm must be halted and a final estimate must be
made. If there is no noise, the iterates will reach a fixed point. This can be easily detected
and the algorithm halted. The image can then be perfectly reconstructed, usually by using
one of the projections.
When there is noise in the data, the iterates will not reach a fixed point, but will continue
to move around. The algorithm has converged in the sense than no significant further
improvement of the estimate is possible, and if the noise is large enough, the iterates may
even leave the vicinity of the solution.
An IPA therefore needs to detect when convergence is reached so that the algorithm can be
halted and a final estimate of the solution made.
2.8.1 Detection of convergence
The simplest method for halting the algorithm is to simply halt after some large number
of iterations. However, a lot of computer time will have been wasted if the solution has
already been found, or the algorithmmay have halted before a solution has been found, or
it may have moved away from the solution.
When the algorithm enters the convergence region, there is a distinct fall in the error met-
rics, and metrics will often then stay low for further iterations, but can sometimes increase
again if the noise levels are sufficiently high so that the solution is not attractive enough.
In general it is difficult to predict the level to which the error will fall beforehand, and it is
easier to detect a change in the error metrics. For example, the average error metric over
the last 2k to k iterations can be compared with the average error metric over the last k iter-
ations. This method is used in Ch. 6 for detecting convergence at each resolution extension,
which is another application where detection of convergence is required.
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2.8.2 The final estimate
2.8.2.1 Averaging
Once convergence has been detected, the final solution can be set to be the average of all
or some subset of the estimates at each iteration after convergence. Features of the image
which are consistent with the data will be in all of the images, and features which are
“random” and essentially an artifact of the choice of initialization of the algorithm will be
averaged out.
Using averaging produces very good results, but detection of when, or if, the algorithm has
converged is necessary. Furthermore, detection of when the algorithm leaves the vicinity
of the solution is also necessary.
2.8.2.2 Best metric
An alternative technique for estimating the final solution is to simply use the estimate of
the iteration with the lowest error metric. The first advantage is that other than for halting
the algorithm, detection of convergence is not needed. Secondly, the “best estimate so far”
is available while the algorithm is running, so the algorithm can be halted if the solution
is acceptable, and if the algorithm is halted prematurely there may still be a reasonable
result. Thirdly, if the estimate is found from one of the projections as is often the case,
the final estimate can be guaranteed to satisfy the constraint set for that projection. The
disadvantage of this technique is that the final result may be slightly worse than when
averaging is used.
2.8.2.3 Using a second algorithm for refinement
After convergence, a second algorithm may be used for refinement. The second algorithm
is sometimes also a projection algorithm, but it may be a probabilistic algorithm or some
other method of refinement.
An example is shown in Chapter 6, where interpolation is necessary due to one of the
constraints. Using a very fine grid spacing gives better results but requires too much com-
putational time, so the algorithm is run using a coarser grid spacing and resampled into a
finer grid spacing after the algorithm has converged for the coarser case.
When algorithms like the HIO algorithm were first used, the difference between fixed
points and solutions was not well understood, and the HIO algorithms were often ended
with a few ER iterations to obtain a solution. This works reasonably well in practice, but is
not as good as using one of the projections PATBx or PBTAx.
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(a) (b) (c) (d)
Figure 2.26 “2Fo   Fc” map (a) Correct Image (b) x (c) PF x (d) 2PF x  x.
2.8.3 Relaxed projections as an estimator
This thesis is primarily concerned with crystallography in which there is a Fourier magni-
tude constraint and some image domain constraints. A common technique in crystallog-
raphy is to use the relaxed Fourier magnitude projection 2PFTMagx   x as an estimate of
the solution. This is often referred to as calculating the “2Fo   Fc” map [2] and is recogni-
tion of the fact that the relaxed Fourier magnitude projection is an excellent estimate of the
solution if the iterate is close to the solution.
An example of using the “2Fo   Fc” map is shown in Fig. 2.26. The result of the relaxed
Fourier magnitude projection is shown in Fig. 2.26(d) and can be seen to be an excellent
estimate of the solution.
When the iterate has converged to a fixed point in the DM algorithm, the solution is given
by x^ = PATBx = PBTAx. If the constraints used in the algorithm are the Fourier magnitude
constraint and an image domain constraint, then
x^ = PITF x = PI [(1 + F )PF x  (1=F )x]: (2.28)
where PI denotes the image domain projection and PF denotes the Fourier magnitude
projection. If F  1, then the step is equivalent to calculating the “2Fo   Fc” map and
then applying the image space projection to further improve the estimate. This makes
PITF x an excellent estimator for the solution, and it is therefore a good idea to choose 
and  to take advantage of this effect in the absence of any evidence for another choice
of parameters. Note that enforcing the image space constraint is desirable as the atomic
structure is found using the image domain representation of the object, so it is important
that the object satisfies the image domain constraints.
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Figure 2.27 RMS input noise vs RMS output error. (a) Gaussian Noise. The outliers represent runs
which failed to converge. (b) All three distributions plotted together.
2.9 Noise
In all real-world situations, noise is present in one or more of the constraints. In the Eu-
clidean space, the addition of noise translates to a movement of the constraints. With the
presence of noise the constraint sets may not all intersect, and so the algorithm will not
reach a fixed point. However, there is still a marked drop in the error metric when the
iterate reaches the vicinity of the solution. Since there is no fixed point, the algorithm is
not guaranteed to stay near the solution, and may move away. The second effect of noise
is that it will degrade the quality of the solution.
To illustrate the effect of noise, various amounts of uniform, Gaussian and bivalue noise
were added to the image shown in Fig. 2.2, and the Fourier magnitudes are calculated
from the noisy image. The Gaussian and uniform noise consists of adding Gaussian and
uniformly distributed values respectively to each pixel in the image, and the bivalue noise
consists of adding a constant positive or negative value to each pixel in the image. Using
the binary fill fraction and Fourier magnitude constraints, 200 reconstructions were run
at each noise level for 300 iterations, and the error in the reconstruction versus the noise
level is shown in Fig. 2.27. The dotted straight lines in the two figures are the lines cor-
responding to equal input noise and output error energy. The distributions of the output
reconstruction error along with their mean values are shown in Fig. 2.27(a) for the Gaus-
sian case. The distributions are similar for the binary and uniform cases and are not shown.
The mean reconstruction error versus input noise level for all three noise types is shown in
Fig. 2.27(b), where they can be seen to be very similar. For these particular constraints, the
error in the reconstruction is approximately the same as the noise in the input.
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The error in the reconstruction is similar for all three noise distributions, with the fluctu-
ations in the error plot likely caused by the initialization of the algorithm which was the
same for all three distributions. This suggests that the RMS power of the noise is a key
predictor of the performance of the algorithm in reconstruction, and the distribution of the
noise is not as significant. Note that this is only true up to a certain noise level. For exam-
ple, for a large level of binary noise the likelihood of an erroneous binary image matching
the data better than the true image is much higher than for the other noise distributions.
Furthermore, the quality of the reconstruction is quite consistent for each noise level, with
the algorithm performing reasonably consistently for each of the 200 runs.
If many sources of noise are added together, then by the central limit theorem the overall
noise will approach a Gaussian distribution. For this reason, when experimental data are
not available, noise in this thesis is simulated by adding Gaussian noise to the image.
In the Euclidean space R2N , the pdf of Gaussian noise is a hypersphere with a Gaussian
cross section. Since the image and Fourier domain representations are simply different
basis functions of R2N , the Gaussian noise has identical effects in both domains. The Gaus-
sian noise is equivalent to adding Rayleigh noise to the Fourier magnitudes. The direct
addition of Gaussian noise to the Fourier magnitudes is not appropriate since it may cause
the smaller Fourier magnitudes to be negative unless the noise level is low.
2.10 Stabilizing a projection algorithm
Since algorithms with good search abilities move away from near-solutions, the stability
of the algorithm near the true solution can start to be a problem for high noise levels. If
the algorithm is unstable at the solution, then it is unlikely that the algorithm will find and
recognize the solution.
For very high noise cases with good noise characterization, Bayesian methods or a combi-
nation of projection algorithms and Bayesianmethods, either sequentially or combined [29]
may be more effective in finding the maximum likelihood solution.
A technique which has been found to be useful with projection algorithms is to linearly
combine the iterate with a “stabilizing” image as an extra step at the end of each iteration,
i.e.
xn+1 = (1  )x0n+1 + yn (2.29)
where x0n+1 is the output of the usual projection algorithm recursion, yn is the stabilizing
image and  is a parameter set between 0 and 1. A variety of choices can be used for yn.
For example, using the difference map and with yn = PBxn, the overall update rule is
given by
xn+1 = (1 )[xn+[PA(PBx+B(PBx x)) PB(PAx+A(PAx x))]]+ ()PBx: (2.30)
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Comparing Eq. (2.30) with the RAAR equation given in Eq. (1.69), it can be seen that if
 = 1, A =  1, B = 1 (i.e. the DR algorithm) with PA as a support constraint and PB as
a Fourier magnitude constraint, then Eq. (2.30) is equivalent to the RAAR algorithm [19].
If yn is set to yn = PBxn or a similar projection on xn, then setting  = 1 results in the
very simple algorithm xn+1 = yn. This may be very stable but has no ability to explore the
search space.
The situation is better if yn = PBx
0
n+1, but in general the search capability is reduced by
setting  large. Similarly, setting a small value of  will also increase stability but at the
cost of searching power.
2.10.1 Experiments
The stabilization methods described above are explored by simulation using binary and
Fourier magnitude constraints and a 128  128 pixel image. Large amounts of Gaussian
noise were added to the image to produce noisy Fourier magnitude data. The estimated
image was found by taking the projection PATBxn. The quoted SNR of the noise is the
ratio of the RMS noise power to the RMS image power. The algorithm was started at a
point with an RMS error of 1  10 7 to the solution, which is essentially at the solution,
and divergence of the iterate from the solution was observed. The DM algorithm was used
as the main algorithm with various choices of yn as shown in Table 2.1, where PA denotes
the binary projection and PB the Fourier magnitude projection. It is worth noting that
the stabilizers yn = PAx
0
n+1 and yn = PBx
0
n+1 require an additional projection operation.
Various choices of 0    1 and  1:2    1:2 were used, and 10 runs of 100 iterations
were run for each combination of parameters.
Table 2.1 Choices of stabilizing functions.
Stabilizer yn
1 PAx0n+1
2 PBx0n+1
3 PAxn
4 PBxn
5 PATBxn
6 PBTAxn
Setting  = 0:5,  =  0:5, RMS Noise = 1, and yn = PAx0n+1 (Case 1), the image error
versus iterations are shown in Fig. 2.28. It can be seen that the runs are quite similar to
each other, and this trend holds for different choices of parameters. The mean error across
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Figure 2.28 Image error vs Iterations for stabilizer 1 (yn = PAx
0
n+1) for 10 runs with  = 0:5,
 =  0:5 and RMS Noise = 1.
the runs at the 100th iteration is therefore used as a metric of the stability of the algorithm
for each set of parameters.
The effect of  and  on the stability is studied by varying the two parameters while using
an SNR of 1 for each choice of yn. Fig. 2.29 shows plots of the mean image domain error
after 100 iterations for each combination of  and  with a different choice of stabilizer for
each subfigure. The greyscale represents the RMS error as shown in the colour bar.
Setting the SNR to 0.5, Fig. 2.30 shows the same plot as Fig. 2.29. The graphs are similar
to that in Fig. 2.29, suggesting that moderate levels of SNR do not significantly affect the
optimum choice of algorithm parameters.
In general, negative values of  performed better, with    0:5 performing the best. The
very low error values with  =  1 and  = 1 in Fig. 2.29(c) and Fig. 2.29(e) correspond to
the algorithm xn+1 = PAxn which has poor global convergence properties and is therefore
not useful. Similarly,  = 1 and  = 1 in Fig. 2.29(d) and Fig. 2.29(f) correspond to the
algorithm xn+1 = PBxn. Furthermore, if  = 1,  = 1, and yn = PBx as in Fig. 2.29(b),
the algorithm corresponds to the ER algorithm xn+1 = PBPAxn if PB is idempotent. The
same applies for  =  1,  = 1, and yn = PAx in Fig. 2.29(a). Note that since the noise
is added to the Fourier magnitudes and the image error is being compared with the true
binary image, the binary projection is noise-free while the Fourier magnitude projection is
noisy.
Setting the “optimum” value of  =  0:5,  and the SNR are varied, and the mean error
at 100 iterations is shown in Fig. 2.31. Taking sections of Fig. 2.31, the mean error at 100
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(f) yn = PBTAxn
Figure 2.29 Mean image error at 100 iterations vs  and  with RMS Noise of 1 for different choices
of the stabilizing function as shown.
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Figure 2.30 Mean image error at 100 iterations vs  and  with RMS Noise of 0.5 for different
choices of the stabilizing function as shown.
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Figure 2.31 Mean image error at 100 iterations vs  and noise with  =  0:5 for different choices
of the stabilizing function as shown.
iterations versus noise for a variety of stabilizing functions for different  with  =  0:5
are shown in Fig. 2.32. The plot for  = 0 in Fig. 2.32(a) is identical for all choices of
yn since it is the standard DM algorithm. The choice of yn = PBxn performed the best,
with yn = PAxn not far behind. The choice of yn = PBxn with an image-domain support
constraint is identical to RAAR algorithm with a binary constraint instead of a support
constraint.
Using optimized values of  and  for each stabilizing function, the mean error at 100 it-
erations versus noise for a variety of stabilizing functions is shown in Fig. 2.33. Values
close to  =  1 and  = 1 were disallowed for yn = PAxn and yn = PATBxn since
these choices of parameters result in algorithms with poor global convergence properties
as described previously. In general, using yn = PAxn and yn = PBxn worked well. In-
terestingly, these choices of stabilizing functions correspond to the RAAR algorithm. The
stabilizer yn = PAx
0
n+1 and yn = PBx
0
n+1 also seemed to performwell. Using yn = PATBxn
and yn = PBTAxn were the worst options. The choice of parameters and stabilizing func-
tion which have proven to work well for this particular problem may not be optimal for
another problem, but a similar convergence study could be done.
2.11 Projection algorithms as a map
The current position of the iterate completely determines the position of the next iterate.
Therefore, each iteration of an algorithm is a map from R2N to a set whose size is less than
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Figure 2.32 Mean image error at 100 iterations vs noise with  =  0:5 for a variety of stabilizing
functions with (a)  = 0 (b)  = 0:2 (c)  = 0:5 (d)  = 1. Stabilizers 1-6 are described in Table 2.1.
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Figure 2.33 Mean image error at 100 iterations vs noise with  and  optimized for each choice of
stabilizing function.
or equal to that of R2N , and the algorithm and constraint spaces are completely general-
ized by the map in the sense that the behaviour of the algorithm is governed solely by the
map. The map can therefore be inverted to create a one-to-many function. So in principle
by starting at the solutions or fixed points and repeatedly applying the inverted map op-
erations, R2N can be partitioned into sets which will or will not result in the solution, i.e.
which are attracted to the correct or wrong attractors respectively. Note that this partition-
ing can also be carried out by starting from every point in R2N and running the algorithm
until convergence.
Each projection is a map from R2N to C, where C is the constraint space. It is clear that any
point on the line segment between an iterate x and its projection PCx will also project to
PCx, i.e.
PC((1  )PCx  x) = PCx for 0    1: (2.31)
If a constraint is convex, the projection is a continuous map. If both constraints are con-
tinuous, then a projection algorithm consisting of a combination of the projections is also
continuous. If a constraint is “highly continuous”, then choice of initialization will have
less effect on convergence.
2.12 Conclusions
Amodel of iterative projection algorithms has been described, dividing the process of con-
vergence into three phases. A statistical model of the progress of convergence is described
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and some examples are shown, along with an application of optimizing the performance
of the algorithm by restarts. The convergence region is shown to be approximately hyper-
spherical, with the solution at the centre, although the boundary of the convergence region
may be very rough.
The iterative projection algorithm is shown to spiral towards the solution when in the
convergence region, with the frequency and damping of the spiral being related to the
algorithm parameters and to an “effective angle” between the constraints. Both simple
and more complex examples of the spiralling behaviour of the algorithm are shown. A
method of speeding up the spiralling convergence process is then described and shown to
work well.
Some desirable properties of IPAs were described, and the DM algorithm is shown to pos-
sess many of these properties in some form. The effects of uniqueness on algorithm per-
formance and somemethods for handling algorithms with more than two constraints have
also been described. The commonly used methods of solution estimation and bootstrap-
ping are given a more rigorous basis, followed by a discussion on the effects of noise and
possible methods for improving the performance of the algorithm for very noisy data. Fi-
nally, there is a section on treating projection algorithms as a map with possible avenues
for investigation.
Chapter 3
Reconstruction of Binary Images
3.1 Introduction
The reconstruction of a compact binary image from its Fourier magnitudes is considered
here. A primary application of this problem is in macromolecular x-ray crystallography.
This particular application is studied in Ch. 4. Protein molecules are reasonably compact
structures and it is often useful during the early stages of the structure determination if the
boundary, or molecular envelope, of the protein molecule can be determined. The molecular
envelope can be considered to be a binary image so that the problem addressed applies
directly to determining the molecular envelope from crystal x-ray diffraction magnitudes.
Note that since crystal x-ray data are considered, the general image reconstruction problem
is highly underdetermined, as described in Chapter 1. The objective here is to supplement
the problemwith binary and compactness constraints to sufficiently constrain the problem.
It is possible to collect diffraction data from appropriately modified crystals that can be
processed such that the Fourier magnitudes correspond to those from the envelope alone.
Details on the methods of data collection and processing are discussed in the next chap-
ter. The problem then addressed in this chapter is that of using these derived diffraction
magnitudes to reconstruct the molecular envelope.
Another application of the binary and Fourier magnitude constraints is in magnetic do-
main imaging [30]. Unlike proteins, magnetic domain regions tend to be more tenuous,
although still approximately connected.
The constraints and projections used to solve this problem are described in the next section.
The ability of the constraints to uniquely identify the solution are discussed next, followed
by a discussion of the ability of the algorithm to find the true solution. Some experiments
in 2-D are used to explore the nature of the problem, followed by conclusions.
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3.2 Constraints and projections
Three basic constraints are used in the problem at hand: (1) The Fourier magnitude (data)
constraint, (2) the binary constraint, and (3) a connectivity/compactness constraint. Since
most IPAs are based on two constraint sets, the image space constraints are combined into
a single constraint. Although the application in x-ray crystallography is in 3D, the con-
straints, projections and results are illustrated here in 2D for convenience. Extension to 3D
is obvious and straightforward.
The Fourier magnitude constraint and projection has already been covered in Sec. 1.3.4.6,
and the binary and binary with fill fraction constraints and projections have also been
covered in Sec. 1.3.4.3.
3.2.1 Connectivity constraint
Consider binary images that consist of a single, connected domain (Fig. 3.1(a)), and refer
to this as a connectivity constraint. Connectivity is in turn defined using a definition of pixel
neighbourhoods. A binary image is connected if every 1-pixel is connected to every other
1-pixel through a path of pixel neighbourhoods. Such an image is said to form a single
“object”. The connectivity constraint set is not easily defined formally in the vector space
R2N unless the space was also endowed with spatial information. While this could be
done, it would introduce unnecessary complexity. Connectivity is therefore evaluated in
image space.
The significance of connectivity in crystallography is that protein molecules are globular
structures that are held together by chemical bonds and non-bonding interactions. The
individual molecules, and hence also their envelopes, therefore form a single connected
domain. Furthermore, the integrity of the crystal itself is supported by intermolecular
contacts so that connectivity also exists between unit cells, as illustrated in Fig. 3.1(b). The
image will therefore generally have toroidal symmetry.
Two other related constraints on binary images are also considered. The first is that the
image does not contain any “holes”, i.e. is simply connected, so that any closed contour
for a 2D image, or any closed surface for a 3D image, in the object can be shrunk to a
point without leaving the object. It is easily seen that this constraint is identical to the
connectivity constraint applied to the inverse of the image, i.e. the inverse of a simply
connected object is a single object. For periodic images, the non-object part of the image
will always constitute at least one “hole”, so a simply connected periodic image is defined
as having amaximum of one “hole”. Although not always the case, most proteinmolecular
envelopes are simply connected.
Consider now the effectiveness of the connectivity constraint as a function of the number
of dimensions of the image. The number of neighbouring pixels in am-dimensional image
is 2m. Since the image must consist of a set of pixels which are all connected together, the
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(a) (b)
Figure 3.1 (a) A connected image, and (b) an image connected between unit cells.
number of possible connected images increases as the number of neighbours each pixel
has increases. So as the number of dimensions of the image increases, the size of the con-
nectivity constraint set increases, making the connectivity constraint less restrictive.
The extreme cases for the dimensionality of the image can be explored by considering an
N -pixel periodic binary image where N = 2k for some integer k. There are 2N possible
binary images. If the image is 1-dimensional, onlyN2 images out of the 2N possible binary
images consist of a single connected object. At the other extreme with an k-dimensional
image with dimensions 2  2  :::  2, all 2N possible binary images consist of a single
connected object since every pixel is connected to every other pixel if a diagonal definition
of connectivity is used, e.g. (8-pixel for 2-dimensional images).
The second additional constraint considered is that of the image being “compact”. Protein
molecules are reasonably compact in the sense that they do not generally form highly ten-
uous structures. Compactness is not easily defined rigorously, but one could think of, for
example, minimizing the moment of inertia of the object subject to the other constraints.
Although difficult to define rigorously, the connectivity constraint is powerful since the
size of the constraint set is small. This can be illustrated as follows. If an isolated pixel
changes value, due to noise, from 0 to 1 or vice versa, application of the connectivity con-
straint will change the pixel back to its original value unless the pixel is on the edge of
an object. The power of the connectivity constraint to correct noise is therefore in inverse
proportion to the number of pixels on the object boundary compared to those inside the
object. This is small for large objects in a small number of dimensions, and weakens as
the number of dimensions rises since the number of surface pixels increases, further con-
firming the relationship between the dimensionality of the image and the strength of the
connectivity constraint as described above. The connectivity constraint therefore provides
good tolerance against noise for a low number of dimensions (as is the case, e.g. 3D, for
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(a) (b)
Figure 3.2 A binary image (a) and the result of applying a rigorous connectivity projection (b).
most image reconstruction problems), especially for noise such as additive noise which is
spread out over the entire image.
3.2.2 Connectivity projection
The rigorous projection of a binary image onto the set of connected binary images involves
adding a network of “filaments” (connected 1-pixels) to connect disconnected pairs of ob-
jects whose distances apart are smaller than the area of the smallest of the pair, and remov-
ing objects that are smaller than their distance from any other object. This is illustrated in
Fig. 3.2. However, although this is the rigorously correct projection, it results in tenuous
objects as opposed to the compact objects required, and is therefore not appropriate for the
problem at hand.
3.2.3 Compactness projection
The compactness projection with respect to moment of inertia would consist of zeroing
pixels starting with those furthermost from the centre of mass, until the desired moment of
inertia is reached. If necessary, the zero pixels nearest to the centre of mass can be changed
to maintain the overall size of the object. Like the connectivity projection, the compactness
projection is not effective, since it is impossible to define a centre of mass for a crystal which
is periodic.
3.2.4 A practical combined connectivity and compactness projec-
tion
An alternative approach to the rigorous connectivity projection that favours compactness
as well as connectivity is to retain only the largest object and delete the remaining objects.
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However, in the initial stages, the image will likely consist of many small objects. Fur-
thermore, when the algorithm has partially converged, large objects will tend to be in the
vicinity of the true object. An approach found to be effective is to retain objects larger than
a threshold size, denoted l, and delete the remaining objects. This method encourages con-
nectivity and compactness, although the projected image is not necessarily connected. The
connectivity projection, denoted PC , is therefore defined by
PCx[t] =
(
1 if t 2 L(l)
0 if t =2 L(l);
(3.1)
where L(l) denotes the set of pixels that belong to objects with area (number of pixels)
greater than l. It makes sense for the threshold l to increase with increasing fill fraction,
and using l = CfN , with the constant C ' 0:1, was found to be effective. Application of
this projection generally reduces the fill fraction, but after a few iterations, the image tends
to contain one or a few large objects and the reduction in fill fraction is rather modest.
As discussed previously, the image is also required to be simply-connected, i.e. contain no
holes. Since the simply-connected constraint is equivalent to the connectivity constraint
applied to the inverse of the image, a simply connected projection, denoted PSC , can be
implemented in an analogous way to PC , i.e.
PSCx = 1  PC(1  x): (3.2)
For this projection l = SC(1   f)N . Note that, as with the connectivity projection not
necessarily enforcing a single object, the simple connectivity projection does not necessarily
enforce simple connectivity, but allows holes larger than the threshold to remain. This is
in fact a useful property since some protein molecules do have large holes. Generally,
SC = C has been used, although, for example, SC could be set to a smaller value if one
wanted to allow smaller holes. Note that setting CfN = SC(1   f)N preserves duality
in the sense that an image and its negative will yield identical but inverse results when the
algorithm is applied, assuming that the fill fraction is set to 1  f for the negative case.
Since this definition of connectivity ameliorates the problem of a large region becoming dis-
connected from the main object and erroneously removed, the most restrictive neighbour-
hood definition can be used, which is a 4-connected neighbourhood for 2D (6-connected
for 3D), which encourages compactness as much as possible. Furthermore, since the image
is periodic, toroidal connectivity is also allowed.
For most images the order in which the connected and simply connected projections are
applied is irrelevant. The fill fraction remains approximately the same, since the connec-
tivity projection reduces the fill fraction and the simple-connectivity projection increases
it. It is therefore unnecessary to explicitly enforce the fill fraction constraint during the
connectivity constraint, which reduces the computational complexity.
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(a) (b) (c) (d)
Figure 3.3 Illustration of application of the image space constraints. (a) x (b) PBF x (c) PCPBF x (d)
PIx.
3.2.5 Full image space projection
The full binary and connectivity/compactness image space projection PI is given by
PIx = PSCPCPBF x: (3.3)
The result of applying this projection is a binary image that tends to be simply connected,
has an approximately correct fill fraction, and is reasonably compact. The action of the
projection PI is illustrated in Fig. 3.3. As the algorithm proceeds, the image eventually
becomes simply connected.
3.3 Properties
3.3.1 Algorithm properties
The zero-dimensional nature of the image constraint set creates some difficulties. Firstly,
the algorithm often takes a large number of iterations with the majority of time spent
searching the attractor. This may be the case since the zero-dimensional nature of the con-
straint means that very little information about the overall Euclidean space geometry can
be inferred from the current point, making the search almost a brute force search. This is
expected since the binary constraint is a combinatorial-type problem, so it should not be
able to be solved quickly and consistently. The attractor search is made even more difficult
if the image is large and especially if the low resolution Fourier magnitudes are lost, since
that corresponds to a loss of large scale structural information. Secondly, the number of
outputs for the binary projection is limited, so if the algorithm is of the type in which the
iterate is a projection, such as the ER algorithm, the iterates are more likely get trapped in
a limit cycle.
One advantage of the discrete constraint is that convergence is rapid when close to the
solution. This can be thought of as the bowl of attraction being small in diameter, but
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with steep sides. This property means that if convergence is slow, the problem lends itself
well to being run in parallel with different starting points since the convergence problems
are mainly due to being unable to find the convergence region of the correct solution as
opposed to any local convergence difficulties.
When experimental data are used or noise is added, finding the solution becomes more
difficult for all problems. The difficulty is exacerbated for this particular problem for two
reasons. Firstly, if the low resolution Fourier magnitudes are lost, the higher resolution
Fourier magnitudes generally have low magnitudes, which can quickly be overwhelmed
by any noise in the data, so the true solution is no longer a fixed point, and there may
be many false solutions which also create regions of attraction which can trap the iterate.
Secondly, the zero dimensional binary constraint set means that there is unlikely to be a
true solution which satisfies all the constraints, which may make the algorithm unstable
even when at the solution.
If the true solution is found the estimate is within the noise limit of the true solution since
the steps in the algorithm are proportional to the distance between constraints. If an image
domain projection is used as the final estimate, the estimate can often be significantly better
due to the power of the discrete binary connectivity constraint.
3.3.2 Uniqueness
The zero-dimensional nature of the binary and connectivity constraint means that the prob-
ability of an intersection between the Fourier magnitude constraint space manifold and the
image domain constraint set is infinitesimally small. So the presence of a false image which
satisfies the constraints is very unlikely. However, there can be images which satisfy the
constraints that are not the true image, but are trivially related to the true image.
Firstly, the constraints are unable to distinguish a circularly shifted image from the true
image. Secondly, the inverted image created by flipping an image in the origin will also
satisfy all the constraints. Thirdly, without application of the fill fraction constraint, the
constraints are unable to distinguish the inverse image from the true image. If the fill
fraction is exactly f = 0:5, then the image and its inverse cannot be distinguished.
3.3.3 Attraction to the negative of the solution
There are NCfN possible N -pixel binary images with fill fraction f , and this number is
maximized if f = 0:5. Disregarding the connectivity constraint, convergence is expected
to be the most difficult when f is close to 0.5, i.e. when the constraint set is largest. Fur-
thermore, if the fill fraction constraint is applied and f is close to, but not equal, to 0.5, the
algorithm may become trapped near the negative of the image, since this image is similar
to the true solution, satisfying all the constraints except for the fill fraction constraint. This
situation does not occur if f = 0:5 exactly since the algorithm can simply converge to the
negative image.
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A method used to escape from the above false solution is as follows. The algorithm is run
for Ilong iterations and then both the iterate, x, and the negative of the iterate, 1   x, are
calculated and used as the starting iterate to run the algorithm for a further Ishort iterations
each. The iterate with the lower error metric is selected, and another Ilong iterations are
run, and so forth. An example of a reconstruction of a 128  128 pixel binary image with
Fourier magnitude and binary, fill fraction and connectivity constraints with f = 0:6 is
shown in Fig. 3.4, for which Ilong = 300 was used. Inspection of the figure shows that the
iterate is initially trapped near a local minimum. When the iterate is negated (inverted) the
true solution is found in around 40 iterations.
The value of Ishort should be chosen to be greater than the number of iterations required
for convergence, and Ilong should be small enough that the iterate will not move out of
the bowl of attraction of the negative image before the negation operation is performed. If
the search of the attractor is considered to be a constant probability process as described in
Sec. 2.2, then searching at the negative solution is still searching the same attractor but with
a different initial image, and is therefore not a waste of iterations. Since the error metric
falls near-monotonically during convergence, if the algorithm has converged or is in the
convergence phase on either of the branches, the selection of the branch with the lower
error metric will allow the algorithm to continue its convergence.
3.3.4 Image domain error metrics
A list of common error metrics has already been presented in Sec. 1.4. As described in that
section, a definition of the image domain error metric needs to take the trivially related
solutions into account. An efficient method of accomplishing this for the specific case of
binary and Fourier magnitude constraints is described here.
If the correct and reconstructed images are registered correctly, the number of pixels in
error En for a periodic binary image is
En =
X
t
jx^[t]  x[t]j (3.4)
where x and x^ are the correct and reconstructed images respectively and the summation
is over all pixels in the image. If the images are not correctly registered, then the recon-
structed image must be circularly shifted over all possible positions, the error calculated,
and the true error is then the minimum. This can be done efficiently by using a circular cor-
relation which calculates the agreement between the two images for different shifts. For
each shift d, the number of pixels in error is
En[d] =
X
t
jx^[t]  x[t]j (3.5)
=
X
t
x[t] +
X
t
x^[t]  2(x^ x)[d] (3.6)
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Figure 3.4 Example where the method described in Sec. 3.3.3 finds the solution. (a) True image,
(b) RMS Fourier magnitude error versus iteration, (c) iiterate at 100 iterations, (d) Iterate at 290
iterations, (e) iterate at 310 iterations without negation operation, (f) iterate at 350 iterations without
negation operation, (g) iterate at 310 iterations with negation operation after 300 iterations, and (h)
iterate at 350 iterations with negation operation after 300 iterations.
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where (x^  x)[d] is the value of the circular correlation at d. Since the first two terms in
Eq. (3.6) are constant, the shift dwhich minimizes En is when x^ x is maximized, and so
E0n =
X
t
x[t] +
X
t
x^[t]  2max(x^ x) (3.7)
wheremax() is the maximum value of the image. Similarly, the error between the negative
of the reconstructed image 1  x^ and the correct image is given by
E00n = N  
X
t
x[t] 
X
t
x^[t] + 2min(x^ x):
Similarly, for the version of the estimated image inverted in the origin,
E000n =
X
t
x[t] +
X
t
x^[t]  2max(x^0  x) (3.8)
E0000n = N  
X
t
x[t] 
X
t
x^[t] + 2min(x^0  x) (3.9)
where x^0 denotes x^ inverted in the origin, i.e. x^0[t] = x^[ t].
The minima of all the image errors given by min(E0n; E00n; E000n ; E0000n ) is then the true image
error.
3.4 Simulations
Experiments illustrating various aspects of an IPA using the projections described in Sec. 3.2
were carried out with 2D images using various combinations of the image domain con-
straints. The 2D image is a 128  128 pixel image with f = 0:4, with a single simply
connected region as shown in Fig. 3.6(c). Fourier magnitudes are available in a circle with
diameter 128 centred on the zero frequency term. Different fill fractions and grid sizes
were created by scaling the image. Note that for any fill fraction, the dual problem with
the pixels flipped gives identical results as long as the initialization point is also flipped
around the 0.5 value.
3.4.1 Algorithm choice
The ER, RP and DM algorithms were investigated first. Five different starting images were
used for each of the ER, RP ( = 0:7), and DM ( = 0:7) algorithms. The RMS image error
and RMS Fourier errors are shown in Fig. 3.5(a) and Fig. 3.5(b) respectively. One of the
estimated solutions from each of the three algorithms is shown in Fig. 3.6.
As expected with a highly non-convex constraint, the ER algorithm stagnated almost im-
mediately and did not make any progress towards a solution. The RP algorithm performed
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Figure 3.5 Error metrics for 5 runs using the ER, RP, and DM algorithms (a) Image Error (b) Fourier
Error.
(a) (b) (c)
Figure 3.6 Final estimates of three runs from Fig. 3.5. (a) ER algorithm (b) RP algorithm (c) DM
algorithm. The DM algorithm reconstructs the image perfectly.
better with its ability to avoid stagnation andwas able to find the convergence region of the
true solution. However, its poor convergence properties did not allow it to find the true
solution. Furthermore, in some other cases which are not shown here, the RP algorithm
gets trapped in a 2-iteration limit cycle due to its simplicity. The DM algorithm performed
the best with the fastest convergence and with perfect reconstruction of the image in all
five runs. Using different missing data, choice of parameters, or image domain constraints
did not affect conclusions, with the DM algorithm generally outperforming the RP algo-
rithm which in turn outperforms the ER algorithm. The DM algorithm is therefore used
exclusively in the following sections.
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Figure 3.7 RMS image error vs iterations for different choices of .
3.4.2 DM algorithm choice
The effects of different parameter choices on the DM algorithm are explored. The DM
equation given in Eq. (1.67) is recalled to be
xn+1 = xn + [PITMx  PMTIx]; (3.10)
with PI and TI denoting the projection and relaxed projection of the image domain con-
straint, and PM and TM denoting the corresponding Fourier magnitude projections. The
parameters , I and M are as defined for Eq. (1.67). Setting I =  1=, M = 1=,
Fig. 3.7 shows typical image error plots for  =  1; 0:7; 0:7; 1. The first three choices of
 perform well, but setting  to 1 did not work well, with the convergence region appear-
ing to be quite small, so the algorithm spends a long time searching the attractor. Setting
I =  1, M = 1=0:7,  = 0:7 did not work well either, suggesting that setting the parame-
ter I =  1 is a problem. The choice of  = 0:7 performed better in the convergence phase
than for negative values of . This may be due to the fact that the algorithm can be seen
as driving the iterate towards PITMx, which is an excellent estimate of the solution when
the iterate is near to the solution due to the “2Fo   Fc” effect described in Sec. 2.8.3 if M
is close to 1. Additionally, an excellent estimate of the solution at each iteration is given by
PITMx. Values of  = 0:7  0:9 are therefore used even though they require twice as many
iterations as when jj = 1.
3.4.3 Fill fraction dependence
Different fill fractions were achieved by scaling the image and 50 runs were made (with
different starting images) for each fill fraction with a maximum of 500 iterations per run
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Figure 3.8 Mean number of iterations needed for convergence vs fill fraction. Where applicable,
the number of non-converged runs out of 50 is shown.
and  = 0:7. A plot of the mean number of iterations needed for convergence versus the
fill fraction is shown in Fig. 3.8. Convergence is defined as when the algorithm perfectly
reconstructs the true solution. Where applicable, the number of non-converged runs out of
50 is also shown. The number of iterations required increases as the fill fraction increases,
and the number of failures also increases, as anticipated. Note again that f behaves identi-
cally to 1   f . The number of iterations required for convergence falls when f = 0:5 since
the algorithm can converge to either the true image or the inverse of the true image.
3.4.4 Missing data
To test the effect on the algorithm of missing low order Fourier magnitude data, the four
lowest order Fourier magnitude data were removed in addition to the high resolution
Fourier data as described above. Ten runs were made for each combination of constraints
with a maximum of 10000 iterations with  = 0:7 and f = 0:4. The results are shown in
Table 3.1.
The fill fraction information can be enforced in either the image domain using the PBF pro-
jection or in the Fourier domain by setting the origin value. Case 2 performed required sig-
nificantly more iterations than cases 1, 4, and 5, which performed similarly. This suggests
that having the fill fraction information available is important and that the algorithm per-
forms approximately the same regardless of how the fill fraction constraint is enforced. En-
forcing the fill fraction in the image domain is computationally more intensive, but has the
advantage in practical situations where the levels for the binary constraint are not known,
as will be described in Chapter 4. For this reason, the fill fraction will be enforced in the
image domain.
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Table 3.1 Performance for various combinations of the image and Fourier domain constraints.
Case
Image domain Fourier Magnitude Number Iterations
constraint data successful required
1 PBin With origin 10 21-42
2 PBin Without origin 10 28-257
3 PBin Without Low Res 0 N/A
4 PBF With origin 10 18-39
5 PBF Without origin 10 18-39
6 PBF Without Low Res 0 N/A
7 PSCPCPBF With origin 10 15-30
8 PSCPCPBF Without origin 10 16-30
9 PSCPCPBF Without Low Res 7 22-56
The algorithm behaved identically for Cases 4 and 5. This is expected since if x has the
correct fill fraction, then the output of the Fourier magnitude projection PF xwill also have
the correct fill fraction, regardless of whether or not the zero frequency term is available.
Like most images, much of the energy in the Fourier magnitudes is in the lower resolution
samples. This effect is increased for the binary connected images used which consist of
large globular objects. The low resolution data is therefore extremely important as their
large values correspond to a large amount of information stored in each value. Only the
4 Fourier samples immediately surrounding the zero frequency value were removed, but
there was a drastic decrease in the number of successful runs and an increase in the number
of iterations required (Table 3.1). The connectivity/compactness constraint was needed to
reconstruct the correct solution. Note that in all 9 cases, an additional 3535 high frequency
values out of the 16384 Fourier values have already been removed, but these did not dras-
tically affect results. The higher magnitudes are kept reasonably large by the sharp edges
between the regions. Although they do not store much direct structural information, they
provide a useful check for uniqueness. Thus without the low resolution information, con-
vergence is much more difficult, but uniqueness is still preserved. This can be seen by the
Fourier magnitude errors remaining large for failed reconstructions.
3.4.5 Effect of noise
There will always be noise in experimental data, so the Fourier magnitudes will not be
those of a perfect binary image. Two sources of noise are considered here. The first is the
noise generated during the collection of the Fourier magnitude data, which is modeled
by adding white Gaussian noise to the entire image. The second occurs when the solvent
contrast data is generated, where the edges of the envelope will not be perfectly sharp.
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Figure 3.9 RMS noise in data vs RMS noise in reconstruction. The dotted line represents equality
of the input and output noise power.
This represents a form of noise localized on the boundaries of the envelope.
3.4.5.1 Gaussian noise
Gaussian noise was added to the image, and the Fourier magnitudes calculated. This is
equivalent to adding Rayleigh noise to the Fourier magnitudes. The effect of the noise was
investigated by using a 128 128 pixel image with f = 0:4. Fifty runs were made for each
noise level, and the mean output error versus the noise RMS level is plotted in Fig. 3.9.
The Gaussian noise is distributed evenly over the entire image, and the discrete constraints
mean that the error in the reconstructed image is often less than the noise level in the
data. Furthermore, since the Gaussian noise is distributed over the whole of the image, the
connectivity projected image is essentially immune to noise except at the boundaries of the
objects, so the noise sensitivity is reduced.
A series of images from the runs in Fig. 3.9 are shown in Fig. 3.10, one using a binary
and fill fraction constraint, and the other using the binary, fill fraction, and connectivity
constraint. The same starting image and noise of 0.3 RMS was used. The strength of the
image domain constraints can be seen by applying the projections to the noisy images as
shown in Fig. 3.10(c) and Fig. 3.10(e). Despite the high level of noise, the reconstructions
were successful as shown in Fig. 3.10(d) and Fig. 3.10(f).
The RMS image error power and the RMS Fourier error power versus iteration are shown
in Fig. 3.10(g) and Fig. 3.10(h) respectively. As expected, the reconstruction using the con-
nectivity constraint has a lower image error. However, its Fourier error is higher since
the small constraint set size of the connectivity constraint means that the reconstruction
is biased towards the image domain constraint, and the Fourier domain error suffers as a
result. This is not a problem, to the contrary, since the Fourier error is a measure of conver-
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Figure 3.10 Effect of noise on algorithm performance. (a) Correct image, (b) Noisy image, (c)
Binary and fill fraction projection applied to (b). (d) Reconstruction using the binary and fill fraction
constraint, (e) Binary, fill fraction and connectivity projection applied to (b). (f) Reconstruction using
the binary, fill fraction and connectivity constraint. (g) RMS image error vs Iteration and (h) RMS
Fourier error vs iteration.
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gence, the greater distance from convergence suggests that further iterations may be able
to drive the error down further. Note that finding an estimate with a good image error is
generally considered more important than finding an estimate with a good Fourier error.
If the Fourier error was important, then PF x can be used as the estimate instead of PITF x.
3.4.5.2 Edge noise
After processing solvent contrast data in a crystallography experiment the edges of the im-
plied molecular envelope are often not perfectly sharp, and can be modeled by convolving
the binary image with a Gaussian function. The effect of this is now investigated. A Gaus-
sian was convolved with the binary image shown in Fig. 3.11(a) to create the image shown
in Fig. 3.11(b) which was then used to create the Fourier magnitude data. A cross section
of Fig. 3.11(b) through the middle is shown in Fig. 3.11(c) which shows the Gaussian roll-
off. The roll-off can be considered as a form of localized noise. Due to the distribution of
the Gaussian function, it was difficult to create data with 0.3 RMS noise while retaining a
realistic level of roll-off, so the total noise power was set to 0.17 RMS. The reconstruction
algorithmwas then run using this modified data. One aspect of the Gaussian roll-off is that
the noise rarely causes the value of the pixels to be closer to the other binary value, so the
image domain projection cleans up the noise well as shown in Fig. 3.11(d) and Fig. 3.11(f).
The algorithm with the connectivity constraint is relatively more affected than the Bi-
nary+Fill constraint case. This is to be expected since the binary and fill constraint is not
affected by the edges, and in fact the reconstruction in Fig. 3.11(e) seems to have found
a solution which is approximately correct when averaged over a small neighbourhood of
pixels. The localization of the noise in the reconstructions can be seen in Figs. 3.11(e) and
3.11(g).
3.4.5.3 Edge noise correction
The envelope can be sharpened to correct the rounded edges. If the edges are Gaussian
rounded, then in principle the envelope can be recovered by multiplying the Fourier mag-
nitudes with the inverse of a Gaussian, i.e.
X(h) =
1
G(h)
M(h) (3.11)
whereM(h) is the Fourier magnitude data,X(h) are the Fourier magnitudes of the binary
envelope, and G(h) = F [g(h)] is the Fourier transform of the smoothing Gaussian. Note
that the phase of G(h) is always zero if g(h) is Hermitian, i.e. an even function for real g.
In a real problem there is noise, and if the power spectral density of the noise can be es-
timated, Wiener deconvolution should be used instead. The Wiener deconvolution mini-
mizes the RMS distance of the deconvolved envelope from the true binary envelope and is
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Figure 3.11 Effect of noise on algorithm performance. (a) Correct Image, (b) Noisy Image. (c) Hor-
izontal cross section through the middle of (b) showing the edge profile. (d) Binary+Fill projection
applied to (b). (e) Reconstruction using Binary+Fill constraint. (f) Binary+Fill+Connectivity projec-
tion applied to (b). (g) Reconstruction using Binary+Fill+Connectivity constraint. (h) RMS Image
Error vs Iteration and (i) RMS Fourier error vs Iteration.
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given by
X(h) =
G(h)M(h)
jG(h)j2M(h) +N(h)M(h) (3.12)
where N(h) is the mean power spectral density of the noise. Note any imperfection in the
deconvolution will show up as noise which corresponds to distance between constraints
in R2N .
3.5 Conclusions
Reconstruction of compact binary images from undersampled Fourier magnitude data
maps to the molecular envelope determination problem in x-ray crystallography. IPAs
for this problem were developed incorporating binary, connectivity, and compactness con-
straints, and formulating appropriate projection operators using the ER, RP and DM al-
gorithms. The DM algorithm performed the best, and the RP algorithm worked in some
cases, finding the solution but suffering from poor final convergence. The discrete nature of
the image domain constraints causes the ER algorithm to stagnate very quickly. The binary
constraint on the image renders the problem unique, but additional constraints are needed
to find the solution if there is further data loss, particularly at low spatial frequencies. The
image domain constraints are shown to be robust to some types of noise expected in real-
istically noisy data, and correction techniques to mitigate the remaining types of noise to
which the image domain constraints are less robust are suggested. The DM algorithm is
shown to be effective with the realistically limited and noisy data, and is potentially use-
ful for the crystallographic problem. In the next chapter, the techniques developed in this
chapter are applied to the reconstruction of real protein envelopes.
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Chapter 4
Reconstruction of Molecular Envelopes
4.1 Introduction
Application of structural constraints in crystallographic phase retrieval requires knowl-
edge of the region occupied by the molecule, the so-called molecular envelope. However,
the molecular envelope is usually determined from preliminary electron density functions,
calculated using experimentally-derived phases, and so ab initio envelope determination
presents a catch-22 situation. Solution scattering [31, 32, 33, 34, 35, 36, 37] or electron mi-
croscopy [38, 34, 39, 40] can be used to derive molecular envelopes, however it would be
useful if the molecular envelope could be determined directly from the structure factor
magnitudes of the crystal. One approach which potentially allows this is the method of
contrast variation, which can be used to obtain estimates of the magnitudes that would
be diffracted by the molecular envelope itself. The problem then reduces to phasing these
derived magnitudes.
Solvent contrast variation involves the collection and analysis of diffraction data from
macromolecular crystals, where the scattering contribution from the bulk solvent has been
systematically varied. The potential uses of such information have long been known. By
manipulating the electron density of the solvent, Bragg and Perutz (1952) [41] were able to
observe systematic changes in the intensity of the low order diffraction data collected from
Haemoglobin crystals, and infer the approximate dimensions of the molecule. A num-
ber of contrast variation experiments have subsequently been used to estimate molecular
envelopes, usually by changing the salt or the salt concentration [42]. Another way of mod-
ulating diffraction from the bulk solvent is to disperse anomalous scatterers in it and make
diffraction measurements about an absorption edge [8, 43, 44]. An advantage of the latter
approach is that isomorphism is conserved. Whichever method is used, the result, ideally,
is the extraction of structure factor magnitudes due to the molecular envelope alone, i.e. a
function equal to unity within the envelope and zero outside. This function is sometimes
referred to as the indicator function of the envelope, although it will be referred to here
simply as the envelope.
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Once estimates of the structure factor magnitudes have been obtained, the problem is to
phase these magnitudes to obtain the molecular envelope itself. As pointed out by Shep-
ard et al. (2000) [44], this phasing problem has a quite different character to the usual
phase problems in crystallography. The corresponding electron density is not atomistic,
it does not have the detailed structure of a low resolution protein electron density, the
electron density is far from being randomly distributed in the unit cell but is a rather
compact binary function, and the number of (low resolution) structure factor magnitudes
that are used as data is quite small. However, both Carter et al. (1990) and Fourme et al.
(1995) [42, 43] argued that the problem has some similarities to small molecule structure de-
termination and used methods based on direct methods to phase the envelope diffraction
magnitudes. Carter et al. used solvent contrast variation data and direct methods phas-
ing to determine an 18A˚ resolution envelope of tryptophanyl-tRNA synthase from Bacillus
stearothermophilus. Results were promising; however, they had the advantage of 6-fold
non-crystallographic symmetry at low resolution, and the method required considerable
manual intervention. Fourme et al. showed that measurable anomalous scattering solvent
contrast measurements could be made for two proteins, although there were experimental
difficulties and the data were not used for envelope determination. They noted that the po-
tential of the method for complex structures depends critically on the initial phase determi-
nation of the envelope magnitudes by direct methods, which has not yet been convincingly
demonstrated. Shepard et al. (2000) [44] took a different approach and represented the en-
velope as a surface in spherical polar coordinates, and parameterised the surface using
spherical harmonics and a small number of coefficients. The coefficients are determined
from the envelope structure factor magnitudes using a nonlinear least-squares minimiza-
tion procedure. Encouraging results were obtained using simulated data, although they
noted that their method cannot represent general envelopes (since the actual surface func-
tion may be multi-valued), and there were difficulties with scaling the data and robustness
of the gradient-based minimization procedure.
Neutron diffraction has also been explored for envelope determination by using differ-
ing hydrogen/deuterium contents to vary the solvent scattering. Badger (1996) [45] used
solvent contrast neutron diffraction data from cubic insulin crystals, and application of
a search procedure with a cost function that favours a binary histogram, to estimate the
molecular envelope. However, the method is suitable only for the centric reflections and
the search procedure is not feasible for a large data set.
The preceding chapter showed that the characteristics of molecular envelopes should al-
low a unique reconstruction from the structure factor magnitudes alone. The techniques
developed there are now applied to the reconstruction of a real protein envelope, making
appropriate adjustment for experimental realities. In the next section contrast variation
methods for derivingmolecular envelope structure factor magnitudes are briefly reviewed.
The changes in the algorithm which need to be made for protein envelopes are described
in Sec. 4.3, and the results of simulations for two protein crystals are presented in Sec. 4.4.
Concluding remarks are made in the final section.
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4.2 Envelope structure factor magnitudes from solvent
contrast variation data
The use of either solvents with different electron densities or solvents containing anoma-
lous scatterers to derive the structure factor magnitudes of the molecular envelope has
been described elsewhere [42, 43], but the key elements of these calculations are briefly
outlined here.
Consider a unit cell with a protein molecule surrounded by solvent with electron density
s. Let the binary envelope function be denoted xb(t), where t is position in real space. The
electron density in the unit cell, xe(t), can then be written as
xe(t) = xp(t) + s(1  xb(t)); (4.1)
where xp(t) is the electron density of the protein alone. The structure factors (Fourier val-
ues) are then
Xe[h] = Xp[h]  sXb[h] ; h 6= 0; (4.2)
where h 6= 0 denotes all structure factors other than the origin term. The equation for
h = 0 is somewhat different but is of little significance since X[0] cannot be measured.
Straightforward manipulation of Eq. 4.2 shows that the measured magnitudes are given
by
jXe[h]j2 = jXp[h]j2 + 2sjXb[h]j2   2sRefXp[h]Xb [h]g ; h 6= 0; (4.3)
Equation 4.3 is linear in the three unknowns jXp[h]j2; jXb[h]j2, and RefXe[h]Xb [h]g, so if
data are collected for three different solvent electron densities s, then the three corre-
sponding equations can be solved for these unknowns. In particular, the structure factor
magnitudes of the molecular envelope, jXb[h]j, can be obtained. In practice the three data
sets need to be put onto a common scale. Also, some means of making the boundary be-
tween protein and solvent more step-like must be introduced. However the description
above shows the essence of the technique.
An alternative means of manipulating the scattering from the bulk solvent is to incorporate
anomalous scatterers in the solvent, and make measurements at different wavelengths.
Advantages of this approach are that only a single crystal is required and there is no lack
of isomorphism. The structure factors at wavelength  are then given by
Xe[h; ] = Xp[h]  [s + aK()]Xb[h] ; h 6= 0; (4.4)
where K() is the known, complex, wavelength-dependent, scattering by the anomalous
scatterers and a is a constant related to the concentration of anomalous scatterers in the
solvent. Manipulation of Eq. 4.4 shows that the measured magnitudes are given by
jXe[h; ])j2 = jXp[h]j2+ js+aK()j2jXb[h]j2  2RefXp[h](s+aK())Xb [h]g ; h 6= 0:
(4.5)
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Hence, similarly to the previous case, measurements of jXe[h; ]j for different wavelengths
(but fixed s) gives a system of linear equations that can be solved for jXb[h]j. Since K()
is complex, and so Xe[h; ] 6= Xe[ h; ], two equations are obtained for each wavelength,
and data for two wavelengths are in principal sufficient to solve for jXb[h]j. In practice,
the methods of multiple anomalous dispersion (MAD) [46] could be used to obtain a stable
solution of Eq. 4.5.
4.3 Algorithm
The problem at hand is to reconstruct the molecular envelope xb[t] from its structure factor
magnitudes jXb[h]j. Themethod used to reconstruct the envelope is based on the algorithm
described in Chapter 3 to reconstruct a binary image from undersampled Fourier magni-
tude data. The Fourier domain constraint consists of a Fourier magnitude data constraint
with some missing data values and an unknown scale factor. The image domain constraint
consists of binary, fill fraction and connectivity constraints as described in Chapter 3.
A number of practical issues are first discussed. The effect of missing low resolution
Fourier magnitude data is explored in Sec. 4.4.2, and determination of the scale factor
in Sec. 4.3.2. The effect of crystallographic symmetry on the reconstruction problem, fo-
cussing on the common P212121 crystallographic space group symmetry, is discussed in
Sec. 4.3.3.
4.3.1 Missing Fourier magnitude data
The molecular envelope is a low resolution object and so only the low resolution magni-
tudes, say less than 7   10A˚ resolution, are pertinent. However, an important practical
consideration is that the Fourier magnitude data are available only down to a minimum
resolution of, say, 50A˚. The lower resolution limit presents a particular difficulty in this
problem as described in the previous chapter. It is assumed that magnitude data M [h]
(the measured value of jXb[h]j) have been obtained, subject to the usual errors, from some
kind of solvent contrast variation experiment as described above, and that only the data
between the resolutions dmin and dmax are available. The missing data can be a significant
fraction of the total amount of energy in the Fourier magnitudes, especially for globular
binary images which have a lot of energy in the lower resolution Fourier magnitudes.
4.3.2 Scale factor
The Fourier magnitude data are measured on an arbitrary scale and it is therefore not
possible to set the values of the binary function. However, any two-valued function with
values a and b with a < b can be transformed into a binary (0 and 1) function by applying
a shift of a followed by a scaling of b a. If the Fourier magnitude zero frequency term is
not measured and the fill fraction constraint is appropriately applied, then the constraints
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cannot distinguish an image from its shifted version. Since the zero frequency term is never
available in experimental data only the scale factor is of concern.
In principle, the scale factor can be estimated simply by Fourier transforming the binary
envelope and comparing the Fourier magnitudes with those measured. Clearly, if more
Fourier magnitudes are compared the result will be more accurate. However, most of the
information about the envelope is coded in the lower order Fourier magnitudes, and the
total power in the higher order magnitudes are insensitive to the envelope shape.
Since protein molecules are globular, the following method was used to estimate the scale
factor. The unit cell is partitioned into crystallographic asymmetric units, with the asym-
metric unit chosen to minimize its aspect ratio, i.e. to be as close to cubic as possible. An
ellipsoid is placed in each asymmetric unit, with the ratio of the semi-axes of the ellipsoid
being equal to the ratio of the axes of the asymmetric unit, and the size of the ellipsoid is
chosen such that the total volume of the ellipsoids is equal to the known volume of the
envelope. For crystals of low solvent content the ellipsoids may be truncated by the faces
of the asymmetric unit, and the size of the ellipsoid would then need to be increased. The
scale factor is then estimated as
s =
vuuut
P
h2W 0
jG[h]j2P
h2W 0
M [h]2
; (4.6)
where the jG[h]j are the structure factor magnitudes of the ellipsoid model, M [h] denote
the Fourier magnitudes of the envelope derived from the measured data, and W 0 is an
appropriate resolution range.
The scaled Fourier magnitude projection PB is then given by
PBx = F 1[ ~PBF [x]]; (4.7)
where ~PB is the Fourier magnitude projection in Fourier space given by
~PBX[h] =
(
sM [h]ei\X[h] if h 2W
X[h] if h =2W;
(4.8)
where \ denotes the phase, s is the scale factor, andW denotes the set of reciprocal lattice
points where the data are measured (i.e. between the resolutions dmin and dmax).
4.3.3 Crystallographic symmetry
Using the Fourier and binary connectivity constraints, an image x(t1; t2; t3) and its shifted
image x(t1   d1; t1   d2; t1   d3) cannot be distinguished. However, the shifted image may
no longer satisfy the crystallographic symmetry. In this case, with P212121 symmetry, only
shift values which are multiples of half the unit cell length maintain the symmetry, i.e.
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only d = (0:5k1L1; 0:5k2L2; 0:5k3L3), where L1, L2 and L3 are the unit cell lengths and k
are integers, will maintain the P212121 crystallographic symmetry.
Another effect of the crystallographic symmetry is that it causes the Fourier data to be no
longer independent, possibly resulting in additional uniqueness problems. In the case of
P212121 symmetry, the Fouriermagnitudes at jX(h1; h2; h3)j, jX( h1; h2; h3)j, jX(h1; h2; h3)j,
jX(h1; h2; h3)j are identical, i.e. there is a reflection symmetry of the Fourier magnitudes.
Therefore the images x(t1; t2; t3), x( t1; t2; t3), x(t1; t2; t3) and x(t1; t2; t3) cannot be dis-
tinguished by the constraints.
The crystallographic symmetry reduces the RMS power of the noise by the square root of
the order of symmetry. If an image satisfies crystallographic symmetry, the binary, connec-
tivity, and Fourier magnitude projections will also satisfy the crystallographic symmetry. If
fN is a multiple of the order of the crystallographic symmetry (and therefore so is (1 f)N )
then the fill fraction projection will also satisfy crystallographic symmetry. If not, the dif-
ference between the image after the fill fraction constraint has been applied and the image
after both the fill fraction and crystallographic symmetry projections have been applied in
that order is  M=2 pixels where M is the order of the symmetry, which is insignificant.
The other possible source of error is rounding errors, mainly in the Fourier transform for
the Fourier magnitude constraint. This should also be insignificant. The crystallographic
symmetry constraint is therefore best enforced at the end of every iteration as described in
Sec. 2.6.2, where it prevents the small errors from accumulating. Then it limits the search
space for the algorithm.
4.4 Simulations
The algorithm described above was tested by simulation on two molecular envelopes de-
rived from solved protein structures taken from the Protein Data Bank (PDB) [47]. The two
proteins are the alkaline protease from P. aeruginosa [48] (PDB:1akl), and human Galectin-7
[49] (PDB:1bkz). For convenience, the two proteins are referred to here as proteins A and
B, respectively. Both structures have space group P212121 (the asymmetric unit is 1=4 of
the unit cell). The unit cell dimensions, sampling grid size, and grid spacings are listed
in Table 4.1. The solvent excluded volumes for the two proteins are quite different, with
f = 0:35 for protein A and f = 0:57 for protein B. Molecular envelopes were determined
from the atomic models using standard procedures [50, 51], as implemented in the pro-
gram “DM” [52], using an averaging radius of 8A˚. The Fourier magnitudes of the envelope
were calculated using the DFT, a scale factor applied, 5% RMS Gaussian noise added, and
the magnitudes within a resolution shell between 40 and 7A˚ used as data for image recon-
struction. The algorithmwas started with a random binary image. Although the algorithm
does not break any crystallographic symmetry present, the P212121 crystallographic sym-
metry is still maintained by averaging the image over the 4 asymmetric units at the end of
each iteration as described above. Protein B has an additional 2-fold non-crystallographic
symmetry which can be seen as two compact areas in each asymmetric unit in Fig. 4.1(c),
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Table 4.1 Parameters of the proteins A and B.
Protein Cell Dimensions Number of grid points Grid Spacing f
A 77:2 176:7 51:1A˚ 18 40 12 4.3 A˚ 0.35
B 54:2 65:3 73:6A˚ 18 20 24 3.1 A˚ 0.57
although this information was not used in the envelope reconstruction.
Since the estimate of the envelope x^n (Eq. 2.28) satisfies the real space constraints, conver-
gence of the algorithm was monitored by calculating the RMS Fourier magnitude error
given by
R00n =
vuuuut
P
h2W
(jX^n[h]j   sM [h])2P
h2W
s2M [h]2
; (4.9)
where the jX^n[h]j are the structure factor magnitudes of x^n. The error in the envelope given
by
Tn =
jjxb   x^njj
jjxbjj ; (4.10)
where xb is the true envelope, was also calculated to monitor the accuracy of the solution.
The proportion of grid points in error is then equal to fTn. Clearly, this metric can only
be calculated for simulations where the original envelope is known. It was found that
Tn < 0:2 corresponds to a good estimate of the true envelope. When calculating the image
domain error metrics, the trivially-false solutions corresponding to inversion of the image
in the origin, shifting of the image and the negative image 1 xwere taken into account by
applying the operations to the estimate and choosing themodified estimate with the lowest
image error metric as described in Sec. 2.8.2.2. Since the Fourier magnitude error metrics
provide a good measure of the progress of the algorithm, clearly showing convergence,
the computationally expensive image domain error metrics were not calculated at each
iteration but only at the end.
4.4.1 Scale factor determination
The scale factor was determined as described in Sec. 4.3.2. The true and ellipsoid envelopes
used for proteins A and B are shown in Fig. 4.1. Plots of the the distribution of power in
the Fourier magnitudes for the two proteins are shown in Fig. 4.2. The value on the y-
axis is the total RMS energy in the Fourier magnitudes between 7A˚ and the value on the
x-axis. The energy distribution for two other models where the asymmetric unit is defined
differently (i.e. does not minimize the aspect ratio) are also plotted.
It can be seen that the energies for all three models start to diverge when the lower limit of
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(a) (b)
(c) (d)
Figure 4.1 (a) Correct envelope for protein A, (b) Ellipsoid envelope for protein A, (c) Correct
envelope for protein B, (d) Ellipsoid envelope for protein B.
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Figure 4.2 Total RMS energy in the Fourier magnitudes between 7A˚ and the value on the x-axis for
(a) protein A (b) protein B. “Alt Model” 1 and 2 denote the two models where the asymmetric unit
is not defined to minimize the aspect ratio.
the resolution falls to lower than 25A˚ for all envelopes, suggesting that the specific shape
of the envelope is starting to affect the power distribution. A resolution range of 25 to 7A˚
was therefore used. Using Eq. 4.6, the scale factor was calculated to be 0.99 for protein
A and 0.95 for protein B, the correct value being 1.0. With the added Gaussian noise, the
energy in the Fourier magnitudes increases, which makes the estimated scale factor lower
than the true value. With the 5% Gaussian noise, the scale factors were 0.94 and 0.97 for
proteins A and B, respectively.
Starting with the estimated scale factors and refining them after each iteration sometimes
led to divergence. Locking the scale factor gave better performance, and simulations
showed that an error of 5% in the correct scale factor did not significantly affect conver-
gence or the quality of the solution. The algorithm converged for both proteins when
using their estimated scale factors of 0.94 and 0.99, but there was a minor improvement
in the number of converged runs when the 0.94 scale factor for protein A was increased
by 5%. A variety of scale factors can be tried if the algorithm does not converge with the
estimated scale factor.
4.4.2 Effect of missing low resolution data
The fraction of the total energy in the Fourier magnitudes (not including the origin term)
in some Fourier resolution ranges for the two proteins are shown in Table 4.2. It can be
seen that a lot more energy resides in the lower resolution Fourier magnitudes than in the
higher resolution Fourier magnitudes. This severely affects the performance of the algo-
rithm although the presence of the connectivity constraint partially alleviates the problem
as described in Sec. 3.4.4. There is very little energy in the low resolution Fourier magni-
tudes for protein B. The algorithm is therefore expected to converge faster than for protein
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Table 4.2 Fraction of total energy of the Fourier magnitudes in each resolution range.
Protein
Resolution Range
Zero frequency to 50A˚ Zero frequency to 40A˚ 7A˚ to 0A˚
A 0.21 0.51 0.02
B 0 0.08 0.12
A, and this is later shown to be the case.
4.4.3 Noise
Because of the noise, there may be no solution which exactly satisfies all the constraints,
and the nature of the DM algorithm is such that the iterates then move away from the
near solution. Therefore a large number of iterations is used, and the solution with the
minimum error metric R00n is chosen. Another approach would be to average over a few of
the iterations after convergence and then apply the image domain constraints. In practice,
it was found to be best to run the algorithm a few times with different starting envelopes
and select the solution with the best agreement index R00n .
4.4.4 Negative solutions
As described in Sec. 3.3.3, if the solvent-excluded volume f is close to 0.5, the algorithm
may converge to the negative solution (solvent and protein regions interchanged). Since
convergencewas rapid once in the vicinity of the solution, themethod described in Sec. 3.3.3
was used successfully with Ishort = 50 iterations and with a relatively conservative value
of Ilong = 300.
4.4.5 Results
The DM algorithm was run with  = 0:9 for 1:5 105 iterations with 5% noise on the data
for envelopes A and B. Values 0:7 < jj < 1:0 worked well, however positive values of 
gave slightly faster convergence than negative values. Five runs were made using different
random starting envelopes for two sets of resolution ranges. The results are summarized in
Table 4.3. The table shows the resolution range used, the total number of runs, the number
of converged runs (R00n < 0:25), the number of successful converged runs (Tn < 0:2), and
the number of incorrect solutions obtained.
For protein A, with data in the range 40 - 7A˚, 2 of the 5 runs converged. For all of the
converged runs, an accurate reconstruction of the envelopes was obtained with Tn around
0.03, i.e. no incorrect solutions were obtained. If the lower resolution limit is reduced to
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Table 4.3 Results for the two protein envelopes.
Protein
Resolution
Runs
Converged Correct Incorrect
range (A˚) runs solutions solutions
A 40 - 7 5 2 2 0
A 50 - 7 5 5 5 0
B 40 - 7 5 5 1 4
B 50 - 7 5 5 5 0
Table 4.4 Results for the two protein envelopes. The bold type indicates a successful convergence.
Protein
Resolution
Image error Tn RMS Fourier Error R00nrange (A˚)
A 40 - 7 0.033 1.03 1.03 1.07 0.028 0.24 0.425 0.430 0.422 0.230
A 50 - 7 0.034 0.041 0.045 0.034 0.032 0.184 0.197 0.212 0.191 0.189
B 40 - 7 0.423 0.140 0.432 0.424 0.391 0.181 0.182 0.181 0.182 0.182
B 50 - 7 0.069 0.067 0.086 0.086 0.090 0.135 0.139 0.138 0.140 0.132
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50A˚, all runs converged to the correct solution. The results for one of the successful recon-
structions for which R00n = 0:24 and Tn = 0:033 are shown in Fig. 4.3. The plot of R00n versus
iteration shows a sharp drop at about iteration 25000, followed by erratic movement of the
iterate around the correct solution. The true envelope and the reconstructed envelope are
also shown in the figure. The reconstructed envelope is seen to be a good estimate of the
true envelope. The algorithm has therefore been successful in this case.
For protein B, with data in the range 40 - 7A˚, all 5 of the runs converged to low constraint-
error values. Of these, 1 gave the correct solution (Tn < 0:2), and 4 gave incorrect solutions
(Tn > 0:2). Therefore, although convergence could be obtained, the existence of multiple
solutions that replicate the data indicates that, in this case, the data are insufficient to de-
fine a unique solution. All the false solutions are structurally similar as shown in Fig. 4.5,
so the false results may be an artifact of the 2-fold non-crystallographic symmetry. Extend-
ing the lower resolution limit down to 50A˚, all 5 runs converged, and all gave the correct
solution (Tn < 0:2). In this case therefore, more low resolution diffraction data are needed
to uniquely define the envelope. The results for one of the successful reconstructions for
which R00n = 0:135 and Tn = 0:069 are shown in Fig. 4.4. In this case the error R00n drops
quite rapidly and the algorithm is stable at the solution. The true envelope and the recon-
structed envelope are also shown in the figure. Although Tn = 0:069, for the reconstructed
envelope, the reconstruction is quite accurate with only 4% of the grid points misclassified.
Convergence for protein B can be seen to be much faster than convergence for protein A as
predicted in Sec. 4.4.2.
4.5 Conclusions
The structure factors of a molecular envelope obtained from solvent contrast variation ex-
periments, when coupled with a priori information on envelopes, can uniquely define the
molecular envelope. Incorporation of binary, fill fraction, connectivity and compactness
constraints into an iterative projection algorithm gives an effective way of reconstructing
envelopes from such data. Simulations with real envelopes and realistic levels of noise and
missing data indicate that this algorithm may be practical. Advantages of the algorithm
are that it is automatic and requires no additional information. The solution to the prob-
lem is sensitive to missing low resolution data and to an accurate determination of the scale
factor.
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Figure 4.3 Original and reconstructed protein envelopes and R00n vs iterations plot for protein A. At
minimum R00n, Tn = 0:033, R00n = 0:24. (a) The true envelope, (b) the reconstructed envelope, and
(c) R00n versus iteration. Symmetry equivalent regions in the unit cell are represented by different
colours to aid interpretation.
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Figure 4.4 Original and reconstructed protein envelopes and R00n vs iterations plot for protein B. At
minimum R00n, Tn = 0:069, R00n = 0:135. (a) The true envelope, (b) the reconstructed envelope, and
(c) R00n versus iteration. Symmetry equivalent regions in the unit cell are represented by different
colours to aid interpretation.
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Figure 4.5 The four protein B envelopes which are not correct but which satisfy the Fourier magni-
tude data from 7-40A˚.
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Chapter 5
Symmetry as a Constraint in Image
Reconstruction
5.1 Introduction
Extensive use is made of symmetry in structure determination in macromolecular x-ray
crystallography [53]. Local symmetry properties of the molecule provide additional in-
formation that can compensate, in part, for the undersampling by the crystal diffraction
amplitudes [54]. Local symmetry is used to refine the phase information derived by exper-
imental methods (Sec. 1.2.4) and extend them to higher resolution. The algorithms used
to do this are simple examples of projection algorithms [8]. In this chapter the effect of
symmetry constraints on image reconstruction is studied in some detail.
The concepts and terminology of symmetry are first introduced. Symmetry projections
and interpolation are then discussed. Finally, there is a discussion on possible methods for
finding the symmetry parameters needed to enforce the symmetry.
5.2 Introduction to symmetry and symmetry constraints
An image x is called symmetric under a symmetry operation C if it is invariant under C,
i.e.
x = Cx (5.1)
where C is the symmetry operator. Symmetry often arises if an image consists of two
copies of an object whose positions are related by C. Eq. (5.1) is written in an equivalent
form
x(t) = x(Ct); 8t (5.2)
where x(t) denotes the image x as a function of position t, and the two interpretations of
the operator C are used interchangeably.
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5.2.1 Symmetry operations
A symmetry operation on an image is a rigid body, or distance preserving, transforma-
tion consisting of a combination of reflection, rotation, and shift operations applied to the
entire image. It can be shown that at most one of each operation is needed for any rigid
body operation. The rigid body symmetry operation maps each point in the image to its
symmetry-related point, and can be written as
Ct = R(t+ R 1d) (5.3)
= Rt+ d; (5.4)
where R is a rotation (about the origin) and reflection matrix and d is a shift vector. The
two equations show the shift applied before and after the rotation and reflection operation.
If the centre of the rotation is at D = (I  R) 1d, then
Ct = R(t D) +D (5.5)
= Rt+ (I  R)D; (5.6)
where I is the identity matrix. A symmetry is proper if the symmetry operations can be
carried out without using a reflection, i.e. chirality is preserved.
5.2.2 Symmetry groups
Since the image is invariant under the symmetry operation, then it must also be invariant
under repeated applications of the symmetry operation. The set of all repeated symmetry
operations forms a symmetry group, C = fC1; C2; :::; Cqg. Choosing one of the symmetry
operations in the symmetry group C and denoting it C1, repeated applications of C1 can
be used to generate the group, i.e.
Ck = C
k
1 (5.7)
where Ck1 denotes k applications of the C1 operator. If C is a complete symmetry, then after
some minimum number q of symmetry operations the cycle repeats itself irrespective of
which element in the set was chosen as the C1 symmetry operation, i.e.
Cq = C
q
1 = I (5.8)
where I is the identity operator. C therefore forms a finite group of order q given by
C = fC1; C2; :::; Cqg. Note that if q has two factors q = q1q2, then the symmetry operations
Cq2k form a group of order q1, and vice versa. If C is an incomplete symmetry, then the cycle
does not repeat itself, and the group has infinite order. Only finite groups are considered
here. A group may have a number of C1’s, e.g. 5-fold, 3-fold, and 2-fold in an icosahedral
symmetry, for example. The set of symmetry operations involving rotations about a single
point is referred to as a point group, so the centre of rotationD in Eq. (5.5) is the same for all
members in the point group.
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(a) (b) (c)
Figure 5.1 Symmetries (a) Complete global symmetry (b) Complete local symmetry which exists
over the grey area (c) Incomplete local symmetry which exists over the grey area
5.2.3 Global and local symmetry
It is necessary to distinguish between global and local symmetries. A symmetry is global if it
applies over an infinite domain. Thus if x is an image which satisfies the global symmetry
C, then
x(t) = x(Ct) 8 t: (5.9)
An example of global symmetry is shown in Fig. 5.1(a).
A local symmetry applies only over a restricted domain Q of the image, i.e.
x(t) = x(Ct) t 2 Q; (5.10)
where Q denotes the subset of the image domain over which the symmetry applies. An
example of complete local symmetry is shown in Fig. 5.1(b).
A global symmetry must be complete. If this were not the case then repeated applica-
tions of the symmetry would result in a symmetry set which only a uniform image would
satisfy. On the other hand, a local symmetry may not necessarily be complete as shown
in Fig 5.1(c), where a symmetry operator consisting of a 120 rotation applies in a subset
which consists of 2/3 of a circle. Combinations of both global and local symmetries are
possible.
5.2.4 Crystallographic and non-crystallographic symmetry
A crystallographic symmetry is a set of global symmetry operators that are consistent with
translational symmetry (periodicity). This requirement is quite restrictive and there are
only 17 crystallographic symmetries in 2D and 230 crystallographic symmetries in 3D [7].
These are referred to as crystallographic plane groups and space groups, respectively. For a
crystallographic symmetry, it is possible to sample the image with a regular lattice such
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that the symmetry related point of every sample point is also a sample point.
Local symmetries that apply only over a part of a periodic image are often called non-
crystallographic symmetries (NCS). A periodic image may contain both crystallographic
and non-crystallographic symmetries.
As described in Sec. 1.2.3, a crystallographic symmetry of order q creates redundancy in
the Fourier magnitudes of order q, and so no additional information (phasing power) is
gained. On the other hand, the symmetry equation for a local symmetry over a restricted
domain Q requires multiplication of the image domain object by the mask Q, i.e.
xQ = C(xQ) (5.11)
x = C(xQ) + x(1 Q): (5.12)
The image domain multiplication is a convolution in the Fourier domain, i.e.
X
Q = C(X
Q) (5.13)
X = C(X
Q) + X
 (1 Q): (5.14)
The convolution means that the phases of the Fourier samples X affect the magnitudes of
the other Fourier samples. In other words, information about the phases at each Fourier
sample is encoded in the other Fourier magnitudes. So local symmetry, or NCS, provides
additional information, or phasing power.
5.2.5 Symmetry on continuous and sampled images
If the image x(t) exists on a continuous domain t then Eq. (5.2) is well defined. Since for
practical computation the image x(t)must be sampled, Ctmay not be a sample point mak-
ing Eq. (5.2) poorly defined. One approach to this difficulty is to define x[Ct] in terms
of x(t) at grid points t by interpolation. Generally, no interpolation is needed for crys-
tallographic symmetry if the sampling is chosen appropriately. Interpolation is generally
needed for NCS.
Due to the nature of the interpolation operation, it is difficult to consider the constraint set
without considering the symmetry projection operation as well. Examples of applying the
interpolated projection are now considered, and the constraint sets discussed alongside.
5.3 Symmetry projections
The projection PSymx = x0 onto the set of continuous images satisfying a symmetry C is
x0(t) =
1
jC(t)j
X
u2C(t)
x(u); (5.15)
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where C(t) is the set of points symmetry related to t. Since q = jC(t)j is constant for
the symmetries found in crystallography, Eq. (5.15) can be written for sampled crystallo-
graphic electron densities as
x0[t] =
8><>:
1
q
qP
k=1
x[Ckt] for t 2 Q
x[t] for t =2 Q
(5.16)
where Q is the set of points over which the symmetry applies. As described previously, if
the image is sampled then Cktmay not be a sample point, so interpolation may be required
to calculate x[Ckt] in Eq. (5.16).
5.3.1 Example projection for a 2D sampled image
Consider a q-fold rotation about the origin for a 2-D non-periodic sampled image where
the symmetry extends over the whole of the image. Assume that the image is sampled
uniformly with a unitary Cartesian sample spacing. Then
Ckt = Rkt for k = 1; 2; :::; q
=
 
cos(2k=q)   sin(2k=q)
sin(2k=q) cos(2k=q)
!
t
=
 
ckq  skq
skq c
k
q
! 
t1
t2
!
(5.17)
: (5.18)
where ckq = cos(2k=q) and skq = sin(2k=q). An element in the projected image is given by
x0[t1; t2] =
1
q
qX
k=1
x[Ckt]
=
1
q
qX
k=1
x[Rkt]
=
1
q
qX
k=1
x[t1c
k
q   t2skq ; t1skq + t2ckq ] (5.19)
Unless q = 2 or 4, the arguments in Eq. (5.19) are not integers, and so interpolation is
needed to calculate the image. Since the cases n = 2; 4 are trivial, it is assumed in the
following that the symmetry operators do not map sample points to sample points.
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Figure 5.2 A periodic 2D image with the unit cell of side length L centred at the origin. The area Q
over which the NCS applies is shown in grey.
5.3.2 Example projection for a 2D sampled periodic (or finite ex-
tent) image
Consider a q-fold rotation about the origin for a 2-D periodic sampled image. The symme-
try only applies in the incircle of the square periodic unit, and the unit cell has side length
L and is centred at the origin as shown in Fig. 5.2. The rotation matrix is given by
Ckt = Rkt for k = 1; :::; q
=
 
cos(2k=q)   sin(2k=q)
sin(2k=q) cos(2k=q)
!
t
=
 
ckq  skq
skq c
k
q
! 
t1
t2
!
: (5.20)
Then each element in the central period (unit cell) of the projected image is given by
x0[t1; t2] =
8><>:
1
q
qP
k=1
x[Ckt] if
p
t21 + t
2
2 < L=2
x[t1; t2] otherwise
=
8><>:
1
q
qP
k=1
x[t1c
k
q   t2skq ; t1skq + t2ckq ] if
p
t21 + t
2
2 < L=2
x[t1; t2] otherwise;
(5.21)
with those in the other unit cell being given by the appropriate translation. Again, unless
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q = 2 or 4, the arguments in Eq. (5.21) are not integers, and so interpolation is needed to
calculate the image.
5.3.3 Sinc interpolation for a sampled, infinite extent image
Assume that the image x is a sampled version of an underlying continuous image xwhich
is circularly bandlimited with unit bandwidth, i.e.
X(h1; h2) ; for
q
h21 + h
2
2 > 0:5; (5.22)
where X(h1; h2) is the value at h = (h1; h2) of the continuous Fourier transform X = Ffxg.
The Nyquist criterion is satisfied (since the image sample spacing is unity) and sinc inter-
polation perfectly reconstructs the image. Eq.(5.21) is then
x0[t1; t2] =
1
q
qX
k=1
1X
p1;p2= 1
x[p1; p2] sinc(t1ckq   t2skq   p1) sinc(t1skq + t2ckq   p2):(5.23)
Note that the sum of the interpolation coefficients for each pixel is unity, i.e.
1X
p1;p2= 1
sinc(t1ckq   t2skq   p1) sinc(t1skq + t2ckq   p2) = 1: (5.24)
Since the Nyquist sampling theorem is satisfied as described in Eq.(5.22), it is possible to
perfectly reconstruct the continuous image x from the sampled image x. Furthermore, the
rotated continuous images Rkx are also bandlimited, i.e. satisfy Eq. (5.22). Let  k be the
result of sampling the rotated continuous image, i.e.
 k[t1; t2] = x(Rkt) for t1; t2 2 Z (5.25)
=
1X
p1;p2=0
x[p1; p2]sinc(t1ckq   t2skq   p1) sinc(t1skq + t2ckq   p2) (5.26)
= x(Rkt): (5.27)
Then the sinc-interpolated projection can be written
x0[t1; t2] =
1
q
qX
k=1
x[Rkt] where x[Rkt] is found by sinc interpolation (5.28)
=
1
q
qX
k=1
 k[t] (5.29)
=
1
q
qX
k=1
x(Rkt) for t1; t2 2 Z (5.30)
= x0(Rkt) for t1; t2 2 Z: (5.31)
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So x0[t1; t2] is a sampled version of an underlying image x0 that satisfies the symmetry, i.e.
x0(Rkt) = x0(t) 8k. Hence the projected (with sinc interpolation) sampled image is identical
to the sampled projected continuous image. This is useful because the symmetry is rigor-
ously defined for a continuous image. Therefore a second application of the projection to x0
leaves it unchanged. So the constraint set for sinc-interpolated symmetry can be rigorously
defined as the set of (band-limited) images x that are invariant when the sinc interpolated
symmetry projection is applied, i.e. x0 = x, and Eq. (5.23) is the rigorous projection onto
this constraint.
5.3.4 Sinc interpolation for sampled finite extent or periodic im-
ages
If x is of finite extent, or a periodic image, also bandlimited, with unit cell length L =
(L1; L2) and L1  L2 = N pixels, then the symmetry applies only over a region Q of the
unit cell. Then x0(t) = x(t) for t =2 Q as described in Eq. (5.21), and perfect sinc interpolation
can still be applied for t 2 Qwith
x0[t1; t2] =
1
q
qX
k=1
1X
p1= 1
1X
p2= 1
x
"
L1
(
t1c
k
q   t2skq
L1
)
; L2
(
t1s
k
q + t2c
k
q
L2
)#
(5.32)
sinc(t1ckq   t2skq   p1) sinc(t1skq + t2ckq   p2)
=
L1 1X
p1=0
L2 1X
p2=0
A(t1; t2; p1; p2)x[p1; p2]; (5.33)
where fg is the fractional part operation, and the interpolation coefficients A are given by
A(t1; t2; p1; p2) =
1
q
qP
k=1
1P
r1;r2= 1
sinc(t1ckq   t2skq   (p1 + r1L1))
sinc(t1skq + t2ckq   (p2 + r2L2)) 8r1; r2 2 Z: (5.34)
Note that
L 1P
p1;p2=0
A(t1; t2; p1; p2) = 1. By precalculating the A values as shown, it is possible
to avoid doing an infinite sum at each iteration, but sinc interpolation still requires sum-
mation over every pixel in the image to find the value at each point. This is impractical for
projection algorithms which require many iterations.
It can be shown, similarly to Sec. 5.3.3, that the projected image x0[t1; t2] is identical to the
samples of a symmetry projected underlying continuous image, so that in this case also the
symmetry constraint is rigorously defined and the projection is rigorous and unique.
5.3.5 Linear interpolation
In most cases sinc interpolation is too computationally expensive. Linear interpolation
is commonly used because of its computational simplicity and because it is reasonably
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accurate for small sample spacings.
In the 2D case, symmetry averaging by nearest neighbour bilinear interpolation gives
x0[t1; t2] =
1
q
qX
k=1
x
h
bt1ckq   t2skqc; bt1skq + t2ckqc
i
ht1ckq   t2skq iht1skq + t2ckq i
+ x
h
bt1ckq   t2skqc; dt1skq + t2ckqke
i
ht1ckq   t2skq i(1  ht1skq + t2ckq i)
+ x
h
dt1ckq   t2skqe; bt1skq + t2ckqc
i
(1  ht1ckq   t2skq i)ht1skq + t2ckq i
+ x
h
dt1ckq   t2skqe; dt1skq + t2ckqe
i
(1  ht1ckq   t2skq i)(1  ht1skq + t2ckq i) (5.35)
=
1
q
qX
k=1
x[RLk t]: (5.36)
where de denotes rounding up to the nearest integer, bc denotes rounding down, hi de-
notes the fractional part, and RLk tmeans linear interpolation to obtain Rkt.
The symmetry projection using linear interpolation for a sampled, finite extent (or periodic)
image is given by
x0[t1; t2] =
(
1
q
Pq
k=1 x[R
L
k t]; for t 2 Q
x[t1; t2]; for t =2 Q;
(5.37)
where Q is the region of the unit cell over which the symmetry applies.
Consider now the linear interpolation projection operation for a sampled, infinite extent
image where the symmetry applies over the entire image. Define a new image  k where
the value at each grid point in  k[t] is the interpolated value of x[RLk t], i.e.
 k[t1; t2] = x(R
L
k t); (5.38)
so
x0[t1; t2] =
1
q
qX
k=1
 k[t1; t2]: (5.39)
Let x denote the continuous analog (i.e. written as a function of a continuous variable) of a
sampled image x, i.e.
x(t1; t2) =
1X
p1;p2= 1
x[p1; p2](t1   p1; t2   p2); (5.40)
where p1 and p2 are integers. Then x = x, where  is the comb function as defined in
Eq. (1.6).
Then  k can be written as sampling a continuous convolution between Rkx = x(Rkt) and
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a tri function,
 k = (Rkx
 tri) (5.41)
or
 k[t1; t2] = x(Rkt)
 tri(t) for t1; t2 2 Z (5.42)
=
ZZ 1
 1
x(z1c
k
q   z2skq ; z1skq + z2ckq ) tri(t1   z1; t2   z2) dz1dz2; for t1; t2 2 Z (5.43)
where the tri function is defined as
tri(t) =
(
(1  jt1j)(1  jt2j) for   1  t1; t2  1
0 otherwise:
(5.44)
The result is that when the symmetry averaging is applied, the convolution with the tri
function brings weighted averages at grid points adjacent to symmetry-related non-grid
points into the average. If the symmetry averaging is repeated, the same occurs and the
result continues to change. The operation is therefore not idempotent. In fact, the repeated
averaging at each application of the projection leads to a constant image in the limit. Fur-
thermore, since linear interpolation does not correspond to “perfect” interpolation of any
underlying continuous image, there is no underlying rigorous constraint set.
The above analysis can be conducted more rigorously in the Fourier domain as follows.
The Fourier transform of  is also , and the Fourier transform of a tri function is a sinc-
squared function given by
sinc2(h1; h2) =

sin(h1)
h1
2sin(h2)
h2
2
; (5.45)
so Eq. (5.41) can be written in the Fourier domain as
	k = Ff kg
= Ff(RLk x
 tri)g
= FfRLk xgFftrig 
 Ffg (5.46)
= RLk
X sinc2 
 ; (5.47)
where X is the (periodic) Fourier transform of x. Then the Fourier transform X0 = Ffx0g of
the projection x0 is given by
X 0(h1; h2) =
1
q
qX
k=1
	k(h1; h2) for h1; h2 2 Z (5.48)
X 0[h] =
1
q
qX
k=1
X[RLkh]sinc
2(h) (5.49)
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The multiplication of X by the sinc-squared function is a low pass filter and smooths the
features in the image. V repeated applications of the projection is equivalent tomultiplying
the Fourier magnitudes by a sinc2V [h] low pass filter. Since sinc2V [h]! [h] as V !1, the
image approaches a constant as the linear interpolated symmetry projection is repeated.
For sampled images in a finite extent, a similar analysis can be done, with the similar result
that the pixels in the symmetry region Q tend to a constant when the linear interpolated
projection is applied many times.
An example of repeated applications of a 3-fold NCS projection with linear interpolation
to a finite extent image is shown in Fig. 5.3. The low pass filtering effect is easily seen, and
the image becomes uniform in Q after around 5000 iterations.
5.4 Convexity of the symmetry constraint
The sampled non-interpolated symmetry constraint forces sets of q pixels to be equal, and
is therefore a convex constraint of infinite extent. The problem is more difficult for inter-
polated symmetry. If sinc interpolation is used, then by making use of the idempotent
property of projections, an image which satisfies an interpolated symmetry constraint is
defined as an image which is invariant when a particular symmetry projection is applied
to it. The interpolated symmetry constraint set is then the intersection of a set of linear
equations, one for each pixel in the image, i.e. the sinc interpolated symmetry constraint
set B is defined by
B = fx : x = PSymxg (5.50)
B = fx : x(t) =
X
p
A(t;p)x(p); 8 tg (5.51)
where A(t;p) is given by Eq. (5.34). Each linear equation is a convex constraint of infinite
extent, and therefore so is their intersection, making B a convex set.
If linear interpolation is used, then the projection operation is no longer idempotent. How-
ever, a constraint set B() can be defined as
B() = fx : jx[t]  x0[t]j < ; 8 tg; (5.52)
where  is a tolerance and x0[t] is as defined in Eq. (5.37), i.e. the result of a symmetry
projection using linear interpolation. Alternatively, Eq. (5.52) can be written as
B() = fx : jjPLsymx  xjj1 < g (5.53)
where PLsym denotes the symmetry projection using linear interpolation and jj  jj1 denotes
the infinity norm or the largest value operator. The constraint set is then the intersection of
a set of linear inequalities. Since each linear inequality is a convex constraint, their inter-
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(a) NCS Support (b) Initial iterate (c) After 1 iteration
(d) After 2 iterations (e) After 10 iterations (f) After 100 iterations
(g) After 1000 iterations (h) After 2000 iterations (i) After 5000 iterations
Figure 5.3 Repeated applications of the interpolated NCS projection leads to a uniform image.
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Figure 5.4 Rotation Axes
section B() is also a convex set. With an appropriately chosen , the projection operator
PLsym takes x to a point in B().
In conclusion the symmetry constraints are either convex constraints of infinite extent un-
der the definition of symmetry for an underlying bandlimited continuous image for sinc
interpolation, or under the definition A() for linear interpolation.
5.5 Rotation in 3-D space
In the remainder of this chapter, and in Ch. 6, rotation operators in 3D space are used. For
convenience, this operator is defined here. A rotation about the origin in 3-D space can be
written as a rotation of angle  about a unit vector u as shown in Fig. 5.4. The coordinates
of the unit rotation vector are given by u = (u1; u2; u3) = (cos sin ; sin sin ; cos ), and
the rotation matrix R is then
R(;  ; ) =0B@ 1 + (u21   1)(1  cos)  u3 sin+ u1u2(1  cos) u2 sin+ u1u3(1  cos)u3 sin+ u1u2(1  cos)) 1 + (u22   1)(1  cos)  u1 sin+ u2u3(1  cos)
 u2 sin+ u1u3(1  cos) u1 sin+ u2u3(1  cos) 1 + (u21   1)(1  cos)
1CA
(5.54)
5.6 Symmetry averaging in practice
In most crystals, there is both crystallographic and non-crystallographic symmetry. In
order to describe the action of crystallographic and non-crystallographic symmetry, the
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terms “monomer” and “oligomer” are used here as follows. In a crystal, a set of oligomers
make up the unit cell. The oligomers occupy compact domains which are related to each
other by crystallographic symmetry. Each oligomer is made up of monomers, where each
monomer is related to the other monomers in the same oligomer by NCS. Both monomers
and oligomers are compact structures. The NCS projection operation is then to apply the
NCS averaging to each of the oligomers. This can be done efficiently as follows
1. Apply the NCS averaging over the pixels in one of the oligomers.
2. Use the crystallographic symmetry to set the values for the pixels in the other oligomers.
3. Use the original values for pixels not in any of oligomers.
The tryptophanase protein from proteus vulgaris, entry 1ax4 in the PDB [55] is used as an
example. It has order 4 crystallographic P212121 symmetry and 4-fold NCS, and is shown
in Fig. 5.5(a), where the four oligomers are shown in different colours (red, blue, yellow
and green). The NCS consists of 4 mutually perpendicular 2-fold rotation axes as shown in
Fig. 5.5. Symmetry averaging for this molecule proceeds as follows.
Step 1: Apply the NCS averaging over the pixels in one of the oligomers
Any oligomer can be used, and in this case the NCS averaging is applied over the
red oligomer. Fig. 5.5(b) shows the red oligomer and Fig. 5.5(c) shows Fig. 5.5(b)
with the NCS axes shifted to the centre of the unit cell for a clearer depiction. The
centre of the NCS for the red oligomer is at d = (0:5; 59:1; 60:3)A˚. The three 2-fold
rotation NCS axes labeled by the three colours black, magenta and cyan and are
shown as the three lines. The orientation angles in degrees for the three NCS axes
are
axis a : magenta : (a;  a; a) = ( 89:45090; 103:76575; 180) (5.55)
axis b : black : (b;  b; b) = ( 11:91404; 46:58171; 180) (5.56)
axis c : cyan : (c;  c; c) = (14:0137; 46:4560; 180): (5.57)
Although there are three axes, only two of them are needed to apply the symmetry
since the rotation about the third axis is equivalent to the rotation about the first
two axes in succession. Using Eq. (5.54) and axes a and b, all four combinations of
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(a) (b) (c)
Figure 5.5 The tryptophanase protein from proteus vulgaris in the P212121 unit cell. (a) Full protein
in the unit cell, with each oligomer in a different colour, (b) the red oligomer and the NCS rotation
axes, (c) the red oligomer with axes shifted to the centre of the unit cell.
application of the two 2-fold axis rotations gives the 4 NCS rotation matrices of
RNCS1 =
0BB@
1:0000 0:0000 0:0000
0:0000 1:0000 0:0000
0:0000 1:0000 0:0000
1CCA
RNCS2 =
0BB@
 0:9998  0:0181  0:0044
 0:0181 0:8866 0:4622
 0:0044 0:4622  0:8868
1CCA
RNCS3 =
0BB@
0:0102  0:2131 0:9770
 0:2131  0:9550  0:2061
0:9770  0:2061  0:0552
1CCA
RNCS4 =
0BB@
 0:0107 0:2313  0:9728
0:2624  0:9381  0:2259
0:9649  0:2577  0:0507
1CCA : (5.58)
The NCS averaged value at each sample position t in the oligomer Qred is given by
x0red(t) =
1
4
4X
k=1
x[(Ck(ts))=s)] for t 2 Qred (5.59)
=
1
4
4X
k=1
x[(RNCSk (ts  d) + d)=s] for t 2 Qred; (5.60)
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where s is the sampling distance between pixels in A˚, and the rotation matrices
RNCSk are given in Eq. (5.58). The arguments of x[t] above are not sample points, so
interpolation must be used.
Step 2: Use the crystallographic symmetry to set the values for the pixels in the
other oligomers
Instead of using Step 1 to calculate the values of the samples in the other oligomers,
it is more efficient to apply the crystallographic symmetry since this does not in-
volve interpolation.
The operations to map the red oligomer to the other oligomers using the P212121
crystallographic symmetry are
x0yellow(t1; t2; t3) = x0red( t1 + 0:5L1; t2; t3 + 0:5L3) for t 2 Qyellow
x0green(t1; t2; t3) = x0red( t1; t2 + 0:5L2; t3 + 0:5L3) for t 2 Qgreen
x0blue(t1; t2; t3) = x0red(t1 + 0:5L1; t2 + 0:5L2; t3) for t 2 Qblue (5.61)
where L = (L1; L2; L3) is the size in pixels of the unit cell. The masks are given by
Qyellow = ft : ( t1 + 0:5L1; t2; t3 + 0:5L3) 2 Qredg
Qgreen = ft : ( t1; t2 + 0:5L2; t3 + 0:5L3) 2 Qredg
Qblue = ft : (t1 + 0:5L1; t2 + 0:5L2; t3) 2 Qredg (5.62)
The masks must be chosen such that they do not overlap. This is explained in
further detail in Sec. 5.7.8.
Step 3: Use the original values for pixels not in any of oligomers
The combined NCS averaged image x0 is then
x0(t) =
8>>>>>>><>>>>>>>:
x0red(t) if t 2 Qred
x0yellow(t) if t 2 Qyellow
x0green(t) if t 2 Qgreen
x0blue(t) if t 2 Qblue
x(t) if t =2 Qred [Qyellow [Qgreen [Qblue
(5.63)
In practice only two masks are needed, the maskQred and the maskQred[Qyellow [
Qgreen [ Qblue. Setting x0red(t) = 0 8 t =2 Qred, the usual crystallographic symmetry
averaging is applied and the result multiplied by q = 4 to get the pixels values in
Qred [Qyellow [Qgreen [Qblue.
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5.7 Finding the NCS parameters
In order to apply an NCS projection, it is necessary to know the position and orien-
tation of the rotation axes and the regionQ over which the NCS symmetry applies.
The orientation of the NCS axes can be found reasonably straightforwardly from
the self-rotation of the Patterson function [2] but determining the position of the
axes and the region of NCS symmetry is more difficult. In general, some addi-
tional information is needed to determine the position and shape of the NCS re-
gion. The exception is in crystallography of spherical viruses, where the spherical
nature of the virus and the high degree of symmetry allow the NCS parameters of
virus crystal to be easily found without any additional information.
In most crystals, the NCS applies to all the protein regions with the exception of
the interfaces between oligomers, which must exist to give the oligomer structural
integrity. The support (molecular envelopes) can therefore be used as the NCS
maskQ. A conservative approach would be to use a smaller regionQ such that the
NCS symmetry must apply within this region, but in practice this approach would
lead to regions Q that are quite small, significantly reducing the power of the NCS
constraint.
Various standard and possible techniques for determining the NCS parameters are
described below. Generally a combination of these techniques must be used to find
the NCS parameters.
5.7.1 Rotation function
The rotation function is a tried and tested method for finding the orientation of the
NCS rotation axes [10]. Consider a crystal x with crystallographic symmetry CCS
and non-crystallographic symmetry CNCS . If a rotation R is applied to x, its Patter-
son function is also rotated in an identical manner. Note that the Patterson function
can be calculated directly from the diffraction data. The region of the Patterson
function near the origin is denoted U and consists primarily of intra-oligomer vec-
tors, and is a superposition of the intra-molecular vectors of the oligomers.
The rotation function Y is defined as the integral of the overlap function of the
Patterson function and its rotated version
Y (;  ; ) =
Z
U
P (t)P (R(;  ; )t)dt; (5.64)
The rotation function gives a large value at values of (;  ; )which correspond to a
rotation which maps one oligomer to an NCS-rotated version of itself. Therefore, a
search of the Patterson function gives the orientations of the NCS axes. Some com-
plications result with interpolation when calculating the rotated Patterson func-
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tion, but the above shows the essence of the technique.
If x has a crystallographic symmetry and there is an NCS rotation axis oriented at
(1;  1; 1) for one of oligomers, it is possible to directly calculate the NCS rotation
axes (2;  2; 2) for the other oligomers using the crystallographic symmetry. In
this way, the crystallographic symmetry can be used to average the rotation func-
tion. This method is called the locked rotation function and increases the signal to
noise ratio of the rotation function.
Alternatively, all the Patterson functions which are related to each other by the
crystallographic symmetry can be overlapped. The Rotation function is then given
by
Y (;  ; ) =
Z
U
P (t)P (RCS0 t)P (C
CS
1 Rt):::P (R
CS
qCSRt)dt (5.65)
where RCSk are the rotation matrices for the q
CS-fold crystallographic symmetry.
5.7.2 Translation function
The translation function compares inter-oligomer Patterson peaks to find the dis-
tances between oligomers. The distance can then be used to find the position of
the oligomers, or translation of the NCS axes, in the crystal. The usual translation
function [56] assumes knowledge of an approximate structure which is then used
to calculate a Patterson function. The calculated Patterson function is then com-
paredwith the observed Patterson function to find the distance between oligomers,
which gives the relative positions of the NCS axes.
In an analogousway to the rotation function, it is possible to compare inter-oligomer
Patterson peaks corresponding to the distance between pairs of oligomers which
have the same relative orientation to find their positions in the unit cell. Let there
be three oligomers O1, O2, and O3, with NCS axis centres at d1,d2 and d3.
Each point t1 in O1 can be mapped to its identical point t2 in O2 with
t2 = R(t1   d1) + d2 (5.66)
and each point t2 in O2 can be mapped to its identical point t3 in O3 with
t3 = R(t2   d2) + d3: (5.67)
where R is the rotation matrix for both operations. Then the Patterson function at
d12 = d1   d2 consists of inter-oligomer vectors between O1 and O2 and will be
similar to a rotated (by R) version of the Patterson function at d23 = d2   d3. The
5.7 Finding the NCS parameters 133
Figure 5.6 Parallel crystallographic and non-crystallographic axes.
translation function is then calculated as
T (d^12; d^23) =
Z
U
P (t  d^12)P (R(t  d^23))dt: (5.68)
The translation function is large when d^12 = d12 and d^23 = d23 which in principle
allows d12 and d23 to be determined. The major problem with this method is that
as there are many stray Patterson peaks and the signal to noise ratio is poor. Fur-
thermore, the area of integration U is difficult to define. In practice, the translation
function is not very effective and finding the position of the NCS axes is difficult.
5.7.3 Parallel NCS and CS axes
If a NCS rotation is similar to a crystallographic symmetry rotation, i.e. their axes
are parallel or close to parallel, then two oligomers are oriented very similarly,
so there is a large peak in the Patterson function corresponding to the distance
between the two oligomers. This can then be used to find the position of the NCS
axes.
A 2D example of parallel crystallographic and non-crystallographic axes is shown
in Fig. 5.6. The crystallographic symmetry consists of a 180 rotation about the
origin followed by a shift of half the unit cell height. The NCS for each of the two
oligomers consists of a 180 degree rotation around points d1 and d2 as shown in
the figure. The Patterson function has a large peak at the position d1   d2 which is
where the two oligomers overlap, giving an estimate of d1   d2.
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5.7.4 Parameterizing the envelope
At low resolution a protein can be approximated by a constant electron density,
so by parameterizing the shape of the oligomer envelope with a small number
of parameters, the Fourier magnitudes of the parameterized envelope in the unit
cell can be calculated and compared with the diffraction data, allowing a rough
estimate of the envelope to be found by finding the parameters that give the best
match. If the position of the oligomers in the unit cell is not known, the position can
also be included as another three parameters in the search, which greatly increases
the computational requirements, but nevertheless should work in principle. This
method is commonly used in virus crystallography since the virus molecule is ap-
proximately a spherical shell and can therefore be easily parameterized by an inner
and outer radii, and the position of the virus NCS axes is generally known.
Success has also been found in approximating the protein with a number of large
spheres and applying direct methods techniques [57].
5.7.5 Known oligomer support
If the support (shape and orientation) of the oligomer is known, for example by
electron microscopy, a stearic search can be used to find the position d of the
oligomer in the unit cell. The idea is that possible positions of the molecule are
those that do not result in overlap with the crystallographic symmetry generated
copies. For each position of the mask in the asymmetric unit, all the crystallo-
graphic symmetry operations as shown in Eq. (5.62) are applied to generate all
masks in the unit cell. The total amount of overlap between the masks, i.e. jQred \
Qyellow:::\Qbluej is then determined and the most likely position for the oligomer is
that with the minimum overlap.
If, for example, there is 4-fold NCS consisting of three orthogonal 2-fold rotation
axes as in the example above, then there are a total of 6 possible orientations of the
oligomer support which satisfy the NCS, and all 6 orientations need to be tested
using a stearic search as described above. An example of this approach is described
in Sec. 6.5.1.1. Note that if the support of the oligomer is known, the position and
orientations of the NCS axes can be inferred from the symmetries of the support.
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5.7.6 Finding the NCS axes position from an electron density es-
timate
If the oligomer support or electron density is known, then the origin of the NCS
axes can be taken as the centre of mass of the oligomer
t =
X
t
jtjx[t]; (5.69)
where the summation is over all samples of the image. If the estimate is noisy, this
method may not work well.
An alternative method is to search possible positions of the NCS axes, apply the
NCS symmetry averaging operation, and calculate the difference (error) between
the estimated electron density before and after NCS averaging. The best NCS po-
sition is that with the smallest error. Using the protein from Sec. 5.6, the difference
as a function of position of the NCS origin along the x-axis is shown in Fig. 5.7.
The error is well behaved (monotonic) to around 3A˚ from the true position, so an
iterative gradient search can be used to locate the best origin. At each iteration, the
error with the current NCS origin is calculated, as well as the three errors with the
NCS axes shifted one step length in each of the 3 unit cell axes directions, with the
initial step length set to 1 grid spacing. If the error decreases along an axes, then the
next iteration moves in that direction, otherwise, it moves in the opposite direction
along the same axes. The step length is then decreased by 0.7 and the procedure
repeated until there is no change. This method was found to converge rapidly and
to improve the NCS origin.
Since the estimates of the electron density are from the IPA which enforces NCS
symmetry, the estimates themselves are heavily biased towards the current NCS
position, especially if the usual estimate PITFx is used. One way to decorrelate the
estimate from the NCS position is to use the relaxed projection from the iterate TFx
as the estimate for the NCS axes position refinement. Note that some biasing of the
newNCS position towards the current estimate is good as it prevents the newNCS
axes position from moving too far from the current NCS position.
5.7.7 Known molecular support or a low resolution electron den-
sity
Using, for example, a solvent contrast method as described in Chapter 4, it may be
possible to find the envelope or low resolution electron density in the unit cell. The
position of the NCS axes can usually be found from this envelope. The support
must then be partitioned into supports for each of the oligomers.
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Figure 5.7 Error for shifted NCS axes position using (a) the true electron density, and (b) the recon-
structed electron density.
For each grid point t in the asymmetric unit, the position of the qNCS NCS-related
points are computed assuming that t is in each of the qCS oligomers, resulting in
qCS sets of qNCS points. The value of the low resolution electron density at these
points can then be found by interpolation. The set of qNCS values for the correct
oligomer should be nearly identical.
A method to find the oligomer masks is then to compute the standard deviation
for each of the qCS sets of qNCS NCS related points, giving the values 1; :::; qCS for
each pixel t in the image. Then a “probability” metric p for the pixel to be in the
first oligomer is given by
p1[t] = 1=
 
qCSX
j=1
j
!
: (5.70)
Since each oligomer is compact, the p1[t]-image is low-pass filtered, and a threshold
is used to select the pixels belonging to the first oligomer. Crystallographic sym-
metry is used to generate the supports of the other oligomers, and overlaps can be
resolved by removing them from one or both oligomer masks.
This method can be used as part of the iterations to refine the NCS mask. The re-
laxed projection onto the Fourier magnitude projection should be used tominimize
the correlation between the current and estimated oligomer masks.
5.7.8 Determining the NCS support if the NCS axes are known
In the case of a spherical virus, the position and orientation of the NCS axes is
generally known. It is then possible to estimate an NCS mask as follows. First,
each pixel in the unit cell is assigned to its nearest NCS axes centre. Let all the
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pixels assigned to one of the oligomers be denoted Q01, with the NCS operations
related to that oligomer denoted CNCS1 . Note that Q01 is actually a full asymmetric
unit of the unit cell. Then the NCS mask estimate Q1 can be found by selecting the
pixels for which all the NCS related points are in Q01, i.e.
Q1 = ft : CNCS1 t 2 Q01; 8 elements of CNCS1 g: (5.71)
This method works well if there is minimal interlocking between oligomers, which
is generally the case for spherical viruses. If the oligomers are interlocked, then the
method of the previous section could be used, but a low resolution electron density
must first be found.
5.8 Conclusions
Symmetry properties of images provide a constraint that is useful in image recon-
struction. Symmetry can be divided into global or local, or crystallographic and
non-crystallographic, symmetry. Non-crystallographic symmetry provides addi-
tional information in the case of reconstruction from Fourier magnitudes. For a
continuous image, the symmetry projection is equivalent to symmetry averaging,
but the projection requires the use of interpolation for sampled images. Sinc inter-
polation provides perfect interpolation for bandlimited images, but the computa-
tional requirements are too high for use in IPAs. Linear interpolation can be used
in a projection in order to keep the computational load manageable, but causes
the image to be smoothed. The definition of a symmetry constraint set for a sam-
pled image depends on the method of interpolation that is used. The definition is
straightforward for sinc interpolation of bandlimited images. For linear interpola-
tion the symmetry constraint set is defined here in terms of the maximum change
in the image on the second application of the symmetry projection.
Various methods to find the parameters of the symmetry are described. The ori-
entation of the NCS axes can be found from the Patterson function, but finding
the position of the axes remains a problem. Most methods for finding the transla-
tional position of the axes require the collection of some additional information or
a similar crystal.
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Chapter 6
Phasing Crystal Diraction Data using
Symmetry
6.1 Introduction
Despite recent advances, determination of the structures of large and complex
macromolecular structures from crystal x-ray diffraction data can sometimes be
problematic as a result of the experimental difficulties of obtaining sufficiently ac-
curate initial phase information. Therefore, despite the power of modern methods
for macromolecular crystallography, ab initio phasing techniques that do not re-
quire any experimental phase estimates would offer considerable advantages in
some cases. Outside the regimes where direct methods or molecular replacement
methods are effective, ab initio phasing will require the use of ancillary structural
information to compensate for the lack of phase information. In the absence of the
structure of a homologous molecule, the main structural constraint available is that
of symmetry.
Non-crystallographic symmetry as described in the previous chapter has long been
recognized as providing additional phasing information in macromolecular crys-
tallography. It was first developed in Fourier space by Rossmann and Blow (1963),
Main and Rossmann (1967), and Crowther (1969) [54, 58, 59], but proved to be of lit-
tle utility until the development by Brigcogne (1974) [60] of image domain NCS av-
eraging. The incorporation of NCS is now a routine component of electron density
modification algorithms for phase refinement and extension [53]. In these algo-
rithms, a non-crystallographic symmetry constraint is incorporated by symmetry
averaging, i.e. for each grid point, locating the other symmetry-related points, de-
termining the electron density at these points by interpolation, and then replacing
the electron density of the original grid point by the average value over the sym-
metry related points. This is done at each cycle of electron density modification,
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the effect being to enforce the non-crystallographic symmetry on the electron den-
sity at each cycle. This approach has been highly successful in refining phases and
extending them to higher resolution; however, its success does depend on the ini-
tial phases being reasonably accurate, i.e. the electron density prior to averaging
being reasonably accurate. If this is not the case then the electron density does not
improve after each averaging cycle and does not converge to the correct solution.
These electron density modification techniques correspond to the simplest kind of
projection algorithm that have poor global convergence properties must therefore
be started close to the solution. As a result, they have been used almost exclusively
for phase refinement and extension from an initial set of experimental phases. It
is possible, therefore, that the general failure of electron density modification algo-
rithms for ab initio phasing is due to the simplicity of the algorithms used.
There have been attempts, however, with some limited success, to apply these al-
gorithms to ab initio phasing, i.e. starting with no initial experimental phase es-
timates. The most successful of these has been with icosahedral viruses due to
the high degree of structural redundancy resulting from a high degree of NCS [61],
and the ease of estimating themolecular envelope and the location of the NCS axes.
One of the first applications of this approach was to canine parvovirus (CIV) [62].
An initial phase set to 20A˚ resolution was constructed based on a spherical shell
corresponding to the viral dimensions and these were refined using the measured
diffractionmagnitudeswhile applying the 60-foldNCS using classical densitymod-
ification, followed by extension to 9A˚ resolution. However, extension to higher
resolution was not possible and it was necessary to use isomorphous replacement
phases to solve the structure. Similarly, attempts to solve the structure of nudaure-
lia capensis ! virus, which also has 60-fold non-crystallographic symmetry, starting
from phases based on a spherical shell model could not be extended to sufficient
resolution to obtain an interpretable electron density [63], and heavy atom data
and partial atomic model building were required to solve the structure. For lower
degrees of NCS, such as 5-fold NCS, some progress has been made with ab initio
phasing with Naitow et al. (1999) and Taka et al. (2005) [64, 65] able to phase icosa-
hedral viruses with 5-fold NCS ab initio using experimental data by starting from a
few different initial positions, ab initio phasing at low resolution, selecting the best
model using a combination of real-space metrics and manual analysis, and then
pixel-by-pixel phase extension using Rayment weighting and masking techniques
at each iteration to achieve a resolution between 4:3 10A˚. The algorithm used was
equivalent to the error reduction algorithm described in Sec. 1.3.3.1. Use of more
sophisticated projection algorithms is examined here.
In this chapter the application of iterative projection algorithms that incorporate
a non-crystallographic symmetry constraint to macromolecular crystallography is
investigated. The algorithm synthesizes the NCS projection operators described in
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Ch. 5 with the Fourier magnitude projection to reconstruct macromolecular elec-
tron densities from (undersampled) crystal diffraction amplitudes.
The question of uniqueness of the solution with symmetry, envelope and Fourier
magnitude constraints is addressed in the next section. The IPA used is briefly
reviewed in the following section. The methods are applied to a symmetric icosa-
hedral virus and a symmetric protein in the next two sections. Concluding remarks
are made in Sec. 6.6.
6.2 Uniqueness
It is important when contemplating ab initio structure determination to first con-
sider whether the given data and constraints are sufficient to provide a unique
solution. If this is not the case then there is little point in pursuing algorithms for
structure determination since any effective algorithm may find one of a multitude
of incorrect solutions. Uniqueness for the case of measured crystal diffraction mag-
nitudes and known molecular envelope and NCS constraints is considered here.
Arnold and Rossmann (1986) [66] considered the effect of molecular envelope vol-
ume and NCS order and defined a quantity they called “phasing power” that al-
lows one to compare the signal-to-noise improvement provided by different sets
of constraints. However, the phasing power does not provide any information
on the expected uniqueness of the solution. Millane (1993) [67] studied unique-
ness properties for macromolecular crystallography that considered the shape of
the support region (molecular envelope) and the order of the NCS, and gave a pa-
rameter that could be related to uniqueness of the solution. Recently, Elser and
Millane (2008) [68] considered uniqueness of the phase problem for continuous
diffraction data from isolated molecules. They defined the “constraint ratio”, de-
noted 
, as the ratio of the number of independent data (diffraction magnitudes)
divided by the number of independent object (electron density) parameters. For

 > 1 a unique solution is to be expected. In practice, an additional margin is re-
quired to account for noise in the data. The constraint ratio depends only on the
shape and dimensionality of the support region. They showed that, in three di-
mensions, for support regions that are convex and centrosymmetric (expected to
be approximately the case for many molecular envelopes), 
 = 4. The problem is
therefore highly overconstrained for continuous (non-crystalline) diffraction data.
These results can be extended to the case of crystal diffraction data. For crystal
diffraction data the autocorrelation of the molecular support is replicated with the
translational symmetry of the crystal and aliasing occurs. Since the molecular en-
velope generally extends to the edges of the unit cell for crystal integrity, the au-
tocorrelation almost always completely fills the unit cell. The volume of the auto-
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correlation containing independent coefficients (data) is therefore half the volume
of the unit cell (as a result of Hermitian symmetry), so that 
 = 0:5, i.e. the usual
crystal diffraction case is highly non-unique. If the known support of the molecu-
lar envelope occupies a fraction f of the unit cell, the number of object parameters
is reduced by a factor of f . If the R-fold symmetry applies over the entire sup-
port then the number of object parameters is reduced by an additional factor of R.
Putting all this together gives

 =
R
2f
; (6.1)
with 
 required to be > 1 for uniqueness. If the worst case of f being fairly close
to unity is assumed, then generally R > 2 is required, i.e. more than 2-fold NCS.
Therefore, considering the effects of noise in the data, missing data, and other un-
certainties, it seems reasonable that at least 3-fold NCS, but maybe not much more,
should be sufficient to expect a unique solution for ab initio phasing inmacromolec-
ular crystallography.
6.3 Algorithm
The Fourier magnitude, support, and positivity projections described in Sec. 1.3.4
were used. The non-crystallographic symmetry projection was applied using lin-
ear interpolation as described in Sec. 5.3.5. The DM, ER and GHIO algorithms as
described in Sec. 1.3.3 were used. For the HIO algorithm, 50 cycles of GHIO were
also alternated with 5 cycles of ER, which is referred to here as the GHIOER algo-
rithm. Since all of the projections maintain crystallographic symmetry, the crystal-
lographic symmetry constraint can be enforced directly upon the iterate at the end
of each iteration as described in Sec. 2.6.2.
Reconstructions were first performed at low resolution and the resolution then ex-
tended in steps as described in Sec. 2.7. At each resolution extension, the estimate
with the lowest Fourier error metric was used as the initial iterate for the next res-
olution extension. The full grid was used at all resolutions, and the diffraction
data were windowed with a Gaussian with a half height at the stated resolution by
multiplying each Fourier magnitude by a Gaussian coefficient i.e.
M 0[h] = M [h]exp

(h1=L1)
2 + (h2=L2)
2 + (h3=L3)
2
 E2ln(2)

: (6.2)
whereM 0[h] denotes the windowed Fourier magnitudes, Lj denote the unit cell di-
mensions, andE is the half width of the Gaussian at half height, which is used here
as the definition of resolution in Angstroms. A comparison between the Gaussian
weighting method and the usual crystallographic bootstrapping method of zero-
ing out all frequencies above the stated resolution (E) is shown in Fig. 6.1. On the
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Figure 6.1 Bootstrapping coefficients for (a) the usual crystallographic method of zeroing out all
Fourier magnitudes with resolution greater than E, (b) the Gaussian weighting method.
final extension, no windowing was used.
Application of the Gaussianweighting is a form of low-pass filteringwhich ensures
that adjacent pixels in the electron density map are correlated. This improves the
interpolation, but may result in the image no longer satisfying the symmetry as
described in Sec. 2.7. After windowing, the new NCS mask Q0 is given by
Q = ft : ((1 Q) Sg)[t] = 0g (6.3)
where Q is the mask which is 1 where the symmetry applies and zero outside,
Sg is the approximate support of the Gaussian, e.g. two standard deviations, and
((1   Q)  Sg)[t] denotes the value of ((1   Q)  Sg) at t. So if the bootstrapping
resolution E is small so that the Gaussian impulse response is sufficiently narrow
in the image domain, the symmetry will still apply over much of the image.
The advantage of bootstrapping is that the linear interpolation is more accurate at
low resolution, so that the starting iterates at higher resolution are more accurate.
The estimates will then still be useful at high resolution even if the bowl of attrac-
tion is small due to the approximate projections and the algorithm fails to make
any more real progress towards the solution.
6.4 Reconstruction of an Icosahedral virus
A virus is an infection agent which uses the resources of its host cell to replicate.
First discovered by Beijerinck in 1898 [69], it was not until the late 1970’s that de-
termination of the structures of complete viruses was possible [70]. Since then,
the structure of many more viruses have been determined, but determination of
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more complex viruses is still a challenge. Icosahedral viruses are made up of a
spherical shell of proteins called the capsid, along with RNA or DNA and other
disordered (i.e. different for each cell in the crystal) cell bodies in the interior [69].
The spherical capsid has a high degree of symmetry, most commonly icosahedral
symmetry, which is a 60-fold point group symmetry. An icosahedron is a 20-sided
platonic solid with triangular faces as shown in Fig. 6.2(a). It has 2-fold rotation
axes through the centre of each edge from the centre of the icosahedron, 3-fold ro-
tation axes through the centre of each face, and 5-fold rotation axes through each
vertex.
When a virus with icosahedral symmetry is in a cubic unit cell then, depending on
the setting of the virus, the resulting NCS can vary between 5-fold and 60-fold. A
depiction of icosahedral symmetry with 5-fold NCS is shown in Fig. 6.2(b). The
blue and green axes are 2-fold and 3-fold crystallographic rotation axes, and the
black axes is a 5-fold NCS rotation axes. These 4 axes are the minimal set of axes
required to generate the 60-fold icosahedral symmetry. In this case, the icosahedral
2-fold and 3-fold axes coincide with the crystallographic 2-fold and 3-fold axes so
that only the 5-fold axes is non-crystallographic.
Due to the high degree of symmetry and the spherical nature of the virusmolecules,
the molecular envelope and position and orientation of the NCS axes are rather
easily determined a priori, and as such, their structure determination has benefit-
ted significantly from the use of NCS constraints. For cases with a high degree of
NCS the degree of redundancy is high and phasing has been demonstrated start-
ing with very little information. The problem is more difficult for lower degrees of
NCS.
6.4.1 Methods
The algorithms described in Sec. 6.3 were tested using the experimental diffraction
data from the melon necrotic spot virus [71], entry 2zah in the Protein Data Bank.
The virus has icosahedral symmetry and packs in a cubic unit cell of dimensions
375  375  375A˚ with I23 crystallographic symmetry, in which there is one virus
molecule at the centre and one at the corner of the unit cell as shown in Fig. 6.3.
This results in order 24 crystallographic symmetry and 5-fold non-crystallographic
symmetry for a total of 120-fold point group symmetry from the two 60-fold sym-
metric icosahedral viruses. Experimental data between 267 and 2:8A˚ resolution are
available, although only the data between 150A˚ and 2:8A˚ resolution were used.
Using the atomic coordinates, standard crystallographic programs [72] were used
to calculate a reference electron density map on a 268 268 268 grid, correspond-
ing to a grid spacing of 1:4A˚ and diffraction data with a resolution of 2:8A˚. The
simulations were carried out using MATLAB with some of the functions written in
C. Simulation times were about 15 hours (including the calculation of many met-
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(a) (b)
Figure 6.2 (a) An icosahedron (b) an object with icosahedral symmetry in a cubic unit cell resulting
in 5-fold NCS.
rics) for approximately 500 iterations on a 2.5GHz machine with 3GB of memory.
6.4.1.1 Initial support choice and refinement
Themolecular envelope (capsid) of an icosahedral virus is an approximately spher-
ical shell. In a crystal, the region outside the virus is occupied by solvent, and the
region inside the shell is occupied by solvent and possibly disordered RNA. The
true average electron densities outside and inside the capsid are denoted s1 and
s2, respectively (in general, s1 < s2). The support projection PS is then given by
PSx[t] =
8>><>>:
x[t] if t 2 VS;
s1 if t 2 V1;
^s2 if t 2 V2
(6.4)
where V1 denotes the region outside the capsid, V2 denotes the region inside the
capsid, and VS denotes the region of the capsid. A cross section of the capsid
showing the three areas is shown in Fig. 6.4. Note that although s1 is generally
known quite accurately, s2 is generally known only approximately. Therefore, an
estimated value for s2, ^s2, is used in the projection.
The initial support at the lowest resolution is a spherical shell with inner and outer
radii of 210A˚ and 340A˚, respectively. These approximate dimension can generally
be determined using, for example, electron microscopy or solution scattering cou-
pled with information provided by the molecular weight, space group and unit
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Figure 6.3 The melon necrotic spot virus at 30A˚. The icosahedral virus sits in a unit cell with I23
symmetry. The blue and green axes are 2-fold and 3-fold crystallographic rotation axes, and the
black axes is a 5-fold NCS rotation axes.
V2
VS
V1
Figure 6.4 Partition of the virus into V1, V2 and VS for the application of the symmetry constraint.
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Figure 6.5 Cross section through the centre of a reconstructed virus showing the support partition
technique. (a) Reconstructed electron density, (b) Spherical mask with values s1 outside and ^s2
inside, (c) the absolute difference between (a) and (b), (d) the result of smoothing and thresholding
(c).
cell dimensions. The molecular envelope was refined as the resolution increases.
At the beginning of each resolution step, the electron density map is partitioned
into three regions, the capsid, the interior of the capsid, and the exterior as follows.
First, a spherical mask is generated with a radius equal to the average of the in-
ner and outer radii of the initial estimate (275A˚) and the electron density set to s1
outside the mask and ^s2 inside. This mask is subtracted from the current electron
density estimate, the absolute value taken, and the result is smoothed by multiply-
ing the corresponding structure factors with a Gaussian windowwith a half height
at 10A˚ resolution. The new map is then expected to be zero outside VS and have
large values inside VS . The 1:1fN samples of the electron density with the largest
values are then taken to define the support of the virus VS , where f is the fraction
of the unit cell filled by the support. The regions V1 and V2 are then easily deter-
mined. The value of ^s2 is updated at the end of each resolution step by setting it
to the average of the values of the electron density samples in the new region V2.
A diagram of the section through the middle of the virus as the above procedure is
carried out is shown in Fig. 6.5.
6.4.1.2 NCS region
The position and orientation of the 5-fold NCS axis is fixed in this space group
and passes through the body diagonals of the unit cell. The NCS averaging is
applied using linear interpolation to keep the computational complexity low, and
was effective because of the fine grid spacing used. The Gaussian window serves
148 Phasing Crystal Diffraction Data using Symmetry
another purpose here by keeping adjacent pixels correlated to maintain stability of
the linear interpolation.
It can be inferred from the I23 symmetry that there are two virus particles in each
unit cell, with one virus particle in the centre and one at the corner. Since the
position of the NCS axes are known, the region over which the NCS symmetry
applies can be determined as described in Sec. 5.7.8, where each grid point in the
unit cell is assigned to one of the virus particles in the unit cell based on the distance
to the centre of the virus particles. The NCS averaging is applied to all grid points
assigned to one virus such that all grid points used in the interpolated averaging
operation are assigned to the same virus.
6.4.2 Results
The ER, GHIO with  = 0:7 and DM with  = 0:9 algorithms were used. For the
GHIO algorithm, 50 cycles of GHIOwere also alternated with 5 cycles of ER, which
is referred to here as the GHIOER algorithm. Three different starting electron den-
sities were used for each simulation, but the algorithms gave very similar results
regardless of initialization. The value of s1 was set to 0.3 and the initial value of
^s2 was set to 0.45. The inner and outer radii of the initial molecular envelope shell
were set to 210A˚ and 340A˚, respectively.
Progress of the reconstruction is presented using the R-factor and image correlation
coefficient, although other metrics were monitored as well. The estimate at each it-
eration is given by x^ = PITFx as described in Sec. 2.8.3. The four algorithms were
first run with resolution extensions at 30, 20, 12, 8, 6, 5, 4, 3, 2.5, 2 A˚ and 200 iter-
ations at each resolution to facilitate simple comparisons between the algorithms.
On the final extension with a 268 268 268 grid, no windowing was used.
The error metrics versus iteration are shown in Fig. 6.6 for the four algorithms.
Inspection of the figure shows that while all the algorithms make some progress
towards a solution at up to about 8 A˚ resolution, only the DM algorithm is able to
find a good solution. The dip in the middle of the GHIOER algorithm is from the
few iterations of ER. The ER algorithm stagnates in a local minima very quickly as
can be seen by the horizontal lines in the error metrics. The GHIO algorithms are
better able to explore the space, but are unable to find the correct solution. Even at
low resolution the weights for the higher Fourier magnitudes are still significant,
so that the high resolution phases are refined to some degree even at the low res-
olution stages. So when each resolution extension is carried out, convergence for
the DM, GHIO, and GHIOER algorithms is rapid, after which the iterates begin
to diverge from the solution due to noise and the error metrics rise. Note that the
estimate for the next bootstrap is taken when the error is at the minimum from the
previous bootstrap, so the divergence from the solution is immaterial. The relevant
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Figure 6.6 Error metrics vs Iteration (a) R-factor vs Iteration (b) Image Correlation Coefficient vs
Iteration.
R-factors are therefore those at the dips in the curve.The ER algorithm is less effi-
cient at converging after each bootstrap iteration, and this can be seen by the error
metrics slowly falling and then stagnating after each resolution extension, since the
ER algorithm does not search the space like the other three algorithms.
To facilitate comparison between algorithms in the error metrics versus iterations
plots, a constant number of 100 iterations was run for each bootstrap in Fig. 6.6. In
practice this is unnecessary, and the resolution extension can be carried out when
the R-factor starts to increase. The reconstruction using the DM algorithm was re-
peated and the resolution extended when the mean R-factor of the last 10 iterations
is greater than the mean R-factor of the preceding 10 iterations, i.e.
extend resolution if
n 9X
k=n
R(k) <
n 19X
k=n 10
R(k); (6.5)
where R(k) denotes the R-factor of the kth iteration and n is the current iteration.
The result is shown in Fig. 6.7 and the number of iterations required for the solution
is reduced from about 1100 to 550 without any change in the results. When the R-
factor is greater than 0.4, the algorithm is nowhere near convergence and so the
resolution is not extended even if the R-factor increases, i.e. Eq. (6.5) is applied
only if R(k) < 0:4. It can be seen in Fig. 6.7 that the algorithm takes longer to
converge at the low resolution extensions. This is because the iterates are still far
from the solution. After the algorithm is in the vicinity of the solution the small
changes at each resolution extension means that convergence is rapid.
A common error plot in crystallography is to plot the error metrics versus resolu-
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Figure 6.7 R-factor vs Resolution with bootstrapping when a rise in error is detected.
tion for each resolution extension. At each resolution extension, the estimate of the
solution is found and filtered with a series of bandpass filters (resolution shells).
Using bandpass filters results in what is known as a “shell-by-shell” plot, and an
alternative method is to use a series of low pass filters instead. The error metric
after each bandpass filter, i.e. at each resolution, is computed and plotted to create
a line plot of the error metrics as a function of resolution for each estimate. Plotting
a line for each resolution extension allows the improvement in resolution as the
bootstrapping proceeds to be observed. Using the results from the DM algorithm,
the error metrics versus resolution plots are shown in Fig. 6.8. As the bootstrap-
ping proceeds, the improvement of the metrics at the higher resolutions can clearly
be seen. The poor error metrics at low resolution are an artifact of the error metric
calculation. The published structure used to calculate the “true” electron density
map does not include the solvent, and so an estimated flat solvent level is used,
which is not necessarily correct. In practice, this is not a problem since the zero fre-
quency term is not measured, and so the electron densities will shift by a constant
amount so to correspond to the given solvent density level.
Central slices of the reconstructed capsid electron density at 5A˚ resolution are
shown for each algorithm in Fig. 6.9. The “true” electron density is calculated
from the atomic coordinates. Only the DM algorithm was able to converge to the
correct solution. The artifacts in the DM reconstruction are from the 5-fold NCS
6.5 Reconstruction of a protein molecule 151
20 12 8 6 5 4 3 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Resolution (A)
R
−F
ac
to
r
30A˚ 20A˚
12A˚
8A˚
6A˚ 0A˚
(a)
20 12 8 6 5 4 3 2.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Resolution (A)
Im
ag
e 
Co
rre
la
tio
n 
Co
ef
fic
ie
nt
30A˚ 20A˚
12A˚ 8A˚
6A˚ 0A˚
(b)
Figure 6.8 Error metrics vs Resolution. The labels indicate the half height of the Gaussian window-
ing, with 0A˚ indicating no Gaussian windowing. (a) R-factor (b) Image Correlation Coefficient.
being applied to the interface between the two virus particles in each unit cell. The
refined support after the reconstruction at 5A˚ for the DM algorithm is shown in
Fig. 6.9(f), and can be seen to be quite good.
A central slice of the DM algorithm reconstruction with no Gaussian weighting
(at the final resolution extension) is shown in Fig. 6.10, and can be seen to be a
reasonably good reconstruction. A contour plot of one of the lobes of the virus is
shown in Fig. 6.11. The internal structure of the capsid is reconstructed reasonably
well, with most of the main features correct.
In conclusion, the DM algorithm is able to successfully reconstruct the virus ab ini-
tio whereas conventional electron density modification failed. The reconstruction
is of acceptable quality, and structures in the virus capsid can be clearly distin-
guished.
6.5 Reconstruction of a protein molecule
Icosahedral viruses present a rather ideal situation for ab initio phasing. The order
of NCS is usually rather high, the position and orientation of the NCS axes are
usually fixed or may have only one degree of freedom, and a good estimate of the
envelope is usually at hand. These conditions are often not present with general
proteins.
In the general case, the following parameters need to be known in order to directly
apply IPAs to ab initio phasing.
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Figure 6.9 Cross sections through the centre of the virus unit cell at 5A˚ resolution extension (a)
True electron density, (b) DM reconstruction, (c) GHIOER reconstruction, (d) GHIO reconstruc-
tion, (e) ER reconstruction (f) Estimated support at 5A˚. The true electron density is found from
the published structure, so the solvent levels are all zero. The virus reconstructions are from the
experimental data, i.e. the actual virus crystal, where there are effectively two different solvent
levels.
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Figure 6.10 Cross sections through the centre of the virus unit cell with no Gaussian windowing
(2.8A˚ resolution) (a) True electron density, (b) DM reconstruction.
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Figure 6.11 Small sections through the centre of the virus unit cell with no Gaussian windowing
(2.8A˚ resolution) (a) True electron density (b) DM Reconstruction.
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1. The point group of the NCS.
2. The orientation of the NCS axes.
3. The position of the NCS axes.
4. The molecular (NCS) envelope.
In many cases the NCS symmetry and the orientation of the NCS axes can be deter-
mined from the Patterson function (rotation function). The remaining difficulties
are determination of the position of the NCS axes (the translation problem) and an
estimate (low resolution) of the molecular envelope.
In some cases a low resolution estimate of the molecular envelope may be available
from, for example, solution scattering or electron microscopy. Alternatively, an
estimate of the molecular envelope may be obtained using crystal solvent contrast
data as described in Ch. 4. Solution of the translation problem ab initio is in practice
extremely difficult.
Not all of these difficulties are addressed here, but for the purpose of evaluating
the algorithms fairlyminimal additional information is assumed. It is assumed that
the degree and orientation of the NCS axes has been obtained from the Patterson
function using the rotation function and that a low resolution (10A˚) estimate of
the molecular envelope has been obtained (e.g. from solution scattering, electron
microscopy, contrast variation, or some other technique).
6.5.1 Methods
Experimental diffraction data from the tryptophanase protein from proteus vul-
garis [55] (PDB:1ax4), was used. The protein has P212121 crystallographic symme-
try, giving an order 4 crystallographic symmetry. Additionally, each asymmetric
unit has two orthogonal non-crystallographic two-fold rotation axes, giving a 4-
fold NCS. The two orthogonal non-crystallographic axes imply a third orthogonal
two-fold rotation axis. The unit cell dimensions are 115  118  154A˚. A diagram
of the protein and its symmetry axes is shown in Fig. 6.13, where each oligomer
is coloured in a different colour. Experimental diffraction data between approxi-
mately 12 and 2A˚ resolution are available, although a large number of the lower
order data and some higher order data are alsomissing as shown in Fig. 6.12, which
shows a central slice of the available Fourier data. Using the published structure,
standard crystallographic programs [72] were used to calculate the electron density
on a 110  114  146 grid, corresponding to a grid spacing of 1A˚ and a resolution
of 2A˚.
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Figure 6.12 A central slice of the Fourier magnitudes showing the missing data in white.
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Figure 6.13 The tryptophanase protein from proteus vulgaris in a P212121 unit cell. (a) Full protein
in the unit cell, with each oligomer in a different colour, (b) the red oligomer and the NCS rotation
axes, (c) the red oligomer with axes shifted to the centre of the unit cell.
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6.5.1.1 Determining envelope position
It is assumed that the orientations of the NCS axes are known along with a low
resolution estimate of the oligmer envelope. For simulation purposes, the enve-
lope was obtained by low-pass filtering the electron density with a Gaussian with
a width at half-height of 10A˚ and then thresholding the result to create the enve-
lope shown in Fig. 6.13(b). The positions and orientations of the NCS axes in the
envelope are known (if not they can usually be found by inspection of the enve-
lope), but there are six possible orientations of the 4-fold NCS envelope in the unit
cell that are consistent with the NCS in the crystal. The correct orientation of the
NCS axes and the position of the NCS origin in the crystal were determined as
follows.
For each of the six possible orientations of the envelope, the envelope was shifted
to all grid points in the asymmetric unit, all the other envelopes in the unit cell
were generated by the crystallographic symmetry, and the number of overlapping
grid points counted.
Define the 2-fold symmetry three axes of the oligomer as molig, bolig and colig, and
the three axes of the unit cell as mcrys, bcrys and ccryst, where the variable name
corresponds to the first letter of the colour of the axes in Fig. 6.13. Plots of the
overlap in the x-y plane through the minimum for each of the 6 orientations are
shown in Fig. 6.14. The other minima are a result of the crystallographic symmetry.
The value of the minimum overlap in pixels for each orientation out of 110 114
146 = 1830840 pixels is listed in Table 6.1. There are clearly two possible solutions
(orientations 1 and 3) corresponding to two possible orientations of the envelope.
Orientation 1 is correct and a small overlap is obtained when the cyan and black
NCS axes are interchanged. This is a result of the magenta axis being close to
parallel (13:8) to the unit cell y-axis, so that when the black and cyan axes are
interchanged, the similar unit cell dimensions of the x and z axes also results in a
minimal amount of overlap. Orientation 1 was used in the structure determination.
6.5.1.2 Resolution Extension
The low resolution envelope is used for the support and NCS constraint at the
lowest resolution. The envelope is refined at the beginning of each resolution ex-
tension in a similar way to that described in Sec. 6.4.1 except that there is only one
solvent level - that outside the molecule. Gaussian weighting of the diffraction
data and application of the NCS averaging are the same as described for the virus
in Sec. 6.4.1.
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Figure 6.14 Steric search plots. (a) Orientation 1 (b) Orientation 2 (c) Orientation 3 (d) Orientation
4 (e) Orientation 5 (f) Orientation 6.
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Table 6.1 Results of the steric search.
Orientation mcryst bcryst ccryst Overlap (grid points)
1 molig bolig colig 4
2 bolig molig colig 1440
3 molig colig bolig 28
4 colig bolig molig 11924
5 colig molig bolig 1312
6 bolig colig molig 12080
6.5.2 Reconstruction
The ER, GHIO, GHIOER and DM with  = 0:7 algorithms were used. The elec-
tron density outside the support, s, was set to 0.1. The algorithm was run with
resolution extensions at 30, 20, 10, 8, 6, 5, 4, 3, 2, 1 A˚ and 200 cycles at each res-
olution using a 110  114  146 grid, corresponding to a grid spacing of 1A˚. At
the final resolution extension, no Gaussian windowing was used. Progress of the
reconstruction was monitored by calculating the R-factor and image correlation co-
efficient as defined in Sec. 6.4.2. These quantities were also calculated as a function
of resolution at the end of each resolution extension.
The R-factor and image correlation coefficient versus iteration are shown in Fig. 6.15.
The DM algorithm performed the best, with the other three algorithms unable to
make much progress past 6A˚. Of the three failed algorithms, the ER performed
worse than the GHIO and GHIOER algorithms.
The error metrics versus resolution at different resolution extensions are shown in
Fig. 6.16 for the DM algorithm. As the bootstrapping proceeds, the improvement
of the metrics at the higher resolutions can clearly be seen. The poor error metrics
at low resolution ( 10A˚) is likely to be a result of the missing low resolution Fourier
magnitudes.
Central slices of the electron density through the unit cell with no Gaussian win-
dowing are shown for each algorithm in Fig. 6.17. Only the DM algorithm was
able to converge to the correct solution. The DM algorithm contour maps of a
small section are shown in Fig. 6.18. The reconstruction is acceptable and the main
features can be seen, but the reconstruction is not as good as the reconstruction for
the virus. Note, however, that since the “true” electron density is calculated from
the atomic coordinates, even though it is on the same grid spacing as the recon-
structed electron density, it will have an inherently higher resolution. A 3-D plot
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Figure 6.15 Error metrics vs Iteration. The half-height of the gaussian windowing for each reso-
lution is shown, with 0A˚ indicating no Gaussian windowing. (a) R-factor vs Iteration (b) Image
Correlation Coefficient vs Iteration.
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Figure 6.16 Error metrics vs Resolution. The labels indicate the half height of the Gaussian win-
dowing, with 0A˚ indicating no Gaussian windowing. 0A˚ indicates no Gaussian windowing. (a)
R-factor vs Resolution (b) Image Correlation Coefficient vs Resolution.
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of a small section of the protein that shows the reconstruction superimposed upon
the true atomic structure is shown Fig. 6.19 (provided by Richard Kingston).
As with the virus example, the number of iterations can be reduced by extending
the resolution once the error metric increases. The improvement obtained is shown
in Fig. 6.20, and the number of iterations is reduced to about half.
Reconstruction of a protein is a more difficult problem than reconstruction of a
virus due to the lower order NCS and the difficulty of estimating the NCS parame-
ters. In this particular case, the large amount of unmeasured low resolution Fourier
magnitudes makes the situation worse. Nevertheless, the protein was successfully
reconstructed ab initio to around 3A˚ resolution.
6.6 Conclusions
NCS is a powerful constraint for ab initio phasing of macromolecular crystals. It is
shown that 3-fold or higher symmetry should alone be sufficient to reconstruct the
electron density. Iterative projection algorithms are developed incorporating NCS
and are shown to be effective.
The high order symmetry in a virus particle allows the NCS symmetry parameters
to be found easily. The ab initio reconstruction of a virusmolecule to high resolution
was successfully demonstrated. More difficulty was encountered with the recon-
struction of a protein, where the estimation of the symmetry parameters, especially
the position of the NCS axes, wasmore difficult. Assuming that the support of each
oligomer is known, a steric search was shown to be successful in estimating the
position of the oligomers and the NCS origin. The protein reconstruction structure
was also determined ab initio, and although the reconstruction is less accurate than
the virus reconstruction, but a good reconstruction was nonetheless achieved.
6.6 Conclusions 161
x−axis (A)
y−
ax
is 
(A
)
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
110
(a)
x−axis (A)
y−
ax
is 
(A
)
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
110
(b)
x−axis (A)
y−
ax
is 
(A
)
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
110
(c)
x−axis (A)
y−
ax
is 
(A
)
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
110
(d)
x−axis (A)
y−
ax
is 
(A
)
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
110
(e)
Figure 6.17 Cross sections through the centre of the unit cell at the final resolution extension with
no Gaussian windowing. (a) True electron density, (b) DM reconstruction, (c) ER reconstruction, (d)
GHIOER reconstruction, (e) GHIO reconstruction.
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Figure 6.18 Small sections through the centre of the unit cell at the final resolution extension with
no Gaussian windowing. (a) True electron density (b) DM Reconstruction.
Figure 6.19 3D reconstruction of a small section of the protein showing the correlation with the
atomic model. With thanks to Richard Kingston.
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Chapter 7
Conclusions
Iterative projection algorithms are a powerful and relatively easy-to-use method
for solving a large class of inverse problems, and have been used in many branches
of science and mathematics. Recently, more sophisticated algorithms have been
developed, and along with increases in computing power, have allowed larger and
more difficult problems to be solved.
The study of IPAs in mathematics has focussed mainly on convex problems, with
less work done in the considerably more difficult case of non-convex constraints.
Chapter 2 introduced a model for the progress towards the solution of IPAs, where
the progress of IPAs are divided into the initial, search, and final convergence
phases. Convergence is modeled as a constant probability process, which experi-
ments seem to confirm. Problems with discrete constraints have a small radius of
convergence, and thus spend more time in the search phase. Problems with con-
tinuous constraints may spend more time in the convergence phase if they have a
small “effective angle” between the constraint sets. A solution has been proposed,
which is to use some CP recursions, which are designed to converge quickly when
there are small angle problems.
IPAs have been used in crystallography for phase retrieval, but generally only the
ER or RP (solvent flipping) algorithms are used. These simple algorithms have
poor global convergence properties and stagnate easily, requiring experimental
phases to be found so that the algorithm can be started close to the solution. The
use of more sophisticated IPAs should allow a reduction of experimental work, re-
placing costly laboratory work with cheaper computing time, as well as raising the
possibility of ab initio phasing.
Determining the molecular envelope is an important precursor to attempts at ab
initio phasing. This problem corresponds to reconstructing a binary image from
undersampled Fourier amplitudes. It is shown that with appropriate constraints
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this problem is likely to have a unique solution and an effective IPA has been devel-
oped. This approach is shown to be feasible for reconstructingmolecular envelopes
from solvent contrast data.
Symmetry provides redundancy in images and occurs frequently inmacromolecules.
Methods for incorporating symmetry constraints in IPAs have been described and
difficulties due to the necessity to interpolate sampled images discussed. Symme-
try constraints are used in an ab initio phasing scheme for macromolecular crys-
tallography using IPAs. Application to an icosahedral virus and symmetric pro-
tein indicates that this approach has considerable potential for ab initio phasing in
macromolecular crystallography
Thework completed here suggests a number of fruitful avenues for future research.
1. The behavior of IPAswith non-convex constraints is complex and is still poorly
understood. Further analytic and numerical studies are needed to increase
our understanding of these algorithms which should lead to more and better
applications.
2. The fusion of probabilistic methods and IPAs, which combines the noise-
stability and performance of probabilistic methods with the speed and search
capabilities of IPAs has considerable potential. This can be currently be done
by using an IPA to get near the vicinity of the solution and then using prob-
abilistic methods to fine tune the solution, but a combined method would be
better. Some work has been done [29], and applications to crystallography
may prove fruitful.
3. The development of methods to find the NCS symmetry parameters as part
of the algorithm would prove very valuable for ab initio phasing. A method
has been suggested, but a considerable amount of work is needed.
4. Verification of the solvent contrast methods with experimental data would
allow the true potential of these methods to be assessed.
5. Finally, computing resources can still limit high resolution reconstruction of
very large macromolecular assemblies. Formulating these algorithms to uti-
lize parallel and other high speed computer architectureswill extend the power
of these methods.
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