Abstract. We derive the dual of the relaxed Monge-Kantorovich optimal mass transport problem in L ∞ in which one seeks to minimize μ-ess sup (x,y)∈R N ×R N c(x, y) over Borel probability measures μ with given marginals P 0 , P 1 . Several formulations of the dual problem are obtained using various techniques including quasiconvex duality. We also consider weighted optimal transport in L ∞ and we identify the form of the dual in the Lagrangian cost setting for both integral and essential supremum costs along trajectories. Finally, we prove a duality formula that relates a maximization problem which arises naturally in the L ∞ calculus of variations with a family of optimal partial transport problems.
Introduction
The extension of the classical Monge-Kantorovich optimal transport problem to the case of L ∞ cost functionals has been studied in [9] , where the authors consider the problem over all Borel probability measures μ in the admissible class A(P 0 , P 1 ) consisting of those measures on Ω × Ω with prescribed marginals P 0 and P 1 , where P 0 , P 1 are given Borel probability measures on Ω, under the assumptions that Ω is a compact subset of R N and c(x, y) = |x−y|, which corresponds to the ∞-Wasserstein distance. The results in [9] have been recently extended in [15] to the case of nonnegative continuous cost densities c : X × Y → [0, +∞], where X and Y are Polish spaces. Some of the questions studied in these papers include existence of infinitely c-cyclically monotone transport plans and restrictable solutions, existence and uniqueness of an optimal transport map, etc. These problems are analyzed either directly or using L p approximation techniques and, as already pointed out in [9] , without the benefit of a duality theory adapted to the L ∞ case. Duality plays a key role in the analysis of the optimal transport problem in the classical case where the total cost is given by the integral of the cost density. However, in the case of L ∞ costs, identifying the appropriate dual of the relaxed optimal transport problem, in the spirit of the classical Monge-Kantorovich duality theory, has remained an open problem. The main purpose of the present paper is to provide a solution to this problem. An important impediment when attempting 3290 E. N. BARRON, M. BOCEA, AND R. R. JENSEN to resolve this issue is the fact that the L ∞ problem (1.1) is not convex in μ and that, quite surprisingly, the L p approximation techniques available do not give any useful insight into the structure of the dual problem. However, the functional in (1.1) is quasiconvex (or level convex; see Remark 2.2 for the definition) in μ, which suggests that the quasiconvex duality theory should provide valuable intuition for this problem. This is indeed the case, as explained in Section 4. Specifically, we show that it is possible to derive the dual problem associated to (1.1) using the methods of quasiconvex analysis (see, e.g., [6] , [17] ) by exploiting the fact that for P 0 fixed the map P → inf μ-ess sup (x,y)∈R N ×R N c(x, y) μ ∈ A(P 0 , P ) is quasiconvex. This strategy follows an idea from [16] , where convex conjugates are used to give an alternative proof of the classical Monge-Kantorovich duality theorem from optimal transport theory. We recall this result below, with the remark that the statement is essentially the one given in Villani's book [19, Theorem 1.3] . Throughout, C b (A) denotes the class of real bounded, continuous functions defined on the set A. We note that variants of this duality result still hold even if the cost density c is not lower semicontinuous. They are useful, for example, in probability theory, where cost densities which are only bounded and measurable are very common. We refer to [7] and [19] for results and additional references.
To explain some of the issues that arise when attempting to derive the dual for the L ∞ optimal transport problem by means of the standard approach consisting
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of approximation by L p problems, let us consider the transport problem at level p > 1, namely
Consequently,
It appears that if we were to formally pass to the limit, as p → ∞, in this identity we would be led to the desired duality identity inf μ-ess sup 
ψ(y) ϕ(x) ∨ ψ(y) ≤ c(x, y) .
While instructive, this derivation is, of course, not rigorous, and in fact it is incorrect. As we will see later in the paper, the above identity is not true, and thus the right-hand side of (1.6) cannot be the correct dual problem associated to the L ∞ optimal transport problem. It should be noted that the formal derivation presented above fails almost from the start upon any attempt to justify the steps. One of the main issues that render these computations incorrect is that ϕ and ψ may actually change sign, so they cannot simply be assumed to be nonnegative (or nonpositive, for that matter). In fact, if we were to work with ϕ, ψ ≤ 0, for example, then (1.5) would correspond to an optimal partial transport problem, namely that of minimizing the total cost
In what follows we will work, for simplicity, in the particular case X = Y = R N , but our duality results still hold for more general Polish spaces. Under the assumption that c is nonnegative and lower semicontinuous, it turns out that the correct dual of (1.1) (with Ω replaced by R N ) is given by
. This is our Theorem 2.3. Furthermore, we show that the infimum in (1.7) is achieved at
The proof of Theorem 2.3 is based on the classical duality result for integral costs and takes full advantage of the fact that in Theorem 1.1 the cost density is allowed to take the value +∞.
In Theorem 2.5 we present several new formulations of the dual problem, including one that is later given a natural alternative derivation based on quasiconvex duality. Precisely, we prove in Theorem 4.2 that
This form of the dual suggests a connection with the Hamilton-Jacobi equations and the calculus of variations in L ∞ . In Section 5 we consider two particular types of cost density functions c. The first one assumes that the cost of transporting mass from x to y (x, y ∈ R N ) is the minimum along geodesics connecting x and y of the integral of a Lagrangian:
This type of cost function has also been used in the classical optimal transport theory. The dual of Γ(P 0 , P 1 ) in this case is expressed in terms of the solutions of an appropriate Hamilton-Jacobi equation in Theorem 5.4. Next, since we are using L ∞ as our optimal transport framework it is natural to consider cost functions of the form (1.9) c(x, y) = inf ess sup
In Theorem 5.7, we identify the dual of Γ(P 0 , P 1 ) when c is given by (1.9) as a supremum over solutions of the corresponding Hamilton-Jacobi equation. In Section 3 of the paper we study a variant of the relaxed L ∞ optimal transport problem. Specifically, we consider the minimization problem with weighted cost,
and L denotes the Lebesgue measure on R N × R N . We note that if in the definition of Δ the Lebesgue measure is replaced by μ, then (1.10) reduces to Γ(P 0 , P 1 ). The dual of (1.10) is easily derived using Theorem 1.1. We have
In the last section of the paper, Section 6, we reverse our point of view. Motivated by a problem arising in L ∞ calculus of variations we consider the maximization problem
is a given bounded continuous function, and we explore the natural question of whether a dual (over measures) associated to this problem is available. The answer to this question turns out to be highly nontrivial, as we are led to a dual formulation that involves a family of optimal partial transport problems (Theorem 6.1). Along these lines, an interesting question that seems to have realistic applications but which we do not explore here is to identify the dual variational principle of the formally derived (1.6).
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The dual problem
Let P 0 , P 1 ∈ P(R N ) be Borel probability measures on R N . In what follows A(P 0 , P 1 ) stands for the set of all probability measures μ on R N ×R N with marginals P 0 and P 1 , i.e. such that μ(A × R N ) = P 0 (A) and μ(R N × B) = P 1 (B) for all measurable subsets A, B ⊂ R N . This means that π 1# μ = P 0 and π 2# μ = P 1 , where π 1 , π 2 : R N × R N → R N are the canonical projections. The admissible set A(P 0 , P 1 ) can alternatively be defined as
In this section we establish a series of duality identities for the relaxed L ∞ optimal transport problem which seeks to minimize μ-ess sup 
Unless stated otherwise, the fact that the cost c is nonnegative and lower semicontinuous will be assumed throughout the paper. Note that
and hence the objective functional in (2.1) depends on the measure μ only through its support. We begin by establishing the following basic theorem.
is lower semicontinuous with respect to the weak (narrow) topology of
. We will refer to any such measure μ * as an optimal transport plan for Γ(P 0 , P 1 ).
Assume, without loss of generality, that lim inf n→∞ F (μ n ) < +∞, and
Indeed, let L := lim k→∞ F (μ n k ) < +∞, and assume that we have L < F(μ). Let
By the definition of the essential supremum,
Since c is lower semicontinuous, the set G :
We deduce that μ-ess sup
which is a contradiction with (2.3). Hence, (2.2) holds. This concludes the proof of (i).
To prove (ii), let {μ n } ⊂ A(P 0 , P 1 ) be a minimizing sequence, that is, Γ(P 0 , P 1 ) ≥ μ n -ess sup
Since A(P 0 , P 1 ) is tight, it is relatively weakly compact for the weak topology of P(R N × R N ), by Prokhorov's theorem. Thus, there exists a subsequence {μ n k } of {μ n }, and μ
. In view of part (i), we obtain
Hence, μ * is an optimal transport plan for Γ(P 0 , P 1 ).
Remark 2.
2. An alternative way to prove part (ii) of Theorem 2.1 is to note that F is quasiconvex (level convex), that is,
This implies that F is weakly lower semicontinuous and, since A(P 0 , P 1 ) is relatively weakly compact for the weak topology of P(R N × R N ), we deduce the existence of a minimizer of F in A(P 0 , P 1 ). Indeed, the quasiconvexity property implies that
F is the supremum of a family of truncated linear functionals lying below F. Since each of these functionals is weakly continuous we deduce that F is weakly lower semicontinuous.
We are now ready to present the intuition behind our derivation of the dual problem associated to (2.1). We start by recalling the basic representation of the Licensed to AMS.
essential supremum given by μ-ess sup
The primal problem (2.1) becomes
If we formally interchange the infs and the sup above, we are led to
Since there are no constraints on μ, the infimum will be −∞ unless we have
This gives
Note that since g ≥ 0, the constraint on ϕ and ψ becomes nonbinding on the set
On the other hand, on the λ−sublevel set of c,
Our first result provides the justification of this duality identity under minimal hypotheses on c. Its proof is based on the duality result from the classical theory of optimal mass transport, Theorem 1.
stands for the indicator function of the set A.
Theorem 2.3. Let P 0 , P 1 ∈ P(R N ) be Borel probability measures, and let c :
where C λ is given by (2.4). Then
Note that c λ = λ + I C λ . Since c is lower semicontinuous, it follows that I C λ (and hence c λ ) is also lower semicontinuous. In view of Theorem 1.1 applied with X = Y = R N and c replaced by c λ we have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The constraint (ϕ, ψ) ∈ Φ c λ that appears in the supremum above reads
Therefore, to justify (2.6), we only need to prove that we have
To this aim, let μ ∈ A(P 0 , P 1 ) be arbitrary, and take λ = μ-ess sup
≥ 0, which can be assumed, without loss of generality, to be finite.
Passing to the infimum over μ ∈ A(P 0 , P 1 ) gives
To prove that we actually have equality above we proceed by contradiction. Indeed, if we assume that the inequality in (2.8) is strict, then there exist λ ≥ 0 and μ ∈ A(P 0 , P 1 ) such that
Since μ ∈ A(P 0 , P 1 ), this is a contradiction. Overall, we have shown that (2.7) holds, and this concludes the proof. 
Next, we establish a number of useful alternative expressions for Γ(P 0 , P 1 ).
be lower semicontinuous, and Γ(P 0 , P 1 ) be defined by (2.1).
(i) We have
and define (ii) Under more stringent assumptions, part (iv) of Theorem 2.5 can also be established using quasiconvex duality as we will see in Section 4.
Proof. Part (i) follows immediately from (2.6). To prove (ii), let μ * ∈ A(P 0 , P 1 ) be an optimal plan for Γ(P 0 , P 1 ) and put
Hence, A * ∈ Q, which gives
Conversely, let A ∈ Q be arbitrary and define c A (x, y) := dist((x, y), A). The duality identity for the optimal transport problem with cost density c A is
On the other hand, since
We conclude that Π A (P 0 , P 1 ) = 0. Thus, if μ ∈ A(P 0 , P 1 ) is an optimal plan for Π A (P 0 , P 1 ) we must have
c(x, y).
Since A ∈ Q was arbitrary, it follows that Γ(
c(x, y). To conclude the proof of (ii), it remains to show that the infimum in (2.10) is achieved. To this aim, let {A i } ⊂ Q be a minimizing sequence, that is,
As before, for each i ∈ N, let μ i ∈ A(P 0 , P 1 ) be an optimal transport plan for Π A i (P 0 , P 1 ) corresponding to the cost density c i (x, y) = dist((x, y), A i ). Since A(P 0 , P 1 ) is tight, there exists a subsequence, not relabeled, of {μ i } and μ
Then (2.13) holds, which means that A * ∈ Q. We have
Thus, letting i → ∞, we obtain
where we have used the fact that the map μ → μ-ess sup (x,y)∈R N ×R N c(x, y) is weakly lower semicontinuous (Theorem 2.1). We conclude that (2.10) holds. To establish (iii), we begin by observing that for any λ ≥ 0 such that C λ ∈ Q we have, by (ii),
Then A * ⊂ C λ * , and by Remark 2.6 we deduce that
Overall, we have shown that (2.11) holds and that the infimum is attained at λ * = Γ(P 0 , P 1 ). It remains to prove (iv). In view of part (iii), Γ(P 0 ,
This implies that (2.14)
We claim that we have equality above. Suppose that the infimum on the left-hand side of (2.14) is strictly less than Γ(P 0 , P 1 ). Then there exists 0
Taking into account (2.15), we deduce that
Hence, we must have equality in (2.14). This means that (2.12) holds, and it is clear that the infimum is attained at λ = Γ(P 0 , P 1 ).
It is well-known (see, e.g., [19] ) that for the classical optimal transport problem one can restrict the supremum that appears in the duality identity (1. It is possible to establish a similar connection in the context of the duality theory for the L ∞ optimal mass transport problem. The first observation is that the infimum in the right-hand side of our duality identity (2.6) is, in fact, attained.
Proposition 2.7. We have
Proof. First note that by (2.6) we have
To prove the converse inequality, let (ϕ, ψ) ∈ Φ c,Γ(P 0 ,P 1 ) be arbitrary. We have
which concludes the proof. In view of Proposition 2.7 the dual problem becomes
. In other words, we seek a pair (ϕ,
We have ϕ(x) ≤ ϕ #cc (x). It follows that
This shows that the search for nontrivial solutions to the dual problem (2.17) can be restricted to pairs of conjugate "c-quasiconcave functions" (ϕ #cc , ϕ #c ), as defined above.
We conclude this section with the following simple application of duality.
Proof. Let ( ϕ, ψ) be optimal dual maximizers associated with μ. Since ( ϕ, ψ) ∈ Φ c,Γ(P 0 ,P 1 ) , we already know that ϕ(x) + ψ(y) ≤ Γ(P 0 , P 1 ) whenever (x, y) ∈ C Γ(P 0 ,P 1 ) . Thus we only need to show that ϕ(
c,Γ(P 0 ,P 1 ) are dual maximizers, we have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where we have used the fact that μ ∈ A(P 0 , P 1 ). Thus,
Since the integrand is nonnegative, it must be zero μ-a.e. in R N × R N .
Weighted L ∞ optimal transport
In this section we consider the following variant of the L ∞ optimal transport problem:
and L denotes the Lebesgue measure on
Remark 3.1. If we replace the integral condition in (3.2) by
= 1, then the transport functional to be minimized in (3.1) reduces to the L ∞ optimal transportation problem of Section 2.
Indeed, since Δ C ⊂ Δ, we only need to justify the inequality
The proof of (3.4) is standard. We present the details below for the convenience of the reader. Let ε > 0 be arbitrary, and let α ε ∈ Δ be such that
Letting n → ∞, followed by ε → 0 + , gives (3.4).
Proposition 3.2. The functional F : P(R
N × R N ) → R ∪ {+∞} defined by F(μ) = sup α∈Δ C R N ×R N
α(x, y)c(x, y) dμ(x, y)
is weakly lower semicontinuous. Moreover, there exists a measure μ
Proof. The weak lower semicontinuity of F is immediate. Moreover, as the supremum of linear functionals, F is convex. The existence of a minimizer in A(P 0 , P 1 ) now follows from the fact that A(P 0 , P 1 ) is relatively compact in the weak topology of P(R N × R N ).
We are now in position to prove the following duality theorem.
Theorem 3.3. Let c : R
where
Proof. The proof is a direct consequence of the following minimax theorem due to Ky Fan [11] .
Theorem 3.4. Let X be a nonempty set and Y a compact Hausdorff topological space. Let f : X × Y → R be such that for every x ∈ X, f (x, ·) is lower semicontinuous on Y. Suppose that f is convexlike in Y and concavelike in X.
Then
We recall that f is said to be convexlike on Y if for all y 1 , y 2 ∈ Y and 0 ≤ t ≤ 1, there exists y 0 ∈ Y such that
On the other hand, f is called concavelike in X if for all x 1 , x 2 ∈ X and 0 ≤ t ≤ 1, there exists x 0 ∈ X such that
We apply Theorem 3.4 with X = Δ C , Y = A(P 0 , P 1 ) and f : X × Y → R given by
This functional is bilinear and lower semicontinuous in μ, and A(P 0 , P 1 ) is relatively weakly compact. It follows that
where the last equality above follows from Theorem 1.1.
Remark 3.5. In idempotent max-plus probability theory the max-plus expected value of a function of a random variable X is M (g(X)) := sup x∈R n (g(x) + m(x)), where m : R n → [0, +∞] is a nonnegative extended real valued function known as the idempotent density of X. This theory has a wide range of applications (see Akian [1] and the references therein). The max-plus weakly formulated optimal transport problem becomes
Here, the function m ≥ 0 is an idempotent joint density of two random variables X, Y . The objective function is the max-plus expected value of the cost of the jointly distributed random variables. The goal is to minimize the transport cost subject to the restriction on the marginals. This becomes a max-plus version of the optimal transport problem and involves finding the dual of a supremal cost functional. To our knowledge, this problem has not received any attention thus far.
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We may formally derive the dual of this max-plus problem by considering an equivalent version of the primal problem which becomes a linear programming problem. The equivalent version of the primal problem is
We assume that the given functions p 0 and p 1 satisfy
Consider the Lagrangian involving the multipliers λ(x, y) ≥ 0, ϕ(x), ψ(y)
:
y)(c(x, y) + m(x, y) − t) dx dy
We formulate the primal problem using L and then formally reverse the inf and sup:
L(t, m, λ, ϕ, ψ).
Consideration of the right-hand side above leads to the dual of the max-plus problem:
One may compare this with the dual of the standard optimal transport problem for the integral cost case.
Duality via quasiconvex analysis
In this section we will present an alternative proof of part (iv) of Theorem 2.5, albeit under more restrictive assumptions, in order to show that the duality in L ∞ optimal transportation arises naturally from the theory of quasiconvex conjugates. We start by recalling some basic facts. Let X be a normed space with topological dual X * . The first quasiconvex conjugate of f : X → R is defined by the formula
where ·, · stands for the duality pairing on X * × X. Note that f # is the support function of the λ−sublevel set E λ of f. The second quasiconvex conjugate of f is 
A well-known result in the theory of quasiconvex duality (see, e.g., [6] or [17] ) states that if a lower semicontinuous function f which is bounded from below by an affine function is quasiconvex, then f ## = f. We will use this result to find the representation of the map P(R N ) P → Γ(P 0 , P ), with P 0 ∈ P(R N ) fixed. This exploits an idea of Mikami [16] , who uses convex conjugates and Fenchel duality applied to the infimum of the integral cost considered as a function of the target measure to produce an alternative proof of the classical Monge-Kantorovich duality result.
is quasiconvex and lower semicontinuous with respect to the weak convergence of measures.
Proof. For any α ∈ R, consider the set
and for any 0 ≤ λ ≤ 1, it follows that E α is convex for all α ∈ R. This means that Γ(P 0 , ·) has convex sublevel sets, and hence it is quasiconvex. Next, we show that the map Γ(P 0 , ·) :
is lower semicontinuous with respect to the weak convergence of measures in P(R N ). Let Q n Q weakly in P(R N ). Assume, without loss of generality, that lim inf
Taking into account (4.3) and the fact that μ ∈ A(P 0 , Q), we conclude that
In view of Proposition 4.1, Γ(P 0 , ·) coincides with its second quasiconvex conjugate, Γ ## (P 0 , ·). Precisely, for any P ∈ P(R N ), we have
We are now ready to state the main result of this section. The conclusion is part (iv) of Theorem 2.5. 
Proof. In view of our assumptions, we may take λ ≥ 0. Since Γ # (λ, f ) is nondecreasing in λ, and taking into account the fact that Γ(P 0 , P ) < +∞, we have
Next, we prove the alternate formula
Licensed to AMS. To see why this is true, let us denote the right-hand side of (4.8) by G 1 (P ), and note that since Γ # (λ, f ) is homogeneous of degree one in f and nondecreasing in λ, we have
The fact that α was arbitrary allows us to conclude that Γ ## (P ) = G 1 (P ), and thus (4.8) is proved.
We now compute Γ # (λ, f ). With f c,λ (x) given in (4.6), we have
Hence,
Under our hypotheses, c has nonempty compact sublevel sets. This implies that the set
is compact for any r > 0. By a measurable selection theorem (see, e.g., FlemingRishel [12, p. 199] or Rockafellar-Wets [18, Ch. 14]), there exists a measurable map u :
, and we conclude that
The proof of the representation
follows via similar arguments.
Remark 4.3. We would like to stress that although the representations of Γ(P 0 , P 1 ) obtained in Theorem 4.2 are still valid under the more general assumptions of Theorem 2.5, the proof presented in this section showcases the natural way in which the functions f c,λ , f c,λ arise from a quasiconvex analysis point of view.
Cost functions as integral and supremal Lagrangians

Integral Lagrangian cost.
In this section we assume that the cost function c in
is given by
is convex for all x ∈ R N , and there exist constants
Due to the fact that it seems reasonable that the actual transport trajectories are action minimizing, cost densities of the type (5.1) have been considered by many authors in the optimal transport literature. Note that since here we want to use x instead of y as the endpoint of the trajectories, the roles of x and y in the formula for the cost have been reversed. We also remark that there is a natural connection between the Lax formula for solutions of convex Hamilton-Jacobi equations and c-convex functions. The reader is referred to [19, Ch. 5] for further information and references.
For given λ ∈ [0, ∞) and ϕ : R N → R a bounded continuous function, consider the problem
By convention we take v = +∞ if the admissible class is empty. The following proposition is easy to prove.
Proposition 5.2. For x, y ∈ R
N and t ≥ 0, let
We may assume v < +∞, α < +∞. For any ε > 0, by Condition 5.1 (see [10] for instance) there exists a
Thus, letting ε → 0 + gives α ≤ v.
To prove the converse inequality, let ε > 0 be arbitrary, and note that there exists
Thus,
Next, we identify the Hamilton-Jacobi-Bellman equation that determines v. This turns out to be a calculus of variations problem with an endpoint constraint. Set
That is, we embed the original problem into a problem with an additional trajectory and add the condition that the endpoint of γ at 0 must be no greater than λ. This is a standard variational problem (see [6] , [3] ). Then u is the viscosity solution (in the sense of lower semicontinuous viscosity solutions, also known as bilateral solutions in [3] ) of the equation
Then v(t, x) = u(t, x, 0). Using the quasiconvex duality form of the duality Theorem 2.3 we obtain the following expression for Lagrangian costs. 
Proof. By Proposition 5.2 we have, for any
we are done.
is quasiconvex for all x ∈ R N , and there exist constants
Consider the cost function c :
This type of cost function appears to be natural for L ∞ optimal transport in which the transport trajectories should minimize the worst case Lagrangian cost connecting x to y.
Again, we take v = +∞ if the admissible class is empty. Observe that
is the value function of the calculus of variations problem with the objective of minimizing ϕ(ξ(0)) subject to the mixed constraint L(ξ(s),ξ(s)) ≤ λ for almost every 0 ≤ s ≤ t.
Similarly to Section 5.1, we have the following proposition, which shows that v can be written as a c-quasiconcave conjugate of the initial function.
Proposition 5.6. Let
The Hamilton-Jacobi-Bellman equation that v satisfies (see [5] , [13] , [14] ) is given by
We note that v solves (5.9) in the sense of semicontinuous viscosity solutions with constraints (see Barron-Jensen [5] and Frankowska-Plaskacz [13] ). This means that the function v is a subsolution of (5.9) in Ω λ and a supersolution in Ω λ . We have
With these identifications, using the quasiconvex duality result of Theorem 2.5 (iv), we can state the duality theorem using solutions of the Hamilton-Jacobi equation (5.9).
The proof of Theorem 5.7 is similar to that of Theorem 5.4 once we take into account the fact that under Condition 5.5 there always exists a minimizing trajectory ξ(·) connecting y and x (see [6] ).
The dual of a problem in L ∞ calculus of variations
The typical value function in the calculus of variations in L ∞ is defined in terms of a given Lagrangian L by the formula
Set c(x, y) = inf ess sup
The Hamilton-Jacobi equation that V satisfies in the viscosity sense (see [2] , [4] , [6] ) is
is a dynamic programming statement (see [4] ). If we identify, as we did in the previous section, ψ(y) = V (1, y), ϕ(x) = V (0, x), and g(x) = L(x), a natural dual problem which arises is (6.1)
, is a given bounded continuous function. It is then reasonable to seek to find the dual of this problem as a minimization over measures on the product space R N × R N .
The main result of this section shows that (6.1) is, in fact, representable as the supremum of a family of optimal partial transport problems, where, as opposed to the classical case, the condition that the admissible measures have a fixed first marginal will be replaced by a different requirement. Precisely, we prove the following theorem.
Theorem 6.1.
Proof. Let α be an arbitrary function in C(R
. We begin by showing that the identity Let A, B : X → R ∪ {+∞} be defined by
and
respectively, where
It is immediate that A and B are well-defined and that A is convex. Let us check that B is also convex. Let u 1 , u 2 ∈ X, and t ∈ (0, 1) be arbitrary. We need to show that
. We may assume, without loss of generality, that B(u 1 ) ∨ B(u 2 ) < +∞. Thus, there exist pairs (ϕ 1 , ψ 1 ), (ϕ 2 , ψ 2 ) ∈ S such that u 1 = αϕ 1 − ψ 1 and u 2 = αϕ 2 − ψ 2 . Let ε > 0 be arbitrary and choose (ϕ
2 , and
We have
, tϕ
Letting ε → 0 + concludes the proof of the convexity of B.
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Overall, we have checked that the functionals A and B satisfy the hypotheses of Theorem 6.2. We have
We now compute
Note that if μ ∈ X * is not a nonnegative measure, then there exists a nonpositive
we have v n ≤ 0 ≤ (1 − α)c, and letting n → ∞, we deduce that the last supremum above is +∞. Also, if μ ≥ 0, the supremum is equal to
On the other hand, In view of (6.4), we deduce that (6.3) holds. We now claim that we have 
