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Abstract
Mixed-integer mathematical programs are among the most commonly used models for a wide set of
problems in Operations Research and related fields. However, there is still very little known about what
can be expressed by small mixed-integer programs. In particular, prior to this work, it was open whether
some classical problems, like the minimum odd-cut problem, can be expressed by a compact mixed-
integer program with few (even constantly many) integer variables. This is in stark contrast to linear
formulations, where recent breakthroughs in the field of extended formulations have shown that many
polytopes associated to classical combinatorial optimization problems do not even admit approximate
extended formulations of sub-exponential size.
We provide a general framework for lifting inapproximability results of extended formulations to the
setting of mixed-integer extended formulations, and obtain almost tight lower bounds on the number of
integer variables needed to describe a variety of classical combinatorial optimization problems. Among
the implications we obtain, we show that any mixed-integer extended formulation of sub-exponential
size for the matching polytope, cut polytope, traveling salesman polytope or dominant of the odd-cut
polytope, needs Ω(n/ logn)many integer variables, where n is the number of vertices of the underlying
graph. Conversely, the above-mentioned polyhedra admit polynomial-size mixed-integer formulations
with only O(n) or O(n logn) (for the traveling salesman polytope) many integer variables.
Our results build upon a new decomposition technique that, for any convex set C, allows for approx-
imating any mixed-integer description of C by the intersection of C with the union of a small number of
affine subspaces.
Keywords: extension complexity, mixed-integer programs, extended formulations
1 Introduction
Mixed-integer linear extended formulations (MILEFs) are one of the most common models to mathemati-
cally describe a wide variety of problems in Operations Research and related fields. This is due to their high
expressive power, which made them the tool of choice for numerous real-world optimization problems, and
also led to a large ecosystem of commercial solvers and modeling languages supporting mixed-integer mod-
els. Despite their prevalence, the relation between what can be expressed by mixed-integer formulations and
the number of integer variables used remains badly understood. In particular, it is open how many integer
variables are needed to obtain a compact, i.e., polynomial-size, MILEF for classical combinatorial objects
including matchings, traveling salesman tours, cuts, stable sets, vertex covers, and odd cuts, just to name a
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few. Moreover, there are natural problem classes beyond classical combinatorial optimization problems, for
which efficient algorithms are known and yet, prior to this work, it was open whether they could as well be
solved efficiently via a MILEF with a very small number of integer variables (maybe even just constantly
many), through the use of Lenstra’s Algorithm [21]. Bimodular integer programming is such an example
(we expand on this in Section 5.8). Whereas MILEFs are mostly used to describe hard problems, the hope to
find such efficiently solvable MILEFs is driven by the desire to cast efficiently solvable problems, for which
only specialized procedures are known, into a common, well-studied framework, for which there are more-
over strong solvers available. The only prior result on lower bounds for the number of integer variables in
MILEFs, shows that any compact formulation of the matching polytope of a complete graph with n vertices
needs Ω(
√
n/logn) integer variables [17]. Unfortunately, the presented technique is highly specialized to
the matching polytope, heavily exploiting its facet structure. Moreover, this lower bound leaves a large gap
compared to the canonical description of all matchings using Θ(n2) many integer variables, one for each
edge.
The goal of this work is to address this lack of understanding of the expressive power of MILEFs as
a function of the number of constraints and integer variables used, by presenting a general framework to
lift linear extension complexity results for approximate extensions to the mixed-integer setting. To better
put our results into context, we start with a brief summary of some basics on linear extensions, which also
allows us to introduce notations and terminology to be used later, and formalize the notion of MILEFs.
The typical settings in discrete optimization for which linear or mixed-integer models are developed ask
about optimizing a linear function over some set of vectors X ⊆ Zd, or often even just X ⊆ {0, 1}d. The
set X could for example correspond to the characteristic vectors of all matchings in a graph G = (V,E),
in which case d = |E|. Clearly, such problems can be restated as optimizing a linear function over the
corresponding polytope P ⊆ Rd, which is simply the convex hull of the points in X , i.e., P = conv(X ).
For X being all matchings of a graph, P would therefore correspond to the matching polytope. Hence, a
discrete optimization problem gets described by a linear program, which is algorithmically well understood.
Ideally, to solve a linear program over P , we would like to have an inequality description of P , i.e., P =
{x ∈ Rd | Ax ≤ b}. Unfortunately, for many polytopes that arise in combinatorial optimization, such
descriptions require an exponential number of inequalities. However, some of these polytopes admit much
smaller descriptions if we allow the use of “additional variables”, i.e., we allow describing P as
P = {x ∈ Rd | ∃y ∈ Rℓ : Ax+By ≤ b} , (1)
where Ax + By ≤ b is a system of (preferably few) linear inequalities. The description Q = {(x, y) ∈
R
d×Rℓ | Ax+By ≤ b} is called an extended formulation of P . It allows for stating the original problem as
a linear program over the solutions ofQ. Understanding which polytopes admit small extended formulations
is the scope of the field of extended formulations and we refer to [8, 18] and [9, Chap. 4] for many examples
and background material. Formally, the extension complexity xc(P ) of a polyhedron P is the minimum
number of facets of an extended formulation Q of P . Clearly, compact (i.e., polynomial-size) extended
formulations are desirable since they allow for rephrasing the original problem as a small linear program.
Whereas the above definition of an extended formulation Q of P requires P to be an axis-parallel
projection ofQ, one can lift this restriction and allow for P to be some affine image ofQ. This generalization,
which we use in this paper for convenience, can easily be seen not to have any impact to the notion of
extension complexity. More formally, we say that a polyhedron Q is a linear extended formulation (LEF) of
P if there exists an affine map π such that P = π(Q). Moreover, the size of a LEF is equal to the number
of its facets.
The study of linear extensions has received considerable attention recently due to breakthrough results
stating that, for various prominent polytopes that arise in combinatorial optimization, the number of inequal-
ities in every description of type (1) is super-polynomial in d, see, e.g., [14, 29, 19, 3, 26, 15].
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This situation changes dramatically if we further allow for imposing “integrality constraints”, which
leads to the notion of mixed-integer linear extended formulations. In this setting, we describe P as
P = conv
({
x ∈ Rd
∣∣∣ ∃y ∈ Rℓ, z ∈ Zk : Ax+By + Cz ≤ b}) . (2)
In other words, P is described by some polyhedron Q = {(x, y, z) ∈ Rd×Rℓ×Rk | Ax+By+Cz ≤ b}
that is intersected with k integrality constraints, projected down to a subset of the coordinates, and the convex
hull of the resulting set is finally considered. The complexity of such a description of P is now captured by 2
parameters, namely the numberm of facets ofQ—which is again called the size of Q—and the number k of
integer variables. As in the case of linear extensions, we can lift the restriction of the projection being axis-
parallel, and allow for imposing integrality constraints on affine forms, without any impact on the values for
m and k that can be achieved. Formally, we say that a polyhedron Q ⊆ Rℓ is aMILEF of complexity (m,k)
of P ⊆ Rd, if the number of facets of Q is at mostm, the number of integrality constraints k, and there are
affine maps σ : Rℓ → Rk and π : Rℓ → Rd such that
P = conv
({
π(x)
∣∣∣ x ∈ Q,σ(x) ∈ Zk}) = conv (π (Q ∩ σ−1(Zk))) . (3)
When we need to be specific, we also say that the triple (Q,σ, π) is a MILEF of P . Again, a description of
P in terms of a MILEF (with corresponding maps π and σ), allows for reducing any linear programming
problem over P to the problem of maximizing a linear function over the mixed-integer set π(Q∩σ−1(Zk)).
Even very difficult structures, like stable sets, or sets over which we can efficiently optimize but for
which no small extended formulation exists, like matchings, can easily be described as small mixed-integer
(or even just integer) formulations. On the downside, mixed-integer linear programs are a considerably
harder problem class than their linear counterparts. The currently fastest algorithms, in terms of dependence
on the number of integer variables k, have a running time dependence of kO(k) [21]; hence, one needs
k = O( log d/log log d) for this expression to become polynomial, where d corresponds to the input size of the
original problem. Thus, for hard problems, like maximum stable sets, we do not expect that MILEFs exist
with both small size and few integer variables.
However, the mentioned achievements in the field of extended formulations did not seem to give rise
to general techniques for obtaining lower bounds on the number of integer variables in the mixed-integer
setting. In this work, we demonstrate how recent generalizations of results in extended formulations, namely
inapproximability results for extended formulations, can be leveraged in a general way to obtain lower
bounds on m and k for any MILEF of complexity (m,k) for the problem in question. Actually, the lower
bounds we obtain even hold for any MILEF that is a close approximation (in a sense we will define formally
later) of the problem under consideration. As a consequence, we can show close-to-optimal lower bounds on
k for any compact (approximate) MILEF of classical polytopes like the matching polytope, the cut polytope,
and the dominant of the odd-cut polytope.
1.1 Main results and consequences
To exemplify the type of results we can derive from our technique, and to highlight its breadth, we first state
some hardness results for classical combinatorial problems and for an efficiently solvable class of integer
programs (bimodular integer programs, which we will formally define in Section 5.8), and later discuss our
general framework allowing to derive these and further results as consequences. To this end, let Kn denote
the complete undirected graph on n vertices.
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Polytope(s) Lower bound Upper bound
Matching Ω(n/logn) O(n)
Odd-cut dominant Ω(n/logn) O(n)
Cut Ω(n/logn) O(n)
TSP Ω(n/logn) O(n log n)
Stable set Ω(
√
n/logn) O(n)
Knapsack Ω(
√
n/logn) O(n)
Matroid Ω(
√
n/logn) −
Bimodular Ω(
√
n/logn) O(n)
Figure 1: Bounds on the number of integer variables in MILEFs of a certain size. The first four rows refer to the respective polytopes on the complete
undirected graph on n nodes. Here, the lower bounds hold for MILEFs up to size 2cn for some constant c > 0 (see Theorem 1). The lower bounds
in the latter four rows refer to stable set polytopes of n-vertex graphs, knapsack polytopes of n-item instances, independence polytopes of matroids
with cardinality n, and integer hulls of conic bimodular integer programs with n variables, respectively. These bounds hold for MILEFs up to size
2c
√
n, and these bounds are to be interpreted as guaranteeing the existence of polytopes in the respective family for which the lower bound holds
(see Theorem 2). The right column contains upper bounds on the number of integer variables that are sufficient to obtain MILEFs of size polynomial
in n for the respective family, and these bounds are valid for all members of the family (see Section 6). For the case of independence polytopes of
matroids, no polynomial-size MILEF is known.
Theorem 1. There is a constant c > 0 such that the following holds. Let n ∈ Z≥1, and let m,k > 0 such
that there exists a MILEF with complexity (m,k) withm ≤ 2c·n for either:
• the matching polytope ofKn,
• the dominant of the odd-cut polytope ofKn,
• the cut polytope ofKn, or
• the traveling salesman polytope ofKn.
Then k = Ω(n/logn).
As we will see later, in all of the above cases our lower bound on the number of integer variables is tight
up to a factor that is poly-logarithmic in n.
Theorem 2. There is a constant c > 0 such that the following holds. Let n ∈ Z≥1, and let m,k > 0 such
that there exists a MILEF with complexity (m,k) withm ≤ 2c·
√
n for either:
• the stable set polytope of any n-vertex graph,
• the knapsack polytope of any n-item instance,
• the independence polytope of any matroid on a ground set of cardinality n, or
• the convex hull of all feasible points of any conic bimodular integer program with n variables.
Then k = Ω(
√
n/logn).
A summary of stated lower bounds together with upper bounds on the number of integer variables needed
in polynomial-size MILEFs can be found in Figure 1. Actually, our techniques imply even slightly stronger
versions of Theorems 1 and 2 that rule out MILEFs for the said problems that closely approximate P . We
will get back to this later.
Previously, a non-trivial lower bound on the number of integer variables needed in any sub-exponential
MILEF was only known for matchings, where a bound of Ω(
√
n/logn) was obtained in [17]. Our results
not only apply to a much broader class of problems, but are often also nearly tight in terms of revealing how
many integer variables are needed, which is a key parameter in MILEFs. More precisely, polynomial-size
MILEFs for cuts and minimal odd-cuts are well known. For matchings, the textbook integer formulation
uses one integer variable per edge, thus leading to a compact MILEF with O(n2) integer variables. As
we show in Section 5.1, also matchings admit a compact MILEF with only O(n) integer variables. Hence,
4
Theorem 1 shows that even if we allow exponential-size MILEFs, satisfying m ≤ 2cn for a well-chosen
constant c > 0, at least nearly linearly many, i.e., Ω(n/logn), integer variables are needed for describing the
matching polytope, the cut polytope, or the dominant of the odd-cut polytope. Whereas this may be natural
to expect for hard problems, it is interesting that polytopes corresponding to efficiently solvable problems,
like maximum matchings, minimum odd-cuts, or bimodular integer programming, cannot be described by a
MILEF with much fewer than linearly many integer variables. In particular, this rules out the possibility to
efficiently solve the odd-cut problem or bimodular integer programming through a MILEF with a classical
algorithm for mixed-integer programs like Lenstra’s algorithm [21], whose running time dependence on the
number of integer variables k is kO(k); we would thus need k = O( logn/log logn) for Lenstra’s algorithm to
run efficiently.
Moreover, since the matching polytope of a complete graph with n vertices is a linear projection of the
traveling salesman polytope (TSP) on an O(n)-vertex graph (see [33]), our results also extend to the TSP
polytope. We note that TSP and its variants have been heavily studied in the context of MILEF formulations
(see [25, 16, 24, 23] and references therein) and we provide the first nearly-linear lower bound on the number
of integer variables needed in such formulations.
Whereas Theorems 1 and 2 give a nice overview of the type of results we can obtain, the main contri-
bution of our work, which leads to those results, is a general technique to transform hardness results for
approximate LEFs to the mixed-integer setting, in a black-box fashion. We first need a formal notion of
approximate LEFs and MILEFs, which boils down to defining, for two non-empty convex sets A,B ⊆ Rd
withA ⊆ B (think ofB as being a relaxation ofA), how wellB approximates A. Various notions have been
used in the literature, depending on the context. In particular, from a viewpoint of optimization, it is natural
to consider a notion related to the ratio of the optimal values when optimizing a linear objective over A and
B, respectively, like the integrality gap. We therefore use the notion of the maximization gap gap+(A,B)
and the minimization gap gap-(A,B) between A and B with A ⊆ B ⊆ Rd≥0, which are defined as follows:
gap+(A,B) = inf{ε ≥ 0 : (1 + ε) · sup
a∈A
c⊺a ≥ sup
b∈B
c⊺b ∀c ∈ Rd≥0},
gap-(A,B) = inf{ε ≥ 0 : inf
a∈A
c⊺a ≤ (1 + ε) · inf
b∈B
c⊺b ∀c ∈ Rd≥0}.
Clearly, the maximization gap is relevant for maximization problems like maximummatchings, or maximum
stable set, and the minimization gap is used for minimization problems like minimum odd-cut.
Many approximation hardness results for LEFs are stated in terms of these linear programming (LP) gap
notions. However, for our techniques, a more “geometric” notion is more convenient. In particular, one that
is invariant under basic operations like bijective affine transformations, which is not the case for gap+ and
gap-. We therefore introduce the notion of “relative distance” between A and B, which can be interpreted
as a normalized notion of LP gap and has many helpful properties. In particular, it is invariant with respect
to affine bijections and can easily be related to the LP gap notions for 0/1-polytopes. For two non-empty
convex sets A ⊆ B ⊆ Rd, we define their relative distance by
rdist(A,B) := sup
π : Rd→R
dH(π(A), π(B))
diam(π(A))
,
where the supremum is taken over all linear maps π : Rd → R, dH(·, ·) is the Hausdorff distance (i.e.
dH(π(A), π(B)) = supb∈B infa∈A |π(b)−π(a)|), and diam(·) is the diameter function (i.e. diam(π(A)) =
supa,a′∈A |π(a)− π(a′)|). In the above definition, we interpret as 0 any fraction with∞ in the denominator
as well as the fraction 0/0. One can easily observe that the definition of relative distance does not change
if the supremum is only taken over orthogonal projections onto a line, which goes through the origin. As
an illustration of the notion of relative distance, see Figure 2. Moreover, we extend the definition to empty
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Figure 2: The relative distance of the above light shaded and dark shaded polygons is α
β
.
sets by setting rdist(∅, ∅) = 0 and rdist(∅, B) = ∞ for B 6= ∅. Even though one could define the relative
distance in a broader context without assuming A ⊆ B, we restrict ourselves to the above setting since it is
the one relevant for our derivations. Using the notion of relative distance, we now define approximate LEFs
and MILEFs in the natural way.
Definition 3. For a convex set C ⊆ Rd and ε ≥ 0, an ε-LEF is a pair (Q,π) where Q is a polyhedron in
some space Rℓ, and π : Rℓ → Rd is an affine map such that C ⊆ π(Q) and rdist(C, π(Q)) ≤ ǫ.
Analogously, an ε-MILEF is a triple (Q,σ, π) where Q is a polyhedron in Rℓ, and σ : Rℓ → Rk and
π : Rℓ → Rd are affine maps such that C¯ := conv(π(Q ∩ σ−1(Zk))) satisfies C ⊆ C¯ and rdist(C, C¯) ≤ ε.
Note that classical LEFs and MILEFs are 0-LEFs and 0-MILEFs, respectively. We also remark that approx-
imate LEFs and MILEFs are well-defined even for non-polyhedral convex sets C .
We are now ready to state our main reduction result, which shows that the existence of an approximate
MILEF for a convex set C implies the existence of an approximate LEF for C . Thus, this allows for lifting
non-existence results for approximate LEFs to the mixed-integer setting.
Theorem 4. Let C ⊆ Rd be a convex set admitting a ε-MILEF of complexity (m,k), where ε ∈ [0, 1]. Then,
for every δ ∈ (0, 1], C admits a (ε+ δ)-LEF of sizem · (1 + k/δ)O(k).
To derive from the above theorem the MILEF-hardness results stated in Theorem 1, we proceed as
follows. First, we observe that existing LEF approximation hardness results imply that for some δ =
Ω(1/poly(n)) and a constant c > 0, there is no δ-LEF of size at most 2c·n for the polyhedron P we con-
sider. The result then follows by choosing ε = 0 in Theorem 4, and observing that if k < η · n/logn, for
an appropriately chosen constant η > 0, Theorem 4 implies the existence of a δ-approximate LEF of size
strictly less than 2c·n, thus leading to a contradiction. In particular, this proof approach implies that for
some ε¯ = Ω(1/poly(n)), there does not even exist a ε¯-MILEF of complexity (m,k) with m < 2c·n and
k ≤ η · n/logn, where η > 0 is some constant. Due to the relation between rdist and LP gap that we estab-
lish, this result can be rephrased in terms of non-existence of approximate MILEFs with respect to LP gap.
We expand on these connections and the precise statements resulting out of them in later sections.
1.2 Organization of the paper
We start by summarizing some key properties of the relative distance which we exploit later, including its
relation to LP distance. This is done in Section 2. In Section 3, we provide a thorough overview of our
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techniques that lead to Theorem 4, our main result to reduce approximation hardness results about LEFs
to MILEFs. A key ingredient of this proof is a new decomposition technique that, for any convex set D,
allows for approximating any mixed-integer description of D by the intersection of D with the union of a
small number of affine subspaces. Since this result may be of independent interest, we present it separately
in Section 4. Section 5 expands on the implications of our techniques to different polytopes, and provides
in particular a formal proof of (strengthened versions of) Theorems 1 and 2. In Section 6, we provide some
MILEFs for the polytopes mentioned in Theorems 1 and 2 to discuss the quality of the bounds derived in
these statements. We close the main part of our paper with a general discussion on the bounds achieved with
our techniques, in Section 7. Appendix A contains deferred proofs of properties of the relative distance.
2 Relative distance: basic properties
Due to the extensive use of the relative distance throughout this paper, we start by stating the key properties
that are used in the main part of the paper. We remark that our notion of relative distance is closely related to
the difference body metric for convex bodies, 1 introduced by Shephard [31]. Namely, for two convex bodies
A,B ⊆ Rd with A ⊆ B, the difference body metric ν is defined via ν(A,B) := log (1 + 2 rdist(A,B)).
Thus, most properties stated below are direct consequences of results in [31]. For the sake of complete-
ness (and since we deal with arbitrary convex sets), we provide a self-contained proof of Lemma 5 in
Appendix A.
Lemma 5. Consider three convex sets A ⊆ B ⊆ C in Rd.
(i) rdist(A,B) = inf {λ ≥ 0 : B ⊆ (1 + λ)A− λA}.
(ii) For any affine map π : Rd → Rm, we have rdist(π(A), π(B)) ≤ rdist(A,B), with equality in the
case thatm = d and π is invertible.
(iii) rdist(A,C) ≤ rdist(A,B) + rdist(B,C) + 2 rdist(A,B) rdist(B,C).
(iv) For convex sets A1, · · · , At, B1, · · · , Bt ⊆ Rd with Ai ⊆ Bi for all i ∈ [t],
rdist
(
conv(∪i∈[t]Ai), conv(∪i∈[t]Bi)
) ≤ max
i∈[t]
rdist(Ai, Bi) .
The next two lemmas highlight the relation between the relative distance and the LP gap notions, gap+
and gap-. This allows us to first translate LEF approximation hardness results, which are often stated
in terms of LP gap, into a gap in terms of relative distance. The same lemmas allow for translating our
hardness results, which are stated with respect to the relative distance, back to the notion of LP gap.
We call a convex set C ⊆ Rd≥0 down-closed if for every x ∈ C and y ∈ Rd≥0 such that y ≤ x, we
have y ∈ C . Moreover, for a 0/1-polytope P ⊆ [0, 1]d—i.e., a polytope all of whose vertices are within
{0, 1}d—we say that P is up-closed if x ∈ P and y ∈ [0, 1]d with x ≤ y implies y ∈ P .
Lemma 6. For two non-empty convex sets A ⊆ B ⊆ Rd≥0 where A is down-closed, we have rdist(A,B) =
gap+(A,B).
Lemma 7. Let A ⊆ [0, 1]d be an up-closed 0/1-polytope and B ⊆ [0, 1]d be a convex set with A ⊆ B and
d′ := dim(A) = dim(B). If d′ = 1, then A = B. Otherwise, we have
(i) rdist(A,B) ≥ 1d′−1 · gap
-(A,B)
1+gap-(A,B) , and
(ii) gap-(A,B) ≥ rdist(A,B)d′−1−rdist(A,B) .
The proofs of Lemmas 6 and 7 are postponed to Appendix A.
1A convex body is a convex set in Rd that is bounded, closed and full-dimensional.
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3 Outline of our techniques
In this section, we explain our approach for proving Theorem 4 and reduce it to a problem of approximating
the mixed-integer hull of a convex set by the intersection of the set with few affine subspaces.
R
k
σ(Q)
R
d
π(Q)
conv
(
π(Q ∩ σ−1(Zk)))
R
ℓ
Q
Q ∩ σ−1(Zk)
Figure 3: Representation of a MILEF (Q,σ, π) of a convex set C ⊆ Rd, i.e., C = conv(π(Q) ∩ σ−1(Zk)). The MILEF has k integrality
constraints. In this picture, Q lives in a 3-dimensional space, i.e., ℓ = 3; the convex set C lives in a 2-dimensional space, i.e., d = 2; and the
number of integer constraints is k = 2. The projection σ(Q) ofQ onto the integer space is highlighted on the left of the picture, and the projection
π(Q) onto the space of C is highlighted at the bottom of the picture.
To exemplify our approach, consider a convex set C ⊆ Rd, and a MILEF (Q,σ, π) for C of complexity
(m,k) ; see Figure 3. This means that
C = conv
(
π(Q ∩ σ−1(Zk))
)
= π
(
conv
(
Q ∩ σ−1(Zk)
))
,
where the second equality follows from the fact that the convex hull commutes with affine maps. Assume
that there are two constants c, η > 0 such that, for any δ < d−η, the set C does not admit a δ-LEF of size
smaller than 2c·d. Our goal is to transform the MILEF into a δ-LEF without blowing up the size too much.
The integer constraints of the MILEF cut the polyhedron Q into fibers, where a fiber is a set Q∩σ−1(z)
for some z ∈ Zk. Consider first a simple special case, where the number of non-empty fibers is not very
large. To this end, let
I = {z ∈ Zk | Q ∩ σ−1(z) 6= ∅} ,
be all points in Zk that correspond to non-empty fibers, and assume that we have |I| < 2c·d/2. Notice that
we can rewrite C as
C = π(Qσ) ,
where
Qσ := conv
( ⋃
z∈I
(
Q ∩ σ−1(z)) ) = conv (Q ∩ σ−1(Zk)) .
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We refer to Qσ as the mixed-integer hull of Q with respect to σ, and we remark that Qσ is a LEF of C , via
the affine map π. Moreover, we can bound the extension complexity of Qσ through a technique known as
disjunctive programming [4], which allows for obtaining an inequality description of the convex hull of the
union of a family of polyhedra, given an inequality description for each polyhedron in the family. In our
case, the polyhedra are the fibers Q ∩ σ−1(z) for z ∈ I , and each of those polyhedra has at most m facets,
because it is the intersection of Q, whose facets are bounded by m, and the affine subspace σ−1(z). The
disjunctive programming technique then implies xc(Qσ) ≤ |I|(m + 1), which, by assuming |I| < 2c·d/2,
implies xc(Qσ) = O(m · 2c·d/2). Moreover, since we assumed that every δ-LEF of C has size at least 2c·d,
and Qσ is a 0-LEF of C , we must have xc(Qσ) = Ω(2
c·d) and thusm = Ω(2c·d/2). In words, if the MILEF
(Q,σ, π) for C has few fibers, then it must have a very large size.
Ideally, if one could show that any MILEF for C of complexity (m,k) with k = O(d/log d) has a small
number of fibers, then we would be done. In particular, the number of fibers would be sufficiently small if all
integer variables involved in the MILEF had bounded range. Unfortunately, it does not hold in general that
the number of fibers is bounded. A key aspect of our approach is to overcome this hurdle. More precisely,
given a MILEF (Q,σ, π) for C as before, instead of describing Qσ in terms of the fibers Q ∩ σ−1(z), we
will show that one can approximate Qσ by sets of the form Q ∩ H , where H comes from a family H of
affine subspaces which is of small cardinality whenever k is small. In particular, an affine subspace H ∈ H
will not be of the form σ−1(z) as in the case of fibers, but will typically contain many subspaces of the form
σ−1(z) for z ∈ I . Moreover, the familyHmay contain subspaces of different dimensions. The price we pay
is that the resulting description is not exact anymore, but only yields an approximation of Qσ. Concretely,
the resulting set will be
QH := conv
( ⋃
H∈H
(Q ∩H)
)
= conv
(
Q ∩
⋃
H∈H
H
)
,
having the property that Qσ ⊆ QH ⊆ Q. We show that QH is a very good approximation of Qσ, with an
error of δ = O(d−κ) in terms of relative distance, where κ > 0 is a constant that we can choose, and that
only impacts other constants in our statements. Consequently, π(QH) will be a good approximation of C as
well.
To find such familyH of subspaces, we recursively “slice” Q along different directions of small “width”.
We rely on a celebrated result in convex geometry to find good directions, which is commonly known as
the Flatness Theorem, and which shows that low-dimensional lattice-free convex sets have small width. To
formally state the Flatness Theorem, we start by defining the flatness constant and lattice width. 2
Definition 8 (Flatness constant and lattice width). Let k ∈ Z≥1. The flatness constant Flt(k) in dimension k
is the smallest λ ∈ R≥0 such that for any convex, closed, and full-dimensional set B ⊆ Rk withB∩Zk = ∅,
there exists a vector v ∈ Zk \ {0} with
sup
x∈B
v⊺x− inf
x∈B
v⊺x ≤ λ.
Moreover, the quantity
width(B) := inf
v∈Zk\{0}
(
sup
x∈B
v⊺x− inf
x∈B
v⊺x
)
is called the lattice width of B.
Hence, Flt(k) is the smallest real that upper bounds the lattice width of any convex, closed, full-
dimensional and lattice-free set in Rk. Notice that the term flatness constant may be slightly misleading
2In the remainder of the paper, we denote general convex sets by B, C and D, and for the most part we keep the notational
convention that C is in the original space Rd, D is in the extended space Rℓ, and B is in the auxiliary space Rk (see Figure 3).
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since Flt(k) does depend on k. This term is historical, and comes from the fact that lattice width was often
studied in settings where k (and thus also Flt(k)) is constant. Finally, the term Flatness Theorem is used for
theorems that bound the quantity Flt(k) in terms of k. There are many versions of it; we state one coming
from [5, Sec. VII.8] that is convenient for us in what follows.
Theorem 9 (Flatness Theorem (see [5])). The flatness constant Flt(k) is always finite and can moreover be
bounded by a polynomial in k.
The following theorem is a key technical ingredient in our approach, and guarantees the existence of a
good family H of subspaces.
Theorem 10. Let ℓ, k ∈ Z>0, D ⊆ Rℓ be a convex set, and σ : Rℓ → Rk be an affine map. Then for
every δ > 0 there exists a family H of at most (1 + 1+δδ Flt(k))k affine subspaces of Rℓ such that the sets
Dσ = conv
(
D ∩ σ−1(Zk)) and DH := conv (D ∩⋃H∈HH) satisfy
(a) Dσ ⊆ DH, and
(b) rdist(Dσ,DH) ≤ δ.
Since the above statement is independent of the notion of (mixed-integer) extended formulations and
might be of independent interest, we discuss its proof in the next section.
Let us demonstrate how Theorem 10 indeed implies Theorem 4. To this end, we show that Theorem 10
implies the following, slightly stronger version.
Theorem 11. Let C ⊆ Rd be a convex set that has an ε-MILEF of complexity (m,k), for some ε ≥ 0. Then
for every δ > 0, C has an (ε+ δ + 2εδ)-LEF of size at most (m+ 1)
(
1 + 1+δδ Flt(k)
)k
.
We first argue that Theorem 11 indeed implies Theorem 4.
Proof of Theorem 4. Let C ⊆ Rd be a convex set admitting an ε-MILEF of complexity (m,k), where
ε ∈ [0, 1], and let δ ∈ (0, 1]. Applying Theorem 11, with δ replaced by δ/3, we obtain that C has a µ-LEF
of size at most s, where µ := ε+ δ3 +
2
3εδ and s := (m+ 1)
(
1 + 3+δδ Flt(k)
)k
. Notice that ε ≤ 1 implies
µ ≤ ε + δ; hence it only remains to prove that s = m · (1 + k/δ)O(k). Since δ ≤ 1, m ≥ 1, and there are
constants β > 0 and γ ≥ 1 such that Flt(k) ≤ βkγ , we have
s ≤ 2m ·
(
1 +
4
δ
βkγ
)k
≤ 2m · [(1 + 4β)(1 + kγ/δ)]k ≤ 2m · [(1 + 4β)(1 + k/δ)γ ]k .
And finally, since (1 + k/δ) ≥ 2, there must be a constant c such that 1 + 4β ≤ (1 + k/δ)c. Thus,
s ≤ 2m · (1 + k/δ)(γ+c)k ≤ m · (1 + k/δ)(γ+c)k+1 ,
which completes the proof of the claim.
It remains to show that Theorem 10 implies Theorem 11.
Proof of Theorem 11. By the assumption, there exists a polyhedron Q ⊆ Rℓ with at most m facets, and
affine maps π : Rℓ → Rd and σ : Rℓ → Rk such that Qσ satisfies C ⊆ π(Qσ) and rdist(C, π(Qσ)) ≤ ε.
Applying Theorem 10, we obtain a setH of affine subspaces of Rℓ with |H| ≤ (1 + 1+δδ Flt(k))k, such that
Qσ ⊆ QH and rdist(Qσ, QH) ≤ δ.
Now, let cl(QH) be the closure of QH. By Balas’ Theorem [4], we have
xc(cl(QH)) ≤
∑
H∈H
(xc(Q ∩H) + 1) ≤
∑
H∈H
(xc(Q) + 1) ≤ |H|(m+ 1).
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Thus, there exists a polyhedron Q′ ⊆ Rℓ′ with at most (m + 1)|H| facets and an affine map τ : Rℓ′ → Rℓ
with τ(Q′) = cl(QH). Let us define π′ := π ◦ τ . We show Theorem 11 by proving that (Q′, π′) is a
(ǫ+ δ + 2ǫδ)-LEF of C; the above already shows that its size is bounded by (m+ 1)(1 + 1+δδ Flt(k))
k, as
desired. Clearly, we have
π′(Q′) = π(τ(Q′)) = π(cl(QH)) ⊇ π(QH) ⊇ π(Qσ) ⊇ C,
and hence it only remains to show that rdist(C, π′(Q′)) ≤ ε+ δ + 2εδ. To this end, first observe that
rdist(π(Qσ), π
′(Q′)) = rdist(π(Qσ), π(cl(QH)))
≤ rdist(Qσ, cl(QH))
= rdist(Qσ, QH)
≤ δ ,
where the first inequality follows from Lemma 5 (ii), the second equality from the fact that rdist(A,B) =
rdist(A, cl(B)) always holds, and the last inequality from the definition ofQH. Finally, recall that rdist(C, π(Qσ)) ≤
ε, and hence using Lemma 5 (iii) we obtain
rdist(C, π′(Q′)) ≤ rdist(C, π(Qσ)) + rdist(π(Qσ), π′(Q′)) + 2 rdist(C, π(Qσ)) rdist(π(Qσ), π′(Q′))
≤ ε+ δ + 2εδ,
as claimed.
4 Approximating mixed-integer hulls by unions of slices
As demonstrated in the previous section, the key technical ingredient for the proof of Theorem 4 is the
statement of Theorem 10. In this section we prove the latter. Throughout this section, we make extensive
use of the sets Dσ and DH as defined in Theorem 10. Before we give an idea of its proof, let us argue that
it can easily be derived from the following statement.
Proposition 12. Let ℓ, k ∈ Z>0, D ⊆ Rℓ be a convex set, and σ : Rℓ → Rk be an affine map. Then, for
every δ > 0 there exists a family H of affine subspaces of Rℓ satisfying:
(i) |H| ≤∏ki=1 (1 + (1+δ)δ Flt(i)),
(ii) D ∩ σ−1(Zk) ⊆ ⋃H∈HH , and
(iii) rdist ((D ∩H)σ,D ∩H) ≤ δ for each H ∈ H.
Proof of Theorem 10. Let H be the family of affine subspaces as described in Proposition 12. By Propo-
sition 12 (i) and the monotonicity of Flt(k), we immediately obtain the bound |H| ≤ (1 + 1+δδ Flt(k))k.
Next, property (a) of Theorem 10 follows from Proposition 12 (ii) because
DH = conv
(
D ∩
⋃
H∈H
H
)
⊇ conv
(
D ∩ σ−1(Zk) ∩
⋃
H∈H
H
)
= conv
(
D ∩ σ−1(Zk)
)
= Dσ .
Hence, it only remains to show property (b) of Theorem 10. To this end, for each H ∈ H, we define
AH := (D ∩H)σ and BH := D ∩H , which leads to
AH ⊆ BH , Dσ = conv
( ⋃
H∈H
AH
)
, and DH = conv
( ⋃
H∈H
BH
)
,
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where the second relation follows from Proposition 12 (ii). We finally obtain the bound
rdist(Dσ ,DH) ≤ max
H∈H
rdist(AH , BH) ≤ δ ,
where the first inequality follows by Lemma 5 (iv) and the second one by Proposition 12 (iii).
Proposition 12 states that there is a small family of affine subspaces of Rℓ that cover all fibers D ∩
σ−1(Zk) of the set D, with the property that each slice D ∩ H approximates well its own mixed-integer
hull (D ∩ H)σ . The idea behind the proof can be sketched as follows. If the set D is already a good
approximation of its mixed-integer hullDσ, then there is no need to intersect it with proper affine subspaces,
i.e., we can simply choose H = {Rℓ}. Otherwise, the next statement claims that there is a small family
of affine subspaces covering all the fibers, such that the mixed-integer hull (D ∩H)σ of each slice can be
described with fewer integer constraints; and we can recurse.
Intuitively, the idea of how we exploit the Flatness Theorem is the following. If D is not a good ap-
proximation of Dσ , then there is a point in D \Dσ certifying that rdist(Dσ ,D) is large. However, for this
to be possible, the set of all fibers σ−1(Zk) cannot be extremely dense with respect to every direction. We
exploit this through the Flatness Theorem to find a good direction with respect to which we can slice D into
polynomially (in k) many slices.
As mentioned before, Proposition 12 is obtained through recursive slicing. The following lemma shows
that we can find a family of affine subspaces for slicing D once, thus reducing the number of integer con-
straints k by one. With the recursive use of this lemma to eliminate all integer variables, the proof of
Proposition 12 becomes straightforward and is postponed to the end of this section.
Lemma 13. Let ℓ, k ∈ Z>0, D ⊆ Rℓ be a convex set, and σ : Rℓ → Rk be an affine map. If
rdist(Dσ,D) = δ > 0 ,
then there exists a setH of affine subspaces of Rℓ and an affine map τ : Rℓ → Rk−1 satisfying:
(i) |H| ≤ 1 + 1+δδ Flt(k),
(ii) D ∩ σ−1(Zk) ⊆ ⋃H∈HH , and
(iii) H ∩ σ−1(Zk) = H ∩ τ−1(Zk−1) for each H ∈ H.
The affine subspaces (and the map τ ) needed for Lemma 13 are implicitly given by the next lemma,
which shows that all fibers inD∩σ−1(Zk) can be covered by a small number of parallel lattice hyperplanes.
Lemma 14. Let ℓ, k ∈ Z>0,D ⊆ Rℓ be a convex set, and σ : Rd → Rk be an affine map. If rdist(Dσ,D) =
δ > 0, then width (σ(Dσ)) ≤ 1+δδ Flt(k).
Proof. We assume that the set σ(Dσ) is full-dimensional in R
k, for otherwise its lattice width is 0 and the
statement holds trivially. Notice that it is enough to show that, for any value λ > 0 with λ < rdist(Dσ,D),
the lattice width of σ(Dσ) is bounded by
1+λ
λ Flt(k).
For such a value 0 < λ < δ, it follows from Lemma 5 (i) that there exists a point y ∈ D such that
y /∈ (1 + λ)Dσ − λDσ. In turn, this means that the sets y + λDσ and (1 + λ)Dσ are disjoint. Scaling both
sets by 11+λ and setting µ :=
λ
1+λ ∈ (0, 1), we obtain
((1− µ)y + µDσ) ∩Dσ = ∅. (4)
Now consider the (convex, closed, and full-dimensional) set
B := (1− µ)σ(y) + µσ(Dσ) ⊆ Rk , (5)
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and notice that σ(Dσ) can be obtained from B via a scaling with factor 1/µ followed by a translation. Hence,
width(Dσ) =
1
µ
width(B) =
1 + λ
λ
width(B) .
Thus, to prove the lemma, it suffices to show that B is lattice free, and consequently width(B) ≤ Flt(k).
Assume, for the sake of deriving a contradiction, that there is a point z ∈ B ∩ Zk. As z is in B, and
by the definition of B given in (5), there exists some x ∈ Dσ such that z = (1 − µ)σ(y) + µσ(x). Now,
consider the point
w := (1− µ)y + µx .
It is clear from its definition that w ∈ (1−µ)y+µDσ . Moreover, w ∈ D, because it is a convex combination
of points x and y in D. And finally, w ∈ σ−1(Zk), because σ(w) = (1 − µ)σ(y) + µσ(x) = z ∈ Zk.
Therefore, we obtain w ∈ ((1− µ)y + µDσ) ∩Dσ, a contradiction to (4).
We are now ready to prove Lemma 13.
Proof of Lemma 13. By the hypothesis and by Lemma 14, we have width(σ(Dσ)) ≤ 1+δδ Flt(k). Hence,
there exists a vector v ∈ Zk \ {0} such that the set
I := {v⊺z : z ∈ σ(Dσ) ∩ Zk} = {v⊺z : z ∈ σ(D) ∩ Zk} ⊆ Z
has cardinality |I| ≤ 1+ 1+δδ Flt(k). We may assume gcd(v) = 1, for otherwise replacing v by v/gcd(v) can
only decrease the cardinality of I . By the definition of I we have
σ(D) ∩ Zk ⊆
⋃
i∈I
{x ∈ Rk : v⊺x = i} , (6)
i.e., the set σ(D) ∩ Zk can be covered by only |I| many hyperplanes. We now take the pre-images of these
hyperplanes under σ to define our family H. Hence, letH := {Hi : i ∈ I}, where
Hi := {y ∈ Rℓ : v⊺σ(y) = i} = σ−1
(
{x ∈ Rk : v⊺x = i}
)
∀i ∈ I.
Clearly, H satisfies property (i) of Lemma 13. Moreover, property (ii) follows immediately from (6) and the
fact that theHi’s are the pre-images of the hyperplanes in (6). It remains to show thatH fulfills property (iii)
of Lemma 13. Since gcd(v) = 1, it is well known that there exists a unimodular matrix U ∈ Zk×k, i.e.,
det(U) ∈ {−1, 1}, with the first row being v⊺.3 We have(
z ∈ Zk ⇐⇒ Uz ∈ Zk
)
∀z ∈ Rk , (7)
because U−1 is integral. Let U ′ ∈ Z(k−1)×k be the matrix that arises from U by removing the first row.
Clearly, by defining φ : Rk → Rk−1 via φ(x) := U ′x, we can rephrase (7) as follows:(
z ∈ Zk ⇐⇒ v⊺z ∈ Z and φ(z) ∈ Zk−1
)
∀z ∈ Rk . (8)
Since I ⊆ Z, we thus obtain for all i ∈ I
Hi ∩ σ−1(Zk) = {y ∈ Rℓ : v⊺σ(y) = i, σ(y) ∈ Zk} = {y ∈ Rℓ : v⊺σ(y) = i, φ(σ(y)) ∈ Zk−1}
= Hi ∩ (φ ◦ σ)−1(Zk−1),
where the second equality follows from (8). Hence, by setting τ := φ◦σ, we have thatH fulfills property (iii)
of Lemma 13, as desired.
3 The existence of such a unimodular matrixU with v⊺ as its first row easily follows from the fact that the Hermite Normal Form
of any vector with gcd = 1 is e1 = (1, 0, . . . , 0). Since the (column) Hermite Normal Form can be obtained by integer column
operations, these operations can be described by a unimodular matrix A ∈ Zk×k. Hence, there is a unimodular matrix A ∈ Zk×k
such that v⊺A = e⊺1, and one can choose U = A
−1.
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Finally, we provide the proof of Proposition 12.
Proof of Proposition 12. We proceed by induction over k ≥ 0 and note that the claim is trivial for k = 0 by
choosing H = {Rℓ}. Now let k ≥ 1 and observe that we may assume that rdist(Dσ ,D) > δ, as otherwise
we can again choose H = {Rd}. By Lemma 13 there exists a family L of affine subspaces of Rℓ and an
affine map τ : Rℓ → Rk−1 such that
|L| ≤ 1 + 1 + δ
δ
Flt(k) , (9)
D ∩ σ−1(Zk) ⊆
⋃
L∈L
L , and (10)
L ∩ σ−1(Zk) = L ∩ τ−1(Zk−1) ∀L ∈ L . (11)
For each such L ∈ L, by the induction hypothesis applied toD∩L and τ , there exists a familyHL of affine
subspaces in Rℓ such that
|HL| ≤
k−1∏
i=1
(
1 +
1 + δ
δ
Flt(i)
)
, (12)
D ∩ L ∩ τ−1(Zk−1) ⊆
⋃
H∈HL
H , and (13)
rdist((D ∩ L ∩H)τ ,D ∩ L ∩H) ≤ δ ∀H ∈ HL. (14)
Defining the set H := {L ∩H : L ∈ L, H ∈ HL}, we clearly satisfy (i) due to (9) and (12). Furthermore,
we have
D ∩ σ−1(Zk) =
⋃
L∈L
(
D ∩ L ∩ σ−1(Zk)
)
(by (10))
=
⋃
L∈L
(
D ∩ L ∩ τ−1(Zk−1)
)
(by (11))
⊆
⋃
L∈L
⋃
H∈HL
L ∩H , (by (13))
which shows (ii). Finally, (iii) is a direct consequence of (14), and the fact (D ∩ L ∩H)σ = (D ∩L ∩H)τ
for each L ∈ L and H ∈ HL, by (11).
5 Applications
In this section, we demonstrate how our framework can be applied to obtain strong lower bounds on the
number of integer variables in MILEFs in several relevant settings. Among other results, we will obtain the
statements mentioned in Theorems 1 and 2 using Theorem 4 and existing inapproximability results on LEFs.
In fact, we prove stronger versions of all these statements, as we also rule out the existence of approximate
MILEFs. To this end, we first derive the following direct consequence of Theorem 4, which is suited for the
applications we consider.
Corollary 15. Let α, β, γ, ε > 0 be constants with ε < α, γ. Let C be any non-empty convex set that does
not admit an α
nβ
-LEF of size at most 2γn. Then any α−ε
nβ
-MILEF of C of size at most 2(γ−ε)n has Ω (n/logn)
integer variables.
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Proof. Let C be any convex set as in the hypothesis and suppose it admits a α−ε
nβ
-MILEF of complexity
(m,k) where m ≤ 2(γ−ε)n. We may assume that n ≥ 2 and k ≤ n. By Theorem 4, C admits a ̺-LEF of
size s, where
̺ :=
α− ε
nβ
+
ε
nβ
=
α
nβ
and
s := m
(
1 +
k
ǫ/nβ
)ck
,
for some constant c > 0. By the assumption, we must have
2γn ≤ s ≤ m
(
knβ
′)ck ≤ mn(β′+1)ck ≤ 2(γ−ε)nn(β′+1)ck
for some constant β′ > 0, where the second inequality follows from n ≥ 2 and by choosing β′ sufficiently
large, the third inequality follows from k ≤ n, and the last inequality is due to m ≤ 2(γ−ε)n. This implies
k ≥ εnc(β′+1) logn , which yields the claim.
Note that the above statement allows for quickly translating an inapproximability result on LEFs into a
certain inapproximability result on MILEFs. Besides the proofs of Theorems 1 and 2, the main purpose of
this section is to demonstrate how several existing inapproximability results on LEFs in the literature, which
are usually stated using different notions of approximations, can be transferred into inapproximability results
on LEFs as required in the statement of Corollary 15.
5.1 Matching polytope
We start by applying our framework to the matching polytope of the complete graph, to which we simply
refer to as the matching polytope, and which is defined as the convex hull of the characteristic vectors of all
matchings in Kn = (V,E) (the complete graph on n nodes). We denote this polytope by Pmatch(n) ⊆ RE .
Recall that a matching is an edge subsetM ⊆ E such that every vertex in (V,M) has degree at most one. A
well-known result by Edmonds [13] is that this polytope has an exponential number of facets, even though
any linear function can be optimized over it in strongly polynomial time. The question of whether the
matching polytope admits an extended formulation of size polynomial in n was open for a long time, until
Rothvoß [29] proved that its extension complexity is exponential in n. More recently, it was even proved
that this polytope cannot be well approximated by a polytope of low extension complexity:
Theorem 16 ([7], see also [29, Thm. 16]). There exist constants α, γ > 0 such that every polytope K ⊆ RE
with Pmatch(n) ⊆ K ⊆ (1 + αn )Pmatch(n) satisfies xc(K) > 2γn.
Let us translate this result using the notion of relative distance.
Corollary 17. There exist constants α, γ > 0 such that Pmatch(n) admits no
α
n -LEF of size at most 2
γn.
Proof. Let α and γ′ be the constants defined in Theorem 16. We may assume that 2γ′n >
(n
2
)
. We have
to show that every polyhedron K ⊆ RE with Pmatch(n) ⊆ K and rdist(Pmatch(n),K) ≤ αn satisfies
xc(K) ≥ 2γn for some constant γ > 0. To this end, first note that since rdist(Pmatch(n),K) is finite and
Pmatch(n) is bounded, K must also be bounded. Defining the polytope K
′ := K ∩ RE≥0, we clearly have
rdist(Pmatch(n),K
′) ≤ αn . Since Pmatch(n) is down-closed, by Lemma 6 we have gap+(Pmatch(n),K ′) ≤
α
n , which implies Pmatch(n) ⊆ K ′ ⊆ (1 + αn )Pmatch(n). Thus, by Theorem 16, we obtain xc(K ′) ≥ 2γ
′n
and hence xc(K) ≥ xc(K ′)− |E| ≥ 2γ′n − (n2) ≥ 2γn for some universal constant γ > 0.
By Corollary 15 we directly obtain:
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Corollary 18. There exist constants α, γ > 0 such that any αn -MILEF of Pmatch(n) of size at most 2
γn has
Ω (n/logn) integer variables.
Using Lemma 6, the above statement can be phrased similarly to Theorem 16.
Corollary 19. There exist constants α, γ > 0 such that the following holds. Let K ⊆ RE≥0 be a polytope
with Pmatch(n) ⊆ K ⊆ (1+ αn )Pmatch(n). Then any MILEF ofK of size at most 2γn has Ω (n/logn) integer
variables.
While polynomial-size textbook MILEFs for Pmatch(n) usually require Ω(n
2) integer variables, in Sec-
tion 6.1 we give a simple polynomial-size MILEF for Pmatch(n) that only uses O(n) integer variables.
Thus, the lower bound on the number of integer variables in Corollaries 18 and 19 is tight up to a factor of
O(log n).
5.2 Cut polytope
Let Kn = (V,E) be the complete undirected graph on n vertices, and define a cut in Kn to be a subset
F ⊆ E that can be written as F = {{v,w} ∈ E : v ∈ S, w /∈ S} for some S ⊆ V . 4 The convex hull
Pcut(n) ⊆ [0, 1]E of all characteristic vectors of cuts inKn is called the cut polytope. Recall that optimizing
a linear function over Pcut(n) is at least as hard as solving the maximum cut problem, which is NP-hard.
The cut polytope was the first specific 0/1-polytope shown to have a super-polynomial (in its dimension)
extension complexity; see [14]. More specifically, every LEF for Pcut(n) has size at least exponential in
n; see also [19]. In what follows, we lift this bound to MILEFs with k ≤ κn/ log n integer variables, for
some constant κ. To this end, we make use of the following inapproximability result in [6] that refers to the
correlation polytope
Pn := conv {bb⊺ : b ∈ {0, 1}n} ⊆ Rn×n,
which is affinely isomorphic to Pcut(n), i.e., there exists an affine bijection π : R
E → aff(Pn) with
π(Pcut(n)) = Pn; see [11].
Theorem 20 ([6, Thm. 6]). There is a constant γ > 0 such that every polyhedron K ⊆ Rn×n with
Pn ⊆ K ⊆ Qn :=
{
x ∈ Rn×n : (2 diag(a)− aa⊺) • x ≤ 2 ∀a ∈ {0, 1}n}
satisfies xc(K) ≥ 2γn.5
Again, let us translate this result using the notion of relative distance.
Corollary 21. There exist constants α, γ > 0 such that Pcut(n) admits no
α
n2
-LEF of size at most 2γn.
Proof. Define α := 13 and let γ > 0 be the constant in Theorem 20. Let K ⊆ RE be any polyhedron with
Pcut(n) ⊆ K and rdist(Pcut(n),K) ≤ αn2 . It remains to show that xc(K) ≥ 2γn holds. To this end, let
π : RE → aff(Pn) be the affine map that satisfies π(Pcut(n)) = Pn. Clearly, we have Pn ⊆ π(K), as well
as rdist(Pn, π(C)) ≤ αn2 .
We claim that π(K) is contained in the set Qn (as defined in the statement of Theorem 20). Otherwise,
there is some a ∈ {0, 1}n such that the matrix c := 2diag(a) − aa⊺ satisfies supx∈π(K) c • x > 2. On
the other hand, one has maxx∈Pn c • x ≤ 1 (see, e.g., [6, Sec. IV]) as well as minx∈Pn c • x ≥ −n2
(because c ∈ [−1, 1]n×n and Pn ⊆ [0, 1]n×n). By the definition of the relative distance, this would imply
rdist(Pn, π(K)) ≥ 2−1n2+1 > αn2 , a contradiction.
Thus, we have Pn ⊆ π(K) ⊆ Qn and hence by Theorem 20 we obtain xc(π(K)) ≥ 2γn. The claim
follows since we have xc(K) ≥ xc(π(K)).
4 We highlight that S is allowed to be equal to the empty set or V . Sometimes, to define cuts, one requires S 6∈ {∅, V }. Our
discussion can easily be transferred to this case, but is a bit simpler when also allowing the trivial sets S = ∅ and S = V .
5For two matrices A,B ∈ Rn×n, we denote by A •B :=
∑n
i=1
∑n
j=1
AijBij the Frobenius inner product of A and B.
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By Corollary 15 we directly obtain:
Corollary 22. There exist constants α, γ > 0 such that any α
n2
-MILEF of Pcut(n) of size at most 2
γn has
Ω (n/logn) integer variables.
Several known polynomial-size MILEFs for Pcut(n) use Ω(n
2) integer variables. However, similar to
the case for the matching polytope, there are simple polynomial-size MILEFs for Pcut(n) that only useO(n)
integer variables; see Section 6.2. Again, the bound on the number of integer variables given in Corollary 22
is tight up to a factor of O(log n).
5.3 Traveling salesman polytope
In this section, we use our result on the matching polytope to obtain a lower bound on the number of integer
variables in MILEFs for the traveling salesman polytope Ptsp(n) ⊆ RE , which is defined as the convex hull
of the characteristic vectors of all Hamiltonian cycles in Kn = (V,E). It is known that there is a constant
c > 0 such that for every n, there exists a face of Ptsp(n) that can be affinely projected onto Pmatch(n
′),
where n′ ≥ cn, see, e.g., [33, Proof of Thm. 2]. By the following lemma, this implies that whenever Ptsp(n)
admits a MILEF of complexity (m,k), then also Pmatch(n
′) admits a MILEF of the same complexity.
Lemma 23. Let P ⊆ Rd and P ′ ⊆ Rd′ be non-empty polyhedra such that P ′ is an affine projection of a
face of P . If P admits a MILEF of complexity (m,k), then also P ′ admits a MILEF of complexity (m,k).
Proof. By the hypotheses, there is a face F of P and an affine map τ : Rd → Rd′ such that P ′ = τ(F ).
Additionally, there exists a polyhedron Q ⊆ Rℓ with at most m facets, and affine maps σ : Rℓ → Rk and
π : Rℓ → Rd such that P = π(Qσ), where Qσ := conv(Q ∩ σ−1(Zk)).
We remark that F is a face of P if and only if there is an affine map φ : Rd → R such that φ(P ) ⊆ R≥0
and F = P ∩φ−1(0). Now, define the affine subspace H := (φ◦π)−1(0) in Rℓ, and notice that Qσ ∩H is a
face of Qσ by the above-mentioned characterization of a face and the fact that (φ ◦ π)(Qσ) = φ(P ) ⊆ R≥0.
This implies that Qσ ∩H = (Q ∩H)σ := conv(Q ∩H ∩ σ−1(Zk)). 6 Thus, we obtain
P ′ = τ(F ) = τ(P ∩ φ−1(0))
= τ(π(Qσ) ∩ π(H))
= (τ ◦ π)(Qσ ∩H)
= (τ ◦ π)((Q ∩H)σ) ,
and hence P ′ admits the MILEF (Q ∩H,σ, τ ◦ π), which is of complexity (m′, k), wherem′ is the number
of facets of Q ∩H . Since the number of facets of Q ∩H is at most the number of facets of Q, we obtain
m′ ≤ m, which yields the claim.
By Corollary 18 we directly obtain:
Corollary 24. There exists a constant γ > 0 such that any MILEF for Ptsp(n) of size at most 2
γn has
Ω (n/logn) integer variables.
While most polynomial-size textbook MILEFs for Ptsp(n) require Ω(n
2) integer variables, in Sec-
tion 6.3 we give a polynomial-size MILEF for Ptsp(n) that only uses O(n log n) integer variables. Thus,
the above bound on the number of integer variables is tight up to a factor of O(log2 n).
6 Explicitly, the claim is conv(Q∩σ−1(Zk))∩H = conv(Q∩σ−1(Zk)∩H). The inclusion “⊇” follows immediately from the
fact that conv(Q∩σ−1(Zk))∩H is a convex set containingQ∩σ−1(Zk)∩H , and must thus contain conv(Q∩σ−1(Zk)∩H), which
is the smallest convex set containingQ∩σ−1(Zk)∩H . For the opposite inclusion, consider a point x ∈ conv(Q∩σ−1(Zk))∩H .
It must be a convex combination of some points (xi)i∈I inQ∩σ−1(Zk). As each point xi is inQσ , we must have (φ◦pi)(xi) ≥ 0;
however, x being inH implies that (φ ◦ pi)(x) = 0, which forces all these inequalities to be tight, and thus xi ∈ H for each i ∈ I .
This proves that x ∈ conv(Q ∩ σ−1(Zk) ∩H), as desired.
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5.4 Stable set polytope
The stable set polytope Pstab(G) ⊆ RV of an undirected graph G = (V,E) is defined as the convex hull
of characteristic vectors of all stable sets in G. While for some graphs G the polytope Pstab(G) can be
easily described, it is an arguably complicated polytope in general. As an example, in [14, Lem. 8] it was
shown that for every n, there exists a graph Hn on n
2 vertices such that a face of Pstab(Hn) can be affinely
projected onto Pcut(n + 1). Thus, using Lemma 23 and Corollary 22 we conclude:
Corollary 25. There exists a constant γ > 0 such that the following holds. For every n, there exists an
n-vertex graph G such that any MILEF of Pstab(G) of size at most 2
γ
√
n has Ω (
√
n/logn) integer variables.
We highlight that the above result can also be reduced from our MILEF extension complexity result for
matchings, i.e., Corollary 18. This follows from the fact that the matching polytope of any graph G is the
stable set polytope of the corresponding line graph, whose number of vertices is equal to the number of
edges in G. Hence, if G = Kn, then the matching polytope ofKn is the stable set polytope of a graph with
O(n2) many vertices.
Note that Pstab(G) = conv
{
x ∈ {0, 1}V : xv + xw ≤ 1 ∀{v,w} ∈ E
}
, and hence, Pstab(G) admits a
polynomial-size MILEF with n integer variables, for every n-vertex graph G. However, we are not aware of
polynomial-size MILEFs with o(n) integer variables. In particular, we believe that the bound in Corollary 25
can be significantly improved. We comment on this issue in Section 7.
5.5 Knapsack polytope
Given item sizes a = (a1, . . . , an) ∈ Rn≥0 and a capacity B ≥ 0, the corresponding knapsack polytope is
defined as Pknap(a,B) := conv {x ∈ {0, 1}n : a⊺x ≤ B}. Similar to the case of stable set polytopes, for
certain item sizes and capacities the corresponding knapsack polytopes have a simple structure. In general,
however, knapsack polytopes turn out to be complicated polytopes. Indeed, in [26] it is shown that for every
n, there exist item sizes a ∈ RO(n2)≥0 and a capacity B ≥ 0 such that Pcut(n) is an affine projection of a face
of Pknap(a,B). Analogous to the previous section, using Lemma 23 and Corollary 22 we conclude:
Corollary 26. There exists a constant γ > 0 such that the following holds. For every n, there exist item sizes
a ∈ Rn≥0 and a capacity B ≥ 0 such that any MILEF of Pknap(a,B) of size at most 2γ
√
n has Ω (
√
n/logn)
integer variables.
Clearly, by its definition, Pknap(a,B) admits a linear-size MILEF with n integer variables. While we
are not aware of any other polynomial-size MILEF for general knapsack polytopes that uses o(n) integer
variables, it is not clear to us whether the bound in Corollary 26 can be significantly improved.
5.6 Dominant of the V -join polytope
In this section, we consider the V -join polytope ofKn and in particular its dominant. Since both polyhedra
contain the perfect matching polytope as a face, it is not surprising that we obtain lower bounds on the
complexity of MILEFs of these polyhedra. However, the main purpose of this section is to obtain lower
bounds for approximate (MI)LEFs, which will be essential for establishing lower bounds for the dominant
of the odd cut polytope in the next section.
Let n be even andKn = (V,E) be the complete graph on n vertices. Recall that an edge subset F ⊆ E
is a called a V -join in Kn if every vertex in (V, F ) has odd degree. The V -join polytope of Kn is defined
as the convex hull of the characteristic vectors of all V -joins inKn and is denoted by Pvjoin(n) ⊆ RE . The
dominant of the V -join polytope is defined as P↑vjoin(n) := Pvjoin(n) + R
E
≥0.
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In the next statement, we derive a lower bound on approximate LEFs for P↑vjoin(n) by exploiting the
following relation between P↑vjoin(n) and Pmatch(n). First, note that every V -join has cardinality at least
n/2, and hence the set F := {x ∈ P↑vjoin(n) : 1⊺x = n/2} is a face of P↑vjoin(n). Furthermore, a subset
of edges of E is a V -join of cardinality n/2 if and only if it is a perfect matching in Kn, i.e., a matching of
cardinality n/2. Since every matching consists of at most n/2 edges, we have that
Ppmatch(n) := {x ∈ Pmatch(n) : 1⊺x = n/2} = F
is also a face of Pmatch(n). The polytope Ppmatch(n) is called the perfect matching polytope. Furthermore,
it is easy to see that Pmatch(n) = {y ∈ RE≥0 : y ≤ x for some x ∈ Ppmatch(n)} holds. In what follows, we
use all these relations together with Theorem 16 to obtain a similar statement for P↑vjoin(n).
Theorem 27. There are constants α, γ > 0 such that, for every n even, any polyhedron K with P↑vjoin(n) ⊆
K ⊆ (1− α
n4
)P↑vjoin(n) satisfies xc(K) > 2
γn.
Proof. For brevity, we write P↑vjoin, Pmatch, and Ppmatch as shorthands for P
↑
vjoin(n), Pmatch(n), and
Ppmatch(n), respectively. Consider any polyhedron K such that P
↑
vjoin ⊆ K ⊆ (1 − ε)P↑vjoin, where ε will
be fixed later, and consider the hyperplanes H = {x ∈ RE : 1⊺x = n/2} and H0 = {x ∈ RE : 1⊺x = 0}.
To better structure the proof, we divide it into three claims.
Claim: For any c ∈ RE with ‖c‖2 ≤ 1, we have minx∈P↑
vjoin
(c+ 2n · 1)⊺x = minx∈Ppmatch(c+ 2n · 1)⊺x.
Since Ppmatch ⊆ P↑vjoin, it suffices to show that α := minx∈P↑
vjoin
(c+ 2n · 1)⊺x is attained by a point in
Ppmatch. To this end, let y be any vertex of Ppmatch and observe that we have
α ≤ (c+ 2n · 1)⊺y = c⊺y + 2n‖y‖1 ≤ ‖y‖2 + 2n‖y‖1 ≤ (2n + 1)‖y‖1 = (2n + 1)n
2
.
Next, since c+2n ·1 is nonnegative, α is finite and hence attained by a vertex x of P↑vjoin. We claim that
x must be contained in Ppmatch. Indeed, otherwise, x would satisfy ‖x‖1 = 1⊺x ≥ n2 + 1, and hence
α = (c+ 2n · 1)⊺x = c⊺x+ 2n‖x‖1 ≥ −‖x‖2 + 2n‖x‖1 ≥ (2n − 1)‖x‖1 ≥ (2n − 1)
(n
2
+ 1
)
,
which contradicts the previous inequality whenever n > 1. ⋄
Next, we show that K ∩H approximates Ppmatch well.
Claim: for any c ∈ H0 with ‖c‖2 ≤ 1, we have maxx∈K∩H c⊺x ≤ maxx∈Ppmatch c⊺x+ εn2.
First, let c ∈ RE with ‖c‖2 ≤ 1 be arbitrary. Since c+2n ·1 is nonnegative and sinceK ⊆ (1−ε)P↑vjoin,
we obtain
min
x∈K
(c+ 2n · 1)⊺x ≥ (1− ε) min
x∈P↑
vjoin
(c+ 2n · 1)⊺x = (1− ε) min
x∈Ppmatch
(c+ 2n · 1)⊺x,
where the equality follows from the previous claim. This clearly implies that
min
x∈K∩H
c⊺x = min
x∈K∩H
(c+ 2n · 1)⊺x− n2 ≥ min
x∈K
(c+ 2n · 1)⊺x− n2
≥ (1− ε) min
x∈Ppmatch
(c+ 2n · 1)⊺x− n2
= (1− ε) min
x∈Ppmatch
c⊺x+ (1− ε)n2 − n2
= (1− ε) min
x∈Ppmatch
c⊺x− εn2
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holds for every c ∈ RE with ‖c‖2 ≤ 1. Equivalently, we obtain that
max
x∈K∩H
c⊺x ≤ (1− ε) max
x∈Ppmatch
c⊺x+ εn2
holds for every c ∈ RE with ‖c‖2 ≤ 1. Now let c ∈ H0 with ‖c‖2 ≤ 1. Since c satisfies c⊺1 = 0
and since 1n−11 is contained in Ppmatch, we clearly havemaxx∈Ppmatch c
⊺x ≥ 0 and hence we obtain the
claimed inequality. ⋄
Define K¯ := {x ∈ RE≥0 : x ≤ y for some y ∈ K ∩H} and observe that we have
xc(K¯) ≤ 2|E|+ xc(K ∩H) ≤ n2 + xc(K).
Thus, it is enough to prove that xc(K¯) ≥ 2γ′n holds for some universal constant γ′ > 0.
Since Ppmatch ⊆ K∩H and Pmatch = {x ∈ RE≥0 : x ≤ y for some y ∈ Ppmatch}, we have Pmatch ⊆ K¯ .
Together with the following claim we finally obtain (1 − ǫn3)K¯ ⊆ Pmatch ⊆ K¯ . This implies xc(K¯) =
2Ω(n), as desired, by setting ǫ := α
n4
, where α is the constant from Theorem 16, and using Theorem 16.
Claim: We have (1− εn3)K¯ ⊆ Pmatch.
As K¯ and Pmatch are down-closed, it suffices to show that (1 − εn3)maxx∈K¯ c¯⊺x ≤ maxx∈Pmatch c¯⊺x
holds for every c¯ ∈ RE≥0 with ‖c¯‖2 = 1. To this end, fix such a c¯ and write it as c¯ = c + λ · 1, where
c ∈ H0 with ‖c‖2 ≤ 1 and λ ≥ 0. From the previous claim, we obtain
max
x∈K¯
c¯⊺x− max
x∈Pmatch
c¯⊺x = max
x∈K∩H
c¯⊺x− max
x∈Ppmatch
c¯⊺x
= max
x∈K∩H
(c+ λ · 1)⊺x− max
x∈Ppmatch
(c+ λ · 1)⊺x
= max
x∈K∩H
c⊺x− max
x∈Ppmatch
c⊺x
≤ εn2 ≤ εn3 ·max
x∈K¯
c¯⊺x,
where the first equality follows from the fact that c¯ is nonnegative, and the last inequality is implied by
maxx∈K¯ c¯
⊺x ≥ 1n , which holds due to the following. As 1n−11 ∈ Ppmatch ⊆ K¯, we havemaxx∈K¯ c¯⊺x ≥
c¯( 1n−11) ≥ 1n‖c¯‖1 ≥ 1n‖c¯‖2 = 1n . ⋄
Next, we demonstrate that a statement as in Theorem 27 implies a particular inapproximability result in
terms of relative distance. To this end, for a set P ⊆ Rd we define P ↑ := P + Rd≥0.
Lemma 28. Let P ⊆ [0, 1]d be a 0/1-polytope and let ε ∈ (0, 1), M > 0 such that every polyhedron
K ⊆ Rd with P ↑ ⊆ K ⊆ (1 − ε)P ↑ satisfies xc(K) ≥ M . Then P ↑ ∩ [0, 1]d does not admit an εd -LEF of
size less thanM − 3d.
Proof. We have to show that every polyhedron K ′′ ⊆ Rd with P ↑ ∩ [0, 1]d ⊆ K ′′ and rdist(P ↑ ∩
[0, 1]d,K ′′) ≤ εd satisfies xc(K ′′) ≥ M − 3d. To this end, define K ′ := K ′′ ∩ [0, 1]d and observe that
we have P ↑ ∩ [0, 1]d ⊆ K ′ and rdist(P ↑ ∩ [0, 1]d,K ′) ≤ rdist(P ↑ ∩ [0, 1]d,K ′′) ≤ εd . Note that the latter
implies dim(P ↑∩ [0, 1]d) = dim(K ′). Since P ↑∩ [0, 1]d is an up-closed 0/1-polytope, Lemma 7 (i) implies
gap-(P ↑ ∩ [0, 1]d,K ′)
1 + gap-(P ↑ ∩ [0, 1]d,K ′) ≤ d · rdist(P
↑ ∩ [0, 1]d,K ′) ≤ ε,
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which is equivalent to gap-(P ↑ ∩ [0, 1]d,K ′) ≤ ε1−ε . Note that this implies
gap-(P ↑, (K ′)↑) = gap-((P ↑ ∩ [0, 1]d)↑, (K ′)↑) ≤ ε
1− ε ,
where the equality follows from P ⊆ [0, 1]d implying (P ↑ ∩ [0, 1]d)↑ = P ↑. Thus, for the polyhedron
K := (K ′)↑ ⊇ P ↑ we also obtain gap-(P ↑,K) ≤ ε1−ε . Since P ↑,K ⊆ Rd≥0 are equal to their dominants,
this implies (1 + ε1−ε)K ⊆ P ↑, which is equivalent to K ⊆ (1 − ε)P ↑. By the assumption, we conclude
that xc(K) ≥M holds. Recall that K is defined via
K = {x+ y : x ∈ K ′′, x ∈ [0, 1]d, y ∈ Rd≥0},
and hence
xc(K) ≤ xc(K ′′) + xc([0, 1]d) + xc(Rd≥0) ≤ xc(K ′′) + 2d+ d = xc(K ′′) + 3d,
which shows xc(K ′′) ≥ xc(K)− 3d ≥M − 3d, as claimed.
The following inapproximability result for P↑vjoin(n) ∩ [0, 1]E is a direct consequence of Theorem 27
and Lemma 28.
Corollary 29. There exist constants α, γ > 0 such that, for every n even, P↑vjoin(n)∩ [0, 1]E does not admit
an α
n6
-LEF of size at most 2γn.
Using Corollary 15, this immediately implies:
Corollary 30. There exist constants α, γ > 0 such that, for every n even, any αn6 -MILEF of P
↑
vjoin(n) ∩
[0, 1]E of size at most 2γn has Ω (n/logn) integer variables.
Finally, we use the following lemma to deduce an inapproximability result for MILEFs of P↑vjoin(n).
Lemma 31. Let P ⊆ [0, 1]d be a 0/1-polytope and let ε,M, k > 0 such that every ε-MILEF of P ↑ ∩ [0, 1]d
of size at most M has at least k integer variables. Furthermore, let K be any polyhedron with P ↑ ⊆ K ⊆
(1− εd+ε)P ↑. Then every MILEF ofK of size at mostM − 2d has at least k integer variables.
Proof. We may assume that dim(K) = dim(P ↑), otherwise intersect K with the affine hull H of P ↑ and
observe that ifK has a MILEF of a certain complexity, then K ∩H has a MILEF of the same complexity.
By the assumption, we have ε+dd K ⊆ P ↑. First, we claim that this implies
gap-
(
P ↑ ∩ [0, 1]d,K ∩ [0, 1]d
)
≤ ε+ d
d
− 1. (15)
To see this, let c ∈ Rd≥0. We have to show that
min
x∈P ↑∩[0,1]d
c⊺x ≤ ε+ d
d
min
y∈K∩[0,1]d
c⊺y (16)
holds. Note that since P ⊆ [0, 1]d we have
min
x∈P ↑∩[0,1]d
c⊺x = min
x∈P ↑
c⊺x.
Let y⋆ ∈ K ∩ [0, 1]d such that c⊺y⋆ = miny∈K∩[0,1]d c⊺y. Since ε+dd K ⊆ P ↑, we obtain ε+dd y⋆ ∈ P ↑ and
hence
min
x∈P ↑∩[0,1]d
c⊺x = min
x∈P ↑
c⊺x ≤ ε+ d
d
c⊺y⋆ =
ε+ d
d
min
y∈K∩[0,1]d
c⊺y,
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which shows (16) and hence we have established (15).
Thus, using the facts that P ↑ ∩ [0, 1]d is a 0/1-polytope, dim(K ∩ [0, 1]d) = dim(P ↑ ∩ [0, 1]d), and
P ↑ ∩ [0, 1]d ⊆ K ∩ [0, 1]d, we can invoke Lemma 7 (ii), which, together with inequality (15) implies
rdist
(
P ↑ ∩ [0, 1]d,K ∩ [0, 1]d
)
≤ d · gap-
(
P ↑ ∩ [0, 1]d,K ∩ [0, 1]d
)
≤ d ·
(
ε+ d
d
− 1
)
= ε.
Suppose now that K has a MILEF of size at mostM − 2d with k′ integer variables. Then K ∩ [0, 1]d has a
MILEF of size at mostM with k′ integer variables. This means that P ↑ ∩ [0, 1]d has an ε-MILEF of size at
mostM with k′ integer variables. By the assumption we must have k′ ≥ k, which yields the claim.
Finally, we are able to prove the following lower bound on the complexity of MILEFs approximating
the dominant of the V -join polytope, which is a direct consequence of Corollary 30 and Lemma 31.
Corollary 32. There are constants α, γ > 0 such that the following holds. Let n be even and K be any
polyhedron with P↑vjoin(n) ⊆ K ⊆ (1 − αn8 )P↑vjoin(n). Then every MILEF of K of size at most 2γn has
Ω(n/logn) integer variables.
We remark that the V -join polytope (and hence also its dominant) has a polynomial-size (exact) MILEF
with O(n) integer variables, see Section 6.1.
5.7 Dominant of the odd-cut polytope
Using the bounds obtained in the previous section, we are ready to provide lower bounds on the complexity
of MILEFs for the dominant of the odd-cut polytope. Let n be even and let Kn = (V,E) be the complete
undirected graph on n vertices. An odd cut in Kn is defined as a subset F ⊆ E that can be written as
F = {{v,w} ∈ E : v ∈ S, w /∈ S} for some set S ⊆ V that has odd cardinality. The odd-cut polytope
Pocut(n) ⊆ RE is defined as the convex hull of the characteristic vectors of all odd cuts in Kn, and its
dominant is defined as P↑ocut(n) := Pocut(n) + R
E
≥0.
It is easy to check that every odd cut intersects every V -join. However, an even stronger and well-
known link between P↑ocut(n) and P
↑
vjoin(n) is that these polyhedra are so-called blockers of each other. For
a convex set K ⊆ Rd, its blocker B(K) is defined as B(K) := {x ∈ Rd≥0 : y⊺x ≥ 1 ∀y ∈ K} (see,
e.g., [30, Sec. 9] for more information on blocking polyhedra). Using this notation, the mentioned relation
reads
B
(
P↑ocut(n)
)
= P↑vjoin(n) and B
(
P↑vjoin(n)
)
= P↑ocut(n).
Another important fact that we will use in what follows is the observation that every linear extended for-
mulation for a polyhedron P ⊆ Rd can be turned into one for B(P ) by adding at most d + 1 additional
inequalities. More precisely, we use the following well-known fact (see, e.g., [10, Prop. 1]):
xc(B(P )) ≤ xc(P ) + d+ 1 ∀P ⊆ Rd . (17)
We are ready to transfer Theorem 27 to the dominant of the odd-cut polytope:
Corollary 33. There are constants α, γ > 0 such that, for every n even, any polyhedron K with P↑ocut(n) ⊆
K ⊆ (1− α
n4
)P↑ocut(n) satisfies xc(K) > 2
γn.
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Proof. Let α, γ denote the constants in the statement of Theorem 27. For brevity, let us use the notation
P := P↑ocut(n) and ε :=
α
n4
, where we may assume that ε ∈ [0, 1].
Let K be a polyhedron with P ⊆ K ⊆ (1 − ε)P . Note that we have B((1 − ε)P ) ⊆ B(K) ⊆ B(P ).
By B((1− ε)P ) = 11−εB(P ) this yields B(P ) ⊆ (1− ε)B(K) ⊆ (1− ε)B(P ). Since B(P ) = P↑vjoin(n),
using Theorem 27 we obtain xc(B(K)) ≥ 2γn. By (17), we have xc(K) ≥ xc(B(K)) − |E| − 1 ≥ 2γ′n
for some universal constant γ′ > 0, and the claim follows.
Analogously to the case of the V -join polytope, we obtain from Corollary 33 and Lemma 28.
Corollary 34. There exist constants α, γ > 0 such that, for every n even, P↑ocut(n)∩ [0, 1]E does not admit
an αn6 -LEF of size at most 2
γn.
Using Corollary 15, this immediately implies:
Corollary 35. There exist constants α, γ > 0 such that, for every n even, any α
n6
-MILEF of P↑ocut(n) ∩
[0, 1]E of size at most 2γn has Ω (n/logn) integer variables.
Finally, Corollary 35 and Lemma 31 yield:
Corollary 36. There are constants α, γ > 0 such that the following holds. Let n be even and K be any
polyhedron with P↑ocut(n) ⊆ K ⊆ (1 − αn8 )P↑ocut(n). Then every MILEF of K of size at most 2γn has
Ω(n/logn) integer variables.
We remark that the odd-cut polytope (and hence also its dominant) has a polynomial-size (exact) MILEF
with O(n) integer variables; see Section 6.2.
5.8 Conic bimodular integer programming
Given A ∈ Zm×d and b ∈ Zm, consider the problem of optimizing a given linear function over the integer
hull PI := conv(P ∩ Zd) of the polyhedron P := {x ∈ Rn : Ax ≤ b}. Without any further assumption
on A and b, this describes a general integer program and is hence NP-hard to solve. A well-known special
case in which the problem becomes polynomial-time solvable is when A is totally unimodular, i.e., the
largest absolute value of the determinant of any square submatrix of A is equal to 1. It is a well-known open
question in the integer programming community whether integer programs can still be solved efficiently if
they are described by an integer constraint matrix A such that the absolute value of any determinant of a
square submatrix ofA is bounded by some constant k. Recently, [1] answered this question in the affirmative
for k = 2, by showing that integer programs are tractable if the constraint matrix A is bimodular, that is,
A is an integer matrix of full column rank such that all determinants of n × n submatrices of A lie within
{−2,−1, 0, 1, 2}.
In the totally unimodular case, the polynomial-time solvability can be easily explained by observing that
P and its integer hull PI coincide, and hence the problem reduces to solving a linear program. In contrast,
the argumentation in [1] for the bimodular case is much more involved and gives no evidence of whether
PI has a simple polyhedral representation as well, compared to P . In this section we show that bimodular
integer programs, i.e., integer programs with bimodular constraint matrices, can lead to polyhedra PI that
cannot be described by a small MILEF. This result will follow by showing that the dominant of the odd cut
polytope can be captured by a bimodular integer program.
To this end, let D = (V,A) be the complete digraph on n vertices and let us consider the polyhedron
P :=
{
(x, y, z) ∈ RA≥0 × RV × R : yw − yv ≤ x(v,w) ∀(v,w) ∈ A,
∑
v∈V yv = 2z + 1
}
. (18)
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First, note that P is described by a system of linear inequalities with a bimodular coefficient matrix (and
an integer right-hand side). To see this, observe first that the constraint matrix has full column rank due
to the non-negativity constraints. Moreover, notice that P is described by inequalities forming identity
matrices and a vertex-arc incidence matrix, which are totally unimodular, plus an additional row (related to
z) containing an entry of value 2 in an otherwise empty column (that of variable z). Thus, by developing
over this last column, we see that any determinant of an ℓ× ℓ submatrix with ℓ = |A|+ |V |+ 1 is bounded
by 2 in absolute value. Second, note that the polyhedron P is conic, i.e., there is a vertex for which all
constraints are tight, because the point (x, y, z) = (0, 0,−12 ) satisfies all linear constraints with equality.
Third, it is easy to see that PI := conv(P ∩ RA × ZV × Z) can be affinely projected onto P↑ocut(n) (a
formal proof is provided in Section 6.2). Optimizing over the integer points of a conic polyhedron P that is
described by a bimodular constraint matrix is a conic bimodular integer program. By the above discussion
and Corollary 36, we thus obtain:
Theorem 37. There exists a constant γ > 0 such that the following holds. For every n there is a conic
bimodular integer program with O(n2) variables, such that any MILEF of size at most 2γn for the convex
hull of its feasible points requires Ω(n/ log n) integrality constraints.
The importance of the fact that our hardness result even holds for conic bimodular integer programs
is motivated by a result from Veselov and Chirkov [32], which implies that it suffices to find an efficient
algorithm for conic bimodular integer programming, to solve any bimodular integer program efficiently.
Thus, a natural approach to solve bimodular integer programs would have been to try to find a compact
LEF or MILEF, with few integer variables, that describes the feasible solutions to conic bimodular integer
programs, thus avoiding the partially involved combinatorial techniques used in [1], which is so far the
only method to efficiently solve bimodular integer programs. Also, one could have hoped that an approach
based on extended formulations may be amenable to extensions beyond the bimodular case. Theorem 37
shows that this approach cannot succeed. Still, there is hope that one may be able to design combinatorial
approaches that can solve natural generalizations of bimodular integer programs. A step in this direction
was done in [22].
5.9 Large families of 0/1-polytopes
As one of the first results establishing non-trivial lower bounds on size of LEFs, it is shown in [28] that
for every constant γ > 0 the following holds: If P is any family of 0/1-polytopes in Rd with |P| ≥ 22γd ,
then there exists a polytope P ∈ P with xc(P ) ≥ 2Ω(d). It is also observed in [28] that by the well-known
fact that there are doubly-exponentially many matroids7 on a ground set of cardinality n, there is for each
n ∈ Z≥1 a matroid on a ground set of size n whose corresponding matroid polytope has exponential (in n)
extension complexity. In this section, we extend both results to the mixed-integer setting.
To this end, we make use of a recent generalization of the result in [28]. For two non-empty compact
sets A,B ⊆ Rd recall that their Hausdorff distance with respect to the Euclidean norm is defined via
dH(A,B) := max
{
sup
a∈A
inf
b∈B
‖a− b‖2, sup
b∈B
inf
a∈A
‖a− b‖2
}
.
Theorem 38 ([2, Thm. 1]). Let P be a family of polytopes in [0, 1]d of dimensions at least one with 2 ≤
|P| < ∞. Let ∆ > 0 be such that dH(P,P ′) ≥ ∆ holds for every two distinct polytopes P,P ′ ∈ P . Then
7 Amatroid is a tupleM = (N, I), whereN is a finite ground set and I ⊆ 2N is a non-empty family of subsets ofN satisfying:
(i) if I ∈ I and J ⊆ I , then J ∈ I, and (ii) if I, J ∈ I with |I | < |J |, then there is an element e ∈ J \ I such that I ∪ {e} ∈ I.
The matroid polytope PM ⊆ [0, 1]
N that corresponds toM is the convex hull of all characteristic vectors of sets in I.
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there exists a polytope P ∈ P with
xc(P ) ≥
√
log2 |P|
8d(1 + log2(2
√
d/∆) + log2 log2 |P|)
.
Note that the family P in Theorem 38 is not restricted to only contain 0/1-polytopes. Next, we show
that every large enough family of polytopes in [0, 1]d even contains polytopes that do not admit small ap-
proximate LEFs. To this end, we make use of the following lemma whose proof is given in Appendix A.
Lemma 39. Let A,B ⊆ [0, 1]d be convex sets with ∅ 6= A ⊆ B. Then dH(A,B) ≤
√
d · rdist(A,B)1+rdist(A,B) .
Proposition 40. For every constant γ > 0 there exists a constant γ′ > 0 such that the following holds. For
every family P of 0/1-polytopes inRd with |P| ≥ 22γd there exists a polytope P ∈ P that admits no 14d -LEF
of size at most 2γ
′d.
Proof. Wemay assume that |P| ≥ 2 and that P only contains polytopes of dimensions at least one. Suppose
that every P ∈ P admits a δ := 14d -LEF of size at most M . Thus, for every P ∈ P there is a convex set
BP ⊆ Rd with P ⊆ BP , rdist(P,BP ) ≤ δ, and xc(BP ) ≤M . Clearly, the set CP := BP ∩ [0, 1]d satisfies
P ⊆ CP , rdist(P,CP ) ≤ δ, as well as xc(CP ) ≤M + 2d. By Lemma 39, we have dH(P,CP ) ≤ δ
√
d for
every P ∈ P, and hence for every two distinct polytopes P,P ′ ∈ P we obtain
1√
d
≤ dH(P,P ′) ≤ dH(P,CP ) + dH(CP , CP ′) + dH(CP ′ , P ′) ≤ dH(CP , CP ′) + 2δ
√
d,
where the first inequality follows from the fact that for any two distinct 0/1-polytopes in Rd, we have
that 1/
√
d is a lower bound on their Hausdorff distance,8 and the second inequality follows by the triangle
inequality for the Hausdorff distance. Hence, this implies dH(CP , CP ′) ≥ 12√d . Applying Theorem 38 to
the family {CP : P ∈ P}, we obtain that there exists a P ∈ P such that
xc(CP ) ≥
√
2γd
8d(1 + log2(4d) + γd)
≥ 2γ˜d
for some γ˜ > 0 only depending on γ. This shows M ≥ xc(CP ) − 2d ≥ 2γ˜d − 2d, which yields the
claim.
The above statement together with Corollary 15 implies the following result.
Proposition 41. For every constant γ > 0 there is a constant α > 0 such that the following holds. Let P
be any family of 0/1-polytopes in Rd with |P| ≥ 22γd . Then there exists a polytope P ∈ P such that every
1
5d -MILEF of P of size at most 2
αd has Ω(n/logn) integer variables.
Using the fact that there are doubly-exponentially many matroids (see [12]), we thus obtain.
Theorem 42. There is a constant c > 0 such that the following holds. Let n ∈ Z≥1, and let m,k > 0 such
that there exists a 15d -MILEF with complexity (m,k) withm ≤ 2c·n for any matroid polytope of any matroid
on a ground set of cardinality n. Then k = Ω(n/logn).
8 This can be deduced by observing that the Hausdorff distance of any vertex of the hypercube [0, 1]d to the convex hull of all
other vertices is 1/
√
d.
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6 Upper bounds
In this section, we provide MILEFs for polyhedra considered in Section 5 that complement some bounds on
the number of integer variables obtained in that section. To this end, we will consider different polytopes
that are convex hulls of characteristic vectors of certain edge subsets of the complete graph on n vertices,
which we denoted by Kn = (V,E). For all these polytopes there exist polynomial-size textbook MILEFs
that use Θ(n2) integer variables (usually they consist of a binary variable for every edge). However, in
what follows we present some (rather non-standard) MILEFs that only use O(n log n) or even O(n) integer
variables, respectively.
6.1 Matching polytope and V -join polytope
We start by considering the V -join polytope Pvjoin(n) ⊆ RE of Kn. Recall that a V -join is an edge subset
F ⊆ E such that every vertex in (V, F ) has odd degree. To construct a polynomial-size MILEF for Pvjoin(n)
with only n integer variables, let us fix any orientation O of the edges in E and denote by δ+(v) ⊆ E and
δ−(v) ⊆ E the sets of edges that enter and leave v according to O, respectively. Furthermore, let us write
δ(v) := {e ∈ E : v ∈ e} = δ+(v) ∪ δ−(v). Finally, for any edge set F ⊆ E and any vector x ∈ RE we use
the notation x(F ) :=
∑
e∈F xe.
Proposition 43. For every n even, we have
Pvjoin(n) = conv
{
x ∈ [0, 1]E : ∃z ∈ ZV with x(δ+(v)) − x(δ−(v)) = 2zv + 1 for all v ∈ V
}
.
In particular, Pvjoin(n) admits a MILEF of size O(n
2) with n integer variables.
Proof. Let Q ⊆ RE denote the polytope on the right-hand side. To show Pvjoin(n) ⊆ Q, it suffices to show
that every vertex of Pvjoin(n) is contained inQ. To this end, let x ∈ RE be a vertex of Pvjoin(n). Since x is
the characteristic vector of a V -join, for every v ∈ V we have that
x(δ(v)) = x(δ+(v)) + x(δ−(v))
is odd, and so is x(δ+(v)) − x(δ−(v)). Thus, for every v ∈ V there exists an integer zv ∈ Z that satisfies
x(δ+(v)) − x(δ−(v)) = 2zv + 1, and hence x ∈ Q.
It remains to showQ ⊆ Pvjoin(n), for which it again suffices to show that every vertex ofQ is contained
in Pvjoin(n). To this end, let x be a vertex of Q. Observe that there exists a vector z ∈ ZV such that x is a
vertex of the polytope
Pz :=
{
x˜ ∈ [0, 1]E : x˜(δ+(v))− x˜(δ−(v)) = 2zv + 1 for all v ∈ V
}
.
Note that Pz is defined by a totally unimodular matrix (the non-trivial constraints are described by a node-
arc incidence matrix of the directed graph defined by the orientation O). Thus, since z is integral, we obtain
that x ∈ {0, 1}E . Furthermore, for every v ∈ V we clearly have that x(δ+(v)) − x(δ−(v)) is odd, and
so is x(δ+(v)) + x(δ−(v)) = x(δ(v)). This shows that x is a characteristic vector of a V -join and hence
x ∈ Pvjoin(n).
As an immediate corollary of Proposition 43 we obtain the following.
Corollary 44. For every n even, P↑vjoin(n) admits a MILEF of size O(n
2) with n integer variables.
This shows that the lower bound provided in Corollary 32 is tight up to a factor of O(log n).
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Since the perfect matching polytope Ppmatch(n) of Kn is a face of Pvjoin(n), and since the matching
polytope Pmatch(n) of Kn is equal to {x ∈ RE≥0 : x ≤ y for some y ∈ Ppmatch(n)}, the above observation
shows that Pmatch(n) also admits a MILEF of size O(n
2) with n integer variables.
Below, we provide an alternative, even simpler MILEF of the same complexity for general graphs. To
this end, let G = (V,E) be any undirected graph, and fix any orientation O of the edges of G.
Proposition 45. If P ⊆ RE is the matching polytope of graph G, then
P = conv
{
x ∈ RE≥0 : x(δ(v)) ≤ 1 and x(δ+(v)) ∈ Z for every v ∈ V
}
.
In particular, P admits a MILEF of size O(n2) with n integer variables.
Proof. Let Q denote the polytope on the right-hand side. It is clear that P is contained in Q. To show
Q ⊆ P , let x ∈ RE≥0 that satisfies x(δ(v)) ≤ 1 and x(δ+(v)) ∈ Z for every v ∈ V . Let F ⊆ E be
the support of x. We claim that G′ := (V, F ) is a bipartite subgraph of G. To see this, first observe that
x(δ+(v)) ∈ {0, 1} for every v ∈ V . Suppose that e = {v,w} ∈ F , and assume that e ∈ δ+(v) ∩ δ−(w).
Since e ∈ F , we have 0 < xe ≤ x(δ+(v)), which implies x(δ+(v)) = 1. Furthermore, we have
x(δ+(w)) ≤ x(δ+(w)) + 1− x(δ(w)) = 1− x(δ−(w)) ≤ 1− xe < 1,
and hence x(δ+(w)) = 0. Thus, any edge in F is incident to a node v with δ+(v) = 1 and a node w with
δ−(w) = 0, showing that G′ is bipartite.
SinceG′ is bipartite and since x(δ(v)) ≤ 1 holds for every v ∈ V , the restriction of x toRF is contained
in the matching polytope of G′. Embedding the matching polytope of G′ into RE , we obtain that it is a face
of P and hence x is contained in P .
For the case of the complete graph, this shows that the lower bound obtained in Corollary 18 is tight up
to a factor of O(log n).
6.2 Cut polytope and odd-cut polytope
Next, let us consider the cut polytope Pcut(n) and the odd-cut polytope Pocut(n) of Kn (for the latter
we assume that n is even). Recall that a cut is an edge subset F ⊆ E that can be written as F =
{{v,w} ∈ E : v ∈ S, w /∈ S} for some S ⊆ V , and it is called an odd cut if |S| is odd. (We remind
the reader that we allow S = ∅ and S = V .) Let us first start with two simple MILEFs for Pcut(n) and
Pocut(n) that use O(n) integer variables.
Proposition 46. For every n we have
Pcut(n) = conv
{
x ∈ [0, 1]E : x{v,w} ≥ yv − yw, (19)
x{v,w} ≥ yw − yv, (20)
x{v,w} ≤ yv + yw, and (21)
x{v,w} ≤ 2− yv − yw for all {v,w} ∈ E, (22)
y ∈ {0, 1}V
}
.
Furthermore, for every n even we have
Pocut(n) = conv
{
x ∈ [0, 1]E : y ∈ {0, 1}V , (x, y) satisfy (19)–(22),
∑
v∈V xv = 2z + 1, z ∈ Z
}
.
In particular, both Pcut(n) and Pocut(n) admit MILEFs of size O(n
2) with O(n) integer variables.
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Proof. Let Q denote the polytope on the right-hand side of the first claim. From the definition of a cut,
it is clear that Pcut(n) is contained in Q. Let x ∈ [0, 1]E and y ∈ {0, 1}V that satisfy (19)–(22). It is
straightforward to check that the integrality of y forces x to be integral as well. Furthermore, it is easy to
see that x is the characteristic vector of the cut defined by S := {v ∈ V : yv = 1}. Thus, x is contained in
Pcut(n), which shows Q ⊆ Pcut(n).
The second claim (the description of Pocut(n)) follows from the above argumentation and the fact that∑
v∈V xv = 2z + 1, z ∈ Z is equivalent to requiring S to be odd.
The above proposition immediately implies the following.
Corollary 47. For every n even, the dominant of the odd cut polytope P↑ocut(n) admits a MILEF of size
O(n2) with O(n) integer variables.
Proposition 46 and Corollary 47 show that the bounds obtained in Corollaries 22 and 35, respectively,
are tight up to a factor of O(log n). Recall that in our reasoning in Section 5.8, we used another MILEF for
P↑ocut(n), whose validity we want to prove next. We prove this through the proposition below, which shows
that the polytope P defined by (18) satisfies that there is an affine projection of P ∩ (RA × ZV × Z) whose
convex hull is P↑ocut(n).
Proposition 48. For every n even, let D = (V,A) be the complete digraph on n vertices. Then
P↑ocut(n) = conv
{
x ∈ RE : x{v,w} = x¯(v,w) + x¯(w,v) for all {v,w} ∈ E,
yw − yv ≤ x¯(v,w) for all (v,w) ∈ A,∑
v∈V yv = 2z + 1,
x¯ ∈ RA≥0, y ∈ ZV , z ∈ Z
}
.
Proof. Let Q denote the polyhedron on the right-hand side. It is straightforward to check that every
characteristic vector of an odd cut is contained in Q. As Q is clearly equal to its dominant, this shows
P↑ocut(n) ⊆ Q.
To see the reverse inclusion, let us fix y ∈ ZV≥0 such that
∑
v∈V yv is odd. It remains to show that the
projection onto RE of the polyhedron
Py :=
{
(x, x¯) ∈ RE × RA≥0 : x{v,w} = x¯(v,w) + x¯(w,v) and yw − yv ≤ x¯(v,w) for all (v,w) ∈ A
}
is contained in P↑ocut(n). To this end, let (x, x¯) ∈ Py . Let δ be the smallest integer such that |{v ∈
V : yv = δ}| is odd. Note that such a δ exists since
∑
v∈V yv is odd. By the definition of δ, the set
S := {v ∈ V : yv ≤ δ} has odd cardinality. For any v ∈ S and any w ∈ V \ S we have
x{v,w} = x¯(v,w) + x¯(w,v) ≥ x¯(v,w) ≥ yw − yv ≥ (δ + 1)− δ = 1.
Thus, x is entry-wise greater than or equal to the characteristic vector of the odd cut induced by S, and hence
x ∈ P↑ocut(n).
6.3 Traveling salesman polytope
Finally, we argue that there is a polynomial-size MILEF for the traveling salesman polytope Ptsp(n) of
Kn that only uses O(n log n) integer variables. Let ℓ := ⌈log2 n⌉ and let us fix any set S ⊆ {0, 1}ℓ with
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cardinality n. Furthermore, pick any bijective map f : S → V . Finally, fix any Hamiltonian cycle T ⊆ E,
and consider the polytope
Q := conv {(y1, y2, z) ∈ S × S × {0, 1} : y1 6= y2, z = |T ∩ {{f(y1), f(y2)}}|} . (23)
We will use Q ⊆ Rℓ × Rℓ × R to construct a MILEF for Ptsp(n) as described in the proposition below.
To bound the number of constraints used for this MILEF, we will later show that Q has small extension
complexity.
Proposition 49. For every n we have
Ptsp(n) = conv{x ∈ [0, 1]E : ∃yv ∈ {0, 1}ℓ for v ∈ V such that
(yv, yw, x{v,w}) ∈ Q for all {v,w} ∈ E}.
Proof. LetK denote the polytope on the right-hand side of the claim. Let x ∈ {0, 1}E be the characteristic
vector of a Hamiltonian cycle C ⊆ E. Then there exists a bijective map g : V → V such that {v,w} ∈
C ⇐⇒ {g(v), g(w)} ∈ T . For every v ∈ V choose yv ∈ S ⊆ {0, 1}ℓ such that f(yv) = g(v). Now for
every {v,w} ∈ E we clearly have yv 6= yw as well as
x{v,w} = 1 ⇐⇒ {v,w} ∈ C ⇐⇒ {g(v), g(w)} ∈ T ⇐⇒ {f(yv), f(yw)} ∈ T,
which means x{v,w} = |T ∩ {{f(yv), f(yw)}}|. Thus, we have (yv, yw, x{v,w}) ∈ Q for every edge
{v,w} ∈ E and hence x ∈ K . This shows Ptsp(n) ⊆ K .
For the reverse inclusion, let x ∈ [0, 1]E and consider for yv ∈ {0, 1}ℓ for v ∈ V such that we have
(yv, yw, x{v,w}) ∈ Q for every edge {v,w} ∈ E. Since every vertex v is incident to some edge, the definition
of Q requires that yv ∈ S. Furthermore, since every two vertices are adjacent, all yv are pairwise distinct.
Consider the set
X :=
{
(y, y′, z) ∈ S × S × {0, 1} : z = ∣∣T ∩ {{f(y), f(y′)}}∣∣} .
Fix any edge {v,w} ∈ E and note that we have (yv, yw, x{v,w}) ∈ conv(X). Thus, there exist some points
(y1, y
′
1, z1), . . . , (yk, y
′
k, zk) ∈ S and coefficients λ1, . . . , λk ≥ 0 with
∑k
i=1 λi = 1 such that
(yv, yw, x{v,w}) =
k∑
i=1
λi · (yi, y′i, zi) .
Since yv ∈ {0, 1}ℓ and y1, . . . , yk ∈ {0, 1}ℓ , this implies that y1 = · · · = yk = yv. Analogously, we must
also have y′1 = · · · = y′k = yw. By the definition of X, we further have
zi =
∣∣T ∩ {{f(yi), f(y′i)}}∣∣ = |T ∩ {{f(yv), f(yw)}}|
and hence
x{v,w} =
k∑
i=1
λi · zi = |T ∩ {{f(yv), f(yw)}}| .
In other words, we have x{v,w} ∈ {0, 1} with x{v,w} = 1 ⇐⇒ {f(yv), f(yw)} ∈ T . This means that x is
the characteristic vector of the Hamiltonian cycle with edge set {{v,w} : {f(yv), f(yw)} ∈ T} (recall that
the yv’s are pairwise distinct). Thus, we obtain x ∈ Ptsp(n) and hence K ⊆ Ptsp(n).
Corollary 50. For every n, Ptsp(n) admits a MILEF of size O(n
4) with O(n log n) integer variables.
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Proof. By Proposition 49 it suffices to show that the polytope Q defined in (23) can be described by an
extended formulation of size O(n2). To see this, observe that Q has k := |S|(|S| − 1) = O(n2) vertices.
Since Q is the set of all convex combinations of its vertices, we have that Q is the projection of the simplex
{x ∈ Rk≥0 :
∑k
i=1 xi = 1} under the linear map defined by a matrix whose columns are the vertices of Q.
Thus, Q indeed has an extended formulation of size k.
This shows that the lower bound obtained in Corollary 24 is tight up to a factor of O(log2 n). We are
not aware of any polynomial-size MILEF for Ptsp(n) that uses o(n log n) integer variables.
7 Towards tight bounds
In this work, we obtained lower bounds on the number of integer variables required in sub-exponential size
MILEFs for a variety of polyhedra by relying on lower bounds on sizes of approximate extended formula-
tions for such polyhedra. We close our paper by highlighting some gaps left by our techniques.
Stable set polytopes For the case of stable set polytopes, we show a lower bound of Ω(
√
n/logn) (for cer-
tain graphs), while we are not aware of any MILEF of sub-exponential size that uses o(n) integer variables.
In fact, we believe that there exist graphs for which Ω(n) integer variables are needed. This large gap can
be explained by our current approach, which simply uses the lower bound for either the cut polytope or
matching polytope in a black-box way by considering stable set polytopes of graphs on n vertices that have
faces that can be affinely projected onto Pcut(n
′) or Pmatch(n′), respectively, where n′ = O(
√
n). A more
promising family of graphs to study is the one considered in the recent work of Go¨o¨s, Jain & Watson [15]
who exhibit n-vertex graphs whose stable set polytopes have extension complexities of 2Ω(n/ logn). Because
their work, however, only refers to exact rather than approximate extended formulations, it would require
further analysis to lift their results to the mixed-integer setting through our techniques.
Despite the fact that we do not believe that all stable set polytopes admit polynomial-size MILEFs with
o(n) integer variables, another motivation for improving the lower bound is the following. In [20, Prop. 2]
it is mentioned that if a family of polytopes P with vertices in {0, 1}d admits a polynomial-time algorithm
to decide whether a point in {0, 1}d belongs to P , then P can be described by a MILEF whose size is
polynomial in d and that uses only d integer variables. We are not aware of any family of polytopes that
shows that the bound on the number of integer variables is asymptotically tight, but we believe that stable
set polytopes are good candidates.
Traveling salesman polytopes We proved that every MILEF of sub-exponential size for Ptsp(n) requires
at least Ω(n/logn) integer variables, while there exists a polynomial-size MILEF with only O(n log n) inte-
ger variables. While it is likely that the lower bound can be improved to Ω(n), it is not clear to us whether
Ptsp(n) admits a polynomial-size MILEF with O(n) integer variables.
Closing the logarithmic gap: original-space formulations Even though we get nearly tight lower bounds
on the number of integer variables required in sub-exponential size MILEFs for the matching polytope, the
cut polytope, and the (dominant of the) odd-cut polytope, there is still a gap remaining. More precisely, for
a graph on n vertices, we show a lower bound of Ω(n/logn) for each of the above polytopes, whereas there
are polynomial-size descriptions using onlyO(n)many integer variables. This leaves a logarithmic gap. We
believe that the lower bounds are not tight and Ω(n) integer variables are needed.
Whereas we do not know how to get rid of the log n-factor in general, we can show a stronger lower
bound through a different technique for a restricted class of MILEFs for the matching polytope; namely,
MILEFs that live in the original space, i.e., the same space as the matching polytope. In other words,
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MILEFs in original space are not allowed to use additional variables. More formally, we say that a MILEF
(Q,σ, π) for a polyhedron P with k integer constraints is in original space, if π is the identity, i.e., we have
the following (see (3)):
P = Qσ := conv(Q ∩ σ−1(Zk)).
For such MILEFs for the matching polytope we show a lower bound of k = Ω(n). However, we highlight
that we derive this linear lower bound only for the matching polytope and in original space, and it is open
whether such a technique may extend to general MILEFs and beyond the matching polytope.
Notice that a lower bound of Ω(n) for the number of integer constraints for small MILEFs of the match-
ing polytope in the original space is tight (up to a constant factor), because the MILEF given in Proposi-
tion 45 is in original space.
Theorem 51. There exists a constant γ > 0 such that any MILEF of Pmatch(n) of size at most 2
γn in
original space has Ω(n) integer constraints.
Proof. Recall that there exists a constant γ > 0 such that the extension complexity of Pmatch(n) is at least
2γn, for every n ≥ 2. It suffices to prove that, for any MILEF of Pmatch(n) in original space of complexity
(m,k), the inequality
m · 23γk ≥ 2γn (24)
must hold. By the definition of γ, the inequality clearly holds whenever k = 0.
We assume that k ≥ 1 and proceed by induction over n ≥ 2. Since any MILEF of Pmatch(n) of
complexity (m,k) must satisfy m ≥ 1, inequality (24) is clearly satisfied whenever 3k ≥ n and hence it
holds if n ∈ {2, 3}. Now, let n ≥ 4 and assume that Pmatch(n) admits a MILEF of complexity (m,k) with
k ≥ 1. That is, denoting by G = (V,E) the complete undirected graph on n vertices, there exist matrices
A ∈ R[m]×E , C ∈ R[k]×E and vectors b ∈ R[m], d ∈ Zk such that
Pmatch(n) = conv
{
x ∈ RE : Ax ≤ b, Cx+ d ∈ Zk
}
.
We start with some simplifications that can be done over the integrality constraints Cx + d ∈ Zk without
loss of generality. As the vector 0 is contained in Pmatch(n), the vector d must be integral; thus we can
assume it to be zero, because Cx is integral if and only Cx+ d is integral. Next, as the characteristic vector
χe of each single edge e is contained in Pmatch(n), we learn that C is an integral matrix. Finally, we remark
that we can add to a row of C an integer multiple of another row, and this operation will not change the
(non-)integrality of a vector Cx.
Fix an edge e such that the corresponding column in C is not zero. By performing integral row oper-
ations, as described above, we can assume that there is a single non-zero entry in this column. Let re be
the row corresponding to this non-zero entry, and let C¯ ∈ Z[k−1]×E be the collection of all the other rows;
hence, C¯χe = 0. We obtain
Pmatch(n) = conv
{
x ∈ RE : Ax ≤ b, C¯x ∈ Zk−1, r⊺ex ∈ Z
}
. (25)
Now, let F ⊆ E contain e and all edges adjacent to it, and let G′ = (V,E \F ). Let ae be the column of
matrix A corresponding to edge e. Let P ′ be the matching polytope of G′. We claim that, if we identify P ′
with the face of Pmatch(n) defined by setting xf = 0 for all f ∈ F , we have the following identity:
P ′ = conv
{
x ∈ RE : xf = 0 ∀f ∈ F, Ax ≤ min{b, b− ae}, C¯x ∈ Zk−1
}
, (26)
where themin operator inmin{b, b−ae} is taken component-wise. Note that the proof is complete once we
show this, because P ′ is linearly isomorphic to Pmatch(n − 2), and hence Pmatch(n − 2) admits a MILEF
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of complexity (m,k − 1). By the induction hypothesis, this implies m23γ(k−1) ≥ 2γ(n−2), which yields
inequality (24).
To show that the inclusion “⊆” in (26) holds, consider any vertex x ∈ P ′. Notice that x is the charac-
teristic vector of a matching in G′, which augments to a matching in G when we add edge e. Therefore,
both x and y := x + χe must be in Pmatch(n). By using (25), we deduce that the inequalities Ax ≤ b and
Ay = Ax+ae ≤ b hold, and so Ax ≤ min{b, b−ae} holds as well. The other conditions on the right-hand
side of (26) are clearly satisfied for x.
For the opposite inclusion, let x ∈ RE satisfying xf = 0 for all f ∈ F , Ax ≤ min{b, b − ae}, and
C¯x ∈ Zk−1. Clearly, there must be some λ ∈ [0, 1] such that y := x+ λχe satisfies r⊺ey ∈ Z. Furthermore,
we have C¯y = C¯x ∈ Zk−1 because the column of C¯ that corresponds to e is an all-zeros column. Moreover,
we have the inequality Ay = Ax + λae ≤ min{b, b − ae} + λae ≤ b. Thus, the vector y satisfies all
constraints of the formulation in (25), and so it is contained in Pmatch(n). Since Pmatch(n) is down-closed,
x is also contained in Pmatch(n). Finally, recall that x satisfies xf = 0 for all f ∈ F and hence x ∈ P ′.
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A Relative distance: proofs
In this part, we provide the proofs of Lemmas 5, 6, 7, and 39.
Proof of Lemma 5. In order to prove (i), let us define
f(A,B) := inf {λ ≥ 0 : B ⊆ (1 + λ)A− λA} .
It is straightforward to check that f(A,B) = rdist(A,B) in the cases that A = B = ∅ (value 0) or
A = ∅ 6= B (value ∞). Thus, in what follows we may assume that both sets are non-empty. Since both
rdist(A,B) and f(A,B) are non-negative, it suffices to show that f(A,B) < λ implies rdist(A,B) ≤ λ,
and that f(A,B) > λ implies rdist(A,B) ≥ λ, for any λ > 0.
Suppose first that f(A,B) < λ holds for some λ > 0. Clearly, this implies B ⊆ (1 + λ)A − λA and
hence for any linear map π : Rd → R we obtain
π(B) ⊆ π ((1 + λ)A− λA) = (1 + λ)π(A)− λπ(A).
Thus, for any point b ∈ B, there must be points a, a′ ∈ A such that π(b) = (1 + λ)π(a) − λπ(a′), or
equivalently, π(b) − π(a) = λ(π(a) − π(a′)). Recalling that we treat the fraction 0/0 as 0, we obtain the
inequality
λ ≥ |π(b)− π(a)||π(a)− π(a′)| ≥
infa∈A |π(b)− π(a)|
diam(π(A))
.
As this inequality holds for every linear map π : Rd → R and every point b ∈ B, we obtain
λ ≥ sup
π:Rd→R
supb∈B infa∈A |π(b) − π(a)|
diam(π(A))
= sup
π:Rd→R
dH(A,B)
diam(π(A))
= rdist(A,B).
Conversely, suppose that f(A,B) > λ > 0. Clearly, this implies B 6⊆ (1 + λ)A − λA =: A′. Let
b ∈ B \ A′. Moreover, notice that A′ is convex, which follows by convexity of A. We now invoke a classic
convex separation theorem, see [27, Thm. 11.3], to properly separate b from A′. More precisely, using that
both A′ and {b} are convex sets whose relative interiors do not intersect—which holds trivially because the
relative interior of {b} is the empty set— one can find a hyperplane H that properly separates {b} from A′,
which means that (i) b is contained in one of the two closed halfspaces defined by H , (ii) A′ is contained in
the other closed halfspace defined by H , and (iii) not both A′ and {b} are fully contained in H . By shifting
34
H to go through b, one can assume that A′ is not fully contained in H . This implies that there is a linear
map π : Rd → R such that
π(b) ≥ sup
x∈A′
π(x) and π(b) > inf
x∈A′
π(x).
If supa∈A π(a) = infa∈A π(a), then π(A) = {γ} for some γ ∈ R, and hence diam(π(A)) = 0. Further-
more, we have γ = infx∈A′ π(x) < π(b), which implies dH(π(A), π(B)) > 0 and we obtain rdist(A,B) =
∞ ≥ λ.
Otherwise, if supa∈A π(a) > infa∈A π(a), then we have
π(b) ≥ sup
x∈A′
π(x) = (1 + λ) sup
a∈A
π(a)− λ inf
a∈A
π(a) = sup
a∈A
π(a) + λdiam(π(A)),
where diam(π(A)) > 0 follows from the assumption supa∈A π(a) > infa∈A π(a). As π(b) is finite, then
so are the quantities supa∈A π(a) and diam(π(A)). Finally,
λ ≤ π(b) − supa∈A π(a)
diam(π(A))
≤ dH(π(A), π(B))
diam(π(A))
≤ rdist(A,B).
Claim (ii) follows directly from (i) and the fact that every affine map π satisfies π((1 + λ)A − λA) =
(1 + λ)π(A) + λπ(A).
In order to show (iii), let R denote the right-hand side of the claimed inequality. Since rdist(A,C) and
R are non-negative, it suffices to show that rdist(A,C) > λ > 0 implies R ≥ λ, for any λ > 0. By the
definition of rdist(·), note that rdist(A,C) > λ > 0 implies that there exists a linear map π : Rd → R such
that
λ ≤ dH(π(A), π(C))
diam(π(A))
, (27)
where 0 < diam(π(A)) < ∞ due to λ > 0. In particular, π(A) is a proper interval. If π(C) is unbounded,
we must have rdist(A,B) = ∞ (if also π(B) is unbounded) or rdist(B,C) = ∞ (if π(B) is bounded).
Thus, if π(C) is unbounded, we have R =∞ and the inequality holds.
It remains to consider the case that π(A), π(B), and π(C) are proper intervals. (Notice that these
intervals need not be closed.) In this case, there exist numbers c ≤ b ≤ a < a′ ≤ b′ ≤ c′ describing
the closures of these intervals: cl(π(A)) = [a, a′], cl(π(B)) = [b, b′], and cl(π(C)) = [c, c′]. Using this
notation and setting x := max{b− c, c′ − b′}, y := max{a− b, b′ − a′}, and D := a′ − a, we have
rdist(A,B) ≥ dH(π(A), π(B))
diam(π(A))
=
max{a− b, b′ − a′}
D
=
y
D
as well as
rdist(B,C) ≥ dH(π(B), π(C))
diam(π(B))
=
max{b− c, c′ − b′}
b′ − b =
x
(b′ − a′) +D + (a− b) ≥
x
2y +D
.
Thus, we obtain
R ≥ y
D
+
x
2y +D
+ 2 · y
D
· x
2y +D
=
x+ y
D
≥ max{(a− b) + (b− c), (c
′ − b′) + (b′ − a′)}
D
=
dH(π(A), π(C))
diam(π(A))
≥ λ,
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as claimed, where the last inequality follows by (27).
To prove (iv), first notice that the claimed inequality holds trivially if all sets are empty, or ifAi = ∅ 6= Bi
for some i ∈ [t]. We can also ignore any pair of empty sets Ai = Bi = ∅, as its removal does not modify
the terms in the inequality. Thus, we assume in what follows that all sets are non-empty. It suffices to show
that maxi∈[t] rdist(Ai, Bi) < λ implies rdist(conv(∪i∈[t]Ai), conv(∪i∈[t]Bi)) ≤ λ, for any λ > 0.
Suppose that maxi∈[t] rdist(Ai, Bi) < λ holds for some λ > 0. By (i), this implies that we have
Bi ⊆ (1 + λ)Ai − λAi for each i ∈ [t]. Let b ∈ conv(∪i∈[t]Bi) and write it as b =
∑
i∈[t] µibi for some
µ1, . . . , µt ≥ 0 with
∑
i∈[t] µi = 1 and bi ∈ Bi for i ∈ [t]. For every i ∈ [t], since Bi ⊆ (1 + λ)Ai − λAi,
there exist ai, a
′
i ∈ Ai with bi = (1 + λ)ai − λa′i. We obtain
b =
∑
i∈[t]
µi
(
(1 + λai)− λa′i
)
= (1 + λ)
∑
i∈[t]
µiai − λ
∑
i∈[t]
µia
′
i ∈ (1 + λ) conv(∪i∈[t]Ai)− λ conv(∪i∈[t]Ai),
which shows B ⊆ (1 + λ) conv(∪i∈[t]Ai)− λ conv(∪i∈[t]Ai). By (i), this implies that the relative distance
of conv(∪i∈[t]Ai) and conv(∪i∈[t]Bi) is at most λ, which completes the proof.
Proof of Lemma 6. We shall use the alternative definition of relative distance provided in Lemma 5 (i).
Since both rdist(A,B) and gap+(A,B) are non-negative, it suffices to show that gap+(A,B) < λ im-
plies rdist(A,B) ≤ λ, and that rdist(A,B) < λ implies gap+(A,B) ≤ λ, for any λ > 0.
Suppose first that gap+(A,B) < λ. As A is down-closed and B is contained in Rd≥0, this implies that
B ⊆ (1+ λ)A. And as 0 ∈ A, it is clear that (1+ λ)A ⊆ (1+λ)A−λA. Therefore, we have the inclusion
B ⊆ (1 + λ)A− λA, and the inequality rdist(A,B) ≤ λ.
Conversely, if rdist(A,B) < λ, we have the inclusion B ⊆ (1 + λ)A − λA. As A is down-closed, so
is the set (1 + λ)A, and by definition this means that ((1 + λ)A − λA) ∩ Rd≥0 ⊆ (1 + λ)A. Thus, since B
is contained in Rd≥0, we have B ⊆ (1 + λ)A. This implies that gap+(A,B) ≤ λ.
Proof of Lemma 7. If d′ = 1, then both A and B are proper line segments whose endpoints are 0/1-points.
Since no such line segment contains a third 0/1-point and since A ⊆ B, we obtain A = B. Thus, from now
on we can assume that d′ ≥ 2 holds.
To prove the two inequalities, we first argue that we may assume that A and B are full-dimensional. To
see this, let H ⊂ Rd be the affine hull of A (and B). If H 6= Rd, then there exists a set I ⊆ [d] such
that H = {(x1, . . . , xd) ∈ Rd : xi = 1 ∀i ∈ I}, because A is up-closed. In this case, let π : Rd → Rd′
denote the projection onto the coordinates in [d] \ I . It is straightforward to verify that rdist(A,B) =
rdist(π(A), π(B)) and gap-(A,B) = gap-(π(A), π(B)) hold. Assuming that the inequalities hold for full-
dimensional sets, we directly obtain the claimed inequalities since dim(π(A)) = dim(π(B)) = d′. Thus,
we may assume that d′ = dim(A) = dim(B) = d holds.
To show (i), since rdist(A,B) ≥ 0, it suffices to show that gap-(A,B) > ε implies rdist(A,B) ≥
1
d−1 · ε1+ε , for any ε ≥ 0. Assume that gap-(A,B) > ε holds for some ε ≥ 0. This implies that there exists
a direction c = (c1, . . . , cd) ∈ Rd≥0 such that
min
a∈A
c⊺a > (1 + ε) inf
b∈B
c⊺b. (28)
First, observe that (28) implies α := mina∈A c⊺a > 0. Second, we argue that we may assume that α ≥ ‖c‖1d
holds. To this end, let V ⊆ {0, 1}d denote the vertex set of A. We clearly have α = minv∈V c⊺v. For every
i ∈ [d], replace ci by the smallest nonnegative number such that the value of minv∈V c⊺v does not change.
With this modification, we clearly have that (28) is still valid. Furthermore, for every i ∈ [d] with ci > 0
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there must exist a point v = (v1, . . . , vd) ∈ V with c⊺v = α and vi = 1, and hence α ≥ ci. This implies
d · α ≥ ‖c‖1, as claimed.
Third, since A is up-closed, it contains the all-ones vector and hence maxa∈A c⊺a = ‖c‖1. Denoting by
π : Rd → R the linear projection x 7→ c⊺x, we thus obtain π(A) = [α, ‖c‖1]. By inequality (28), we also
have π(B) = [β, ‖c‖1], where β := infb∈B c⊺b ≤ α1+ε . Finally, we establish
rdist(A,B) ≥ α− β‖c‖1 − α ≥
α− 11+εα
dα− α =
1
d− 1 ·
ε
1 + ε
.
To show (ii), since gap-(A,B) ≥ 0, it suffices to show that rdist(A,B) > λ implies gap-(A,B) ≥
λ
d−1−λ , for any λ ≥ 0. Assume that rdist(A,B) > λ holds for some λ ≥ 0. By Lemma 5 (i), this implies
B 6⊆ (1 + λ)A − λA. Denoting by 1 ∈ A the all-ones vector, this in particular means that there exists a
b¯ ∈ B such that b¯+λ1 /∈ (1+λ)A. Equivalently, we obtain 11+λ b¯+ λ1+λ1 /∈ A. Since 11+λ b¯+ λ1+λ1 ∈ [0, 1]d
and A is up-closed, we obtain 11+λ b¯+
λ
1+λ1 /∈ A+Rd≥0. Since A+Rd≥0 is an up-closed polyhedron, there
exists a vector c ∈ Rd≥0 such that
c⊺
(
1
1 + λ
b¯+
λ
1 + λ
1
)
< min
a∈A+Rd≥0
c⊺a = min
a∈A
c⊺a =: α
holds, which is equivalent to
c⊺b¯ < (1 + λ)α− λ‖c‖1.
Furthermore, note that since A is an up-closed full-dimensional 0/1-polytope, it must contain all 0/1-points
with a support of size d − 1 and hence d−1d 1 ∈ A. This clearly implies α ≤ d−1d ‖c‖1. Hence, using the
previous inequality, we obtain
inf
b∈B
c⊺b ≤ c⊺b¯ < (1 + λ)α− λ‖c‖1 ≤ (1 + λ)α− λ d
d− 1α =
d− 1− λ
d− 1 α.
Since infb∈B c⊺b ≥ 0 and α ≥ 0, we must have d− 1− λ > 0 and hence
α ≥
(
1 +
λ
d− 1− λ
)
inf
b∈B
c⊺b,
which shows gap-(A,B) ≥ λd−1−λ .
Proof of Lemma 39. Since rdist(A,B) ≤ 1, it suffices to show that rdist(A,B) < λ for some 0 ≤ λ ≤ 1
implies dH(A,B) ≤
√
d · λ1+λ . Note that, by Lemma 5 (i), rdist(A,B) < λ implies that for every b ∈ B
there exists an a ∈ A such that a′ := 11+λb+ λ1+λa ∈ A, and thus
‖b− a′‖2 = λ
1 + λ
‖b− a‖2 ≤ λ
1 + λ
√
d ,
where the inequality follows from the fact that a, b ∈ [0, 1]d. Thus, for every b ∈ B there exists a point
a′ ∈ A with ‖b− a′‖2 ≤ λ1+λ
√
d, which yields the claim.
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