There exists a duality between elliptic curves and noncommutative tori, i.e. C * -algebras generated by the unitary operators u and v such that vu = e iθ uv. We show that this duality can be included into a general picture involving the algebraic curves of higher genus. In this way we prove that a big part of geometry of complex algebraic curves can be developed from the K-theory of a noncommutative C * -algebra O λ coming from measured foliations and interval exchange transformations. The known projective invariants (canonical, special divisors, linear series, etc.) are shown to be the Morita invariants of algebra O λ . A new K-invariant called "projective curvature" is introduced.
Introduction
The following example has been known to the specialists 1 for quite a while:
1 The author learned of this example from Y. Soibelman's conference talk. A written version appeared on the Internet as notes to the lecture "Noncommutative geometry and quantum theta-functions" given by Yu. Manin at the Moscow Independent University. Finally, the same example is discussed in the works of M. Kontsevich and Y. Soibelman on quantum algebras.
Example 1 Let C ω be an elliptic curve given by the lattice L = Zω 1 + Zω 2 such that C ω = C/L and ω = ω2 ω1 . Denote by T θ the noncommutative torus, i.e. a C * -algebra defined by the generators u, v such that vu = e iθ uv, where θ is the slope of an irrational foliation on the 2-torus. Then the following diagram is commutative:
? 
In other words, the equivalence class of elliptic curve C ω is defined by the Morita equivalence class of the noncommutative torus T θ , and vice versa.
Let us explain the vertical arrows in the diagram. The Weierstrass elliptic curve y 2 = 4x 3 − g 2 x − g 3 admits a parametric presentation (uniformization) x = ℘(z, ω 1 , ω 2 ), y = ℘ ′ (z, ω 1 , ω 2 ) where
and lattice L = L(ω 1 , ω 2 ) is chosen so that g 2 = 60 L =0 L −4 and g 3 = 140 L =0 L −6 . In this sense, smooth elliptic curves are complex tori C/L whose Teichmüller space T 1 is parametrized by complex numbers ω = ω 1 /ω 2 with Im ω > 0. For torus the mapping class group is isomorphic to P SL(2, Z) and the moduli space T 1 /P SL(2, Z) is described explicitly by the invariant j(C ω ) = g There exists yet another remarkable parametrization of T 1 known as FenchelNielsen coordinates. If S 1 × I is a flat cylinder whose boundary consists of two closed geodesics of length l ≥ 0 then one can mend them with a "twist" τ ∈ R so that geodesic lines transversal to the boundary make a foliation, F , of torus. Moreover, there exists a measure µ = µ(l) which is invariant of the holonomy mapping induced by F . It is known that real numbers (l, τ ) is a coordinate system in T 1 ([5] , [6] ).
Denote by θ the average slope of foliation F . The noncommutative torus T θ = T θ (µ) is a C * -algebra generated by the unitary operators u, v acting on the µ-normalized Hilbert space L 2 (T) and such that vu = e iθ uv. We shall see that θ is responsible for the set of projections, while l "tracks" the order-unit (tracial state) of T θ .
This note is an attempt to extend Example 1 to the algebraic curves of higher genus. A replacement for T θ will be a C * -algebra O λ which is intimately linked to measured foliations and interval exchange transformations. It turns out that Morita equivalence of O λ depends on the ordered K 0 -group associated to O λ . This group has an amazingly rich geometry and can be defined in terms of geodesic laminations on the surface of constant negative curvature. In particular, an analogy of the real number θ equal to "average slope" of the leaves of measured foliation can be successfully introduced. In terms of these numbers O λ ∼ O λ ′ are Morita equivalent if and only if θ ′ = aθ+b cθ+d , where
The representation C/L no longer exists for the algebraic curves C = C ω . Instead one is forced to use a lattice of "zippered rectangles" introduced by W. Veech. Let X be a topological surface of genus g. Roughly speaking, zippered rectangles associated to X allow to construct spaces of holomorphic 1-forms over X (structure sheaf O X ) using measured foliations and interval exchange transformations. We prove that curves C ∼ C ′ are isomorphic if and only if the interval exchange transformations (λ, π) ∼ (λ ′ , π ′ ) are conjugate. Taking the above duality for an axiom, one can successfully develop the geometry of algebraic curves based on the Morita invariants of algebra O λ . Not only the old projective invariants (canonical and special divisors, linear series, etc.) are expressed as Morita invariants (Elliott group, Bratteli diagram, etc.), but some new appear (e.g. "projective curvature" θ). We have mimicked these correspondences by the rows of Table 1 Table 1 South-eastern cells of Table 1 are under construction. In particular, it would be interesting from the point of view of algebraic geometry of curves and noncommutative algebra to better understand the arithmetic of numbers θ.
This note is organized as follows. In section 1 we introduce measured foliations, interval exchange transformations, C * -algebra O λ and its Morita invariants. In section 2 the representation of algebraic curves and spaces of holomorphic 1-forms by measured foliations and interval exchange transformations is discussed. Riemann-Roch theorem for the algebra O λ is proved in section 3. In section 4 the K-invariants (Bratteli diagrams, state spaces, projective curvature) of algebraic curves are studied. We conclude with open problems which are formulated in section 5.
K-theory of measured foliations
This section contains a preliminary material on measured foliations, interval exchange (holonomy) transformations and their K-theory. We kept the exposition self-contained so that the reader can avoid using other sources. The other sources include the book of M. Rørdam, F. Larsen & N. Laustsen [17] . Measured foliations have been studied by Hubbard & Masur [7] , Katok [8] , Keane [9] , Masur [10] , Novikov [13] , Thurston [19] and Veech [20] , [21] .
Measured foliations and interval exchange transformations
Let X be a compact manifold of real dimension 2. If x 1 , ..., x n ∈ X is a set of distinguished points taken together with non-negative integers k 1 , ..., k n , then a measured foliation on X is given by an open cover U i of M \{x 1 , ..., x n } and nonvanishing
Apart from the singular points the leaves of a measured foliation look like a family of parallel lines. In singularities, the substitution z → re iψ brings φ i to the form
It can be verified that φ i are closed 1-forms, that is dφ i = 0 for all k i ≥ 1. To establish the type of singularities corresponding to the above formula, let us consider a vector field v i , given by the differential equations
Clearly, v i is tangent to a foliation given by the equation φ i = 0. Let us study the behaviour of trajectories of v i in a narrow strip Π = {(r, ψ)| − ε ≤ r ≤ ε, 0 ≤ ψ ≤ 2π}. There are exactly k i + 2 equilibria p n ∈ Π, which have the coordinates (0, 2πn ki+2 ), where n ∈ N varies from 0 to k i + 2. The linerization of the vector field v i in these points yields
Therefore all p n are the saddle points. One maps the half-strip r ≥ 0 to the neighbourhood of the singular point x i . Thus, a singular point x i of the order k i is a (k i + 2)-prong saddle of the measured foliation. If all k i are even, then such a measured foliation is called oriented and can be given by the orbits of a flow on X.
Denote by F a measured foliation on X. By measure µ of F one understands a line element ||φ|| related with the point x ∈ X, induced in each x ∈ U i by ||φ i (x)||. It measures a 'transversal length' of F , since µ vanishes in direction tangent to the leaves of F . There can be more than one independent invariant measures connected with fixed measured foliation. For the oriented foliations, an estimate of the number of such measures is given by the following lemma due to E. A. Sataev [18] .
Lemma 1 Let g and k be a pair of natural numbers, such that k ≤ g. Then there exists a compact two-sided surface X of genus g with an oriented measured foliation F whose singularity set consists of 4-prong saddles and which has exactly k invariant ergodic measures.
Interval exchange transformations
Suppose that F is a measured foliation on X. The holonomy of a leaf is the mapping of the first return on the transversal segment to the leaf. If T is a closed transversal to F , then mending the local holonomies gives a mapping ϕ : T → T called an interval exchange transformation. The interval exchange transformations are dual to measured foliations, since the suspension construction allows to obtain F from ϕ and a fixed singularity set. This will be explained in the next section, see also Masur ([10] ) and Veech ([21] ) for the original construction. Let us give an abstract definition of the interval exchange transformation.
Suppose that n ≥ 2 is a positive integer and λ = (λ 1 , . . . , λ n ) a vector with positive components λ i such that λ 1 + . . . + λ n = 1. One sets
Let π be a permutation on the index set N = {1, . . . , n} and ε = (ε 1 , ..., ε n ) a vector with coordinates ε i = ±1, i ∈ N . An interval exchange transformation is a mapping ϕ(λ, π, ε) : [0, 1] → [0, 1] which acts by piecewise isometries
where β π is a vector corresponding to λ π = (λ π −1 (1) , λ π −1 (2) , ..., λ π −1 (n) ). Mapping ϕ preserves or reverses orientation of v i depending on the sign of ε i . If ε i = 1 for all i ∈ N then the interval exchange transformation is called oriented. Otherwise, the interval exchange transformation is said to have flips. It is not hard to see that oriented measured foliations correspond to the oriented interval exchange transformations.
Interval exchange transformation is said to be irreducible if π is not the direct sum of permutations of smaller rank. An irreducible interval exchange transformation T is called irrational if the only rational relation between numbers λ 1 , ..., λ n is given by the equality λ 1 + ... + λ n = 1. Recall that measure µ on ). This C * -algebra is denoted by O λ . O λ is canonically isomorphic (Morita equivalent) to a C * -algebra of measured foliation, which is a familiar object due to the works of A. Connes. Let us remind some basic definitions, see [17] for a complete account.
Given a C * -algebra consider new C * -algebra M n (A), i.e. the matrix algebra over A. There exists a remarkable semi-group, A + , connected to the set of projections in algebra M ∞ = ∪ 
Proof. We shall give a sketch of proof. The complete argument can be found in the remarkable works of I. Putnam ([15] , [16] ). Let p 1 , . . . , p n be the set of discontinuous points of the mapping ϕ. Denote by Orb ϕ = {ϕ m (p i ) : 1 ≤ i ≤ n, n ∈ Z} a set of full orbits of these points. When ϕ is irrational, the set Orb ϕ is a dense subset in [0, 1]. We replace every point x ∈ Orb ϕ in the interior of [0, 1] by two points x − < x + moving apart banks of the cut. The obtained set is a Cantor set denoted by X.
A mapping ϕ : X → X is defined to coincide with the initial interval exchange transformation on [0, 1]\Orb ϕ ⊂ X prolonged to a homeomorphism of X. Mapping ϕ is a minimal homeomorphism of X, since there are no proper, closed, ϕ-invariant subsets of X except the empty set. Thus, O λ = C(X) ⋊ ϕ Z is a crossed product C * -algebra, where C(X) denotes a C * -algebra of contin-uous complex-valued functions on X. The following diagram of Pimsner and Voiculescu consists of exact sequences:
Indeed, by a homotopy argument, group K 0 (C(X)) coincides with the group C(X, Z) of continuous functions from X to the set of integer numbers Z. Any function f ∈ C(X, Z) can be represented as f = z 1 χ v1 + . . . + z n χ vn , where χ v1 , . . . , χ vn are characteristic functions of the intervals v 1 , . . . , v n . Thus far, C(X, Z) ≃ Z n as abelian groups. To obtain the conclusion of Lemma 3 it remains to calculate all short exact sequences in the diagram of Pimsner and Voiculescu.
Elliott group of O λ
The K-groups alone are unsufficient for the Morita classification of the By a 1-skeleton of τ one understands the union of vertices, V (τ ), and edges, E(τ ), of a fundamental tessellation τ . We shall reserve a notation Sk 1 τ = V (τ ) ∪ E(τ ) for this fact. Modulo orientation, Sk 1 τ is isomorphic to the Cayley graph of group G, i.e. a graph whose set V represents elements of G and set E corresponds to the action of generators of group G on these elements. We use this fact to label V (τ ) by the elements of G.
Since G is cocompact, we identify it with the fundamental group of X. If [G, G] is a commutator subgroup of G, then by the Hurewicz lemma we have an isomorphisms:
To 'embed' Z k into Sk 1 (τ ), let us consider the vertices of the form
where g ∈ G is fixed and x, y run all G. The set (2) is a coset of the element g and all cosets of G have the structure of abelian group (1). Picking up one element from each coset will define vertices of an abelian 1-skeleton denoted by Sk
is a free lattice on k generators. The corresponding (abelian) tessellation of H we denote by τ ab .
Let G be an additive abelian group. A partial order on G is any reflexive, antisymmetric, transitive relation ≤ on G. If any pair x, y ∈ G is comparable by this relation, the order is called total. G is a partially ordered abelian group if for any x, y, z ∈ G such that x ≤ y it follows that x + z ≤ y + z. The set of all positive elements G + ⊂ G is a cone, i.e. a subset of G containing 0 and closed under the addition. If G is a totally ordered abelian group, then
Let H ⊆ G be a subgroup of a partially ordered abelian group G. H is an order ideal in G if for every x, y ∈ H and z ∈ G such that x ≤ z ≤ y, it follows that z ∈ H. If G has no order ideals except {0} and G, then G is called simple. For any order ideal H ⊆ G the factor-group G/H is a partially ordered abelian group with the positive cone (G/H) + = (G + + H)/H. In case τ ab is an abelian tessellation of the Lobachevsky plane, there exists a natural order coming from the geodesic lines. Indeed, if S is a geodesic half-circle passing through 0 ∈ τ ab ∼ = Z k , then we set
The set (4) is a positive cone and the order on τ ab defined by this cone will be called natural. Note that the ordered group (Z k , (Z k ) + ) is simple if and only if the geodesic is irrational. For otherwise, the group (Z k , (Z k ) + ) will have non-trivial order ideals. In the irrational case the order can be total or partial depending on 'rate of approximation' of the irrational geodesic by the rational ones.
Let F be a measured foliation on X. Thurston has shown that F can be represented by a "geodesic lamination" consisting of disjoint non-periodic geodesics, which lie in the closure of each other; cf Thurston [19] . Denote by p : H → X a covering mapping corresponding to the action of G. The geodesic lamination is a product Λ × R ⊂ X, where Λ is a (linear) Cantor set. The preimage p −1 (Λ × R) ⊂ H is a collection of geodesic half-circles without self-intersections except, possibly, at the absolute. The "footpoints" of these half-circles is a subset of ∂H homeomorphic to Λ.
Let S ∈ p −1 (Λ × R) be a geodesic half-circle. Suppose that (Z k ) + is the natural order introduced by S according to formula (4) . Let, finally, (P, P + , [u]) be an Elliott group such that P = Z k and
The following lemma plays a key role in the whole theory.
Lemma 4 ([11],[12]) The Elliott group of the
Proof. We shall give the idea of proof only referring the reader to [12] Keane ([9] ) and Veech ([20] ). To every induced transformation one relates an integral square matrix
whose entries "count" the orbits of ϕ in the following sense: if a point x ∈ v i then
Note that by (ii) this number is independent of the choice of point x ∈ v i . By the minimality of ϕ matrix P Y has rank n and, since P By the properties (i) and (ii) of induced transformations, one can infinitely prolong the procedure obtaining a sequence of closed subintervals contracting to a singleton {y},
The Elliott group of C * -algebra O λ is equal to the limit of "rational" groups defined by a sequence of automorphisms
given by integral matrices P Yi . To finish the proof of lemma it remains to identify Z n with τ ab of the Lobachevsky plane and scale the order unit [u].
Representation of algebraic curves by measured foliations
This section relates measured foliations and interval exchange transformations with the isomorphism classes of complex algebraic curves. In fact, this remarkable relation dates back to Jacob Nielsen who noticed that the coarse moduli space of a complex curve C admits canonical coordinates known presently as Fenchel-Nielsen. Let us briefly review the construction, referring interested reader to the survey of J. L. Harer [6] . If X is a surface of genus g ≥ 2 then its Teichmüller space T g has complex dimension 3g − 3. The pants are defined as a 3-connected plane region (a disc with two holes). Given X there exists a set of 3g − 3 closed curves such that it decomposes X into 2g − 2 pants. Fix a riemann metric on X and denote by l 1 , . . . , l 3g−3 the length of these curves. Varying each curve in its homotopy class we can make them all geodesic. There are basically two possibilities to move around in the Teichmüller space relatively "distinguished point" corresponding to the fixed metric. (Without special notice we identify complex and riemann structures on X.) First would be to vary l i which are allowed to take positive values including 0. The second is a "twist" τ i ∈ R of the metric along closed geodesic of length l i for i = 1, . . . , 3g − 3. The coordinates
are known to parametrize T g marked with a "distinguished point".
There is no difficulty to pass from coordinates (7) to measured foliations. Given pants, P i , define a foliation of P i by joining the points of boundary C 1i ∪ C 2i ∪ C 3i of P i with the geodesic segments. What is obtained will be a singular foliation F Pi with saddle points. The measure, µ, on this foliation is defined proportional to the length of the boundaries, see Fathi-LaudenbachPoénaru ( [5] , Exposé 6) for the details. Now we glue F Pi with twists τ 1i , τ 2i , τ 3i along curves C 1i , C 2i , C 3i , respectively. One gets a measured foliation F on X.
Thus we have another parametrization of T g by measured foliations whose space has real dimension 6g − 6, see e.g. Masur [10] . This geometric approach to T g will be abandoned till the end of this section. Instead, we shall use an analytic method of "zippered rectangles" due to W. Veech. The details are given below.
Let C be a smooth projective variety over the ground field C and transcendence degree 1 (an algebraic curve). Let g be the geometric genus of C and X the corresponding Riemann surface of genus g. Consider an oriented measured foliation F on X. The interval exchange (holonomy) mapping of this foliation we denote by (λ, π). F can be thought of as a foliation given by the lines Re ω of a holomorphic 1-form ω on X. The choice of ω upon the (topological class of) F is highly non-unique. There exists a g-complex dimensional linear space Ω of the holomorphic 1-forms, such that every ω ∈ Ω defines the same F . This phenomenon was independently reported by H. Masur [10] (as spaces of the "canonical" 1-forms) and W. Veech [21] (as spaces of the "zippered rectangles"). The point to be made in this section is that both F and (λ, π) are invariants of the isomorphism class of curve C (Theorem 1).
Linear spaces H and A
Let π be an irreducible permutation on the set N . There exists a pair of linear spaces H = H(π) and A = A(π) which are extremely important in the construction of "zippered rectangles". These spaces can be introduced as follows. Let π ′ be a new function acting on the set N :
Consider the following system of linear equations and inequalities whose role will be clarified later on:
where h 0 = a 0 = 0 and h n+1 = 0. It was proved by W. Veech that system (8) with conditions (9) has non-trivial solutions; cf [21] . We shall refer to the vectors h as 'parameters' and vectors a 'solutions'. The corresponding linear spaces are denoted by H and A. It can be seen that H and A are orthogonal spaces so that H ⊕ A = R n . Proof. It can be seen that system (8) 'splits' into k − 1 independent linear subsystems, where k is the number of cyclic permutations in π. Vectors a ∈ A corresponding to these subsystems may differ only by a scalar multiple. (In other words, the lines in every subsystem are proportional.) On the other hand, any vectors a, b ∈ A from distinct subsystems are linearly independent. Lemma follows.
Lemma 5 ([21]) Let

Space of "zippered rectangles"
Zippered rectangles can be viewed as a generalization of complex tori C/Zω 1 + Zω 2 . They allow to factor C by a "lattice" which is determined upon interval exchange transformation (λ, π). The result of this factorization is a curve of genus g endowed with the space of holomorphic 1-forms depending on vectors h ∈ H and a ∈ A. Let us briefly outline this construction, referring the reader to the original work of Veech [21] .
Zippered rectangles. Let (λ, π) be an interval exchange transformation, H and A the linear spaces corresponding to π. Let λ = (λ 1 , . . . , λ n ) and h ∈ H. To the pair (λ, h) one associates n disjoint rectangles lying in the complex half-plane {z ∈ C : Im z ≥ 0} such that the 'bottom' of every rectangle belongs to the real axis and is of the length λ i , i = 1, . . . , n. The 'height' of the i-th rectangle is equal to h i . The area within each of the rectangles is foliated by the horizontal lines Im z = Const. Let h ∈ H and a ∈ A. Following Veech, we shall paste 2 the sides of the rectangles together so that one obtains a Riemann surface X = X(λ, π, h, a) endowed with a holomorphic 1-form ω = ω(λ, π, h, a). The foliation Im ω covers the horizontal foliation in the above rectangles.
The top v i = [β i−1 , β i ] of every rectangle is identified with the interval ϕ(v i ) at the bottom set, where ϕ = ϕ(λ, π) is transformation of the unit interval. Note that this step alone secures that the first return mapping of the foliation given by the vertical lines Re z = Const coincides with ϕ whatever further identifications to be made. Next we glue together the right side of rectangle R i with the left side of rectangle R i+1 between the heights 0 and a i . (In the case i = n we glue together the right side of the last rectangle with the left side of the first rectangle.)
Finally, the half-interval (a i , h i ] of the left side of rectangle R i goes to the half-interval (a π ′ (i)+1 , h π ′ (i)+1 ] of rectangle R π ′ (i)+1 . This is possible because equations (8) and inequalities (9) are satisfied. Some exceptional cases add to the picture, see [21] for the details. We shall call rectangles R i whose sides are identified as above a Veech lattice. It follows from the construction of zippered rectangles that holomorphic 1-form ω = ω(λ, π, h, a) has zeroes at the points p 1 , . . . , p k of surface X = X(λ, π, h, a). Moreover, the order of zero at p i is equal to |π i | − 1. It remains to apply the Euler formula
where g is the genus of X and ind ω(p i ) = 1 − |π i | is the Euler-Poincaré index of singularity at the point p i . Item (i) of Lemma 6 is proved.
(ii) It follows from the construction that vectors h ∈ H parametrize the set Ω. If ω 1 , ω 2 ∈ Ω then αω 1 + βω 2 ∈ Ω is a holomorphic 1-form for any α, β ∈ C. Therefore Ω and H are isomorphic as linear spaces. Clearly, dim C Ω = 1 2 dim R H. On the other hand, since dim A = k − 1 (Lemma 5) and H ⊕ A = R n we conclude that dim R H = n − k + 1. Therefore dim C Ω = 1 2 (n − k + 1) = g, where g is genus of X. Lemma 6 follows.
Period matrix
Let C be a projective curve. If C is irreducible, it can be normalized to a compact Riemann surface of genus g. Fix a basis ω 1 , . . . , ω g in the space Ω of the holomorphic 1-forms on C. If γ 1 , . . . , γ 2g is the standard basis in H 1 (C; Z) consisting of the closed contours on C, one gets a period matrix: Proof. Since matrix (10) satisfies the Riemann bilinear relations (ACGH [1] ) the number of independent entries in (10) can be slashed by an appropriate choice of basis in Ω. The normalized period matrix has the form Π ′ = (I g ; Z g×g ), where I g is the unit square matrix and Z g×g a symmetric g ×g matrix whose imaginary part is positive definite. In what follows we assume that Π is normalized in this way and we denote it by Π 0 .
The proof is based on 'zippered rectangles' technique. Let L = L(λ, π, h, a) be a Veech lattice in the complex plane C. We call the real positive α i = arcsin ai hi a slope of foliation Re ω in the rectangle R i . Note that α i is equal to the angle between two local coordinate systems defined by the complex parameter z and holomorphic 1-form ω. The proof of Theorem 1 consists in showing that α i are constants independent of the choice of h ∈ H. This implies that after a canonical choice of coordinates in M , the entries of matrix (10) are invariants.
Indeed, fix a basis ω 1 , . . . , ω g ∈ Ω consisting of linearly independent 1-forms on M . Every ω i = ω i (λ, π, h, a) in a representation by zippered rectangles. The corresponding basis in the (real) linear space H we denote by h 1 , . . . , h 2g . By induction it is enough to show that if h = h i for some 1 ≤ i ≤ 2g is replaced by h ′ so that new basis is h 1 , . . . , h ′ , . . . , h 2g , then matrix (10) is the same. The area of the Riemann surface M (λ, π, h, a) is equal to λ 1 h 1 + . . . + λ n h n and can be normalized to the unit; cf Remark 6.8 of [21] . Thus we have
If the slope in the rectangle R i was α i = arcsin ai hi , then new slope is α
Since for each value of h ∈ H there exists infinitely many solutions a ∈ A to systems (8) and (9), one can readily choose
This means that slope is the same and the integrals γj ω k in the rectangle R i are invariants. By induction, one can normalize in this way the coordinates in all rectangles R 1 , . . . , R n . Theorem 1 follows.
Let C be an irreducible algebraic curve whose normalized period matrix we denote by Π 0 (C). Let (λ, π) be an interval exchange transformation. Suppose that Π(λ, π) is the period matrix obtained from (λ, π) with the help of "zippered rectangles" as it was described above. Proof. Let C be an irreducible curve in CP 2 and choose a basis of the holomorphic 1-forms on C. By the Torelli theorem (ACGH [1] ) the normalized period matrix Π 0 (C) defines the isomorphism class of C. If (λ, π) represents C, then by Theorem 1 any curve C ′ ∼ C can be represented by an interval exchange transformation (λ ′ , π ′ ) which is topologically equivalent to (λ, π). On the other hand, we proved in [11] that the latter condition is equal to the Morita equivalence of the C * -algebras O λ and O λ ′ .
3 Riemann-Roch theorem for O λ
The genus of "noncommutative surface" O λ is defined to be the genus of X = C/L where L is a Veech lattice. By Lemma 6 it coincides with the arithmetic and geometric genus of C, where C is the algebraic curve corresponding to O λ . In this section we establish the (analogy of) Riemann-Roch formula for noncommutative surfaces. Let us fix the following notation:
n number of intervals in the interval exchange transformation (λ, π); k number of cyclic permutations in the decomposition of π;
P ic X Picard group, i.e. group of complex line bundles over X.
Theorem 2 (Riemann-Roch-Veech) Let O λ be a noncommutative surface of genus g. Let deg : P ic X → Z be the degree mapping m i p i → m i on the set of divisors over X. Then the following equality is true:
where D is a class of divisors of degree 3g − 1.
Proof. The original idea of proof belongs to Riemann and Roch and consists of studying certain systems of linear equations describing spaces of meromorphic functions on the Riemann surface with prescribed singularity data. For technical reasons, we shall follow more direct method elaborated by W. Veech in the context of interval exchange transformations. As before, let H and A be a pair of linear spaces corresponding to the permutation π. By Lemma 5 we have dim A = k − 1. Since A ⊕ H = R n we conclude that dim H = n − k + 1 = 2g, where g is genus of the Riemann surface X obtained by "zippering of rectangles" (Lemma 6).
Let
Recall that state is a positive homomorphism from (K 0 , K + 0 , [1] ) to R which respects the orderunits [1] and 1 ∈ R. The set of all states is denoted by S • and is a finitedimensional Choquet simplex. The dimension of S • is equal to the number of linearly independent ergodic measures of the interval exchange transformation (λ, π).
Note that dim S • ≤ rk K 0 (O λ ) and the upper bound is attained on interval exchange transformations with "maximal number" of invariant ergodic measures, cf Veech [20] . Therefore,
On the other hand, every vector h ∈ H defines an ergodic measure, cf [21] . Since dim H equals to the maximal number of such measures we conclude that
It remains to compare (14) with formula (13). Theorem 2 follows.
K-invariants of algebraic curves
The Morita invariants of "noncommutative surface" O λ are intimately related to algebraic invariants of projective curves. In this section we consider examples of such invariants (Bratteli diagrams, state spaces, numbers θ). In the context of algebraic geometry some of these invariants are well-known: stationary Bratteli diagrams correspond to hyperelliptic curves, 1-dimensional state spaces represent smooth algebraic curves and canonical divisors, higher rank state spaces describe special divisors, etc. In particular, we get a short proof of Clifford theorem based on Sataev's lemma for ergodic measures (Section 1).
Bratteli diagrams
An AF (approximately finite-dimensional) algebra is defined to be a norm closure of an ascending sequence of the finite dimensional algebras M n 's, where M n is an algebra of n × n matrices with the entries in C. Here the index n = (n 1 , . . . , n k ) represents a multi-matrix algebra 
The homeomorphisms of the above (multi-matrix) algebras admit a canonical description (Effros [4] ). Suppose that p, q ∈ N and k ∈ Z + are such numbers that kq ≤ p. Let us define a homomorphism ϕ : M q → M p by the formula
where p = kq + h. More generally, if q = (q 1 , . . . , q s ), p = (p 1 , . . . , p r ) are vectors in N s , N r , respectively, and Φ = (φ kl ) is a r × s matrix with the entries in Z + such that Φ(q) ≤ p, then the homomorphism ϕ is defined by the formula:
where Φ(q) + h = p. We say that ϕ is a canonical homomorphism between M p and M q . Any homomorphism ϕ : M q → M p can be rendered canonical ( [4] ). Graphical presentation of the canonical homomorphism is called Bratteli diagram. Every "block" of such diagram is a bipartite graph with r × s matrix Φ = (φ kl ). Such a graph in case r = s = n is sketched in Figure 1 . In general, Bratteli diagram is given by a vertex set V and edge set E such that V is an infinite disjoint union V 1 ⊔ V 2 ⊔ . . ., where each V i has cardinality n. Any pair V i−1 , V i defines a non-empty set E i ⊂ E of edges with a pair of range and source functions r, s such that r(E i ) ⊆ V i and s(E i ) ⊆ V i−1 . The non-negative integral matrix of "incidences" (φ ij ) shows how many edges there are between the k-th vertex in row V i−1 and l-th vertex in row V i . Bratteli diagram is called stationary if (φ kl ) is a constant square matrix for all i = 1, . . . , ∞.
Let (λ, π) be the interval exchange transformation which represents an algebraic curve C and O λ the C * -algebra generated by (λ, π). O λ admits an embedding into an AF -algebra with order-isomorphic Elliott group (Putnam [15] ). The Bratteli diagram of this AF -algebra we refer to as representing C. Proof. Suppose that (λ, π) is an interval exchange transformation whose Bratteli diagram is periodic. It is known (see e.g. Veech [21] ) that foliation F on X in this case will be of "pseudo-Anosov" type. The idea of proof consists in showing that curve C (given by X and F ) admits a holomorphic mapping to CP 1 with simple zeroes in 2g + 2 points. (In other words, X is a double cover of the sphere with the ramification points a 1 , . . . , a 2g+2 .)
Let X be a 2-torus. Anosov diffeomorphism A : X → X is defined as decomposition of tangent bundle T X = E s ⊕ E u into stable and unstable 1-dimensional manifolds. These define a pair of orthogonal foliations on X: F s and F u . In other words, A n (X) → F s and A −n (X) → F u as n goes to infinity. Typical example is given by "Arnold's cat" mapping A = Let S 2 be a sphere. Consider the following "standard foliation with 4 thorns". This is given by a mapping p : X → S 2 of degree 2 with ramification in four points such that Sing F s = Sing F u are fake saddles for a Anosov diffeomorphism. (Remark: "thorn" and "fake saddle" is a shorthand for 1-saddle and 2-saddle singularities.) This is an example of pseudo-Anosov foliation, since diffeomorphism A "commutes" with involution p. Standard foliation with 4 thorns on 2-sphere gives birth to pseudo-Anosov foliations on the surfaces of higher genus in the following sense.
Let F sd be the standard foliation. Take an even number 2(g − 1) of points on the sphere and place fake saddles at these points. The set Sing F sd consisting of 2g + 2 points is now declared to be ramification set of index 2 to a function p : X → S 2 . Clearly, X is a compact surface of genus g and "induced" foliation F has 2(g − 1) simple saddles and 4 fake saddles. Since p is the involution, F is a pseudo-Anosov foliation.
Suppose that X is of genus g and F is a pseudo-Anosov foliation. Let z be a complex parameter on X defined by lines F s and F u . Function p : X → S 2 is holomorphic with simple zeroes in points a 1 , . . . , a 2g+2 . (This can be verified directly using complex parameter w induced by "standard foliation" of the sphere.) Thus, we have the required mapping:
which characterizes hyperelliptic curves. Theorem 3 is proved.
State space
The K-invariant which "counts" the number of ergodic measures of the interval exchange transformation (λ, π) is a state space. The latter is defined as dual limit of Bratteli diagram:
This sequence has a linear space S • ⊆ R n in its limit. S • is called a state space of the Bratteli diagram (V, E). We encountered this space in the proof of Riemann-Roch theorem (Section 3). The feature of S • is that dim S • equals to the number of independent ergodic measures of transformation (λ, π).
Historically, 1-dimensional state spaces are called strictly ergodic. It is known (Masur [10] , Veech [21] ) that "almost all" interval exchange transformations are strictly ergodic. In general, there can be up to [n/2] measures on the transformations of n intervals (Lemma 2). The following proposition establishes a bijection between the number of ergodic measures and number of singular points of the algebraic curve. Proof. One way of proving this statement is by considering "linear series" of algebraic curves. Linear series were introduced by Brill and Noether ( [2] ) for the study of regular 4 singularities of algebraic curves. In the now standard terminology by the linear series corresponding to a divisor D one understands the set of effective divisors linearly equivalent to D, cf [1] . This set is a linear space whose dimension l = l(D) is a projective invariant of the curve. If C is a curve of genus g, then the linear series of C is written as g 
Divisor D whose linear series is of the form g
2g−2 is called canonical divisor. The "typicity" argument and formula (19) give us immediately
Of course, formula (20) can be written as i(D) = dim S • . In other words, strictly ergodic states correspond to the canonical divisors. Since the curves corresponding to canonical divisors have no singular points (cf. Coolidge [3] , Theorem 48, Book III, Ch. I) the second part of Theorem 4 follows. To prove the first part, one applies the Brill-Noether method of resolving regular singular points. According to this, the part of curve C between two singular points p 1 and p 2 (case p 1 = p 2 is possible) can be taken as "generator" of the linear space of special divisors. The dimension of such space is equal to i(D) = dim S • . To include smooth curves into the picture we assume that there exists one singular point at "infinity". Some examples of the regular singular points are shown in Figure 2 . Theorem 4 follows. 
Since k takes values between 1 and g, formula (21) follows from formula (22).
Projective curvature θ
One of the amazing invariants of the C * -algebra O λ is the so-called rotation number θ = θ(λ). It is a real number equal to the "average slope" of measured foliation on the compact surface X. Numbers θ play the role similar to classical rotation numbers of the Kronecker foliations on the two-dimensional torus. Let us briefly review the construction of numbers θ (see [11] , for more details). Positive cone (4) is the limit of the sequence of "rational" cones, P m , defined by the automorphisms (6), i.e.
Denote by γ m a rational geodesic in the Lobachevsky plane which bounds cone P Ym . There exists a unique Fuchsian isometry g m ∈ G such that it transforms γ m−1 into γ m . Let 
1 , . . . , a
k1 , a
0 , a
1 , . . .]
converges to a real number θ called a rotation number associated to the C * -algebra O λ . The importance of rotation numbers is stipulated by the following lemma. Proof. This result follows from Corollary 1 and Lemma 7.
In view of Theorem 5 number θ mod P SL(2, Z) will be called a projective curvature of the algebraic curve C. The projective curvature can be calculated for certain algebraic curves.
Theorem 6 If C be a hyperelliptic curve, then its projective curvature is an algebraic number.
Proof. Let C be hyperelliptic. Then its Bratteli diagram is stationary (Theorem 3). As it was shown earlier (Section 4.1), in this case the sequence P 1 , P 2 , . . . in (6) , (18) is periodic as well as continued fraction (25). In particular, the periodic continued fraction converges to an irrational number which satisfies the equation x 2 + px + q = 0, p, q ∈ Z, see e.g. Perron [14] . Theorem follows.
Final remarks
Theorems 1-5 show that a big part of algebraic geometry of curves can be developed from K-theory of noncommutative algebra O λ . In a sense, noncommutative ring structure of O λ describes perfectly well the structure sheaf O X of projective scheme (X, O X ). From this point of view, the K-theory developed in this paper gives more information than the K-theory of sheaves of A. Grothendieck, but in the special case of projective curves over C. The K 0 -group of O λ is abelian with given partial or total order. Totally ordered groups are "generic" and represent smooth algebraic curves, while partially ordered groups are "degenerate" and typical to singular curves. It would be interesting to compare this picture with the Mumford-Deligne theory of stable curves.
Finally, by Masur-Veech theorem ( [10] , [21] ) almost all measured foliations are uniquely ergodic, i.e. topological structure of foliations define its measured structure up to a positive multiple. Thus θ (projective curvature) is an "almost absolute" invariant of smooth curves in the sense that coordinates (7) can be recovered from θ provided the multiple of measure (the order-unit of K 0 -group) is known. Also, it seems rather challenging to give a classification of algebraic curves in terms of "projective curvature". In particular, which values of θ correspond to smooth curves?
