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Time-dependent weak rate of convergence for functions of
generalized bounded variation
Antti Luoto
Abstract
Let W denote the Brownian motion. For any exponentially bounded Borel function g the function u
defined by u(t, x) = E[g(x+σWT−t)] is the stochastic solution of the backward heat equation with
terminal condition g. Let un(t, x) denote the corresponding approximation generated by a simple sym-
metric random walk with time steps 2T/n and space steps ±σ√T/n where σ > 0. For quite irregular
terminal conditions g (bounded variation on compact intervals, locally Ho¨lder continuous) the rate of
convergence of un(t, x) to u(t, x) is considered, and also the behavior of the error un(t, x)− u(t, x) as
t tends to T .
Keywords: approximation using simple random walk, weak rate of convergence, finite difference ap-
proximation of the heat equation.
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1 Introduction
The objective of this paper is to study the rate of convergence of a finite-difference approximation scheme
for the backward heat equation. The error analysis is carried out for a large class of exponentially bounded
terminal condition functions which have bounded variation on compact intervals or which are locally Ho¨lder
continuous.
During the past decades, convergence rates of finite-difference schemes for parabolic boundary value
problems have been studied with varying assumptions on the regularity of the initial/terminal condition, the
domain of the solution, properties of the possible boundary data etc. (see e.g. [3], [6], [8], [10], and [13]).
In order to study the convergence, several techniques have been applied. Our approach is probabilistic: The
solution of the PDE is represented in terms of Brownian motion, and the approximation scheme is realized
using an appropriately scaled sequence of simple symmetric random walks in the same probability space, in
the spirit of Donsker’s theorem. The potential discontinuities of the terminal function produce error bounds
which are not uniform over the time-nets under consideration, and hence the time-dependence of the error
is of particular interest here.
To explain our setting in more detail, fix a finite time horizon T > 0, a constant σ > 0, and consider the
backward heat equation
∂
∂t
u+
σ2
2
∂2
∂x2
u = 0, (t, x) ∈ [0, T )× R, u(T, x) = g(x), x ∈ R. (1.1)
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The terminal condition g : R → R is assumed to belong to the class GBVexp consisting of exponentially
bounded functions that have bounded variation on compact intervals (see Definition 2.3 for the precise
description of GBVexp). The stochastic solution of the problem (1.1) is given by
u(t, x) := E[g(σWT )|σWt = x] = E[g(x+σWT−t)], (t, x) ∈ [0, T ]× R, (1.2)
where (Wt)t≥0 denotes the standard Brownian motion. To approximate the solution (1.2), we proceed as
follows. Given an even integer n ∈ 2N, a level z0 ∈ R, and time and space step sizes δ and h, define
T n := {tnk := 2kδ ∣∣ 0 ≤ k ≤ n2 , k ∈ Z} , Snz0 := {z0 + 2mh ∣∣m ∈ Z} .
The finite-difference scheme we will consider is given by the following system of equations defined on grids
Gnz0 := T n × Snz0 ⊂ [0, T ]× R,

vn(tnk , x)−vn(tnk−1, x)
tnk−tnk−1
+
σ2
2
vn(tnk , x+2h)−2vn(tnk , x) + vn(tnk , x−2h)
(2h)2
= 0,
vn(T, · ) = g.
(1.3)
Letting δ := Tn and h := σ
√
T
n , the system (1.3) can be rewritten in an equivalent form as{
vn(tnk−1, x) =
1
4
[
vn(tnk , x+2h) + 2v
n(tnk , x) + v
n(tnk , x−2h)
]
,
vn(T, · ) = g. (1.4)
This scheme is explicit: Given the set of terminal values
{
g(x)
∣∣ x ∈ Snz0}, the solution un of (1.4) is
uniquely determined by a backward recursion. We extend the function vn in continuous time by letting
vn(t, x) := vn(tnk , x) for t ∈ [tnk , tnk+1), 0 ≤ k < n2 , (1.5)
and consider the error εn(t, x) on (t, x) ∈ [0, T )× Snz0 , which is given by
εn(t, x) := v
n(t, x)− u(t, x). (1.6)
The main result of this paper, Theorem 2.6 (A) states that for some constant C > 0 depending only on g,
|εn(t, x)| ≤ Cψ(x)√
n(T − t)1{t6=tnk} +
Cψ(x)√
n(T − tnk)
, (t, x) ∈ [tnk , tnk+1)×Snz0 , 0 ≤ k < n2 , (1.7)
where ψ(x) = ψ(|x|, g, σ, T ) > 0 depends on the properties of g and will be given explicitly in Section 2.
Inequality (1.7) suggests that the convergence is not uniform in (t, x). However, if we consider uniform
convergence on any compact subset of [0, T ) × R, the rate for this class is n−1/2, and it will be shown in
Subsection 4.4 that this rate is also sharp.
Already in 1953, Juncosa & Young [6] considered a finite difference approximation of the forward heat
equation on a semi-infinite strip [0,∞) × [0, 1], where the initial condition was assumed to have bounded
variation. Using Fourier methods, they proved in [6, Theorem 7.1] that the error is O(n−1/2) uniformly on
[t,∞) × [0, 1] for any fixed t > 0, but they did not study the blow-up of the error as t ↓ 0. Notice that the
right-hand side of (1.7) corresponding to the backward heat equation undergoes a blow-up as t ↑ T . Such
an explosion does not occur, however, if the terminal condition g is Ho¨lder continuous. Indeed, suppose that
g belongs to the class C0,αexp (see Definition 2.5), which consists of exponentially bounded, locally α-Ho¨lder
continuous functions. By Theorem 2.6 (B), there exists a constant C > 0 depending only on g such that
|εn(t, x)| ≤ Cψ(x)
n
α
2 (T − tnk)
α
2
, (t, x) ∈ [tnk , tnk+1)×Snz0 , 0 ≤ k < n2 , (1.8)
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where the function ψ(x) = ψ(|x|, g, σ, T ) > 0 plays a similar role as in (1.7). Note that the error is bounded
in t for fixed n ∈ 2N, since (T − tnk)−
α
2 ≤ ( n2T )
α
2 for each tnk < T .
Dong & Krylov (2005) [3] considered the convergence of a finite-difference scheme for a very general
parabolic PDE. By specializing their result [3, Theorem 2.12] to the setting of this paper, the error is seen to
converge uniformly in (t, x) with rate n−1/4 for a bounded and Lipschitz continuous terminal condition, in
contrast to the time-dependent rate n−1/2 implied by (1.8). In fact, an analogous uniform rate n−α/4 can be
shown for the class C0,αexp in our setting. The proof is sketched in Remark 2.8.
The main result of this paper is derived using the following probabilistic approach. Let (ξi)i=1,2,... be a
sequence of i.i.d. Rademacher random variables, and define
un(t, x) := E
[
g
(
x+σW nT−t
)]
, (t, x) ∈ [0, T ]× R, (1.9)
where (W nt )t∈[0,T ] is the random walk given by
W nt :=
√
T
n
2⌈ t
2T/n
⌉∑
i=1
ξi, t ∈ [0, T ] (1.10)
(⌈·⌉ denotes the ceiling function). The key observation is that the function un, when restricted to Gnz0 , is the
unique solution of (1.4) for every z0 ∈ R; relation (1.5) also holds for un by definition. Moreover, since the
random walk (W nt )t∈[0,T ] influences the value of un only through its distribution, we may consider a special
setting where the Rademacher variables ξ1, ξ2, . . . are chosen in a suitable way. Defining these variables as
the values of the Brownian motion (Wt)t≥0 sampled at certain stopping times (see Subsection 2.1) enables
us to apply techniques from stochastic analysis for the estimation of the error (1.6) where vn = un.
The above procedure was used in J. B. Walsh (2003) [12] (cf. Rogers & Stapleton (1997) [11]) in relation
to a problem arising in mathematical finance. More precisely, the weak rate of convergence of European
option prices given by the binomial tree scheme (Cox-Ross-Rubinstein model) to prices implied by the
Black-Scholes model is analyzed (cf. Heston & Zhou (2000) [5]). A detailed error expansion is presented
in [12, Theorem 4.3] for terminal conditions belonging to a certain class of piecewise C2 functions. Using
similar ideas, we complement this result by considering a large class of functions which contains the class
considered in [12]. Moreover, instead of considering the error only at time t = 0, we derive time-dependent
error bounds. Finally, we close two gaps in the proof done by Walsh. The first concerns an asymptotic
estimate [12, relation (20)] related to the first exit time of a Brownian bridge. This estimate is discussed in
detail in a forthcoming paper [4] and certain results therein are generalized in Subsection 4.2. The second
gap concerns the estimate [12, Proposition 11.2 (iv)] for which a proof is given in Section 6.
It is argued in [12, Sections 7 and 12] that the rate remains unaffected if the geometric Brownian motion
is replaced with a Brownian motion, and the binomial tree is replaced with a random walk. It seems plausible
that also our time-dependent results in the Brownian setting can be transferred into the geometric setting with
essentially the same upper bounds.
The paper is organized as follows. In Section 2 we introduce the notation, recall the construction of a
simple random walk using first hitting times of the Brownian motion, and formulate the main result Theorem
2.6. Using the sequence of stopping times, we split the error (1.6) into three parts. Estimates for the
adjustment error, the local error, and the global error are derived in Sections 3–5, respectively. Section 6
contains a collection of moment estimates and tail behaviors of random times appearing in the description
of the local and the global error.
3
2 The setting and the main result
2.1 Notation related to the random walk
Consider a standard Brownian motion (Wt)t≥0 on a stochastic basis (Ω,F ,P, (Ft)t≥0), where (Ft)t≥0
stands for the natural filtration of (Wt)t≥0. We also let (Xt)t≥0 := (σWt)t≥0, where σ > 0 is a given
constant. By τ(−h,h) we denote the first exit time of the process (Xt)t≥0 from the open interval (−h, h),
τ(−h,h) := inf {t ≥ 0 : |Xt| = h} = inf {t ≥ 0 : |Wt| = h/σ} , h > 0.
The random variable τ(−h,h) is a (Ft)t≥0-stopping time and its moment-generating function is given by
E
[
eλτ(−h,h)
]
=
{
cosh(h
√
2|λ|/σ)−1, λ ≤ 0,
cos(h
√
2λ/σ)−1, λ ∈ (0, pi28 σ
2
h2
).
(2.1)
It follows that the exit time τ(−h,h) has finite moments of all orders, and for every K ∈ N there exists a
constant CK > 0 such that
E
[
τK(−h,h)
]
= CK(h/σ)
2K . (2.2)
In particular, C1 = 1 and C2 = 5/3. For relations (2.1) and (2.2), see [12, Proposition 11.1].
In order to represent the error (1.6), we construct a random walk on the space (Ω,F ,P, (Ft)t≥0). Fol-
lowing [12], we define
τ0 := 0 and τk = τk(h) := inf
{
t ≥ τk−1 :
∣∣Xt −Xτk−1 ∣∣ = h} (2.3)
recursively for k = 1, 2, . . . . Then τk is a P-a.s. finite (Ft)t≥0-stopping time for all k ≥ 0, and the process
(Xτk)k=0,1,... is a symmetric simple random walk on Z
h := {mh : m ∈ Z}. For every integer k ≥ 1, we
also let
∆τk := τk − τk−1 and ∆Xτk := Xτk −Xτk−1 .
The strong Markov property of (Xt)t≥0 implies that (∆τk,∆Xτk)k=1,2,... is an i.i.d. process such that, for
each k ≥ 1, we have P(∆Xτk=± h) = 1/2,
(∆τk,∆Xτk)
d
= (τ(−h,h),Xτ(−h,h)), and (∆τk,∆Xτk) is independent of Fτk−1+.
Moreover, as shown in [11, Proposition 1], the increments ∆Xτ1 and ∆τ1 are independent. Consequently,
the processes (∆τk)k=1,2,... and (∆Xτk)k=1,2,... are independent (see also [12, Proposition 11.1] and [7,
Proposition 2.4]).
We deduce, in particular, that for allN ≥ 1 the random variable XτN is distributed as h
∑N
k=1 ξk, where
(ξk)k=1,2,... is an i.i.d. sequence of Rademacher random variables. Therefore, for W
n
T−t defined in (1.10),
we have the equality in law
XτN
d
= σW nT−t provided that (h,N) =
(
σ
√
T
n , 2⌈ T−t2T/n⌉
)
.
Note that in this case the sequence of stopping times (τk)k=0,1,... (2.3) depends on n via h = h(n).
The error (1.6) will be split into three parts, where each of these parts will take into account different
properties of the given function g. For this purpose, let us introduce some more notation. For given n ∈ 2N
and t ∈ [0, T ), we let
θn :=
nθT
n
, where nθ := 2
⌈
T−t
2T/n
⌉
∈ {2, 4, . . . , n} . (2.4)
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By definition, θn is the smallest multiple of
2T
n greater than or equal to T−t. It is clear that
0 ≤ θn − (T−t) ≤ 2T
n
and θn ↓ T − t as n→∞.
The connection between lattice points tnk =
2kT
n ∈ T n and the time instant θn ∈ (0, T ] is explained by
t ∈ [tnk , tnk+1) if and only if θn = T − tnk , 0 ≤ k ≤ n2−1. (2.5)
2.2 The function classes under consideration
The error (1.6) will be estimated for functions g belonging to the classGBVexp or C
0,α
exp which are introduced
below. Both of these classes are contained in the class of exponentially bounded Borel functions.
Definition 2.1 (The class Bexp). A function g : R → R is said to be exponentially bounded if there exist
constants A, b ≥ 0 such that
|g(x)| ≤ Aeb|x| for all x ∈ R. (2.6)
The class of all Borel functions with the above property will be denoted by Bexp.
The function class GBVexp generalizes functions of bounded variation (which are bounded) by allowing
exponential growth. See [1] and Appendix A.1 for more information on this topic. To introduce this class,
let us recall
Definition 2.2 ([1, Definition 3.2]). Denote byM the class of all set functions
µ : {G ∈ B(R) : G is bounded} → R
that can be written as a difference of two measures µ1, µ2 : B(R) → [0,∞] such that µ1(K), µ2(K) < ∞
for all compact sets K ∈ B(R).
Below it is understood that [a, b) = ∅ whenever a ≥ b.
Definition 2.3 (The class GBVexp). Denote by GBVexp the class of functions g : R → R which can be
represented as
g(x) = c+ µ([0, x)) − µ([x, 0)) +
∞∑
i=1
αi1{xi}(x), x ∈ R, (2.7)
where c ∈ R is a constant, µ ∈ M, and J = (αi, xi)i=1,2,... ⊂ R2 is a countable set such that xi 6= xj
whenever i 6= j. In addition, we require that for some constant β ≥ 0,
∫
R
e−β|x|d|µ|(x) +
∞∑
i=1
|αi|e−β|xi| <∞. (2.8)
The following remark provides some examples of functions belonging to this class.
Remark 2.4 (Examples of functions contained in GBVexp).
(i): Every polynomial belongs to the class GBVexp (see Remark A.1).
(ii): Each increasing (resp. decreasing) function g ∈ Bexp belongs to GBVexp.
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(iii): Each convex (resp. concave) function g ∈ Bexp belongs to GBVexp.
(iv): Kexp ⊂ GBVexp, where Kexp is the class considered in Walsh [12] (pp. 340, 345–346, and 348) of
functions g : R→ R satisfying the below criteria:
• g, g′, and g′′ belong to Bexp
• g, g′, and g′′ have at most finitely many discontinuities and no oscillatory discontinuities
• g(x) = 12(g(x+) + g(x−)) at each point x ∈ R.
Let us finally introduce the class C0,αexp of exponentially bounded locally Ho¨lder continuous functions.
See Subsection 4.5 for some facts about this class.
Definition 2.5 (The class C0,αexp ). Denote by C
0,α
exp the class of all functions g : R → R for which there exist
constants A, β ≥ 0 such that for all R > 0,
sup
x,y∈[−R,R], x 6=y
|g(x)− g(y)|
|x− y|α ≤ Ae
βR. (2.9)
2.3 The main result
The following theorem is the main result of this paper.
Theorem 2.6. Let n ∈ 2N, and let u and un be the functions introduced in (1.2) and (1.9).
(A) Suppose that g ∈ GBVexp is a function given by (2.7) and that β ≥ 0 is as in (2.8). Then, for all
(t, x) ∈ [0, T )×R,
(i) |un(t, x)− u(t, x)| ≤ Cβ,σ,T√
n(T − t)e
β|x|, t 6= tnk , 0 ≤ k < n2 ,
(ii) |un(tnk , x)− u(tnk , x)| ≤
Cβ,σ,T√
n(T − tnk)
eβ|x|, 0 ≤ k < n2 ,
where Cβ,σ,T := C
√
Te3β
2σ2T and C > 0 is a constant depending only on g.
(B) Suppose that the function g ∈ C0,αexp and that β ≥ 0 is as in (2.9). Then, for all (t, x) ∈ [0, T )×R,
(iii) |un(t, x)− u(t, x)| ≤ Cβ,σ,T
n
α
2 (T − tnk)
α
2
e(β+1)|x|, t ∈ [tnk , tnk+1), 0 ≤ k < n2 ,
where Cβ,σ,T := (1 + T )(2 + σ)Ce
4(β+1)2σ2T and C > 0 is a constant depending only on g.
Remark 2.7. Properties of the error bounds in (A) and (B) were already discussed in Section 1. Here we only
point out that in general these error bounds grow exponentially as functions of x. A uniform bound w.r.t. x
can be shown under additional assumptions: For g ∈ GBVexp, it is sufficient that g satisfies the condition
(2.8) with β = 0. For g ∈ C0,αexp , it suffices to assume that g is bounded and satisfies (2.9) with β = 0.
Proof of Theorem 2.6. Following [12], we define an auxiliary random variable Jn on (Ω,F ,P, (Ft)t≥0) by
Jn(ω) := inf{2m ∈ 2N : τ2m(ω) > θn}, (2.10)
where we assume that the step size related to (τk)k=0,1,... is h = σ
√
T
n . By definition, Jn is the in-
dex of the first even stopping time τ0, τ2, . . . exceeding the value θn. It holds that Jn is a stopping time
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w.r.t. (Fτk)k=0,1,.... Moreover, τJn is a stopping time w.r.t. (Ft)t≥0, and both Jn and τJn are P-a.s. finite.
The error εn(t, x) given by (1.6) is then decomposed as follows:
εn(t, x) = ε
glob
n (t, x) + ε
loc
n (t, x) + ε
adj
n (t, x), (2.11)
where
εglobn (t, x) := E[g(x+Xτnθ )− g(x+XτJn )], (”the global error”) (2.12)
εlocn (t, x) := E[g(x+XτJn )− g(x+Xθn)], (”the local error”) (2.13)
εadjn (t, x) := E [g(x+Xθn)− g(x+XT−t)] . (”the adjustment error”) (2.14)
The adjustment error is a consequence of the fact that the approximation un(t, x) is constant in t on intervals
of length 2Tn , while t 7→ u(t, x) is continuous. The remaining two parts of the error appear because the
construction of the simple random walk uses the Brownian motion sampled at a stopping time τnθ which
can be larger or smaller than θn. The local error is influenced by the smoothness properties of the terminal
condition g, while for the global error only integrability properties of g are needed.
Assume that 0 ≤ k < n2 is the integer for which t ∈ [tnk , tnk+1) holds.
(A): There exists a constant A = A(β) ≥ 0 such that |g(x)| ≤ Aeβ|x| for all x ∈ R. Indeed, (2.6) is
satisfied for a function g given by (2.7) by taking b = β and A to be equal to the sum of |c| and the left-hand
side of (2.8). Hence, by Propositions 3.1 and 5.3 and Corollary 4.13, there exists a constant C > 0 such that
|εn(t, x)| ≤ Ceβ|x|+3β2σ2T
( √T√
n(T − t)1{t6=t
n
k} +
√
T√
n(T − tnk)
+
T
n(T − tnk)
)
.
It remains to observe that since
√
n(T − tnk) ≥
√
2T for all integers 0 ≤ k < n2 , it holds
T
n(T − tnk)
≤
√
T√
n(T − tnk)
≤
√
T√
n(T − t) .
(B): Given a constant δ > 0, by assumption, we can derive the exponential bound
|g(x)| ≤ A|x|αeβ|x| + |g(0)| ≤ Ce(β+δ)|x|, x ∈ R,
for some constant C > 0. For simplicity, let us choose δ = 1. Consequently, by Propositions 3.1 and 5.3
(put b = β + δ), and Corollary 4.17, we find another constant C˜ > 0 such that
|εn(t, x)| ≤ C˜e(β+1)|x|+4(β+1)2σ2T
(
σαTα/2
nα/2
+
T
n(T − tnk)
)
.
The claim follows, since
(
T
n(T−tnk )
)γ ≤ ( Tn(2T/n))γ ≤ 1 for all γ ∈ [0, 1], and thus
σαTα/2
nα/2
+
T
n(T − tnk)
≤ σ
αTα/2
nα/2
+
(
T
n(T − tnk)
)α/2
≤ (T
α/2 + σαTα)
nα/2(T − tnk)α/2
≤ (1 + T )(2 + σ)
nα/2(T − tnk)α/2
.
Remark 2.8. For g ∈ C0,αexp , there exists a constant C = C(A, σ, T ) > 0 such that for all x ∈ R,
sup
t∈[0,T )
|un(t, x)− u(t, x)| ≤ C
n
α
4
e4β|x|+8β
2σ2T , (2.15)
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where A, β ≥ 0 are as in (2.9). Hence, we get the uniform rate n−α/4 instead of the time-dependent rate
n−α/2 implied by Theorem 2.6 (B). Note that for g ∈ C0,αexp , the time-dependence of the error bound in
Theorem 2.6 (B) is caused solely by the global error, and it remains unclear whether the associated upper
bound (5.9) can be improved using the additional information about the regularity of g.
For the proof of (2.15), notice first that by the Ho¨lder continuity and by Ho¨lder’s inequality,
|un(t, x)− u(t, x)| ≤ Aσα
(
Eeqβ|x+σWT−t|+qβ|x+σWτnθ |
)1/q (
E
∣∣∣WT−t −Wτnθ
∣∣∣pα)1/p ,
where p := 2α and q :=
p
p−1 . To proceed, apply Lemma 5.1 (i) and the fact that for some C(T ) > 0,
E
∣∣WT−t −Wτnθ ∣∣2 = E∣∣(T−t)− τnθ∣∣ ≤ C(T )n−1/2,
which follows from Itoˆ’s isometry and a slight generalization of [12, Proposition 11.1 (iv)].
3 The adjustment error
In this section we derive an upper bound for the adjustment error (2.14) for the classes GBVexp and C
0,α
exp .
Proposition 3.1. Let n ∈ 2N.
(i) Let g ∈ GBVexp and let β ≥ 0 be as in (2.8). Then, for all (t0, x0) ∈ [0, T )×R,
∣∣εadjn (t0, x0)∣∣ ≤ Aβ
√
T√
n(T − t0)
eβ|x0|+β
2σ2T
1{t0 6=tnk ∀ 0<k<n2 },
where Aβ =
e√
pi
∫
R
e−β|y|d|µ|(y).
(ii) Let g ∈ C0,αexp and let A, β ≥ 0 be as in (2.9). Then, for all (t0, x0) ∈ [0, T )×R,
∣∣εadjn (t0, x0)∣∣ ≤ 2AσαTα/2nα/2 eβ|x0|+4β2σ2T1{t0 6=tnk ∀ 0<k<n2 }.
Proof. (i): Denote by pt the density of Xt = σWt for t > 0, and consider the function
u(t, x0) = E[g(x0+XT−t)] =
∫
R
g(x0+y)pT−t(y)dy, 0 ≤ t < T.
Fix n ∈ 2N and suppose that tnk = 2kTn is the lattice point such that t0 ∈ [tnk , tnk+1). If t0 = tnk , (2.5)
implies that θn = T−t0, and thus εadjn (t0, x0) = 0 by (2.14). Suppose then t0 ∈ (tnk , tnk+1) and use the
representation (4.28) below for the function g(x0 + · ) in order to rewrite
u(tnk , x0)− u(t0, x0) =
∫
R
(
g(x0+z
√
T−tnk)− g(x0+z
√
T−t0)
)
p1(z)dz
=
∫
R
∫
[0,∞)
(
1(y−x0,∞)(z
√
T−tnk)− 1(y−x0,∞)(z
√
T−t0)
)
dµ(y)p1(z)dz
−
∫
R
∫
(−∞,0)
(
1(−∞,y−x0](z
√
T−tnk)− 1(−∞,y−x0](z
√
T−t0)
)
dµ(y)p1(z)dz
=: I1 − I2. (3.1)
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Since g is exponentially bounded, one may apply Fubini’s theorem to rewrite
I1 =
∫
R
∫
[0,∞)
[
1( y−x0√
T−tnk
,∞
)(z)− 1( y−x0√
T−t0 ,∞
)(z)]dµ(y)p1(z)dz =
∫
[0,∞)
∫ y−x0√
T−t0
y−x0√
T−tn
k
p1(z)dzdµ(y). (3.2)
The mean value theorem and the fact
√
T−t0 <
√
T−tnk imply for arbitrary y ∈ R that
eβ|y|
∣∣∣∣∣
∫ y−x0√
T−t0
y−x0√
T−tn
k
p1(z)dz
∣∣∣∣∣ ≤ eβ|x0|+β|y−x0|p1
(
|y−x0|√
T−tnk
) |y − x0|√
T − tnk
√
T − tnk −
√
T − t0√
T − t0
≤ e
β|x0|
√
2π
(
sup
z∈(0,∞)
zezβσ
√
T−z2/2
)√T − tnk −√T − t0√
T − t0
≤ e
1+β|x0|+β2σ2T
√
π
√
T√
n(T − t0)
where the estimates
√
T − tnk −
√
T − t0 ≤
√
t0 − tnk ≤
√
2T/n and
sup
z∈(0,∞)
zezβσ
√
T−z2/2 ≤ sup
z∈(0,∞)
ez(1+βσ
√
T )−z2/2 ≤ e(1+βσ
√
T )2/2 ≤ e1+β2σ2T
were applied. Consequently, it follows by (3.2) that
|I1| ≤ e
1+β|x0|+β2σ2T
√
π
( ∫
[0,∞)
e−β|y|d|µ|(y)
) √T√
n(T − t0)
, (3.3)
and an analogous computation for the integral I2 yields
|I2| ≤ e
1+β|x0|+β2σ2T
√
π
( ∫
(0,∞)
e−β|y|d|µ|(y)
) √T√
n(T − t0)
. (3.4)
Since
∣∣εadjn (t0, x0)∣∣ = |u(tnk , x0)− u(t0, x0)|, relations (3.1), (3.3), and (3.4) imply the claim.
(ii): Let 0 ≤ k < n2 be such that t0 ∈ (tnk , tnk+1) holds; the case t0 = tnk follows from (2.5) and (2.14).
Ho¨lder’s inequality implies that∣∣εadjn (t0, x0)∣∣ ≤ E ∣∣g(x0+XT−tnk )− g(x0+XT−t0)∣∣
≤ AE
[
e
β(|x0|+|XT−tn
k
|+|XT−t0 |) ∣∣XT−tnk −XT−t0 ∣∣α
]
≤ A
(
E
[
e
qβ(|x0|+|XT−tn
k
|+|XT−t0 |)
])1/q (
E
∣∣XT−tnk −XT−t0∣∣pα)1/p , (3.5)
for some p, q ∈ (1,∞) with 1p + 1q = 1. The choice p = 2α , q = 22−α and the fact |t0 − tnk | ≤ 2Tn yield
(
E
∣∣XT−tnk−XT−t0∣∣pα)1/p≤
(
σ2E
∣∣WT−tnk−WT−t0∣∣2
)α/2 ≤ σα2α/2Tα/2
nα/2
. (3.6)
Moreover, for a standard normal random variable Z , Ho¨lder’s inequality implies that
E
[
e
qβ(|x0|+|XT−tn
k
|+|XT−t0 |)
]
≤ eqβ|x0|
(
E
[
e2qβσ
√
T−tnk |Z|
])1/2 (
E
[
e2qβσ
√
T−t0|Z|
])1/2
≤ 2eqβ|x0|+2q2β2σ2T . (3.7)
The claim then follows by (3.5), (3.6), and (3.7).
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4 The local error
4.1 Notation and definitions
Suppose that (h, θ) ∈ (0,∞)×(0, T ]. The aim of this section is to derive an upper bound for the absolute
value of the error
εloch,θ(g) := E[g(XτJ )− g(Xθ)] (4.1)
as a function of (h, θ), where the function g belongs to GBVexp or C
0,α
exp . The random variable J is given by
J = J(h, θ) = inf {2m : τ2m > θ} . (4.2)
Afterwards, upper bounds for the error (4.1) are derived in the dynamical setting, where the step size h and
the level θ will depend on n. Observe that J agrees with Jn defined in (2.10) for (h, θ) = (σ
√
T
n ,
2T
n ⌈ T−t2T/n⌉).
Let us start by introducing the following notation:
Z
h
o := {(2k+1)h : k ∈ Z} , Zhe := {2kh : k ∈ Z}
(o refers to ’odd’ and e refers to ’even’); then Zh = Zho ∪ Zhe . In addition, we will abbreviate
do(x) := dist(x,Z
h
o ), de(x) := dist(x,Z
h
e ) = h− do(x), x ∈ R. (4.3)
As in [12], we project functions onto piecewise linear functions in order to compute the conditional expec-
tation E[g(XτJ )|Fθ].
Definition 4.1. Define operators Πo and Πe acting on functions u : R→ R by
Πeu(x) := u(x) if x ∈ Zhe and x 7→ Πeu(x) linear in [2kh, (2k+2)h] ∀k ∈ Z,
Πou(x) := u(x) if x ∈ Zho and x 7→ Πou(x) linear in [(2k−1)h, (2k+1)h] ∀k ∈ Z.
The key ingredient in the estimation of the error εloch,θ(g) is the following result, which was proposed in
[12, Section 9]. For the convenience of the reader, a sketch of the proof is given below. Recall Definition
2.1 for the class Bexp, and denote by N0 := {0, 1, 2, . . .} the set of non-negative integers.
Proposition 4.2. Let (h, θ) ∈ (0,∞)×(0, T ] and define a random variable
L = L(h, θ) := sup {m ∈ N0 : τm < θ} (4.4)
(τL is equal to the largest of the stopping times τ0, τ1, . . . less than θ). Then, given a function g ∈ Bexp,
εloch,θ(g) = E
[
Πeg(Xθ)− g(Xθ)
]
+ E
[(
ΠoΠeg(Xθ)−Πeg(Xθ)
)
P(L even|Xθ)
]
. (4.5)
Proof. If g ∈ Bexp, then also Πeg ∈ Bexp and ΠoΠeg ∈ Bexp. The expectations on the right-hand side of
(4.5) thus exist and are finite. Using the Markov property of the process (Xt)t≥0, it can be shown that
E
[
g(XτJ )
∣∣Fθ] = Πeg(Xθ) P-a.s. on {L odd},
E
[
g(XτJ )
∣∣Fθ] = ΠoΠeg(Xθ) P-a.s. on {L even},
see [12, Section 9]. Consequently, since 1{L odd} + 1{L even} = 1 P-a.s.,
E[g(XτJ )] = E
[
E
[
g(XτJ )
∣∣Fθ]1{L odd}]+ E [E [g(XτJ )∣∣Fθ]1{L even}]
= E
[
Πeg(Xθ)P
(
L odd
∣∣Xθ)]+ E [ΠoΠeg(Xθ)P (L even∣∣Xθ)]
= E [Πeg(Xθ)] + E [(ΠoΠeg(Xθ)−Πeg(Xθ))P(L even|Xθ)] .
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4.2 Evaluation of the conditional probability P(L even|Xθ)
In this subsection we derive a representation for the function
y 7→ P(L even|Xθ = y) (4.6)
based on first exit time probabilities of a Brownian bridge. This representation (4.13) together with the
associated bounds presented in this subsection are applied in the proof of Propositions 4.14 and 6.5 below.
Definition 4.3 (Brownian bridge). Let x, y ∈ R and l > 0. A Gaussian process (Bx,l,yt )t∈[0,l] with mean
and covariance functions given by
E[Bx,l,yt ] = x+
t
l (y − x), 0 ≤ t ≤ l,
Cov(Bx,l,ys , B
x,l,y
t ) = s
(
1− tl
)
, 0 ≤ s ≤ t ≤ l,
is called a (generalized) Brownian bridge from x to y of length l.
Remark 4.4. By comparing mean and covariance functions, it is easy to verify that a Brownian bridge
(Bx,l,yt )t∈[0,l] is equal in law with the transformed processes below:
(By,l,xl−t )t∈[0,l] (’time reversal’) (4.7)
(x+B0,l,y−xt )t∈[0,l] (’translation’) (4.8)
(−B−x,l,−y)t∈[0,l] (’reflection around the x-axis’). (4.9)
A continuous version of a Brownian bridge (Bx,θ,yt )t∈[0,θ] can be thought as a random function on the
canonical space (C[0, θ],B(C[0, θ]),Px,θ,y), where Px,θ,y denotes the associated probability measure. In
the following proposition we give different characterizations for the function (4.6) in terms of hitting times.
For all c ∈ R, a < b, and ω ∈ C[0, θ], we let
Hc(ω) := inf {t ∈ [0, θ] : ωt = c} , H(a,b)(ω) := inf {t ∈ [0, θ] : ωt /∈ (a, b)} ,
Hˆc(ω) := sup {t ∈ [0, θ] : ωt = c} , Hˆ(a,b)(ω) := sup {t ∈ [0, θ] : ωt /∈ (a, b)} .
Proposition 4.5. Let (h, θ) ∈ (0,∞)×(0, T ]. Suppose that (By/σ,θ,0t )t∈[0,θ] is a Brownian bridge on a
probability space (Ω˜, F˜ , P˜), and define
q(y) = q(y, h, θ) := P˜((B
y/σ,θ,0
t )t∈[0,θ] hits Z
h/σ
e before hitting Z
h/σ
o ), y ∈ R. (4.10)
Then, for all k ∈ Z,
(i) q(y) = P(L even|Xθ = y), y /∈ Zh, (4.11)
(ii) q(y) =
{
Py/σ,θ,0(H2kh/σ < H(2k+1)h/σ), y ∈ (2kh, (2k+1)h),
Py/σ,θ,0(H2kh/σ < H(2k−1)h/σ), y ∈ ((2k−1)h, 2kh), (4.12)
(iii) q(y) =


do(y)
h
+
σ
h
E
P˜
[
B
0,θ,y/σ
H˜(−((2k+1)h−y)/σ,(y−2kh)/σ)
]
, y ∈ (2kh, (2k+1)h),
do(y)
h
− σ
h
E
P˜
[
B
0,θ,y/σ
H˜(−(2kh−y)/σ,(y−(2k−1)h)/σ)
]
, y ∈ ((2k−1)h, 2kh).
(4.13)
Here H˜(a,b) = inf{t ∈ [0, θ] : B0,θ,y/σt /∈ (a, b)}, and P refers to the probability measure on the space
(Ω,F ,P) considered in Section 2.
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Remark 4.6. It is clear by (4.9) that the function q is symmetric.
Proof of Proposition 4.5. Item (ii) is clear. To show (i), observe that ifXθ(ω) ∈ (2kh, (2k+1)h) and L(ω)
is even, the path t 7→ Xt(ω) does hit 2kh at τL(ω) and afterwards, i.e. on [τL(ω), θ), it does not hit any
other mh (m 6= 2k) and hence stays inside ((2k−1)h, (2k+1)h). Therefore, the last entry of this path into
(2kh, (2k+1)h) occurs via 2kh, and thus
P(L even,Xθ ∈ (2kh, (2k+1)h)) = P0(σωHˆ(2kh,(2k+1)h)(ω) = 2kh, σωθ ∈ (2kh, (2k+1)h))
= P0
(
ωHˆ(2kh/σ,(2k+1)h/σ)(ω)
= 2khσ , ωθ ∈ (2khσ , (2k+1)hσ )
)
= P0(Hˆ2kh/σ > Hˆ(2k+1)h/σ),
where P0 denotes the Wiener measure on (C[0, θ],B(C[0, θ])). Thus, for y ∈ (2kh, (2k+1)h),
P(L even|Xθ = y) = P0,θ,y/σ(Hˆ2kh/σ > Hˆ(2k+1)h/σ) = Py/σ,θ,0(H2kh/σ < H(2k+1)h/σ) = q(y),
where we used relations (4.7), (4.12), and the fact that P( · |Xθ = y) = P0,θ,y/σ on (C[0, θ],B(C[0, θ]))
(see e.g. [9, Chapter 1]). The case y ∈ ((2k−1)h, 2kh) is similar.
For (iii), assume y ∈ ((2k−1)h, 2kh); the case y ∈ (2kh, (2k+1)h) is similar. It is clear that whenever
z /∈ (a, b), a < 0 < b, and H˜(a,b) = inf{t ∈ [0, θ] : B0,θ,zt /∈ (a, b)},
P0,θ,z(Ha < Hb) =
b
b− a −
1
b− aEP˜
[
B0,θ,z
H˜(a,b)
]
. (4.14)
In addition, from (4.12) we deduce that
q(y) = Py/σ,θ,0(H2kh/σ < H(2k−1)h/σ)
= P0,θ,−y/σ(H(2kh−y)/σ < H((2k−1)h−y)/σ)
= P0,θ,y/σ(H(y−2kh)/σ < H(y−(2k−1)h)/σ) (4.15)
by (4.8) and (4.9). Substitute z = yσ , a =
y−2kh
σ , and b =
y−(2k−1)h
σ . Then z /∈ (a, b), a < 0 < b, b−a = hσ ,
and hence by (4.14), (4.15), and do(y) = y − (2k−1)h,
q(y) =
do(h)
h
− σ
h
E
P˜
[
B
0,θ,y/σ
H˜((y−2kh)/σ,(y−(2k−1)h)/σ)
]
.
The probability for the Brownian motion (Wt+y/σ)t≥0 to hit the set Z
h/σ
e before hitting the set Z
h/σ
o is
equal to do(y)/h (cf. (4.10)). As pointed out in [12, Section 9], the piecewise linear function y 7→ do(y)/h
can be used to approximate the function y 7→ q(y) for small h > 0. Estimates related to this approximation,
which are also applied in the proof of Lemma 6.2, are presented in the proposition below. We denote by
p = p( · , θ) the density of the random variable Xθ .
Proposition 4.7. Suppose that (h, θ) ∈ (0,∞)×(0, T ] and define
̺ : R→ R, ̺(y) = ̺(y, h, θ) := q(y)− do(y)/h, (4.16)
where q = q( · , h, θ) was introduced in (4.10). Then ̺ is symmetric, and it holds that
(i)
∫ h
0
|̺(y)| p(y)dy ≤ 26
10
h
σ
√
θ
+
h2
σ2θ
, (ii)
∫ ∞
h
|̺(y)| p(y)dy ≤ 29
10
h
σ
√
θ
+
h2
σ2θ
.
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Proposition 4.7 can be seen as a generalization of [4, Corollary 3.3] to the time-dependent setting. The
proof uses certain estimates of [4] related to the expected first hitting times of Brownian bridges [4, Lemma
3.1 and Lemma 3.2 (i)]. For the convenience of the reader, we collect those results in the lemma below
using the notation of this subsection.
Lemma 4.8. Let (h, θ) ∈ (0,∞)×(0,∞) and suppose that a < 0 < b and y /∈ (a, b). Then
E
P˜
[
B0,θ,y
H˜(a,b)
] ≤ E0,θ,y[H(a,b)]
θ
(
|y|+ 2(|a| ∨ b) + 3
√
2θ
)
, (4.17)
E0,θ,y[H(a,b)] ≤
{
b(2|a|+ y) ∧ θ, y ≥ b,
|a|(2b+ |y|) ∧ θ, y ≤ a, (4.18)
E0,θ,y[H(−h,h)] = h
∫ θ
0
γθ−t(0, y)
γθ(0, y)
F (h/
√
t)√
2πt
dt, y /∈ (−h, h), (4.19)
where
γt(x, y) :=
1√
2πt
e−(x−y)
2/2t and F (x) :=
∞∑
m=−∞
(−1)me−2m2x2 . (4.20)
Proof of Proposition 4.7. Recall the functions q, do, de, and ̺, given by (4.10), (4.3), and (4.16), respec-
tively. The function ̺ is symmetric as a linear combination of the symmetric functions q and do.
To show (i), we use (4.13) and (4.17) to obtain
|̺(y)| ≤


|y|+ 2h+ 3σ√2θ
θh
E0,θ,y/σ[H(−((2k+1)h−y)/σ,(y−2kh)/σ) ], y ∈ (2kh, (2k+1)h),
|y|+ 2h+ 3σ√2θ
θh
E0,θ,y/σ[H(−(2kh−y)/σ,(y−(2k−1)h)/σ) ], y ∈ ((2k−1)h, 2kh).
(4.21)
In addition, (4.18) implies that for y ∈ (0, h),
E0,θ,y/σ[H(−(h−y)/σ,y/σ)] ≤
y
σ
(2|h − y|
σ
+
y
σ
)
=
y
σ2
(
2(h− y) + y) ≤ h
2
σ2
. (4.22)
Consequently, by (4.21) (with k = 0) and (4.22),∫ h
0
|̺(y)| p(y)dy ≤
∫ h
0
y + 2h+ 3σ
√
2θ
θh
E0,θ,y/σ[H(−(h−y)/σ,y/σ)]p(y)dy
≤ h
2
σ2
[∫ h
0
y
θh
p(y)dy +
2h+ 3σ
√
2θ
θh
∫ h
0
p(y)dy
]
≤ h
σ
√
θ
∫ ∞
0
y
σ
√
θ
p(y)dy +
2h2 + 3hσ
√
2θ
σ2θ
∫ ∞
0
p(y)dy
≤ 1√
2π
h
σ
√
θ
+
2h2 + 3hσ
√
2θ
2σ2θ
≤ 26
10
h
σ
√
θ
+
h2
σ2θ
since 1√
2pi
+ 3√
2
≤ 2610 . This proves item (i).
(ii): By extending the exit intervals, we get for all k ∈ Z that
E0,θ,y/σ[H(−h/σ,h/σ)] ≥
{
E0,θ,y/σ[H(−((2k+1)h−y)/σ,(y−2kh)/σ) ], y ∈ (2kh, (2k+1)h),
E0,θ,y/σ[H(−(2kh−y)/σ,(y−(2k−1)h)/σ) ], y ∈ ((2k−1)h, 2kh)). (4.23)
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In terms of the functions γ and F defined in (4.20), we let
C(θ, hσ ,
y
σ ) :=
∫ σ2θ/h2
0
γσ2θ−h2u(0, y)
γσ2θ(0, y)
F (1/
√
u)√
2πu
=
σ2
h2
E0,θ,y/σ[H(−h/σ,h/σ)], (4.24)
recall (4.19). Hence, by (4.21) and (4.23),
∫ ∞
h
|̺(y)| p(y)dy ≤ h
2
σ2
∫ ∞
h
y + 2h+ 3σ
√
2θ
θh
C(θ, hσ ,
y
σ )p(y)dy. (4.25)
Using the knowledge that u 7→ F (1/
√
u)√
2piu
is a p.d.f. on (0,∞) (see [4, Proposition 2.8]), a standard computa-
tion yields C(θ, hσ ,
y
σ ) ≤ 1 ∨ σ
√
θ
y , and thus
h2
σ2
∫ ∞
h
y
θh
(
1 ∨ σ
√
θ
y
)
p(y)dy ≤ h
σ
√
θ
∫ ∞
0
(1 ∨ u) γ1(0, u)du ≤ h
σ
√
θ
(1
2
+
e−1/2√
2π
)
. (4.26)
In addition, by (4.24) and by the fact that p = γσ2θ(0, · ),∫ ∞
h
C(θ, hσ ,
y
σ )p(y)dy =
∫ ∞
h
∫ σ2θ/h2
0
γσ2θ−h2u(0, y)
F (1/
√
u)√
2πu
dudy ≤ 1
2
∫ σ2θ/h2
0
F (1/
√
u)√
2πu
du ≤ 1
2
since the function u 7→ F (1/
√
u)√
2piu
integrates to one over the interval (0,∞). Consequently,
h2
σ2
· 2h+ 3σ
√
2θ
θh
∫ ∞
h
C(θ, hσ ,
y
σ )p(y)dy ≤
h2
σ2θ
+
3√
2
h
σ
√
θ
. (4.27)
The claim then follows by applying (4.26) and (4.27) to the right-hand side of (4.25) and by observing that
1
2 +
e−1/2√
2pi
+ 3√
2
≤ 2910 .
4.3 The local error for g ∈ GBVexp
The estimation of the local error for the class GBVexp relies on the following observation: If g ∈ GBVexp is
given by (2.7) and if gx0 := g(x0+ · ) for some x0 ∈ R, then
gx0(x) = c+
∫
[0,∞)
1(y−x0,∞)(x)dµ(y) −
∫
(−∞,0)
1(−∞,y−x0](x)dµ(y) +
∞∑
i=1
αi1{xi−x0}(x). (4.28)
Using the representation (4.28) and linearity, the estimation of the error εloch,θ(g
x0) essentially reduces to the
estimation of integrals, where the integrands consist of indicator functions or their linear approximations
given by the operators Πe and Πo (introduced in Definition 4.1). The following proposition enables us to
interchange the order of integration or summation with the application of these operators.
Recall that p = p( · , θ) is the density of Xθ and that q = q( · , h, θ) is the function defined in (4.10).
Proposition 4.9. Suppose that (h, θ) ∈ (0,∞)×(0, T ] and that g ∈ GBVexp admits the representation
(2.7). Then, for all x0 ∈ R,
(i) Πeg
x0(x) = c+
∫
[0,∞)
Πe1(y−x0,∞)(x)dµ(y) −
∫
(−∞,0)
Πe1(−∞,y−x0](x)dµ(y)
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+
∑
i∈N:xi−x0∈Zhe
αiΠe1{xi−x0}(x), x ∈ R,
(ii) ΠoΠeg
x0(x) = c+
∫
[0,∞)
ΠoΠe1(y−x0,∞)(x)dµ(y) −
∫
(−∞,0)
ΠoΠe1(−∞,y−x0](x)dµ(y)
+
∑
i∈N:xi−x0∈Zhe
αiΠoΠe1{xi−x0}(x), x ∈ R.
Idea of the proof. Items (i)–(ii) follow by using the representation (4.28), linearity of the operations
f 7→ Πef , f 7→ Πof , and f 7→
∫
fd|µ|, and relation (A.1).
Proposition 4.10. Let (h, θ) ∈ (0,∞)×(0, T ]. Suppose that g ∈ GBVexp admits the representation (2.7)
and that β ≥ 0 is as in (2.8). Then, for all x0 ∈ R,
∣∣E[g(x0+XτJ )− g(x0+Xθ)]∣∣ ≤ 7√
2π
h
σ
√
θ
e3βh+β|x0|+β
2σ2T/2
×
(∫
R
e−β|y|d|µ|(y) +
∑
i∈N:xi−x0∈Zhe
|αi| e−β|xi|
)
. (4.29)
Proof. For given x0 ∈ R, we apply (4.5) for the function g(x0+ · ). By Proposition 4.9 and by the relation
P(L even|Xθ = x) = q(x) (Leb-a.e.), we may decompose the expectation on the left-hand side of (4.29) in
the following way:
E[g(x0+XτJ )− g(x0+Xθ)]
=
∫
R
∫
[0,∞)
[
Πe1(y−x0,∞)(x)− 1(y−x0,∞)(x)
]
dµ(y)p(x)dx
+
∫
R
∫
(−∞,0)
[
Πe1(−∞,y−x0](x)− 1(−∞,y−x0](x)
]
dµ(y)p(x)dx
+
∫
R
∫
[0,∞)
[
ΠoΠe1(y−x0,∞)(x)−Πe1(y−x0,∞)(x)
]
dµ(y)q(x)p(x)dx
+
∫
R
∫
(−∞,0)
[
ΠoΠe1(−∞,y−x0](x)−Πe1(−∞,y−x0](x)
]
dµ(y)q(x)p(x)dx
+
∫
R
∑
i∈N:xi−x0∈Zhe
αiΠe1{xi−x0}(x)p(x)dx
+
∫
R
∑
i∈N:xi−x0∈Zhe
αi
[
ΠoΠe1{xi−x0}(x)−Πe1{xi−x0}(x)
]
q(x)p(x)dx
=: E(1) + E(2) + E(3) + E(4) + E(5) + E(6).
We will derive upper estimates for the quantities |E(i)|, 1 ≤ i ≤ 6, in the following steps.
Step 1: E(1) and E(2). Suppose that y−x0 ∈ [2kh, (2k+2)h) for some k ∈ Z. Then∣∣Πe1(y−x0,∞)(x)− 1(y−x0,∞)(x)∣∣ ≤ 1[2kh,(2k+2)h)(x),
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and since for each x ∈ [2kh, (2k+2)h) it holds that |y| ≤ 2h+ |x0|+ |x|, we have
eβ|y|
∫
R
∣∣Πe1(y−x0,∞)(x)− 1(y−x0,∞)(x)∣∣ p(x)dx
≤ e2βh+β|x0|
∫
R
eβ|x|
∣∣Πe1(y−x0,∞)(x)− 1(y−x0,∞)(x)∣∣ p(x)dx
≤ e2βh+β|x0|
∫ (2k+2)h
2kh
eβ|x|p(x)dx
≤ 2√
2π
e2βh+β|x0|+β
2σ2T/2 h
σ
√
θ
.
Consequently, by Fubini’s theorem,
∣∣E(1)∣∣ ≤ ∫
[0,∞)
e−β|y|
(
eβ|y|
∫
R
∣∣Πe1(y−x0,∞)(x)− 1(y−x0,∞)(x)∣∣ p(x)dx)d|µ|(y)
≤ h
σ
√
θ
2√
2π
e2βh+β|x0|+β
2σ2T/2
∫
[0,∞)
e−β|y|d|µ|(y). (4.30)
In fact, it also holds that
∣∣E(2)∣∣ ≤ h
σ
√
θ
2√
2π
e2βh+β|x0|+β
2σ2T/2
∫
(−∞,0)
e−β|y|d|µ|(y) (4.31)
since
∣∣Πe1(−∞,y−x0](x)− 1(−∞,y−x0](x)∣∣ = ∣∣Πe1(y−x0,∞)(x)− 1(y−x0,∞)(x)∣∣ for all x ∈ R, which is a
direct consequence of the relation
Πe1(−∞,r] = 1−Πe1(r,∞), r ∈ R. (4.32)
Step 2: E(3) and E(4). Suppose y−x0 ∈ [2kh, (2k+2)h) for some k ∈ Z. Then |y| ≤ 3h + |x0| + |x|
holds for all x ∈ [(2k−1)h, (2k+3)h), and by (A.2) we may estimate
eβ|y|
∫
R
∣∣ΠoΠe1(y−x0,∞)(x)−Πe1(y−x0,∞)(x)∣∣ q(x)p(x)dx
≤ e3βh+β|x0|
∫
R
eβ|x|
∣∣ΠoΠe1(y−x0,∞)(x)−Πe1(y−x0,∞)(x)∣∣ q(x)p(x)dx
≤ e3βh+β|x0|
∫ (2k+3)h
(2k−1)h
eβ|x|
do(x)
4h
q(x)p(x)dx
≤ 1
4
e3βh+β|x0|
∫ (2k+3)h
(2k−1)h
eβ|x|p(x)dx
≤ 1√
2π
e3βh+β|x0|+β
2σ2T/2 h
σ
√
θ
.
Hence, by Fubini’s theorem,
∣∣E(3)∣∣ ≤ ∫
[0,∞)
e−β|y|
(
eβ|y|
∫
R
∣∣ΠoΠe1(y−x0,∞)(x)−Πe1(y−x0,∞)(x)∣∣ q(x)p(x)dx)d|µ|(y)
≤ h
σ
√
θ
1√
2π
e3βh+β|x0|+β
2σ2T/2
∫
[0,∞)
e−β|y|d|µ|(y). (4.33)
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Moreover, by (4.32) and by the linearity of Πo, we obtain∣∣E(4)∣∣ ≤ h
σ
√
θ
1√
2π
e3βh+β|x0|+β
2σ2T/2
∫
(−∞,0)
e−β|y|d|µ|(y), (4.34)
since
∣∣ΠoΠe1(−∞,y−x0](x)−Πe1(−∞,y−x0](x)∣∣ = ∣∣ΠoΠe1(y−x0,∞)(x)−Πe1(y−x0,∞)(x)∣∣, x ∈ R.
Step 3: E(5). By (A.1),Πe1{ξ} ≡ 0 if ξ /∈ Zhe , and by (A.3),Πe1{ξ} ≤ 1[ξ−2h,ξ+2h] if ξ ∈ Zhe . In addition,
since |xi| ≤ 2h+ |x0|+ |x| whenever |x− (xi−x0)| ≤ 2h,
∣∣E(5)∣∣ ≤ ∑
i∈N:xi−x0∈Zhe
∣∣∣∣αi
∫
R
Πe1{xi−x0}(x)p(x)dx
∣∣∣∣
≤
∑
i∈N:xi−x0∈Zhe
|αi| e−β|xi|
∫
R
eβ|xi|p(x)1[(xi−x0)−2h,(xi−x0)+2h](x)dx
≤
∑
i∈N:xi−x0∈Zhe
|αi| e−β|xi|
∫ (xi−x0)+2h
(xi−x0)−2h
eβ|xi|p(x)dx
≤ h
σ
√
θ
4√
2π
e2βh+β|x0|+β
2σ2T/2
∑
i∈N:xi−x0∈Zhe
|αi| e−β|xi|. (4.35)
Step 4: E(6). If ξ ∈ Zhe , relations (A.1), (A.6), and the linearity of Πo imply that
ΠoΠe1{ξ}(x)−Πe1{ξ}(x)
=
1
4h
(
Πo | · − (ξ−2h)| (x)− |x− (ξ−2h)|
)
− 1
2h
(
Πo | · − ξ| (x)− |x− ξ|
)
+
1
4h
(
Πo | · − (ξ+2h)| (x)− |x− (ξ+2h)|
)
=
do(x)
4h
(
1[ξ−3h,ξ−h)(x)− 21[ξ−h,ξ+h)(x) + 1[ξ+h,ξ+3h)(x)
)
, x ∈ R.
In addition, we have ΠoΠe1{ξ} −Πe1{ξ} ≡ 0 for ξ /∈ Zhe by (A.1). Therefore, since
|xi| ≤ 3h+ |x|+ |x0| whenever |x− (xi−x0)| ≤ 3h, we get∣∣E(6)∣∣ ≤ ∑
i∈N:xi−x0∈Zhe
|αi|
∫
R
∣∣ΠoΠe1{xi−x0}(x)−Πe1{xi−x0}(x)∣∣ q(x)p(x)dx
≤
∑
i∈N:xi−x0∈Zhe
|αi| e−β|xi|
∫ (xi−x0)+3h
(xi−x0)−3h
eβ|xi|
do(x)
2h
q(x)p(x)dx
≤
∑
i∈N:xi−x0∈Zhe
|αi|
2
e−β|xi|+3βh+β|x0|
∫ (xi−x0)+3h
(xi−x0)−3h
eβ|x|p(x)dx
≤ h
σ
√
θ
3√
2π
e3βh+β|x0|+β
2σ2T/2
∑
i∈N:xi−x0∈Zhe
|αi| e−β|xi|. (4.36)
It remains to observe that the sum the right-hand sides of (4.30), (4.31), (4.33), (4.34), (4.35), and (4.36) are
bounded from above by the right-hand side of (4.29).
In order to distinguish between the general setting (h, θ) and the specific n-dependent setting (hn, θn),
we will refer to the assumption below.
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Assumption 4.11. For given t0 ∈ [0, T ) and n∈2N, we substitute (h, θ) = (hn, θn), where
hn = σ
√
T
n
, θn =
nθT
n
and nθ = 2
⌈
T−t0
2T/n
⌉
as in (2.4). For notational convenience, we will drop the subscript n from hn.
Remark 4.12. The special choice (h, θ) = (hn, θn) in Assumption 4.11 affects the objects below used
throughout this text:
τk = inf
{
t > τk−1 : |Xt −Xτk−1 | = h
}
, (Xτk)k=0,1,..., (Fτk)k=0,1,...,
Jn = J = inf{2m ∈ 2N : τ2m > θn}, Ln = L = sup{m ∈ N0 : τm < θn},
Z
h
e = {2kh : k ∈ Z} , Zho = {(2k+1)h : k ∈ Z} , Zh = Zho ∪ Zhe ,
do(x) = dist(x,Z
h
o ), de(x) = dist(x,Z
h
e ), p(x) = P(Xθn ∈ dx)/dx.
This choice also affects the functions q = q( · , h, θ) and ̺ = ̺( · , h, θ) defined in (4.5) and (4.16), respec-
tively. In particular, Proposition 4.5 implies that
q(x) = P(Ln even|Xθn = x), x /∈ Zh.
For the main result of this subsection, recall that εlocn (t0, x0) = E[g(x0+XτJn )− g(x0+Xθn)].
Corollary 4.13. Let n ∈ 2N. Suppose that the function g ∈ GBVexp admits the representation (2.7) and
that β ≥ 0 is as in (2.8). Then, under Assumption 4.11, there exists a constant C > 0 such that for all
(t0, x0) ∈ [0, T )×R,
∣∣εlocn (t0, x0)∣∣ ≤ C
√
T√
n(T − tnk)
eβ|x0|+3β
2σ2T , t0 ∈ [tnk , tnk+1), 0 ≤ k < n2 .
Proof. Proposition 4.10 and the relation h(σ2θn)
−1/2 = n−1/2θ imply that
∣∣εlocn (t0, x0)∣∣ ≤ Cβ,σ,T eβ|x0|√nθ
(∫
R
e−β|y|d|µ|(y) +
∑
i∈N:xi−x0∈Zhe
|αi| e−β|xi|
)
,
where the coefficient Cβ,σ,T > 0 implied by (4.29) can be estimated as follows:
Cβ,σ,T =
7√
2π
e3βh+β
2σ2T/2 ≤ 7√
2π
e
5
2
βσ
√
T+β2σ2T/2 ≤ Ce3β2σ2T
for a constant C > 0. Since nθT = n(T − tnk) for t0 ∈ [tnk , tnk+1) by (2.5), we obtain the desired result.
4.4 On the sharpness of the rate for the class GBVexp
The following lemma indicates that the rate n−1/2 for the class GBVexp is sharp.
Proposition 4.14. Under Assumption 4.11, there exists a function g ∈ GBVexp such that
0 < lim inf
n→∞ n
1/2εn(0, 0) ≤ lim sup
n→∞
n1/2εn(0, 0) <∞. (4.37)
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Proof. For simplicity, let T = σ = 1 and g := 1[0,∞). Then h = n−1/2, g ∈ GBVexp, and the location of
the jump of g belongs to the set Zhe for all n ∈ N. Observe that then εadjn (0, 0) = 0 by Proposition 3.1 and
|εglobn (0, 0)| ≤ Cn−1 by Proposition 5.3 below, where C > 0 is some constant. Consequently, it suffices to
show that (4.37) is valid for the local error εlocn (0, 0); recall (2.11).
The expression n1/2εlocn (0, 0) is bounded from above by Corollary 4.13. For the lower bound, we note
that by Definition 4.1,
Πe1[0,∞)(x) =
(
1 ∧ x+2h2h
)
1[−2h,∞)(x), ΠoΠe1[0,∞)(x) =
(
1 ∧ x+3h4h
)
1[−3h,∞)(x), x ∈ R.
Consequently, for (h, θ) = (n−1/2, 1), Proposition 4.2 and relation (4.11) yield
εlocn (0, 0) = E
[
Πe1[0,∞)(W1)− 1[0,∞)(W1)
]
+ E
[(
ΠoΠe1[0,∞)(W1)−Πe1[0,∞)(W1)
)
q(W1)
]
=
∫ 0
−2h
x+2h
2h
p(x)dx+
∫ h
−3h
[
x+3h
4h
−
(
x+2h
2h
1[−2h,0)(x) + 1[0,∞)(x)
)]
q(x)p(x)dx
=
∫ 0
−2h
x+2h
2h
(1− q(x))p(x)dx +
∫ 0
−3h
x+3h
4h
q(x)p(x)dx+
∫ h
0
x−h
4h
q(x)p(x)dx
≥ p(h)
∫ 0
−h
x+2h
2h
(1− q(x))dx
by the symmetry of the functions p > 0 and q ∈ [0, 1]. Moreover, in terms of the function ̺ defined in
(4.16), we deduce for x ∈ (−h, 0) that
1− q(x) = 1− do(x)
h
− ̺(x) ≥ de(x)
h
− |̺(x)| ≥ |x|
h
− 3h(h+
√
2), (4.38)
where the last inequality on the right-hand side of (4.38) follows by applying relations (4.13) , (4.17), and
(4.18) for k = 0 and σ = θ = 1;
|̺(x)| = 1
h
E
P˜
[
B0,1,x
H˜(x,h+x)
] ≤ 1
h
(
|x|+ 2(|x| ∨ (x+h)) + 3
√
2
)
E0,1,x[H(x,h+x)]
≤ (3h+ 3
√
2)
|x|
h
(
2h− |x|
)
≤ 3h(h +
√
2).
Hence, there exist constants C1, C2 > 0 not depending on h such that
εlocn (0, 0) ≥ p(h)
∫ 0
−h
x+2h
2h
|x|
h
dx− 3h(h+
√
2)p(h)
∫ 0
−h
x+2h
2h
dx ≥
[
C1h− C2h2(h+
√
2)
]
p(h).
The relation h = n−1/2 then implies that lim infn→∞ n1/2εlocn (0, 0) ≥ C1p(0) > 0.
Remark 4.15. In [12, Proposition 9.8] it is stated that the rate for the local error is h (i.e. n−1/2) instead
of h2 (i.e. n−1) whenever the terminal condition g has a discontinuity at a non-lattice point x /∈ Zh. By
contrast, Proposition 4.10 implies that only the jumps that occur at even lattice points contribute to the error.
This discrepancy is a result of the choice of different step functions: In [12], only step functions of the type
1˜[a,∞) := 1(a,∞) + 121{a} are considered.
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4.5 The local error for g ∈ C0,αexp
A function g : R→ R is called locally α-Ho¨lder continuous (write g ∈ C0,αloc ), if for each compact K ⊂ R
sup
x,y∈K,x 6=y
|g(x)− g(y)|
|x− y|α <∞.
The class C0,αexp (see Definition 2.5) consists of all locally α-Ho¨lder continuous functions with exponentially
bounded Ho¨lder constants in the sense of (2.9). In fact, C0,αexp ⊂ C0,αloc ∩Bexp, α ∈ (0, 1], and this inclusion is
strict at least for α = 1: The function f(x) = sin(ex
2 − 1) belongs to C0,1loc ∩ Bexp, whereas f /∈ C0,1exp, since
f ′ /∈ Bexp.
Recall that p = p( · , θ) denotes the density of Xθ and that εloch,θ(g) = E[g(XτJ )− g(Xθ)].
Proposition 4.16. Let (h, θ) ∈ (0,∞)×(0, T ]. Suppose that g ∈ C0,αexp and that A, β ≥ 0 are as in (2.9).
Then, for every x0 ∈ R it holds that∣∣E[g(x0+XτJ )− g(x0+Xθ)]∣∣ ≤ 23+αhαAe2βh+β|x0|+β2σ2θ/2.
Proof. The property g ∈ C0,αexp implies that both g and gx0 = g(x0+ · ) belong to Bexp, and∣∣εloch,θ(gx0)∣∣ ≤ E|Πegx0(Xθ)− gx0(Xθ)|+ E|ΠoΠegx0(Xθ)−Πegx0(Xθ)| (4.39)
holds by Proposition 4.2. Moreover, whenever x ∈ [2kh, (2k+2)h] for some k ∈ Z,
|Πegx0(x)−gx0(x)| ≤ (2k+2)h−x
2h
|gx0(2kh) − gx0(x)|+x−2kh
2h
|gx0((2k+2)h)−gx0(x)|
≤ 2αhαAeβ|x0|+2βh+β|x|
since g ∈ C0,αexp and |2kh| ∨ |(2k+2)h| ≤ 2h+ |x|. Hence, by E
[
eβ|Xθ|
] ≤ 2eβ2σ2θ/2,
E |Πegx0(Xθ)− gx0(Xθ)| ≤ 2αhαAeβ|x0|+2βh
∞∑
k=−∞
∫ (2k+2)h
2kh
eβ|x|p(x)dx
≤ 21+αhαAeβ|x0|+2βh+β2σ2θ/2. (4.40)
For the remaining expectation on the right-hand side of (4.39), observe that if y, z ∈ [2mh, (2m+2)h] for
givenm ∈ Z, then
|Πegx0(y)−Πegx0(z)| =
∣∣∣z − y
2h
gx0(2mh) − z − y
2h
gx0((2m+2)h)
∣∣∣
≤ 2αhαAeβ(|x0|+|2mh|∨|(2m+2)h|). (4.41)
Therefore, for x ∈ [2kh, (2k+2)h] with k ∈ Z, by (4.41) it holds that
|ΠoΠegx0(x)−Πegx0(x)| = (2k+1)h− x
2h
|Πegx0((2k−1)h) −Πegx0(x)|
+
x− (2k−1)h
2h
|Πegx0((2k+1)h) −Πegx0(x)|
≤ (2k+1)h− x
2h
Aeβ|x0|
[
eβ(|(2k−2)h|∨|2kh|) + eβ(|2kh|∨|(2k+2)h|)
]
2αhα
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+
x− (2k−1)h
2h
Aeβ(|x0|+|2kh|∨|(2k+2)h|)2αhα
≤ 2α+1hαAeβ(|x0|+|(2k−2)h|∨|(2k+2)h|).
Using the symmetry (in k) of this upper bound, we obtain
E|ΠoΠegx0(Xθ)−Πegx0(Xθ)|
≤ 2α+2hαA
∞∑
k=0
∫ (2k+2)h
2kh
eβ(|x0|+|(2k−2)h|∨|(2k+2)h|)p(x)dx
≤ 2α+2hαAeβ|x0|+2βh
∞∑
k=0
∫ (2k+2)h
2kh
eβxp(x)dx
≤ 2α+2hαAeβ|x0|+2βh+β2σ2θ/2. (4.42)
The claim follows by applying the estimates (4.40) and (4.42) to (4.39).
Corollary 4.17. Let n ∈ 2N. Suppose that g ∈ C0,αexp and that β ≥ 0 is as in (2.9). Then, under Assumption
4.11, there exist a constant C > 0 such that for all (t0, x0) ∈ [0, T )× R,
∣∣εlocn (t0, x0)∣∣ ≤ CσαTα/2nα/2 eβ|x0|+2β2σ2T .
Proof. Since h = σ
√
T
n ≤ σ
√
T
2 and ε
loc
n (t0, x0) = ε
loc
h,θn
(gx0) by Assumption 4.11 and (2.13), Proposition
4.16 implies the result.
5 The global error
Our aim is to derive an upper bound for the global error
εglobn (t0, x0) = E[g(x0+Xτnθ )− g(x0+XτJn )]
defined in (2.12), where g is an exponentially bounded Borel function and (Xτk )k=0,1,... is the random walk
considered in Subsection 2.1. For this purpose, we need a collection of estimates related to the behavior of
the random walk (Xτk) and the stopping time Jn. A part of these are given in this section, while the more
involved ones are presented later in Section 6.
Note: The Assumption 4.11 is taken as a standing assumption throughout Section 5.
Recall the definitions of nθ and θn given in (2.4). Recall also that Jn(ω) = inf{2m ∈ 2N : τ2m(ω) > θn}
as was defined in (2.10). A result similar to the lemma below was proved in [12, Corollary 11.4].
Lemma 5.1. For any b ≥ 0, it holds that
(i) E
[
eb|Xτnθ |
] ≤ 2eb2σ2T/2, (5.1)
(ii) E
[
eb|XτJn |
] ≤ 2ebσ√2T+b2σ2T/2. (5.2)
Proof. (i): Since Xτnθ =
∑nθ
k=1∆Xτk , where (∆Xτk)k=1,2,... is a sequence of i.i.d. random variables with
P(∆Xτk = ±h) = 1/2 for h = σ
√
T
n (see Subsection 2.1),
E
[
eb|Xτnθ |
] ≤ 2E[ebXτnθ ] = 2(E[eb∆Xτ1 ])nθ = 2 (cosh(bh))nθ ≤ 2eb2h2nθ/2 ≤ 2eb2σ2T/2
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by the inequality cosh(x) ≤ ex2/2, x ∈ R.
(ii): Firstly, observe that by the definition of Jn we have
∣∣XτJn−Xθn∣∣ ≤ 2h. Secondly, since for a
standard normal Z random variable it holds that E
[
eu|Z|
] ≤ 2eu2/2 (u ∈ R),
E
[
eb|XτJn |
] ≤ E[eb|XτJn−Xθn |+b|Xθn |] ≤ e2bhE[ebσ√θn|Z|] ≤ 2ebσ√2T+b2σ2T/2.
In Proposition 5.2, we present some more upper bounds which are used to estimate the global error.
Proposition 5.2.
(i) Suppose that p ≥ 0, g ∈ Bexp, and that b ≥ 0 is as in (2.6). Then there exists a constant Cp > 0 such
that for all x0 ∈ R,
sup
(n,t0)∈2N×[0,T )
∣∣∣∣E
[( |Xτnθ |√
σ2θn
)p
g(x0+Xτnθ )
]∣∣∣∣ ≤ Cpeb|x0|+b2σ2T . (5.3)
Moreover, for every p > 0 there exists a constant Cp > 0 such that
(ii) sup
(n,t0)∈2N×[0,T )
npθP
(∣∣Xτnθ /h∣∣ > n3/5θ ) ≤ Cp, (5.4)
(iii) sup
(n,t0)∈2N×[0,T )
npθP
( |Jn − nθ| > n3/5θ ) ≤ Cp. (5.5)
Proof. (i): Observe that
Snθ :=
Xτnθ√
σ2θn
=
1√
σ2θn
nθ∑
k=1
∆Xτk
d
=
1√
nθ
nθ∑
k=1
ξi,
where (ξi)i=1,2,... is an i.i.d. Rademacher sequence (see Subsection 2.1). Hence,
E
[
etSnθ
]
= (cosh( t√nθ ))
nθ ≤ (et2/(2nθ))nθ = et2/2, t ∈ R.
Consequently, by the symmetry of Snθ and Markov’s inequality,
P(|Snθ | > t) = 2P(etSnθ > et
2
) ≤ 2e−t2E [etSnθ ] ≤ 2e−t2/2, t > 0,
and thus, uniformly in (n, t0), for p > 0,
E|Snθ |p = p
∫ ∞
0
tp−1P(|Snθ | > t)dt ≤ 2p
∫ ∞
0
tp−1e−t
2/2dt := C˜p <∞. (5.6)
Ho¨lder’s inequality, (5.6), and (5.1) then imply that∣∣∣E [|Snθ |p g(x0+Xτnθ )
]∣∣∣ ≤ Aeb|x0| (E|Snθ |2p)1/2 (E[e2b|Xτnθ |])1/2 ≤ 2AC˜1/22p eb|x0|+b2σ2T .
This proves (5.3) for p > 0, and the case p = 0 can be seen from the last line as well.
(ii): Since h
√
nθ =
√
σ2θn, by Markov’s inequality and (5.6) we obtain
P
(|Xτnθ /h| > n3/5θ ) = P( |Snθ | > n1/10θ ) ≤ E |Snθ |q n−q/10θ ≤ Cqn−q/10θ (5.7)
22
for all q > 0. Choose q ≥ 10p and multiply both sides of (5.7) by npθ to obtain (5.4).
(iii): For every K > 0, Markov’s inequality and Proposition 6.11 below imply that
P
( |Jn − nθ| > n3/5θ ) ≤ E |Jn − nθ|K n−3K/5θ ≤ CKn−K/10θ (5.8)
for some constant CK > 0. For given p > 0, it remains to choose K ≥ 10p and multiply both sides of (5.8)
by npθ.
The proof of the main result of this section follows closely the proof of [12, Theorem 8.1].
Proposition 5.3. Let n ∈ 2N. Suppose that g ∈ Bexp and that b ≥ 0 is as in (2.6). Then there exists a
constant C > 0 such that for all (t0, x0) ∈ [0, T ) × R,
∣∣εglobn (t0, x0)∣∣ ≤ CTn(T − tnk)eb|x0|+3b
2σ2T , t0 ∈ [tnk , tnk+1), 0 ≤ k < n2 . (5.9)
Proof. Define a set
Γnθ :=
{∣∣Xτnθ /h∣∣ ∨ |Jnθ−nθ| ≤ n3/5θ } (5.10)
and decompose the error ε
glob
n (t0, x0) into the sum of expectations E
(1) and E(2), where
E(1) := E[g(x0+Xτnθ )− g(x0+XτJn ); Γnθ ], E(2) := E[g(x0+Xτnθ )− g(x0+XτJn ); Γ∁nθ ]. (5.11)
Using the estimates of Lemma 5.1 and Proposition 5.2, it can be shown that∣∣E(2)∣∣ ≤ C˜0n−3/2θ eb|x0|+b2σ2T+bσ√2T (5.12)
for some constant C˜0 > 0; this is done in Lemma A.4 (i). Estimation of
∣∣E(1)∣∣ requires more subtlety.
Denote the probability mass functions of Xτnθ+k/h and Jn−nθ by
Pnθ+k(x) := P(Xτnθ+k = hx) and P
J
nθ
(x) := P(Jn−nθ = x), x ∈ Z. (5.13)
By Lemma A.4 (ii), there exists a constant C˜1 > 0 such that
∣∣E(1)∣∣ ≤ ∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
( k
2nθ
− 3k
2 + 4kx2
8n2θ
+
3k2x2
4n3θ
− k
2x4
8n4θ
)∣∣∣∣
+ C˜1n
−3/2
θ e
b|x0|+b2σ2T . (5.14)
Next, we use relation (A.10) in order to rewrite the double sum on the right-hand side of (5.14) as
E(3) :=
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
( k
2nθ
− 3k
2 + 4kx2
8n2θ
+
3k2x2
4n3θ
− k
2x4
8n4θ
)
=
1
nθ
{
1
2
E
[
g(x0+Xτnθ )
]
E[Jn−nθ]− 3
8
E
[
g(x0+Xτnθ )
]
E
(
Jn−nθ√
nθ
)2
− 1
2
E
[ ( Xτnθ√
σ2θn
)2
g(x0+Xτnθ )
]
E[Jn−nθ]+3
4
E
[ ( Xτnθ√
σ2θn
)2
g(x0+Xτnθ )
]
E
(
Jn−nθ√
nθ
)2
− 1
8
E
[(
Xτnθ√
σ2θn
)4
g(x0+Xτnθ )
]
E
(
Jn−nθ√
nθ
)2}
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=
1
nθ
{
E
[
g(x0+Xτnθ )
](1
2
E[Jn−nθ]− 3
8
E
(
Jn−nθ√
nθ
)2)
+ E
[ ( Xτnθ√
σ2θn
)2
g(x0+Xτnθ )
] (3
4
E
(
Jn−nθ√
nθ
)2 − 1
2
E[Jn−nθ]
)
− 1
8
E
[(
Xτnθ√
σ2θn
)4
g(x0+Xτnθ )
]
E
(
Jn−nθ√
nθ
)2}
. (5.15)
By Proposition 6.5, there exist constants c1, c2 > 0 such that
∣∣E[Jn−nθ]− 43 ∣∣ ≤ c1√nθ and
E
[(
Jn−nθ√
nθ
)2 − 23] ≤ c2√nθ , and thus∣∣∣1
2
E[Jn−nθ]− 3
8
E
(
Jn−nθ√
nθ
)2
− 5
12
∣∣∣ ≤ c1 + c2√
nθ
,
∣∣∣1
8
E
(
Jn−nθ√
nθ
)2
− 1
12
∣∣∣ ≤ c2√
nθ
and
∣∣∣3
4
E
(
Jn−nθ√
nθ
)2 − 1
2
E[Jn−nθ] + 1
6
∣∣∣ ≤ c1 + c2√
nθ
.
Consequently, by (5.15) and (5.3), there exist constants C˜2, C˜3 > 0 such that
∣∣E(3)∣∣ ≤ 5
12nθ
∣∣∣E [g(x0+Xτnθ )
]∣∣∣+ 1
6nθ
∣∣∣E[( Xτnθ√
σ2θn
)2
g(x0+Xτnθ )
]∣∣∣
+
1
12nθ
∣∣∣E[( Xτnθ√
σ2θn
)4
g(x0+Xτnθ )
]∣∣∣+ C˜2eb|x0|+b2σ2T
n
3/2
θ
≤ C˜3
nθ
eb|x0|+b
2σ2T +
C˜2e
b|x0|+b2σ2T
n
3/2
θ
. (5.16)
To complete the proof, it remains to observe that 1
n
3/2
θ
≤ 1√
2
1
nθ
, to combine (5.11), (5.12), (5.14), and (5.16),
and to recall that nθT = n(T − tnk) for t0 ∈ [tnk , tnk+1).
6 Moment estimates for the stopping time Jn
In this section we present moment estimates for the random variable Jn = inf {2m ∈ 2N : τ2m > θn}
introduced in (2.10), which are used for the estimation of the global error in Section 5.
6.1 Estimates for the first and the second moment of Jn − nθ
The purpose of this subsection is to provide estimates for the first and the second moment of the random
variable Jn − nθ. We begin by deriving an estimate for the expectation E[τJn ] and then use martingale
techniques to obtain estimates for E[Jn] − nθ and for E(Jn − nθ)2. The results of this subsection are
closely related to [12, Proposition 11.2]. Recall the random times J = inf {2m ∈ 2N : τ2m > θ} and
L = sup {m ∈ N0 : τm < θ} defined for each (h, θ) ∈ (0,∞)×(0, T ] in (4.2) and (4.4). Recall also the
functions q, do, de, and ̺, defined in (4.10), (4.3), and (4.16), respectively.
Proposition 6.1. Suppose that (h, θ) ∈ (0,∞)×(0, T ]. Then
(i) E [τJ − θ|Fθ] = σ−2(h2 − d2o(Xθ)) P-a.s. on {L odd},
(ii) E [τJ − θ|Fθ] = σ−2(2h2 − d2e(Xθ)) P-a.s. on {L even},
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(iii)
E[J(τJ − θ)]
E[τ1]E[J ]
∈ [0, 2],
(iv) E[τJ − θ|Xθ = x] = σ−2(h2 − d2o(x))
(
1− q(x)) + σ−2(2h2 − d2e(x))q(x)
Leb-a.e. on R.
Proof. Items (i), (ii), and (iv) are proved in [12, p. 348 and p. 356]. For the convenience of the reader, we
give the general idea for the proof of these statements.
(i)–(ii) : For all k ∈ Z, let A2k+1 := {XτL = (2k+1)h} and B2k = {XτL = 2kh}. The Markov
property of (Xt)t≥0 implies that P-a.s on A2k+1,
E [τJ − θ|Fθ] = σ−2 |2kh−Xθ| ((2k+2)h −Xθ)
= σ−2de(Xθ)(h+ do(Xθ))
= σ−2(h2 − d2o(Xθ)).
A similar observation applies to (ii) by first writing τJ = τJ − τJ−1 + τJ−1 on B2k, since P-a.s. on B2k,
τJ−1 = inf {t ≥ θ : Xt /∈ ((2k−1)h, (2k+1)h)} , and
τJ = inf
{
t ≥ τJ−1 :
∣∣Xt −XτJ−1∣∣ = h} .
(iii) : Since J is Fθ-measurable, E[J(τJ − θ)] = E[JE[τJ − θ|Fθ]]. By (i) and (ii),
E [τJ − θ|Fθ]1{L odd } = σ−2(h2 − d2o(Xθ))1{L odd} P-a.s., and
E [τJ − θ|Fθ]1{L even} = σ−2(h2 − d2o(Xθ))1{L even} + 2σ−2hdo(Xθ)1{L even} P-a.s.,
where we used the equality d2e(x) = (h− do(x))2, x ∈ R. Consequently,
σ2E [J(τJ − θ)] = E
[
J(h2 − d2o(Xθ))
]
+ 2hE[Jdo(Xθ)1{L even}]
≤ hE [J(h− d2o(Xθ)/h + 2do(Xθ))] .
Since do ∈ [0, h], E[τ1] = (h/σ)2, and J ≥ 0, the lower bound is clear. For the upper bound, it suffices to
further observe that h− x2/h+ 2x ≤ 2h for x ∈ [0, h].
(iv) : By the tower property of the conditional expectation and items (i) and (ii), P-a.s,
E[τJ − θ|Xθ] = E
[
E[τJ − θ|Fθ]1{L odd} + E[τJ − θ|Fθ]1{L even}
∣∣∣Xθ]
= σ−2(h2−d2o(Xθ))P(L odd|Xθ) + σ−2(2h2−d2e(Xθ))P(L even|Xθ).
Moreover, q(x) = P(L odd|Xθ = x) = 1− P(L even|Xθ = x) on R\Zh by (4.11), and the claim follows.
Lemma 6.2. Suppose that Assumption 4.11 holds. Then for all (n, t0) ∈ 2N × [0, T ),∣∣∣∣E[τJn]− θn − 43 Tn
∣∣∣∣ ≤ 48√nθ
T
n
. (6.1)
Proof. For each (h, θ) ∈ (0,∞) × (0, T ], define
I1(h, θ) := σ
−2
∫
R
p(x)
(
h2 − d2o(x)
)
(1− q(x))dx, (6.2)
I2(h, θ) := σ
−2
∫
R
p(x)
(
2h2 − d2e(x)
)
q(x)dx. (6.3)
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Then, by Proposition 6.1 (iv), it holds for Leb-a.e. x ∈ R that
E[τJn ]− θn =
∫
R
E [τJn − θn|Xθn = x] p(x)dx = I1(h, θn) + I2(h, θn).
By Lemma 6.4 below and by the fact that h
2
σ2
= Tn and
h
σ
√
θn
= 1√nθ ≤
1√
2
, the left-hand side of (6.1) is
bounded from above by∣∣∣∣I1(h, θn)− 512 h
2
σ2
∣∣∣∣+
∣∣∣∣I2(h, θn)− 1112 h
2
σ2
∣∣∣∣ ≤
(
33 +
14√
2π
)
h3
σ3
√
θn
+
12h4
σ4θn
≤ 48√
nθ
T
n
.
The estimate below will be used in the proof of Lemma 6.4.
Lemma 6.3. Let (h, θ) ∈ (0,∞)×(0, T ] and denote by p = p( · , θ) the density of Xθ = σWθ . Then
∣∣∣ ∞∑
m=−∞
2hp((2m+1)h)− 1
∣∣∣ ≤ 6√
2π
h
σ
√
θ
. (6.4)
Proof. By the symmetry of the Gaussian density p, it holds that
Sh :=
∞∑
m=−∞
2hp((2m+1)h) = 4hp(h) + 2
∞∑
m=1
2hp((2m+1)h). (6.5)
In addition, since p is decreasing on [0,∞),
∫ ∞
3h
p(x)dx =
∞∑
m=1
∫ (2m+3)h
(2m+1)h
p(x)dx ≤
∞∑
m=1
2hp((2m+1)h) ≤
∫ ∞
h
p(x)dx,
which together with (6.5) implies that
∫ h
−h
p(x)dx− 4hp(h) ≤
∫ ∞
−∞
p(x)dx− Sh ≤
∫ 3h
−3h
p(x)dx− 4hp(h). (6.6)
For each β > 0, the mean value theorem implies that for a constant ξ = ξ(h, σ, θ, β) ∈ (−βh, βh) we have
√
2πσ2θ
∫ βh
−βh
p(x)dx =
∫ βh
−βh
e−
x2
2σ2θ dx = 2βhe−
ξ2
2σ2θ ,
and (6.4) then follows by (6.6).
Lemma 6.4. Let (h, θ) ∈ (0,∞)×(0, T ]. Then, for I1 and I2 defined in (6.2)–(6.3), it holds that
(i)
∣∣∣I1(h, θ)− 5
12
h2
σ2
∣∣∣ ≤ (11 + 9
2
√
2π
)
h3
σ3
√
θ
+
4h4
σ4θ
,
(ii)
∣∣∣I2(h, θ)− 11
12
h2
σ2
∣∣∣ ≤ (22 + 19
2
√
2π
)
h3
σ3
√
θ
+
8h4
σ4θ
.
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Proof. (i): Since 1− q(x) = h−1(h− do(x))− ̺(x) for x ∈ R by the definition of ̺, and since
D(x) := (h2 − d2o(x))h−1(h− do(x)), x ∈ R,
is symmetric, periodic with period 2h, and symmetric around h on [0, 2h], we may decompose the integral
I1 = I1(h, θ) into I1 = S1 + S2 + S3, where
S1 := σ
−2
∞∑
m=−∞
p((2m+1)h)
∫ 2h
0
D(x)dx,
S2 := σ
−2
∞∑
m=−∞
∫ (2m+2)h
2mh
(
p(x)− p((2m+1)h))D(x)dx,
S3 := −σ−2
∞∑
m=−∞
∫ (2m+2)h
2mh
p(x)
(
h2 − d2o(x)
)
̺(x)dx.
A standard calculation yields
∫ 2h
0 D(x)dx = 5h3/6, and thus
S1 =
5
12
h2
σ2
∞∑
m=−∞
2hp((2m+1)h) =
5
12
h2
σ2
+
5
12
h2
σ2
( ∞∑
m=−∞
2hp((2m+1)h) − 1
)
. (6.7)
Hence, by applying the estimate (6.4) to the right-hand side of (6.7), we obtain∣∣∣∣S1 − 512 h
2
σ2
∣∣∣∣ ≤ 52√2π h
3
σ3
√
θ
. (6.8)
In order to estimate S2, notice that for each integer k ≥ 0,∫ (k+1)h
kh
D(x)dx =
∫ h
0
D(x)dx = h2
∫ h
0
(
1− d
2
o(x)
h2
)(
1− do(x)
h
)
dx ≤ h3.
By the symmetricity and the monotonicity properties of p, we thus obtain
S2 ≤ 2σ−2
∞∑
m=0
∫ (2m+1)h
2mh
(
p(x)− p((2m+1)h))D(x)dx
≤ 2σ−2
∞∑
m=0
(p(2mh) − p((2m+1)h))
∫ h
0
D(x)dx
≤ 2h
3
σ2
∞∑
m=0
∫ (2m+1)h
2mh
x
σ2θ
p(x)dx
≤ 2√
2π
h3
σ3
√
θ
. (6.9)
A similar computation yields the lower bound − 2√
2pi
h3
σ3
√
θ
for S2, and consequently,
|S2| ≤ 2√
2π
h3
σ3
√
θ
. (6.10)
It remains to estimate S3. Using the inequality h
2 − d2o(x) ≤ h2 and estimates of Proposition 4.7, we have
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|S3| =
∣∣∣∣ 1σ2
∞∑
m=−∞
∫ (2m+2)h
2mh
p(x)
(
h2 − d2o(x)
)
̺(x)dx
∣∣∣∣ ≤ h2σ2
∫
R
|̺(x)| p(x)dx
≤ 11h
3
σ3
√
θ
+
4h4
σ4θ
. (6.11)
The claim then follows by applying (6.8), (6.10), and (6.11) to the right-hand side of the estimate below,∣∣∣I1(h, θ)− 5
12
h2
σ2
∣∣∣ ≤ ∣∣∣S1 − 5
12
h2
σ2
∣∣∣+ |S2|+ |S3| .
(ii): The proof is similar to the proof of item (i), and thus we omit most of the details. We write
q(x) = h−1do(x) + ̺(x), let
H(x) := (2h2 − d2e(x))h−1do(x), x ∈ R,
and decompose I2 = S4 + S5 + S6, where
S4 := σ
−2
∞∑
m=−∞
p((2m+1)h)
∫ 2h
0
H(x)dx,
S5 := σ
−2
∞∑
m=−∞
∫ (2m+2)h
2mh
(p(x)− p((2m+1)h)H(x)dx,
S6 := σ
−2
∞∑
m=−∞
∫ (2m+2)h
2mh
p(x)
(
2h2 − d2e(x)
)
̺(x)dx.
The fact that
∫ 2h
0 H(x)dx = 116 h3 and inequality (6.4) yield the estimate∣∣∣∣S4 − 1112 h
2
σ2
∣∣∣∣ ≤ 112√2π h
3
σ3
√
θ
. (6.12)
By the properties ofH, for each integer k ≥ 0, it holds that∫ (k+1)h
kh
H(x)dx =
∫ h
0
H(x)dx = h2
∫ h
0
(
2− h− d
2
o(x)
h2
)
do(x)
h
dx ≤ 2h3,
and by proceeding as in (6.9) with D replaced by H, it is easy to verify that
|S5| ≤ 4√
2π
h3
σ3
√
θ
. (6.13)
Finally, since 2h2 − d2e(x) ≤ 2h2, by (6.11) we obtain
|S6| ≤ 2|S3| ≤ 22h
3
σ3
√
θ
+
8h4
σ4θ
. (6.14)
The triangle inequality together with (6.12), (6.13), and (6.14) then implies (ii).
Proposition 6.5. Suppose that Assumption 4.11 holds. Then there exists a constant C > 0 such that for all
(n, t0) ∈ 2N×[0, T ),
(i)
∣∣∣∣E[Jn]− nθ − 43
∣∣∣∣ ≤ 48√nθ , (ii)
∣∣∣∣E(Jn−nθ√nθ
)2 − 2
3
∣∣∣∣ ≤ C√nθ .
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Proof. (i): Define a process (Mk)k=0,1,... by setting Mk := τk − kE [τ1] for k ≥ 0. Since τk =
∑k
j=1∆τj
is a sum of k i.i.d. random variables ∆τj distributed as τ1, the process (Mk)k=0,1,... is a (Fτk)k=0,1,...-
martingale. In addition, since Jn is a (Fτk)k=0,1,...-stopping time and since Jn∧N is a bounded stopping
time for all N ∈ N, the optional stopping theorem implies that
0 = E [MN ] = E
[
E
[
MN |FτJn∧N
]]
= E[MJn∧N ] = E[τJn∧N ]− E[Jn∧N ]E[τ1],
i.e. E[Jn∧N ] = E[τJn∧N ]/E[τ1]. Moreover, since N 7→ τJn∧N is increasing, where τJn is an integrable
upper bound (by Lemma 6.2), the monotone convergence theorem implies that
E[Jn] = lim
N→∞
E[Jn∧N ] = lim
N→∞
E[τJn∧N ]
E[τ1]
=
E[τJn ]
E[τ1]
<∞. (6.15)
From E[τ1] =
h2
σ2
= Tn (see (2.2)) we conclude that
E[τ1]
(
E[Jn − nθ]− 43
)
= E[τJn − θn]− 43 Tn ,
and the claim then follows by Lemma 6.2.
(ii): Let ζ := θn + inf {t ≥ 0 : |Xt+θn −Xθn | = 2h}. Then by the Markov property and the scaling
property of (Xt)t≥0,
ζ − θn d= inf {t ≥ 0 : |Xt| = 2h} d= inf
{
t ≥ 0 : ∣∣Xt/4∣∣ = h} d= 4τ1.
Since P(τJn ≤ ζ) = 1 and E[τ21 ] = 53 h
4
σ4
= 53
T 2
n2
by (2.2), it also holds that
0 ≤ E(τJn − θn)2 ≤ E(ζ − θn)2 = 16E[τ21 ] =
80
3
T 2
n2
. (6.16)
By the definition of the process (Mk)k=0,1,...,
E[M2Jn ] = E(τJn − JnE[τ1])2 = E[τ2Jn ]− 2E[JnτJn ]E[τ1] + E[J2n](E[τ1])2.
Moreover, since E[Jn] < ∞, Wald’s second identity applies and thus E[M2Jn ] = E[Jn]Var[τ1]. As a
consequence, since Var[τ1] =
2
3 (E[τ1])
2 and E[τJn ] = E[τ1]E[Jn] by (6.15),
E[J2n] =
E[Jn]Var[τ1]
(E[τ1])2
+
2E[JnτJn ]
E[τ1]
− E[τ
2
Jn
]
(E[τ1])2
= 23E[Jn] +
2E[Jn(τJn−θn)]
E[τ1]
− E(τJn−θn)
2
(E[τ1])2
+
2θn(E[Jn]−E[τJn]/E[τ1])
E[τ1]
+
θ2n
(E[τ1])2
= 23E[Jn] +
2E[Jn(τJn−θn)]
E[τ1]
− E(τJn−θn)
2
(E[τ1])2
+ n2θ. (6.17)
Denote
αnθ :=
2E[Jn(τJn − θn)]
E[τ1]E[Jn]
, βnθ :=
E(τJn − θn)2
(E[τ1])2
and γnθ := E[Jn]− nθ − 43 , (6.18)
and observe that αnθ ∈ [0, 4], βnθ ∈ [0, 80/3], and |γnθ | ∈ [0, 48√nθ ] by Proposition 6.1 (iii), (6.16), and
item (i), respectively. In addition, by (6.17),
E(Jn − nθ)2 = E[J2n]− 2nθE[Jn] + n2θ
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= E[Jn](
2
3 − 2nθ + αnθ)− βnθ + 2n2θ
= (nθ +
4
3 )(
2
3 − 2nθ + αnθ) + γnθ(23 − 2nθ + αnθ)− βnθ + 2n2θ
= nθ(αnθ − 2) + 43(23 + αnθ) + γnθ (23 − 2nθ + αnθ )− βnθ .
In particular, using the above upper bounds for αnθ , βnθ , and γnθ , and the fact that nθ ≥ 2,∣∣∣E(Jn−nθ√nθ
)2−(αnθ−2)∣∣∣ ≤ 1√nθ
(
56
9
1√
nθ
+
48
nθ
(
14
3
+2nθ
)
+
80
3
√
nθ
)
≤ C1√
nθ
(6.19)
for some constant C1 > 0.
Notice that τJn ≥ θn P-almost surely by the definition of Jn. Therefore, by (6.15), it holds that
E[τ1]E[Jn] = E[τJn ] ≥ θn, which yields∣∣∣∣(αnθ − 2)− 23
∣∣∣∣ = 2
∣∣∣∣E[Jn(τJn − θn)]E[τ1]E[Jn] −
4
3
∣∣∣∣
=
2
E[τ1]E[Jn]
(∣∣∣∣nθE[τJn − θn] + E[(Jn − nθ)(τJn − θn)]− 43E[τ1]E[Jn]
∣∣∣∣
)
≤ 2
θn
(∣∣∣∣nθE[τJn − θn]− 43E[τJn ]
∣∣∣∣+ E∣∣(Jn − nθ)(τJn − θn)∣∣
)
. (6.20)
By the relation θn =
nθT
n and Lemma 6.2,∣∣∣∣nθE[τJn − θn]− 43E[τJn]
∣∣∣∣ =
∣∣∣∣nθ
(
E [τJn ]− θn −
4
3
T
n
)
+
4
3
(θn − E[τJn ])
∣∣∣∣
≤ nθ
∣∣∣∣E [τJn ]− θn − 43 Tn
∣∣∣∣+ 43 |θn − E[τJn ]|
≤ nθ
(
48√
nθ
T
n
)
+
4
3
(
4
3
T
n
+
48√
nθ
T
n
)
=
θn√
nθ
(
48 +
16
9
1√
nθ
+
64
nθ
)
≤ C2θn√
nθ
(6.21)
for a constant C2 > 0. Moreover, by Ho¨lder’s inequality, (6.32), and (6.16),
E
∣∣(Jn−nθ)(τJn−θn)∣∣ ≤ (E (Jn − nθ)2 E (τJn − θn)2)1/2 ≤ C3
√
nθT
n
=
C3θn√
nθ
(6.22)
for some constant C3 > 0. Consequently, by (6.19), (6.20), (6.21), and (6.22), it holds that∣∣∣∣E(Jn−nθ√nθ
)2
− 2
3
∣∣∣∣ =
∣∣∣∣E(Jn−nθ√nθ
)2
− (αnθ − 2)
∣∣∣∣+
∣∣∣∣(αnθ − 2)− 23
∣∣∣∣ ≤ C√nθ ,
where C = C1 + 2(C2 + C3) > 0.
Remark 6.6. In the proof of [12, Proposition 11.2], an expression for αnθ in (6.18) is given based on the
relation
E[JnτJn ] = E[Jn]E[τJn ]. (6.23)
However, we were not able to verify (6.23), and thus had to use an estimate for αnθ instead.
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6.2 Tail behavior of τnθ and Jn − nθ
Lemmata 6.7 and 6.9 below are essential for the proof of Proposition 6.11.
Lemma 6.7. Under Assumption 4.11, suppose that nθ ∈ 2N and a constant ξ > 0 are such that nθξ ∈ N.
Then for every ρ ∈ (0, pi212 ξθn
√
nθ) it holds that
(i) P (
√
nθ(τnθξ − ξθn) > ρ) ≤ exp
(
−32 ρ
2
ξθ2n
H
(√
3ρ
ξθn
√
nθ
))
, (6.24)
(ii) P (
√
nθ(τnθξ − ξθn) < −ρ) ≤ exp
(
−32 ρ
2
ξθ2n
H
(√
3ρ
ξθn
√
nθ
))
, (6.25)
where the function H : (0, π/2) → R is given by
H(x) := 1 + 6
x4
(
x2
2 + log cos x
)
. (6.26)
Remark 6.8. The above estimates are non-trivial only whenever H is positive. Since H(0+) = 1/2, it
holds that H(x) > 0 for small enough x. Notice that the condition ρ ∈ (0, pi212 ξθn
√
nθ) ensures that√
3ρ
ξθn
√
nθ
∈ (0, π/2), which is the domain of H .
Proof of Lemma 6.7. The proof uses ideas from the proof of [12, Proposition 11.3].
(i): By Chebyshev’s inequality, for any λ˜, ρ˜ > 0 it holds
P (+)n (ρ˜) := P (
√
nθ(τnθξ − ξθn) > ρ˜) = P
(
eλ˜
√
nθ(τnθξ−ξθn) > eλ˜ρ˜
)
≤ e−λ˜ρ˜E
[
eλ˜
√
nθ(τnθξ−ξθn)
]
= e−λ˜ρ˜e−λ˜
√
nθξθnE[eλ˜
√
nθτ1 ]nθξ (6.27)
since τnθξ can be written as a sum of nθξ independent random variables identically distributed as τ1 (see
Subsection 2.1). In addition, since hσ =
√
T
n and θn =
nθT
n , by (2.1)
e−λ˜ρ˜e−λ˜
√
nθξθnE[eλ˜
√
nθτ1 ]nθξ = e−λ˜ρ˜
(
e
λ˜θn√
nθ cos
(√
2λ˜θn√
nθ
))−nθξ
(6.28)
provided that λ˜ ∈ (0, pi28T n√nθ ). Let ρ ∈ (0,
pi2
12 ξθn
√
nθ) and define
λ := 3ρ2ξθ2n
and κ :=
√
3ρ
ξθn
√
nθ
; (6.29)
then λ ∈ (0, pi28T n√nθ ). Substitute (ρ, λ) = (ρ˜, λ˜) and use the relation κ =
√
2λθn√
nθ
in order to rewrite the
right-hand side of (6.28) in terms of (ρ, λ, κ, ξ):
e−λ˜ρ˜
(
e
λ˜θn√
nθ cos
(√
2λ˜θn√
nθ
))−nθξ
= e−λρ
(
eκ
2/2 cos κ
)− 4λ2θ2nξ
κ4 . (6.30)
Hence, by (6.27), (6.28), (6.30), and finally by (6.29),
log P (+)n (ρ) ≤ −λρ− 4λ
2θ2nξ
κ4
(
κ2
2 + log cos κ
)
= −32 ρ
2
ξθ2n
(
1 + 6
κ4
(
κ2
2 + log cos κ
))
so that P
(+)
n (ρ) ≤ exp
(− 32 ρ2ξθ2nH(κ)) in terms of H defined in (6.26).
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(ii): By Chebyshev’s inequality, for any λ˜, ρ˜ > 0 it holds that
P (−)n (ρ˜) := P (
√
nθ(τnθξ − ξθn) < −ρ˜) = P
(
e−λ˜
√
nθ(τnθξ−ξθn) > eλ˜ρ˜
)
≤ e−λ˜ρ˜eλ˜
√
nθξθnE
[
e−λ˜
√
nθτnθξ
]
= e−λ˜ρ˜
(
e
− λ˜θn√
nθ cosh
(√
2λ˜θn√
nθ
))−nθξ
,
by (2.1). Proceed as in (i) with the same substitution (ρ˜, λ˜) = (ρ, λ) for ρ ∈ (0, pi212 ξθn
√
nθ) and λ given by
(6.29) to get as the counterpart of (6.30),
e−λ˜ρ˜
(
e
− λ˜θn√
nθ cosh
(√
2λ˜θn√
nθ
))−nθξ
= e−λρ
(
e−
κ2
2 cosh
(√
3ρ
ξθn
√
nθ
))− 4λ2θ2nξ
κ4
.
Similarly as in (i), one then shows that P
(−)
n (ρ) ≤ exp
(
−32 ρ
2
ξθ2n
Hˆ
(√ 3ρ
ξθn
√
nθ
))
in terms of the function
Hˆ(x) := 1 + 6
x4
(
−x22 + log coshx
)
on (0, π/2). It remains to show that Hˆ ≥ H on (0, π/2). Since
Hˆ(x)−H(x) = 6x−4 (−x2 + log cosh(x)− log cos(x)) it suffices to show that
ϕ(x) := −x2 + log cosh(x)− log cos(x) ≥ 0. (6.31)
First, ϕ′(x) = −2x+ tanh(x) + tan(x). Secondly,
ϕ′′(x) = −2 + 1
cosh2(x)
+
1
cos2(x)
=
cos2(x) + cosh2(x)− 2 cosh2(x) cos2(x)
cos2(x) cosh2(x)
>
(cos(x)− cosh(x))2
cos2(x) cosh2(x)
> 0
since cos(x) cosh(x) < 1 for x ∈ (0, π/2). Hence, ϕ′ is increasing on (0, π/2), and since it also holds that
ϕ′(0+) = 0 = ϕ(0+), (6.31) follows.
We continue with the tail estimate for Jn. The result resembles inequality (42) in [12], but the time-
dependent setting causes some changes.
Lemma 6.9. Under Assumption 4.11, suppose that nθ ∈ 2N, δ ∈ (0, pi212+pi2 ), and let H be as in (6.26).
Then
(i) P(Jn > nθ(1 + δ)) ≤ exp
(
− 32 nθδ
2
1+δ H
(√
3δ
1+δ
))
if nθ(1 + δ) ∈ 2N,
(ii) P(Jn < nθ(1− δ)) ≤ exp
(
− 32 nθδ
2
1−δ H
(√
3δ
1−δ
))
if nθ(1− δ) ∈ 2N.
Proof. Fix nθ ∈ 2N, δ ∈ (0, pi212+pi2 ), and let ρ := δθn
√
nθ. For (i), let ξ := 1 + δ and suppose that
nθ(1 + δ) = nθξ ∈ 2N. Then
P(Jn > nθξ) = P(τnθξ < θn) = P(
√
nθ(τnθξ − ξθn) < −ρ) ≤ exp
(
−32 ρ
2
ξθ2n
H
(√
3ρ
ξθn
√
nθ
))
by (6.25), since the choice of δ ensures that the pair (ξ, ρ) satisfies the assumptions of Lemma 6.7. To show
(ii), let ξ := 1− δ and suppose that nθ(1− δ) = nθξ ∈ 2N. Then by (6.24),
P(Jn < nθξ) = P(τnθξ > θn) = P(
√
nθ(τnθξ − ξθn) > ρ) ≤ exp
(
−32 ρ
2
ξθ2n
H
(√
3ρ
ξθn
√
nθ
))
since the pair (ξ, ρ) satisfies the assumptions of Lemma 6.7 due to the choice of δ.
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6.3 Moment estimates for the difference Jn − nθ
To derive an estimate for E |Jn − nθ|K for any K > 0, we recall (see e.g. [2, Theorem 14.12]) a version of
the Azuma–Hoeffding inequality.
Proposition 6.10 (Azuma–Hoeffding inequality). Suppose that (Mj)j=0,1,... is a martingale with M0 = 0.
In addition, assume that for all i ≥ 1 there exists a constant αi > 0 such that |Mi −Mi−1| ≤ αi a.s. Then,
for all k ∈ N and every t > 0,
P(Mk ≥ t) ≤ exp
(
− t2
2
∑k
j=1 α
2
i
)
.
For t0 = 0, the following statement can be found in [12, Proposition 11.2 (iv)]. The proof, however,
does not cover the case which corresponds to (6.33) below for the set A3. We will prove here a time-
dependent extension of this statement.
Proposition 6.11. Suppose that Assumption 4.11 holds, and letK > 0. Then there exists a constant CK > 0
depending at most on K such that
E |Jn − nθ|K ≤ CKnK/2θ for all (n, t0) ∈ 2N×[0, T ). (6.32)
Proof. It suffices to prove the claim forK ≥ 2, since the caseK ∈ (0, 2) then follows by Jensen’s inequality.
Since |Jn − nθ| is a non-negative random variable,
1
K
E |Jn − nθ|K =
∫ ∞
0
zK−1P(|Jn − nθ| > z)dz.
We show that there exist constants C
(1)
K , C
(2)
K , C
(3)
K > 0 corresponding to the sets A1 = (0, 2], A2 = (2, nθ]
and A3 = (nθ,∞) such that
Ik(nθ) :=
∫
Ak
zK−1P(|Jn − nθ| > z)dz ≤ C(k)K nK/2θ for all nθ. (6.33)
Step 1: Since K ≥ 2 and nθ ≥ 2, we have that
I1(nθ) =
∫ 2
0
zK−1P(|Jn − nθ| > z)dz ≤
∫ 2
0
zK−1dz ≤ 2K/K ≤ C(1)K nK/2θ .
Step 2: Suppose that nθ > 2 and define δnθ (u) :=
2
nθ
⌊nθu2 ⌋. Then
I2(nθ) =
∫ nθ
2
zK−1P(|Jn − nθ| > z)dz = nKθ
∫ 1
2/nθ
uK−1P(|Jn − nθ| > nθu)du
≤ nKθ
∫ 1
2/nθ
uK−1P(|Jn − nθ| > δnθ (u)nθ)du. (6.34)
Fix a constant a ∈ (0, 1] small enough such that for everym ∈ N,
δm(u) <
pi2
12+pi2
and H
(√
3δm(u)
1+δm(u)
)
∧H
(√
3δm(u)
1−δm(u)
)
> 1/4 hold for all u ≤ a, (6.35)
where the function H is defined below in (6.26). Depending on the value of nθ, we split the right-hand side
of (6.34) into the sum of the integrals
I2,1(nθ) := n
K
θ
∫ a
2/nθ
uK−1P(|Jn − nθ| > δnθ(u)nθ)du (for a > 2/nθ, otherwise 0),
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I2,2(nθ) := n
K
θ
∫ 1
a∨(2/nθ)
uK−1P(|Jn − nθ| > δnθ(u)nθ)du.
If a ∈ (2/nθ, 1), by (6.35) and the fact that nθ(1 + δnθ(u)) and nθ(1 − δnθ (u)) are even integers, we may
apply Lemma 6.9 and estimate
I2,1(nθ) = n
K
θ
∫ a
2/nθ
uK−1
[
P
(
Jn > nθ(1 + δnθ(u))
)
+ P
(
Jn < nθ(1− δnθ(u))
)]
du
≤ nKθ
∫ a
2/nθ
uK−1
[
exp
(
−38
nθδ
2
nθ
(u)
1+δnθ (u)
)
+ exp
(
−38
nθδ
2
nθ
(u)
1−δnθ (u)
)]
du
≤ 2nKθ
∫ a
2/nθ
uK−1 exp
(
−38
nθδ
2
nθ
(u)
1+δnθ (u)
)
du. (6.36)
By the properties of the floor function, for u ∈ (0, 1] it holds that
δ2nθ (u)
1 + δnθ(u)
=
(
2
nθ
⌊nθu2 ⌋
)2
1 + 2nθ ⌊
nθu
2 ⌋
≥
(
2
nθ
(
nθu
2 − 1
) )2
1 + u
>
(
u− 2nθ
)2
2
, (6.37)
and thus the right-hand side of (6.36) can be bounded from above by
2nKθ
∫ a
2/nθ
uK−1e−
3nθ(u−2/nθ)2
16 du ≤ 2nKθ
∫ 1−2/nθ
0
(
u+ 2nθ
)K−1
e−
3nθu
2
16 du
≤ 2K−1nKθ
∫ 1−2/nθ
0
(
uK−1 + ( 2nθ )
K−1
)
e−
3nθu
2
16 du. (6.38)
By substituting x = u
√
nθ and identifying the right-hand side of (6.38) as an integral with respect to a
Gaussian measure, it can be verified that this integral multiplied by n
K/2
θ is bounded by some constant
C˜
(2,1)
K > 0. Hence, I2,1(nθ) ≤ C(2,1)K nK/2θ for all nθ, where C(2,1)K > 0 depends only on K .
Let us then consider the integral I2,2(nθ). If a/3 ≤ 2/nθ , then nθ ≤ 6/a, a ≤ a ∨ (2/nθ), and thus
I2,2(nθ) ≤ 6K(KaK)−1. On the other hand, if a/3 ∈ (2/nθ, 1), by Lemma 6.9,
I2,2(nθ) = n
K
θ
∫ 1
a
uK−1
[
P
(
Jn > nθ(1 + δnθ(u))
)
+ P
(
Jn < nθ(1− δnθ (u))
)]
du
≤ nKθ
∫ 1
a
uK−1
[
P
(
Jn > nθ(1 + δnθ(a/3))
)
+ P
(
Jn < nθ(1− δnθ (a/3))
)]
du
≤ nKθ
[
exp
(
−38
nθδnθ (a/3)
2
1+δnθ (a/3)
)
+ exp
(
−38
nθδnθ (a/3)
2
1−δnθ (a/3)
) ] ∫ 1
a
uK−1du
≤ 2nKθ exp
(
−38
nθδnθ (a/3)
2
1+δnθ (a/3)
) ∫ 1
a
uK−1du
≤ 2nKθ exp
(
−3nθ(a/3−2/nθ)216
)
.
Here we used the fact that u 7→ δnθ (u) is nondecreasing, that nθ(1+δnθ(a/3)) and nθ(1−δnθ(a/3)) are
(even) integers, condition (6.35), and inequality (6.37). Notice that the right-hand side converges to zero as
nθ →∞. Consequently, there exists a constant C(2,2)K > 0 such that I2,2(nθ) ≤ C(2,2)K for all nθ, and (6.33)
for k = 2 follows.
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Step 3: To estimate I3(nθ), we apply the Azuma–Hoeffding inequality to the tail distribution of the random
variable Jn = inf {2m ∈ 2N : τ2m > θn}. Recall that τi− τi−1, i = 1, 2, . . . , are i.i.d. (see Subsection 2.1)
and that nT θn = nθ according to (2.4). Let ζi :=
n
T (τi − τi−1), i ≥ 1. Then, for allm ∈ N, we have
P(Jn ≥ 2m) = P(τ2m−2 ≤ θn) = P
( 2m−2∑
i=1
ζi ≤ nT θn
)
≤ P
( 2m−2∑
i=1
ζi ∧N ≤ nθ
)
= P
( 2m−2∑
i=1
(cN − ζi ∧N) ≥ (2m−2)cN − nθ
)
, (6.39)
where N ∈ N is chosen such that 3/4 < cN := E[ζi ∧N ] < E[ζi] = 1. Then |E [ζi ∧N ]− ζi ∧N | ≤ N
for all i ≥ 1, and by (6.39) and the Azuma–Hoeffding inequality (Proposition 6.10),
P(Jn ≥ 2m) ≤ exp
(
− ((2m−2)cN−nθ)2
2(2m−2)N2
)
, m ∈ N.
Since Jn > 0, we have
I3(nθ) =
∫ ∞
nθ
zK−1P (Jn − nθ ≥ z) dz
=
∫ 2nθ+2
nθ
zK−1P (Jn ≥ z + nθ) dz +
∞∑
m=3
∫ mnθ+2
(m−1)nθ+2
zK−1P(Jn ≥ z + nθ)dz
≤
∫ 2nθ+2
nθ
zK−1P (Jn ≥ 2nθ) dz +
∞∑
m=3
∫ mnθ+2
(m−1)nθ+2
zK−1P(Jn ≥ mnθ + 2)dz
≤
∫ 2nθ+2
nθ
zK−1e
− nθ
2N2
((2−2/nθ)cN−1)2
(2−2/nθ) dz +
∞∑
m=3
∫ mnθ+2
(m−1)nθ+2
zK−1e−
nθ
2N2
(mcn−1)2
m dz
=: I3,1(nθ) + I3,2(nθ).
Since cN ∈ (3/4, 1), there exist constants c, c′ > 0 such that
I3,1(nθ) =
∫ 2nθ+2
nθ
zK−1e
− nθ
2N2
((2−2/nθ)cN−1)2
(2−2/nθ) dz ≤ 2(2nθ + 2)K−1e−
nθc
N2 ≤ C(3,1)K ,
I3,2(nθ) =
∞∑
m=3
∫ mnθ+2
(m−1)nθ+2
zK−1e−
nθ
2N2
(mcN−1)2
m dz ≤
∞∑
m=3
(mnθ + 2)
Ke−
nθmc
′
N2 ≤ C(3,2)K ,
where C
(3,1)
K , C
(3,2)
K > 0 depend at most on K . This proves (6.33) for k = 3.
A Appendix
A.1 The class GBVexp
For a function g : R→ R, let
Tg(x) := sup
{
N∑
i=1
|g(xi)− g(xi−1)| , N ∈ N, −∞ < x0 < x1 < · · · < xN = x
}
.
If limx→∞ Tg(x) < ∞, the function g is said to be of bounded variation. The class of functions with this
property will be denoted by BV .
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A function g ∈ BV is by definition a bounded function. An error estimation carried out merely for
the class BV would rule out e.g. polynomials, which on the other hand have bounded variation on every
compact interval. Therefore, instead of the class BV , we consider a class of functions of generalized
bounded variation allowing exponential growth. In order to find an applicable representation for a large
class of such functions, we will follow the presentation given in [1].
Recall the classM given by Definition 2.2, which consists of set functions µ (acting on bounded Borel
sets on R) that can be written as a difference of two measures µ1, µ2 : B(R)→ [0,∞] such that µ1(K) and
µ2(K) are finite for all compact sets K ∈ B(R). In [1, Theorem 3.3] it is proved that such a decomposition
can be chosen to be orthogonal and minimal: There exists a unique pair of measures µ+, µ− on B(R) such
that µ+ and µ− are mutually singular, and µ+ ≤ µ1 and µ− ≤ µ2 hold for all the other decompositions
µ = µ1 − µ2. Even though µ ∈ M is not itself a signed measure (it is undefined on unbounded sets), the
aforementioned result, based on the Hahn decomposition theorem, allows us to define the total variation
measure associated to µ by setting
|µ| : B(R)→ [0,∞], |µ| := µ+ + µ−.
Consequently, the integral in (2.8) appearing in Definition 2.3 of the class GBVexp is defined.
The inclusion BV ⊂ GBVexp follows as a special case of the result [1, Theorem 4.3].
Remark A.1 (Polynomials are contained in GBVexp). To show that every polynomial f(x) =
∑N
k=0 akx
k,
ak ∈ R, N ∈ N belongs to the class GBVexp, let
c = a0, dµ =
N∑
k=1
kakx
k−1dx, and J = ∅
to be the parameters appearing in the representation (2.7) for the function f . It remains to notice that this µ
satisfies the condition (2.8), since for every β > 0,
∫
R
e−β|x|d|µ|(x) =
∫
R
e−β|x|
∣∣∣∣
N∑
k=1
kakx
k−1
∣∣∣∣dx <∞.
A.2 Auxiliary results for Section 4
The following identities are applied in the proofs of Propositions 4.9 and 4.10.
Lemma A.2. Let h > 0 and recall the operators Πe and Πo given by Definition 4.1.
(i) For all ξ ∈ R, it holds that
Πe1{ξ}(x) =
1{ξ∈Zhe }
4h
( |x− (ξ−2h)|+ |x− (ξ+2h)| − 2 |x− ξ| ), x ∈ R. (A.1)
(ii) If y ∈ [2kh, (2k+2)h) for k ∈ Z, then in terms of do defined in (4.3),
∣∣ΠoΠe1(y,∞)(x)−Πe1(y,∞)(x)∣∣ = do(x)4h 1[(2k−1)h,(2k+3)h)(x), x ∈ R. (A.2)
Proof. (i): It is obvious by the definition of Πe that Πe1{ξ} ≡ 0 for ξ /∈ Zhe . If ξ ∈ Zhe , then
Πe1{ξ}(x) =
{
x−(ξ−2h)
2h , (ξ−2h) ≤ x < ξ,
(ξ+2h)−x
2h , ξ ≤ x < (ξ+2h),
(A.3)
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and zero elsewhere, so it suffices to verify that (A.3) agrees with the representation given in (A.1).
(ii): Suppose that y ∈ [2kh, (2k+2)h) for some k ∈ Z. One checks that
Πe1(y,∞)(x) =
1
2
+
1
4h
|x− 2kh| − 1
4h
|x− (2k+2)h| , x ∈ R. (A.4)
Then, by the linearity of Πo and by (A.4), we have for every x ∈ R that
ΠoΠe1(y,∞)(x)−Πe1(y,∞)(x)
=
1
4h
(
Πo | · − 2kh| (x)− |x− 2kh|
)− 1
4h
(
Πo | · − (2k+2)h| (x)− |x− (2k+2)h|
)
=
do(x)
4h
(
1[(2k−1)h,(2k+1)h)(x)− 1[(2k+1)h,(2k+3)h)(x)
)
, (A.5)
since it holds for all x ∈ R andm ∈ Z that
Πo | · − 2mh| (x)− |x− 2mh| = do(x)1[(2m−1)h,(2m+1)h)(x). (A.6)
Taking the absolute values of both sides of (A.5) then completes the proof.
A.3 Auxiliary results for Section 5
Under Assumption 4.11, recall from (5.13) the notation Pnθ+k(x) = P(Xτnθ+k = hx) and P
J
nθ
(x) =
P(Jn−nθ = x), x ∈ Z. Notice also that for all k ∈ 2N,
Pk(x) =
(
k
k+x
2
)
2−k, x ∈ 2Z, |x| ≤ k.
As in [12], we define the ’effective order’ of a monomial k
pxq
nr with p, q, r ∈ N0 to be
O˘
(
kpxq
nr
)
:=
p+ q
2
− r.
We will use the following result from [12] in the proof of Lemma A.4.
Proposition A.3 ([12, Proposition 11.5]). Let
R : D(R)→ R, R(n, k, x) := Pn+k(x)
Pn(x)
,
R(1) : 2N×(2Z)n → R, R(1)(n, k, x) := k
2n
− 3k
2 + 4kx2
8n2
+
3k2x2
4n3
− k
2x4
8n4
, (A.7)
where
D(R) := {(n, k, x) ∈ 2N×(2Z)2 : |k| ∨ |x| ≤ n3/5}.
Then there exists a constant C0 > 0, an integer n0, and a finite sum R
(2) of monomials of effective order at
most −3/2 such that for all (n, k, x) ∈ D(R) with n > n0,∣∣∣R(n, k, x)− [1−R(1)(n, k, x) +R(2)(n, k, x)]∣∣∣ ≤ C0n−3/2. (A.8)
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Lemma A.4. Suppose that g ∈ Bexp and that b ≥ 0 is as in (2.6). Suppose also that R(1) is as in (A.7) and
that Γnθ is given by (5.10). Then there exists a constant C > 0 such that for all x0 ∈ R and nθ,
(i)
∣∣∣E[g(x0+Xτnθ )− g(x0+XτJn ); Γ∁nθ]
∣∣∣ ≤ Cn−3/2θ eb|x0|+b2σ2T+bσ√2T ,
(ii)
∣∣∣∣E[g(x0+Xτnθ )−g(x0+XτJ ); Γnθ]
−
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)R
(1)(nθ, k, x)
∣∣∣∣ ≤ Cn−3/2θ eb|x0|+b2σ2T .
Proof. (i): Since Γ∁nθ ⊂
{∣∣Xτnθ /h∣∣ > n3/5θ } ∪ { |Jn − nθ| > n3/5θ }, by Ho¨lder’s inequality, (5.4), and
(5.5), there exists a constant C ′ > 0 such that
∣∣∣E[g(x0+Xτnθ )− g(x0+XτJn ); Γ∁nθ]
∣∣∣ ≤ C ′n−3/2θ
(
E
∣∣∣g(x0+Xτnθ )− g(x0+XτJn )
∣∣∣2)1/2 .
The claim follows, since by the triangle inequality, (5.1), (5.2), and the fact that g ∈ Bexp, there exists
another constant C˜ > 0 such that(
E
∣∣∣g(x0+Xτnθ )− g(x0+XτJn )
∣∣∣2)1/2 ≤ C˜eb|x0|+b2σ2T+bσ√2T .
(ii): This item will be proved in several intermediate steps.
Step 1: Let us first show that there exists a constant C > 0 such that for all x0 ∈ R and nθ,∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)R
(2)(nθ, k, x)1{|x|∨|k|≤n3/5θ
}
∣∣∣∣ ≤ Cn−3/2θ eb|x0|+b2σ2T , (A.9)
where R(2) is as in Proposition A.3. Using the relations h = σ
√
T
n , θn =
nθT
2 and (5.13), it can be shown
that for given integers p, q, r ∈ N0 and subsets Λ1,Λ2 ⊂ Z,
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
kpxq
nθr
1{x∈Λ1,k∈Λ2}
= n
(p+q)/2−r
θ E
[(
Xτnθ√
σ2θn
)q
g(x0+Xτnθ );Xτnθ /h ∈ Λ1
]
E
[(
Jn−nθ√
nθ
)p
;Jn−nθ ∈ Λ2
]
. (A.10)
By the definition of R(2), there exists an integer N ∈ N, a vector (ai)Ni=1 ⊂ R, and (pi)Ni=1, (qi)Ni=1,
(ri)
N
i=1 ∈ NN0 such that pi+qi2 − ri ≤ −3/2 for all 1 ≤ i ≤ N , and
R(2)(nθ, k, x) =
N∑
i=1
ai
kpixqi
nriθ
for (nθ, k, x) ∈ D(R).
Therefore, by the relation (A.10), the left-hand side of (A.9) can be rewritten and estimated by∣∣∣∣∣
N∑
i=1
ain
pi+qi
2
−ri
θ E
[(
Xτnθ√
σ2θn
)qi
g(x0+Xτnθ );
∣∣Xτnθ /h∣∣ ≤ n3/5θ
]
E
[(
J−nθ√
nθ
)pi
; |Jn−nθ| ≤ n3/5θ
]∣∣∣∣∣
≤ n−3/2θ
N∑
i=1
|ai|
∣∣∣E [( Xτnθ√
σ2θn
)qi
g(x0+Xτnθ )
]∣∣∣E( |Jn−nθ|√nθ
)pi
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≤ C˜n−3/2θ eb|x0|+b
2σ2T ,
where C˜ > 0 is a constant implied by (5.3) and (6.32). This proves (A.9).
Step 2: Let us then show that for some constant C > 0 and for all x0 ∈ R and nθ ∈ 2N,∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)R
(1)(nθ, k, x)1{|x|∨|k|>n3/5θ
}
∣∣∣∣ ≤ Cn−3/2θ eb|x0|+b2σ2T . (A.11)
By (A.7) and (A.10), it suffices to show that for p, q, r ∈ N0, there exists a constant Cp,q,r > 0 such that for
all x0 ∈ R,∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
kpxq
nθr
1{|x|∨|k|>n3/5θ
}
∣∣∣∣ ≤ Cp,q,rn−3/2θ eb|x0|+b2σ2T .
We write {|x| ∨ |k| > n3/5θ } = {|x| > n3/5θ } ∪ {|k| > n3/5θ , |x| ≤ n3/5θ } and consider the corresponding
sums separately. By (A.10) and Ho¨lder’s inequality,∣∣∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
kpxq
nθr
1{|x|>n3/5θ
}
∣∣∣∣∣∣
= n
p+q
2
−r
θ
∣∣∣E [( Xτnθ√
σ2θn
)q
g(x0+Xτnθ );
∣∣Xτnθ /h∣∣ > n3/5θ
]
E
(
J−nθ√
nθ
)p∣∣∣
≤ n
p+q
2
−r
θ
(
E
[
g2(x0+Xτnθ )
])1/2(
E
[( |Xτnθ |√
σ2θn
)2q
;
∣∣Xτnθ /h∣∣ > n3/5θ
])1/2
E
( |J−nθ|√
nθ
)p
≤ C˜p,qn
p+q
2
−r
θ
(
e2b|x0|E
[
e2b|Xτnθ |
])1/2
P
(∣∣Xτnθ /h∣∣ > n3/5θ
)1/4
≤ Cp,qn
p+q
2
−r
θ e
b|x0|+b2σ2TP
(∣∣Xτnθ /h∣∣ > n3/5θ
)1/4
for some constants C˜p,q, Cp,q > 0 implied by (5.6), (6.32), and (5.1). It remains to observe that by (5.4),
there exists a constant Cp,q,r > 0 such that
n
p+q
2
−r
θ P
(∣∣∣Xτnθ /h
∣∣∣ > n3/5θ )1/4 ≤ Cp,q,rn−3/2θ , nθ ∈ 2N.
The case of {|k| > n3/5θ , |x| ≤ n3/5θ } is similar: By (A.10), (5.3), (6.32), and (5.5), we find positive constants
C˜p,q, C˜p,q,r such that∣∣∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
kpxq
nθr
1{|k|>n3/5θ ,|x|≤n3/5θ
}
∣∣∣∣∣∣
= n
p+q
2
−r
θ
∣∣∣E [( Xτnθ√
σ2θn
)q
g(x0+Xτnθ );
∣∣Xτnθ /h∣∣ ≤ n3/5θ
]
E
[(
J−nθ√
nθ
)p
; |J − nθ| > n3/5θ
]∣∣∣
≤ n
p+q
2
−r
θ E
∣∣∣( Xτnθ√
σ2θn
)q
g(x0+Xτnθ )
∣∣∣ [E( |J−nθ|√nθ
)2p]1/2
P
(
|J − nθ| > n3/5θ
)1/2
≤ C˜p,q,rn−3/2θ eb|x0|+b
2σ2T .
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Step 3: Since the processes (∆τk)k=1,2,... and (∆Xτk)k=1,2,... are independent (see Subsection 2.1), the
random variable Jn and the process (Xτk)k=0,1,... are also independent. Taking also into account that
suppPnθ+k = {m ∈ 2Z : |m| ≤ nθ + k} (for each k ∈ 2N),
suppP Jnθ = {m−nθ : m ∈ 2N} ,
it can be shown that
E
[
g(x0+Xτnθ )− g(x0+XτJn ); Γnθ
]
=
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
(
1− Pnθ+k(x)
Pnθ (x)
)
1{|x|∨|k|≤n3/5θ
}
=
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
(
1−R(nθ, k, x)
)
1{|x|∨|k|≤n3/5θ
}. (A.12)
By (A.8), (A.9) and (A.12), there exist constants C0, C1 > 0 and an integer n0 ∈ 2N such that whenever
nθ > n0,∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)R
(1)(nθ, k, x)1{|x|∨|k|≤n3/5θ
}
− E[g(x0+Xτnθ )− g(x0+XτJn ); Γnθ]
∣∣∣∣
=
∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
(
R(1)(nθ, k, x)− [1−R(nθ, k, x)]
)
1{|x|∨|k|≤n3/5θ
}
∣∣∣∣
≤ C0n−3/2θ
∞∑
k=2−nθ
nθ∑
x=−nθ
|g(x0+xh)|P Jnθ(k)Pnθ (x)1{|x|∨|k|≤n3/5θ
}
+
∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)R
(2)(nθ, k, x)1{|x|∨|k|≤n3/5θ
}
∣∣∣∣
≤ C0n−3/2θ E
[∣∣g(x0+Xτnθ )∣∣; ∣∣Xτnθ /h∣∣ ≤ n3/5θ
]
+ C1n
−3/2
θ e
b|x0|+b2σ2T
≤ C2n−3/2θ eb|x0|+b
2σ2T . (A.13)
for some constant C2 > 0 implied by (5.3). Here we applied (A.10) and (A.9) for the second last inequality.
Consequently, we get the claim for all nθ > n0 by the triangle inequality, (A.11), and (A.13). By letting
M := sup
(n,k,x):n≤n0
∣∣∣∣(R(1)(n, k, x)− [1−R(n, k, x)])1{|x|∨|k|≤n3/5θ }
∣∣∣∣ <∞,
for nθ ≤ n0 we find another constant C3 = C3(n0) > 0 such that
∣∣∣∣
∞∑
k=2−nθ
nθ∑
x=−nθ
g(x0+xh)P
J
nθ
(k)Pnθ (x)
(
R(1)(nθ, k, x) − [1−R(nθ, k, x)]
)
1{|x|∨|k|≤n3/5θ
}
∣∣∣∣
≤M
∞∑
k=2−nθ
nθ∑
x=−nθ
|g(x0+xh)|P Jnθ(k)Pnθ (x)1{|x|∨|k|≤n3/5θ
}
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≤ME
[∣∣g(x0+Xτnθ )∣∣; ∣∣Xτnθ /h∣∣ ≤ n3/5θ
]
P
(
|Jnθ − nθ| ≤ n3/5θ
)
≤ C3n−3/2θ eb|x0|+b
2σ2T (A.14)
by (5.3). Combine (A.11), (A.13), and (A.14) to complete the proof.
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