Abstract. We discuss the perturbation theory for purely imaginary eigenvalues of Hamiltonian matrices under Hamiltonian and non-Hamiltonian perturbations. We show that there is a substantial difference in the behavior under these perturbations. We also discuss the perturbation of real eigenvalues of real skew-Hamiltonian matrices under structured perturbations and use these results to analyze the properties of the URV method for computing the eigenvalues of Hamiltonian matrices.
1. Introduction. In this paper we discuss the perturbation theory for eigenvalues of Hamiltonian matrices. Let F denote the real or complex field and let * denote the conjugate transpose if F = C and the transpose if F = R. Let furthermore,
The spectrum of a Hamiltonian matrix has so-called Hamiltonian symmetry, i.e., the eigenvalues appear in (λ, −λ) pairs if F = C and in quadruples (λ, −λ,λ, −λ) if F = R.
When a given Hamiltonian matrix is perturbed to another Hamiltonian matrix, then in general the eigenvalues will change but still have the same symmetry pattern. If the perturbation is unstructured, then the perturbed eigenvalues will have lost this property.
The solution of the Hamiltonian eigenvalue problem is a key building block in many computational methods in control, see e.g. [1, 18, 31, 36, 50] and the references therein. It has also other important applications, consider the following examples. Example 1. Hamiltonian matrices from robust control. In the optimal H ∞ control problem one has to deal with parameterized real Hamiltonian matrices of the form
where F, G 1 , G 2 , H ∈ R n,n , G 1 , G 2 , H are symmetric positive semi-definite, and γ > 0 is a parameter, see e.g., [16, 27, 47, 50] . In the γ iteration one has to determine the smallest possible γ such that the Hamiltonian matrix H(γ) has no purely imaginary eigenvalues and it is essential that this γ is computed accurately, because the optimal controller is implemented with this γ.
Example 2. Linear second order gyroscopic systems. The stability of linear second order gyroscopic systems, see [21, 26, 46] , can be analyzed via the following quadratic eigenvalue problem P (λ)x = (λ 2 I + λ(2δG) − K)x = 0, (1.1)
where G, K ∈ C n,n , K is Hermitian positive definite, G is nonsingular skew-Hermitian, and δ > 0 is a parameter. To stabilize the system one needs to find the smallest real δ such that all the eigenvalues of P (λ) are purely imaginary, which means that the gyroscopic system is stable.
The quadratic eigenvalue problem (1.1) can be reformulated as the linear Hamiltonian eigenvalue problem (λI − H(δ)) (λI + δG)x x = 0, with H(δ) = −δG K + δ 2 G 2 I n −δG ,
i.e. the stabilization problem is equivalent to determining the smallest δ such that all the eigenvalues of H(δ) are purely imaginary. A third applications arises in the context of making non-passive dynamical systems passive.
Example 3. Dissipativity, passivity, contractivity of linear systems. Consider a control systemẋ = Ax + Bu, x(0) = x 0 , y = Cx + Du, (1.2) with real or complex matrices A ∈ F n,n , B ∈ F n,m , C ∈ F p,n , D ∈ F p,m and suppose that the homogeneous system is asymptotically stable, i.e. all eigenvalues of A are in the open left half complex plane. Assume furthermore that D has full column rank.
Defining as in [1] a real scalar valued supply function s(u, y), the system is called dissipative if there exists a nonnegative scalar valued function Θ, such that the dissipation inequality
s(u(t), y(t))dt holds for all t 1 ≥ t 0 , i.e. the system absorbes supply energy. A dissipative system with the supply function s(x, y) = u 2 − y 2 is called contractive and with the supply function s(x, y) = u * y + y * u it is called passive.
it is possible to check dissipativity, contractivity, passivity by checking, whether the Hamiltonian matrix
has no purely imaginary eigenvalues, where in the passive case Q = 0, R = 0, S = I and in the contractive case Q = −I, R = I, S = 0. It is an important task in applications from power systems [7, 19, 41] to perturb a system that is not dissipative, not contractive, or not passive, to become dissipative, contractive, passive, respectively, by small perturbations to A, B, C, D [7, 11, 17, 41, 42] , i.e. we need to construct small perturbations that move the eigenvalues of the Hamiltonian matrix off the imaginary axis.
In all these applications the location of the eigenvalues (in particular of the purely imaginary eigenvalues) of Hamiltonian matrices needs to be checked numerically at different values of parameters or perturbations. Using backward error analysis [20, 48] , in finite precision arithmetic the computed eigenvalues may be considered as the exact eigenvalues of a matrix slightly perturbed from the Hamiltonian matrix.
Perturbation theory then is used to analyze the relationship between the computed and the exact eigenvalues. However, classical eigenvalue perturbation theory only shows how much a perturbation in the matrix is magnified in the eigenvalue perturbations. It usually does not give information about the location of the perturbed eigenvalues. For the purely imaginary eigenvalues of a Hamiltonian matrix, an arbitrary small unstructured perturbation to the matrix can move the eigenvalues off the imaginary axis. So in general, from the computed eigenvalues it is difficult to decide whether the exact eigenvalues are purely imaginary or not. But if the perturbation matrix is Hamiltonian, and some further properties hold, then we can show that the purely imaginary eigenvalues stay on the imaginary axis, and this property makes a fundamental difference in the decision process needed in the above discussed applications.
In recent years, a lot of effort has gone into the construction of structure preserving numerical methods to compute eigenvalues, invariant subspaces and structured Schur forms for Hamiltonian matrices. Examples of such methods are the symplectic URV methods developed in [2, 3] for computing the eigenvalues of a real Hamiltonian matrix and their extension for computing the Hamiltonian Schur form [6] . These methods produce eigenvalues and Schur forms, respectively, of a perturbed Hamiltonian matrix. To complete the evaluation of structure preserving numerical methods in finite precision arithmetic it is then necessary to carry out a structured perturbation analysis to characterize the sensitivity of the problem under structured perturbations.
This topic has recently received a lot of attention [5, 8, 22, 23, 24, 25, 30, 45] . Surprisingly, the results in several of these papers show that the structured condition numbers for eigenvalues and invariant subspaces are often the same (or only slightly different by a factor of √ 2) as those under unstructured perturbations. These observations have led to the question, whether the substantial effort that is needed to construct and implement structure preserving methods is worthwhile. However, as we will show in this paper, and this is in line with previous work [10, 37, 38, 39] , there is a substantial difference between the structured and unstructured perturbation results, in particular, in the perturbation of purely imaginary eigenvalues. Let us demonstrate this with an example.
Example 4. Consider the following Hamiltonian matrix H and the perturbation matrix E given by
The matrix H has two purely imaginary eigenvalues λ 1,2 = ±i and the perturbed matrix
has two eigenvalues
The difference between the exact and perturbed eigenvalues is given bỹ
so, no matter how small the perturbation E will be, in general, the eigenvalues will move away from the imaginary axis. However, if E is Hamiltonian, then d = −ā and c, b are real. In this case, both eigenvaluesλ 1,2 are still purely imaginary when (1+b)(1−c)−(Re a) 2 ≥ 0, which holds when ||E|| is small. This example shows the different behavior of purely imaginary eigenvalues under Hamiltonian and non-Hamiltonian perturbations. We will analyze the reason for this difference and show that it is the existence of further invariants under structure preserving similarity transformations that are associated with these eigenvalues.
The paper is organized as follows. In Section 2 we recall some eigenvalue properties for Hamiltonian matrices. In Section 3 we describe the behavior of purely imaginary eigenvalues of Hamiltonian matrices under Hamiltonian perturbations. In Section 4 we study the behavior of real eigenvalues of skew-Hamiltonian matrices with skew-Hamiltonian perturbations. In Section 5, we then derive conditions so that the symplectic URV algorithm proposed in [3] can correctly compute the purely imaginary eigenvalues of a real Hamiltonian matrix. We finish with some conclusions in Section 6.
Notation and Preliminaries.
The subspace spanned by the columns of matrix X is denoted by span X. I n (or simply I) is the identity matrix. The spectrum of a square matrix A is denoted by λ(A). The spectrum of a matrix pencil λE − A is denoted by λ(E, A). || · || denotes a vector norm or a matrix norm.
We use the notation a = O(b) to indicate that |a/b| ≤ C for some positive constant C as b → 0, and the notation a = o(b) to indicate that |a/b| → 0 as b → 0.
, the restriction of A to V , has the single eigenvalue λ, and dim V equals the algebraic multiplicity of λ.
Definition 2.2.
we denote the Kronecker product of A and B. We introduce the particular matrices
For Hamiltonian and skew-Hamiltonian matrices structured Jordan canonical forms are well known. there exists a nonsingular matrix X such that
where each pair (H j , Z j ) is of one of the following forms: (a) H j = iN nj (α j ), Z j = is j P nj , where α j ∈ R and s j = ±1, corresponding to an n j × n j Jordan block for the purely imaginary eigenvalue iα j .
where λ j = a j + ib j with a j , b j ∈ R and a j = 0, corresponding to an n j × n j Jordan block for each of the eigenvalues λ j , −λ j . The scalars s j in Theorem 2.3 are called the sign characteristic of the pair (H, J) associated with the purely imaginary eigenvalues, they satisfy s j = 0. In the real case the canonical form is as follows. Theorem 2.4 ( [13, 28, 29, 44] ). For a Hamiltonian matrix H ∈ R 2n,2n there exists a real nonsingular matrix X such that
where each pair (H j , Z j ) is of one of the following forms:
sponding to a 2n j × 2n j Jordan block for the eigenvalue 0,
responding to two (2n j + 1) × (2n j + 1) Jordan blocks for the eigenvalue 0,
R and s j = ±1, corresponding to an n j × n j Jordan block for each of the purely imaginary eigenvalues ±iα j .
corresponding to an n j × n j Jordan block for each of the real eigenvalues β j and −β j ,
where 0 < a j , b j ∈ R, corresponding to an n j × n j Jordan block for each of the eigenvalues a j + ib j , −a j + ib j , a j − ib j and −a j − ib j . It should be noted that in the real case we have two sets of sign characteristics t j , s j of the pair (H, J). Note further that both in the real and complex Hamiltonian cases the transformation matrix X can be constructed to be a symplectic matrix, see [29] .
For complex skew-Hamiltonian matrices the canonical form is similar to the Hamiltonian canonical form, since if K is skew-Hamiltonian then iK is Hamiltonian. For real skew-Hamiltonian matrices the canonical form is different but simpler.
Theorem 2.5 ( [9, 44] ). For a skew Hamiltonian matrix K ∈ R 2n,2n there exists a real symplectic matrix S such that
where K is in real Jordan canonical form.
Theorem 2.5 shows that every Jordan block of K appears twice, and thus the algebraic and geometric multiplicity of every eigenvalue must be even.
After introducing some notation and recalling the canonical forms, in the next section we study the perturbation of purely imaginary eigenvalues of Hamiltonian matrices.
3. Perturbations of purely imaginary eigenvalues of Hamiltonian matrices. Let H ∈ C 2n,2n be Hamiltonian and suppose that iα is a purely imaginary eigenvalue of H. Let X be a full column rank matrix so that the columns of X span the right eigenspace associated with iα, i.e.,
where λ(R) = {iα}. By using the Hamiltonian property H = −JH * J * , we also have
Since also λ(−R * ) = {iα}, it follows that the columns of the full column rank matrix J * X span the left eigenspace of iα. Hence, we have that
is nonsingular. Then the matrix
is Hermitian and nonsingular. The matrix
is also Hermitian. Thus, by pre-multiplying X * J to (3.1), we obtain
This implies that the spectrum of the pencil λZ − M is given by
We combine these observations in the following lemma. Lemma 3.1. Let H ∈ C 2n,2n be Hamiltonian and suppose that iα is a purely imaginary eigenvalue of H. Let R, X, Z be as defined in (3.1) and (3.3) .
Then the matrix Z is definite if and only if iα is a multiple eigenvalue with equal algebraic and geometric multiplicity and has uniform sign characteristic.
Proof. Since the Sylvester inertia index of Z, i.e. the number of positive, negative or zero eigenvalues, is independent of the choice of basis, based on the structured canonical form in Theorem 2.3 (a), we may choose X such that (s 1 , . . . , s q ) so that Z is definite if and only if all s j (j = 1, . . . , q) have the same sign.
With the help of Lemma 3.1 we can now characterize the behavior of purely imaginary eigenvalues under Hamiltonian perturbations. This topic is well studied in the more general context of self-adjoint matrices with respect to indefinite inner products, see [14, 15] . A detailed perturbation analysis of the sign characteristics is given in [40] for the case that the Jordan structure is kept fixed as well as the multiplicities of nearby eigenvalues. We are, in particular, interested in the purely imaginary eigenvalues of Hamiltonian matrices and to characterize how many eigenvalues stay on the imaginary axis and how many move away from the axis. This cannot be concluded directly from these results, so we present a different analysis and proof.
Theorem
. . , λ p (counting multiplicity) in the neighborhood of iα, among which at least |π − µ| eigenvalues are purely imaginary. In particular, we have the following possibilities.
1. If Z is definite, i.e. either π = 0 or µ = 0, then all λ 1 , . . . , λ p are purely imaginary with equal algebraic and geometric multiplicity, and satisfy
where δ 1 , . . . , δ p are the real eigenvalues of the pencil λZ − X * (JE)X. 2. If there exists a Jordan block associated with iα of size larger than 2, then generically for a given E some eigenvalues of H + E will no longer be purely imaginary.
If there exists a Jordan block associated with iα of size 2, then for any ǫ > 0, there always exists a Hamiltonian perturbation matrix E with ||E|| = ǫ such that some eigenvalues of H + E will have nonzero real part. 3. If iα has equal algebraic and geometric multiplicity and Z is indefinite, then for any ǫ > 0, there always exists a Hamiltonian perturbation matrix E with ||E|| = ǫ such that some eigenvalues of H + E will have nonzero real part.
Proof. We first prove the general result and then turn to the three special cases. Consider the Hamiltonian matrix
with 0 ≤ t ≤ 1. If ||E|| is sufficiently small, then by the classical invariant subspace perturbation theory [43] , there exists a full column rank matrix X(t) ∈ C 2n,p , which is a continuous function of t satisfying X(0) = X such that
where R(t) has the eigenvalues λ 1 (t), . . . , λ p (t). These p eigenvalues satisfy λ 1 (0) = . . . = λ p (0) = iα, and are close to iα and separated from the rest of the eigenvalues of H(t), for 0 < t ≤ 1.
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Since H(t) is Hamiltonian, similarly, for
JH(t))X(t), we have the properties that Z(t) is Hermitian nonsingular, M (t) is Hermitian and λ(Z(t), M (t)) = λ(−iR(t))
Because Z(t) is also a continuous function of t, and Z(0) = Z, det Z(t) = 0 for 0 ≤ t ≤ 1, we have that Z(t) is congruent to Iπ 0 0 −Iµ , i.e., Z(t) has the same inertia as Z for 0 ≤ t ≤ 1. Therefore Z(1) is congruent to Iπ 0 0 −Iµ . Based on the structured canonical form of Hermitian/Hermitian pencils [32, 44] , the pencil λZ(1) − M (1) has at least |π − µ| real eigenvalues. Since λ(R(1)) = iλ(Z(1), M (1)), we conclude that R(1), or equivalently H + E = H(1) has at least |π − µ| purely imaginary eigenvalues near iα.
It follows from (3.1) and (3.2) that
i.e.,
2) we have
and Y * X = I p . It follows from first order perturbation theory [43] , that for ||E|| sufficiently small, the eigenvalues λ 1 , . . . , λ p of H + E that are close to iα are eigenvalues of
where ||δE|| = O(||E|| 2 ). This relation can be written as
We start to prove part 1. When Z is definite, i.e. either π = 0 or µ = 0 then by the same argument as before Z(1) corresponding to H(1) = H + E is definite. Therefore, since |π − µ| = p, H + E has p purely imaginary eigenvalues λ 1 := λ 1 (1), . . . , λ p := λ p (1). When Z is definite, then the Hermitian pencil λZ − X * (JE)X as well as the matrix Z −1 X * (JE)X have real eigenvalues δ 1 , . . . , δ p . By Lemma 3.1, when Z is definite, it follows that R = iαI. Thus by (3.8), for the eigenvalues of the perturbed problem we have
for j = 1, . . . , p. We now prove the first part of part 2. The second part will be given in Example 5 below. W.l.o.g. we assume that R and Z are given as in (3.6), where n j > 1 for some j. Note that (3.8) still holds. Generically, for unstructured perturbations, the largest eigenvalue perturbation occurs in the largest Jordan blocks, see [33, 34] and for generic structured perturbations of Hamiltonian matrices this is true as well [25] . Thus, for simplicity of presentation, we assume that R consists of q equal blocks of size r := n 1 = . . . = n q > 1. (Otherwise, we could first only consider the perturbation of the submatrix associated with the largest Jordan blocks.) Then with an appropriate permutation P , R and Z can be simultaneously transformed to R 1 = P T RP and Z 1 = P T ZP with
where S = diag(s 1 , . . . , s q ). LetR 1 = P TR P , E = P T X * (JE)XP , δE 1 = P T (δE)P , whereR, X * (JE)X, and δE are given in (3.8) . Let E = [E ij ] be partitioned conformably with R 1 and Z 1 . Then we havẽ 
where generically E 11 is nonzero. Let γ 1 , . . . , γ t be the nonzero eigenvalues of iSE 11 . ThenR 1 has at least rt eigenvalues that can be expressed as
for j = 1, . . . , r and k = 1, . . . , t, where ρ k,1 , . . . , ρ k,r are the r-th roots of γ k [33] . Clearly, if r > 2, then in general there always exist some non-real ρ k,j , which implies thatR 1 and, therefore, also H + E have some eigenvalues nearby iα but with nonzero real parts.
Finally, to prove part 3., we may assume that R = iαI p and Z = 
In this case the eigenvalues ofR can be expressed as
where ρ 1 , . . . , ρ p are the eigenvalues of iZ −1 X * (JE)X, or equivalently, the Hermitian/skewHermitian pencil
Since Z is indefinite, one can always find E, no matter how small ||E|| is, such that this pencil has eigenvalues with nonzero real part and thus also λ j must have nonzero real part.
Remark 1. The eigenvalues δ 1 , . . . , δ p in the first order perturbation formula are independent of the choice of the subspace X. If Y is a full column rank matrix such that span Y = span X, then Y = XT for some nonsingular matrix T . Therefore,
Clearly, X can be chosen to be orthonormal. If p = 1, then for such an X, the associated Z is the reciprocal of the condition number of iα.
In the following we give two examples to illustrate parts 2. and 3. in Theorem 3.2. Example 5. Suppose that H consists of only one 2 × 2 Jordan block associated with the purely imaginary eigenvalue iα, and let X be a full column rank matrix such that
where s = ±1. Let E be Hamiltonian and
where a, c ∈ R (because X * (JE)X = ā b b c is Hermitian). Then the eigenvalues ofR are
No matter how small ||E|| is, we can always find E with (Im b) 2 + a(s − c) > 0. Then both λ 1 , λ 2 have nonzero real part. Theorem 3.2 can now be used to explain why the purely imaginary eigenvalues ±i of the Hamiltonian matrix H in Example 4 are hard to move off the imaginary axis by Hamiltonian perturbations. The reason is that if we take the eigenvectors of i and −i as 1 i and 1 −i , respectively, the corresponding matrices Z are −2 and 2, respectively, which are both definite.
Let us consider another example. Example 6. The Hamiltonian matrices
both have a pair of purely imaginary eigenvalues ±i with algebraic multiplicity 2. For the eigenvalue i the right eigenspaces are spanned by the columns of the matrices
and the corresponding Z matrices are
For an eigenvalue of a Hamiltonian matrix that is not purely imaginary, based on the Hamiltonian canonical form, it is not difficult to show that a general Hamiltonian perturbation (regardless of the perturbation magnitude) is very unlikely to move the eigenvalue to the imaginary axis. If one really wants to construct a perturbation that moves an eigenvalue with nonzero real part to the imaginary axis, then one needs to construct special perturbation matrices [35] .
In the context of the passivation problem in Example 3 one has to study the problem, what is the minimal norm of a Hamiltonian perturbation E that is needed in order to move purely imaginary eigenvalues off the imaginary axis. If the purely imaginary eigenvalues are as in parts 2. and 3. of Theorem 3.2, then certainly a perturbation with arbitrary small norm will achieve this goal. So one only needs to consider the case that all the purely imaginary eigenvalues are as in part 1. of Theorem 3.2. We then have the following result.
Theorem 3.3. Suppose that H ∈ C 2n,2n is Hamiltonian and all its eigenvalues are purely imaginary. Let H 2n be the set of 2n × 2n complex Hamiltonian matrices, and let S be the set of Hamiltonian matrices defined by S = E ∈ H 2n | H + E has an imaginary eigenvalue with algebraic multiplicity > 1 and the corresponding Z in (3.3) is indefinite .
If every eigenvalue of H has equal algebraic and geometric multiplicity and the corresponding matrix Z as in (3.3) is definite, then for any Hamiltonian matrix E with ||E|| ≤ µ 0 , H + E has only purely imaginary eigenvalues. For any µ > µ 0 , there always exists a Hamiltonian matrix E with ||E|| = µ such that H + E has an eigenvalue with nonzero real part. Proof. By the assumption, we may divide the purely imaginary eigenvalues into k sets L 1 , . . . , L k such that (i) for i < j, any eigenvalue λ i,ℓ ∈ L i is below all the eigenvalues λ j,ℓ ∈ L j on the imaginary axis, (ii) the eigenvalues λ i,ℓ in each set L i have the corresponding matrices Z i,ℓ as in (3. 3) either all positive definite or all negative definite, and (iii) the definiteness is alternating on the sets, i.e., if the Z j,ℓ associated with the set L j are all positive definite, then they are all negative definite on L j+1 . For the eigenvalues in set L j we define the full column rank matrix X j such that the columns of X j span the corresponding invariant subspace. Also we define Z j = iX * j JX j for j = 1, . . . , k.
Because in the set L j for all the eigenvalues the corresponding matrices Z j,ℓ have the same definiteness, Z j is also definite and the definiteness alternates from positive to negative.
Now let E be a Hamiltonian perturbation. Then the eigenvalues of H + E are continuous functions of the entries of E. By using the continuity argument as for case 1. of Theorem 3.2, it follows that the eigenvalues of H+E are all purely imaginary and in k separated sets L 1 (E), . . . , L k (E), regardless of their algebraic multiplicity, until for some E two neighboring eigenvalue sets have a common element. The common element is an eigenvalue of H+E and the associated matrix Z must be indefinite, since its invariant subspace consists of the subspaces from those invariant subspaces corresponding to the eigenvalues from two adjacent sets. In this case, based on Theorem 3.2 any small Hamiltonian perturbation may move this eigenvalue off the imaginary axis. Using the Hamiltonian canonical form one can always find such a perturbation E. So the minimization problem has a well-defined minimum.
If H also has some eigenvalues that are not purely imaginary, then the situation is much more complicated, and in general Theorem 3.3 does not hold. The complexity of the problem in this case can be illustrated by the following example.
Example 7. Consider a 4 × 4 Hamiltonian matrix H with two purely imaginary eigenvalues iα 1 , iα 2 and eigenvalues λ, −λ, with nonzero real part, see we consider the perturbation E to move iα 1 , iα 2 off the imaginary axis, while freezing λ, −λ, then we basically obtain the same result as in Theorem 3.3 with an additional restriction to E. However, the involvement of λ, −λ may help to reduce the norm of E to move off iα 1 , iα 2 . Suppose that λ, −λ are already close to the imaginary axis as in Figure 3 .1 (1). We may construct first a small perturbation that moves λ, −λ to the imaginary axis, forming a double purely imaginary eigenvalues iβ 1 , iβ 2 and by continuity it follows that its associated matrix Z is indefinite. Meanwhile, we also move iα 1 , iα 2 towards each other with an appropriate perturbation. Next we determine another perturbation that forces iβ 1 , iβ 2 to move in opposite direction along the imaginary axis to meet iα 1 and iα 2 , respectively, see Figure 3 .1 (2) . Also, we force the Z matrices (they are scalar in this case) associated with iα j , iβ j to have opposite signs for j = 1, 2. When iα 1 , iβ 1 and iα 2 , iβ 2 meet, they will be moved off the imaginary axis, see Figure 3 .1 (3). It is then possible to have an E with a norm smaller than the one that freezes λ, −λ.
To make this concrete, consider the Hamiltonian matrix On the other hand, with the Hamiltonian perturbation
we have
This matrix has a pair of purely imaginary eigenvalues ± i 2 with algebraic multiplicity 2. One can easily verify that for both i 2 and − i 2 , the corresponding matrix Z is indefinite. Then a random Hamiltonian perturbation with an arbitrary small 2-norm will move the eigenvalues off the imaginary axis. Note that
This example also demonstrates that the problem discussed in Example 1.3 of computing a minimum norm Hamiltonian perturbation that moves all purely imaginary eigenvalues of a Hamiltonian matrix from the imaginary axis is even more difficult. To achieve this it may be necessary to use a pseudo-spectral approach as suggested in [22] .
Remark 2. So far we have studied complex Hamiltonian matrices and complex perturbations. For a real Hamiltonian matrix H and real Hamiltonian perturbations we know that the eigenvalues occur in conjugate pairs. Then if iα (α = 0) is an eigenvalue of H, so is −iα, and from the real Hamiltonian Jordan form in Theorem 2.4 it follows that both eigenvalues have the same properties. Thus, in the real case one 13 only needs to focus on the purely imaginary eigenvalues in the top half of the imaginary axis. It is not difficult to get essentially the same results as in Theorems 3.2, 3.3 for these purely imaginary eigenvalues.
The only case that needs to be studied separately is the eigenvalue 0. By Theorem 2.4 (a), if 0 is an eigenvalue of H, then it has either even-sized Jordan blocks, or pairs of odd-sized Jordan blocks with corresponding Z indefinite, or both. This is the situation as in parts 2. and 3. of Theorem 3.2. So we conclude that 0 is a sensitive eigenvalue, meaning that a real Hamiltonian perturbation with arbitrary small norm will move the eigenvalue out of the origin, and there is no guarantee that the perturbed eigenvalues will be on the real or imaginary axis.
4. Perturbation of real eigenvalues of skew-Hamiltonian matrices. If K is a complex skew-Hamiltonian matrix, then iK is a complex Hamiltonian matrix. So the real eigenvalues of K under skew-Hamiltonian perturbations behave in the same way as the purely imaginary eigenvalues of iK under Hamiltonian perturbations. Theorems 3.2, 3.3 can be simply modified for K.
If K is real and we consider real skew-Hamiltonian perturbations, then the situation is different. The real skew-Hamiltonian canonical form in Theorem 2.5 shows that each Jordan block occurs twice and the algebraic multiplicity of every eigenvalue is even. We obtain the following perturbation result.
Theorem 4.1. Consider the skew-Hamiltonian matrix K ∈ R 2n,2n with a real eigenvalue α of algebraic multiplicity 2p.
1. If p = 1, then for any skew-Hamiltonian matrix E ∈ R 2n,2n with sufficiently small ||E||, K+E has a real eigenvalue λ close to α with algebraic and geometric multiplicity 2, which has the form
where η is the real double eigenvalue of the 2 × 2 matrix pencil λX T J n X − X T (J n E)X, and X is a full column rank matrix so that the columns of X span the right eigenspace associated with α. 2. If there exists a Jordan block associated with α of size larger than 2, then generically for a given E some eigenvalues of K + E will no longer be real. If there exists a Jordan block associated with α of size 2, then for any ǫ > 0, there always exists an E with ||E|| = ǫ such that some eigenvalues of K + E will be non-real. 3. If the algebraic and geometric multiplicities of α are equal and are greater than 2, then for any ǫ > 0, there always exists an E with ||E|| = ǫ such that some eigenvalues of K + E will be non-real. Proof. Based on the real skew-Hamiltonian canonical form in Proposition 2.5, we may determine a full column rank real matrix X ∈ R 2n,2p such that span X is the eigenspace corresponding to α and
If ||E|| is sufficiently small, then for the perturbed matrixK = K+E and the associated X andR such that (K + E)X =XR, we have that
where all the eigenvalues ofR are close to α. This implies that
and as in the Hamiltonian case we have the first order perturbation expression forR given byR = R + J T p X T (J n E)X + δE, (4.2)
