HCqa: Hybrid and Complex Question Answering on Textual Corpus and
  Knowledge Graph by Asadifar, Somayeh et al.
HCqa: Hybrid and Complex Question Answering
on Textual Corpus and Knowledge Graph
Somayeh Asadifar1, Mohsen Kahani2, and Saeedeh Shekarpour3
1,2Ferdowsi University, Mashhad, Iran
3University of Dayton, Dayton, Ohio
Abstract
Question Answering (QA) systems ease access to the vast amount of
ever-growing data. In recent years, the research community has provided
ad hoc solutions to the essential QA tasks, including named entity recog-
nition, disambiguation, relation extraction, and query building. However,
the existing solutions are limited to simple and short questions whereas
addressing complex questions which contain several sub-questions is ne-
glected. The complex questions challenge NLP tasks such as language
understanding, disambiguation, relation extraction, and answer exploita-
tion. Especially exploiting answer is further challenged if it requires a
hybrid approach meaning integrating data from both corpus and knowl-
edge graph. In this paper, we contribute to introducing an approach called
HCqa which deals with complex questions requiring federation from a hy-
brid of corpus and knowledge graph. We contribute in developing (i) a
decomposition mechanism to break down the input question into atomic
sub-questions, (ii) a novel and comprehensive schema, first of its kind,
for extracting relations and generating triples, and (iii) an approach for
exploiting and federating the answers of sub-questions. Our experimental
study exceeds the state-of-the-art in the fundamental tasks, such as rela-
tion extraction, as well as the answer set aggregation task which result in
a good performance for answer extraction task.
Keywords— Question Answering; Hybrid Search; Composite and Complex Ques-
tion; Relation Extraction; Answer Federation; Knowledge Graph and Corpus.
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1 Introduction
The Web of Data contains a wealth of knowledge (it currently includes more than
149 billion triples from 9,960 Knowledge Graphs (KG)1) belonging to a large number
of various domains. Although the Web of Data is a precious source for exploiting
and retrieving informational need, it is still limited to encyclopedic information (e.g.,
Wikipedia) and then it is not adequately competent for up-to-date, real-time and fresh
information. However, a significant portion of the Web content consists of textual
data from social network feeds, blogs, news, logs, etc. Thus, leveraging a hybrid of
interlinked data sets from the Web of Data and textual content on Web might address
more sufficiently for informational purposes.
Question Answering (QA) interfaces enable end-users to interact via natural lan-
guage regardless of concerns related to the structure of data (a single KG or multiple
interlinked KGs or textual content), and background schema. However, the transforma-
tion of natural language into a formal representation is a challenge of high importance.
It can be more challenging in case of complex questions which are typically longer,
more ambiguous and require exploiting answers from a hybrid of KGs and textual con-
tent. A QA system federating knowledge from various heterogeneous sources is called
a hybrid QA system [4]. Despite the growth of semantics-enhanced and structure-
empowered data, the state-of-the-art research community in QA systems still deals
with short and simple queries, and it seems there is a long way to address long and
complex questions [25, 34, 35, 40].
Particularly in specific domains such as the bio-medical domain, where the main
body of knowledge resides in text. Thus, QA interfaces have to aggregate information
from both KG and text to be qualified in real scenarios. The lack of a hybrid approach
is a contributing factor in the majority of QA failures. To support the importance of
hybrid QA systems, we further point out QALD [40] challenge, held annually from
2011. It includes a specific track for hybrid QA systems, where the associated questions
are relatively long and complicated and require integrating heterogeneous sources to
exploit the final answer.
In this paper, we contribute to developing a hybrid QA approach dealing with
complex questions (i.e., long and complicated). Our approach is called HCqa which
stands for “Hybrid and Complex question answering”. To develop HCqa, this paper
contributes to the following directions:
• Developing an approach for decomposing complex questions into atomic sub-
questions.
• A generic and comprehensive schema for relation extraction.
• Developing a methodology for exploiting answer from a hybrid manner.
• A detailed empirical study for measuring the effectiveness of our approach.
The rest of this paper is organized as follows. We review the state-of-the-art in
Section 2. The necessary preliminaries were introduced in Section 3. Section 4 presents
1observed on 17 September 2018 at http://lodstats.aksw.org/
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a schema for relation extraction. Our approach is proposed in Section 5. Sections 6
shows the empirical results, and finally, we close with the concluding remarks and
future work.
2 Related works
The literature related to QA, particularly for complex questions and hybrid approaches
is spread in areas, such as information extraction, knowledge representation, and Nat-
ural Language Processing (NLP). In the following, we provide a brief overview of the
state-of-the-art of these areas.
Information Extraction and NLP. Relation extraction is a critical task in infor-
mation extraction, NLP and QA. It is concerned with recognizing relations between
entities or between an entity and its associated attributes. This task is challenging
because relations are mainly hidden, implicit or ambiguous. Literature in this area has
two general directions, using a knowledge graph (KG) for relation extraction or not.
Between approaches with the first direction, which were customized for question an-
swering over KGs, some works rely on hand-crafted template or rules [13]. Other
works generate templates, automatically [2]. Recently, [20] used a state transition
framework to utilizing neural networks to answer complex question, searching for the
sub-graph matching for the question. In all of these approaches mapping to observed
SPARQL queries, entities, predicates or sub-graphs in KG is a mandatory task. While
in this paper, our key assumption is, the given complex question required textual cor-
pus and knowledge graph federation to exploit the final answer; thus utilizing KG to
generate relations is incorrect or insufficient for answer extraction. So our approach
for relation extraction uses the way used by the second direction which is relation
extraction over free text.
In the second direction for relation extraction, the literature had focused on specific
domains [1, 6] using machine learning approaches, previously; thus the solutions were
not easily applicable to other domains such as news and social media. Later ap-
proaches, such as Open Information Extraction (OIE), however, has eliminated some
limitations [11, 31, 44, 46]. OIE approaches are divided into two types of implemen-
tations (i) OIE, based on features like part of speech (POS) tags or shallow labeling
of relations and their arguments, e.g., TextRunner [46] and WOE [44]. Typically
these implementations yield in uninformative and incoherent relations. (ii) OIE im-
plementations relying on deeper syntactic analysis e.g. Reverb [12], OLLIE [31] and
ClausIE [11]. However, they are still unable to extract complex relations that even
cannot be recognized by a dependency parser, e.g., LS3RyIE [43] is an extension to
ClausIE, where it modifies the structure of the dependency tree, generates patterns for
relation extraction and then uses bootstrapping to learn more relations. However, a
persisting deficiency is the length of arguments.
NestIE [5] which is similar to OLLIE and WOE in training a dependency parser tree,
addresses this deficiency using the concept of nested relations. NestIE first produces
13 patterns as seeds and then extracts paraphrases patterns using a dependency tree.
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Therefore, it could not address some sorts of complex relations, i.e., implicit relations,
preposition-based relations, the comparative or superlative relations that their refer-
ences are adjective phrases, question-based relations (How many questions), relations
deduced from other simple relations (indirect verbal relation) and transforming n-ary
relations into binary relations.
Our strategy for relation extraction relies on a comprehensive linguistic background
regarding the grammar of the English language, similar to the approaches presented in
ClausIE [11] and LS3RyIE [43]. ClausIE only extracts verbal and appositive relations
from free text. Thuan et al. [43] extends ClausIE with considering prepositional rela-
tions and pronoun relations without reference resolution. Our approach differs from the
previous works since it relies on extracting triple patterns for different main elements of
the grammar of English language and their subsets discussed in [47], which are Verb,
Noun, Pronoun, Adjective and Adverb. In general, our approach extracts verbal,
Possesive Adjective+Whose, Genitive & Preposition and Appositive relations related to
questions i.e., Verbal extended with Indirect Verbal, the Preposition-based verbal, How
many and How+adjective relations. In addition, Noun phrase and Comparative or Su-
perlative relations are extracted. With respect to Possesive Adjective+Whose relations,
we consider reference resolution. Also, in our approach, dependency parser [32] and
Named Entity Recognizer (NER) 2,3 are employed.
QA approaches. QA community categorizes questions into simple and complex.
Simple questions are factoid questions requiring the exploitation of the answer from
a single information source without any particular constraint. In contrary, complex
questions often need additional constraints for spotting answer. [23] presents a brief
overview of complex questions, such as list, descriptive, opinion, casual, and procedu-
ral. Also, [28] defines complex questions as composite questions requiring federating
information from various heterogeneous sources. In general, researchers treat complex
questions in two ways: (i) decomposition approaches [18, 19] , (ii) segmenting ap-
proaches [3, 25, 28–30, 42].
Broccoli [3] proposes a semi-automatic approach, which constructs the formal repre-
sentation of composite questions by interacting with the user. The other approaches,
which are fully automatic, rely on either shallow or deep linguistic analysis to segment
the given composite question. For instance, Saquete segments the composite question
using a few pre-defined temporal signals and rules [30] or PowerAqua [24,25] employs
GATE [8] for tokenization, part of speech tagging and verb detection. This information
is used to generate relation triples. SINA [33, 34] relies on a hidden Markov model
to segment the given query concerning the background knowledge. ISOFT [29] recog-
nizes a sequence of preposition or predicate phrases as sub-questions. This approach
is common for composite questions having sub-questions exposed in the predicate or
prepositional phrases. Usbeck et al. [42] and Xu et al. [45] extract sub-questions using
a dependency parser; while no ordering for sub-question execution is determined and
only a limited of number of patterns were used to sub-question generation. Using
2https://tagme.d4science.org/tagme/
3http://dbpedia-spotlight.github.io/demo/.
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lambda calculus is another approach to handle the composite question, e.g., [15, 16]
considers each word as a function, and the semantics of the question is constructed
using denotations and structural parsing results.
The best of the breed QA components are integrated and compared in the Franken-
stein project [36,37]. The Frankenstein framework was developed to allow the dynamic
composition of QA pipelines based on the input question. It provides a full range of
reusable components as independent modules of Frankenstein, populating the ecosys-
tem leading to the option of creating many different components and QA systems.
This project revealed the research gaps in the state-of-the-art tools for QA which our
proposed research seeks to fill.
3 Preliminaries
In this section, we present the necessary preliminaries and state the problem targeted
in this work. Throughout the paper, we rely on the following four example questions
which are taken from the hybrid task of QALD-6 benchmark4 [41]. These example
questions are used to illustrate our general approach, but different example questions
and sentences used to explain the details of our approach.
Q1: Who was vice president under the president who approved the
use of atomic weapons against Japan during World War II?
Q2: How many children does the actor who plays Dan White in Milk
have?
Q3: How many Golden Globes awards did the daughter of Henry Fonda
win?
Q4: Which recipient of Victoria Cross fought in the Battle of
Arnhem?
We formally define the concept of composite question dealt with in this paper as
follows:
Definition 1 (Composite Question) A composite question cq is a long natural lan-
guage question (i.e., containing several clauses), which can be decomposed into multi-
ple individual sub-questions denoted by qi. In a given cq, sub-questions are connected
to each other via an operator θi from the set Θ = {∩,∪, ↑, F}. The operator ∩ stands
for intersection, ∪ for union, ↑ for assignment and F for function. These operators are
derived, respectively, from linguistic patterns such as and, or, how many5. Thus, a
composite question can be represented as a sequence of sub-questions with connecting
operators in between i.e., cp = q1θ1q2θ2...qn−1θn−1qn.
A sub-question (from an atomic perspective) typically has a triple structure (i.e.,
subject-predicate-object) abbreviated as (s, p, o)6. Subjects commonly are
4https://qald.sebastianwalter.org/index.php?x=home&q=6
5These operators will be discussed in more details.
6This definition inspired by RDF triple specified in W3C RDF recommendation https:
//www.w3.org/TR/rdf-concepts/#section-Graph-syntax.
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a Named Entity and objects are either a Named Entity or literal associated with the
subject [10]. The predicate p is a relation between s and o. The initial contribution
of this paper is organizing possible relations, which can be extracted from natural
language questions via dependency and structural trees of the given questions. It
should be noted that the dependency tree is the basis for our relation extraction.
Figure 1 illustrates the dependency tree of Q3. As it is shown, each labeled edge
relates two tokens to each other by a syntactic relation. For example, the edge
labeled nsubj (subject of) relates the verb win to the noun daughter. Since
Figure 1: The dependency tree of Q3.
the topology and vocabulary of background knowledge graphs are heterogeneously
declared in various domains, thus, the direction of the extracted relation depends on
the background schema or ontology. Therefore, herein, in order to have a generic
model, we consider both directions of an extracted relation. daughter→win or
win←daughter (daughter can be either the subject or the object of the relation
win, the correct form depends on the background schema).
Typically, the tokens with the part-of-speech (POS) tag noun are extended to a noun
phrase. But in this paper, we rely on structural parser tree to form noun phrases in
a minimal manner. Thus, a noun is extended only in the following three cases (i)
the dependent tokens (tokens inside the noun phrase) are placed at the same level in
the structural tree, (ii) the whole of the noun phrase is situated in quotation marks
or is an expression and (iii) the whole of the noun phrase is recognized as a Named
Entity. For example, in Q3, "Henry Fonda" is a Named Entity. Figure 2 illustrates
the structural tree of Q3, in which the token daughter is not extended because the
remaining tokens are at a lower level of the hierarchy.
4 Schema for Relation Extraction
In the proposed approach, the relations are categorized into six types as briefly repre-
sented in Table 1. Four of them, (i.e. (i) Direct Verbal, (ii) Genitive & Preposition, (iii)
Possessive Adjective+ Whose, and (iv) Appositive), are adopted from the state-of-the-
art with applying appropriate modifications and improvements. Furthermore, we added
the other two ones (i.e. (i) Noun Phrase and (ii) Comparative or Superlative), which
are inspired from our observation over free textual corpus QALD benchmark [41] and
6
Figure 2: The structural tree of Q3.
the English grammar [21, 22, 47].
1. Verbal Relation: This type of relation is identified when a verbal phrase VP
connects two either noun phrases NP1, NP2 or a noun phrase NP and an
adjective phrase ADJP by a syntactic relation. This relation can be identified
via the following patterns. Note that in all of the patterns the adverb modifier
is added to the VP, because sometimes it holds a valuable information, which
is useful for answering the question, e.g, for the given question How old
was Steve Jobs sister when she first met him?, the two adverb
modifiers of the verb met are (i) when and (ii) first.
• Patterng 1: When the syntactic pattern How→many→NP1→VP←NP2 is
recognized, then the triple patterns T1, T2, T3, T4 and T5 of Table 1
are possibly applicable. In case of T1 and T2, the NP2 and NP1 are
respectively placed as the subject s and predicate p. The object o is
a variable with the type of either literal value (e.g., numerical ) ?n or
entity ?o. The triple pattern T3 is the opposite pattern of T2. In case
of T4 and T5 the NP1 and NP2 are placed as the subject s or object
o and the VP is placed as predicate p. Regarding Q3, for the syntactic
pattern How→many→Golden Glob awards→win←daughter, the
following triple patterns are generated: (i) T1= (daughter, Golden
Glob awards, ?n), (ii) T2= (daughter, Golden Glob awards,
?o), (iii) T3= (?s, Golden Glob awards, daughter), (iv) T4=
(daughter, win, Golden Glob awards) and (v) T5= (Golden
Glob awards, win, daughter).
• Pattern 2: In the case of identifying the syntactic pattern How→ ADJP→
VP← NP1, the triple pattern T6 from Table 1 is generated, e.g., for the
given question How tall is John?, the triple T6=(John, tall,
?o) is generated.
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Table 1: The generated triple patterns based on the recognized linguistic pat-
terns. Used indexes are for:(c) copular verb and (nc) for other verbs except
copular verbs.
Category Linguistic Patterns Example Triple Patterns
Verbal
P1=(
How→many→NP1→VP←
NP2)
E1= (How→many→
children→have←the actor)
T1=(NP2, NP1, ?n)
T2=(NP2, NP1, ?o)
T3=(?s, NP1, NP2)
T4=(NP2, VP, NP1)
T5=(NP1, VP, NP2)
P2=(How→ADJP→VP←NP1) E2= (How→tall→is←John) T6=(NP1, ADJP, ?o)
P3={NP1→VPc←NP2,
prep, NP3}
E3= (person→was←vice
president, of, Hurry
Truman)
T7=(NP1, NP2, NP3)
T8=(NP3, NP2, NP1)
T9=(NP1, VPc, NP2)
P4={NP1→VPnc←NP2,
prep, NP3}
E4= (actor→played←Dan
White, in, Milk)
T10=(NP1, VPnc, NP2)
T11=(NP2, VPnc, NP1)
T12=(NP2, VPnc, NP3)
T13=(NP3, VPnc, NP2)
[T14=(NP1, VP, NP3)]
[T15=(NP3, VP, NP1)]
P5=(NP1→VP←NP2) E5=(Actor→played←DanWhite)
T16=(NP1, VP, NP2)
T17=(NP2, VP, NP1)
Possessive
Adjective
+
Whose
P6=(PRONref2NP3, NP1,
VPc, NP2)
E6=(whose, death, was,
accident)
T18=(NP3, NP1, NP2)
T19=(NP2, NP1, NP3)
P7=(PRONref2NP3, NP1[,
VPnc, NP2])
E7= (his daughter, win,
award)
T20=(NP3, NP1, ?o)
T21=(NP3, ?p, NP1)
[T22=(?o, VPnc, NP2)]
[T23=(NP2, VPnc, ?o)]
T24=(NP1, ?p, NP3)
T25=(?s, NP1, NP3)
[T26=(?s, VPnc, NP2)]
[T27=(NP2, VPnc, ?s)]
Noun
Phrase P8=( E1, E2)
E8= (G8, country)
E9= (Apple, co-founder)
E10= (German,
mathematicians)
T28=(E1,?p, E2)
T29=(E2, ?p, E1)
T30=(E1, E2, ?o)
T31=(?s, E2, E1)
T32=(?s, ?p, E1)
T33=(E1, ?p, ?o)
T34=(?s, ?p, E2)
T35=(E2, ?p, ?o)
Genitive
&
Preposition
P9=(NP1, prep, NP2)
P10=(NP2, gen, NP1)
E11= (daughter, of, Obama)
E12= (city, in, Germany)
E13= (use, of, atomic
weapon)
T36=(?s, NP1,NP2)
T37=(NP2, NP1, ?o)
T38=(NP1, ?p, NP2)
T39=(NP2, ?p, NP1)
Appositive P11=(NP1, appos, NP2) E14= (Nordstrom Inc., theretail chain)
T40=(NP1, ?p, NP2)
T41=(NP2, ?p, NP1)
Comparative
or
Superlative
P12=(NP, nADJ, N) E15=(lake,deeper,100) T42=(NP, nADJ, ?n)
P13=(NP1, [as] nADJ [as],
NP2)
E16= (lake, deeper, Lake
Baikal)
T43=(NP1, nADJ, ?n1)
T44=(NP2, nADJ, ?n2)
P14=(NP1,[as]qADJ[as],NP2) E17=(person,stronger,John) T45=(NP1,qADJ,NP2)
P15=(sADJ, NP1) E18=(tallest building) T46=(NP1, sADJ, ?n)
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• Pattern 3 and 4: In the case of the pattern (NP1→VP←NP2, prep,
NP3), the following two situations (depending whether VP is a copular
verb7) are considered:
VP is a copular verb: In this case, three triple patterns are applica-
ble as (i) T7=(NP1, NP2, NP3) and (ii) T8=(NP3, NP2, NP1),
and (iii) T9=(NP1, VP, NP2). With respect to Q1, the identified
pattern is: {Who→was←vice president, under, president},
thus the triple patterns (i) (Who, vice president, president),
(ii) (president, vice president, Who) and (iii) (Who, was,
vice president) are generated.
VP is not a copular verb: Here, two kinds of indirect verbal relations;
passive and active (as discussed below), are generated, and two triple pat-
terns, T10 and T11, are usually used. T10 and T11 consume NP1 and
NP2. Considering Q2, the two generated triple patterns are (i) (actor,
plays, Dan White), (ii) (Dan White, plays, actor).
Indirect Passive Verbal Relation: In this case, four triple patterns i.e.,
T10, T11, T12, T13 are generated. T12 and T13 consume NP2 and NP3
(in case of a passive relation). With respect to Q2, the two generated
triple patterns are (i) (Dan White, plays, Milk) and (ii) (Milk,
plays, Dan White).
Indirect Active Verbal Relation: When NP2 and NP3 are named entities,
numbers or embedded inside quotations and VP is non-copular verb, the
triple patterns T14-T15 are generated. With respect to the example ques-
tion Q2, the pattern {actor→plays←Dan White, in, Milk} is
recognized as an instance of the Indirect Passive Verbal and Indirect Ac-
tive Verbal relations. A few of the generated triple patterns are represented
in Figure 3.
• Pattern 5: In the remaining cases, the two noun phrases are placed as
subject s and object o, and the verbal phrase is placed as the predi-
cate p of the triple, i.e., T16, T17. Considering Q1, the two triples (i)
(president, approved, Japan) and (ii) (Japan, approved,
president) are generated.
2. Possessive Adjective + Whose Relation: This type of relation is recognized
when a possessive adjective or whose (denoted as PRON) appears in the
given composite question by the pattern i.e., PRON, NP1 {→VP←NP2}, where
PRON refers to a noun phrase NP3, denoted as ref2NP3, and the presence of
{→VP←NP2} is optional. If the optional pattern {→VP←NP2} is present, then
the triple patterns T20, T21, T24 and T25 are generated, otherwise, in case
VP is a copular verb, T18 and T19, and in the remaining cases, T20-T27 are
generated. Regarding the question Of the people that died of radi-
ation in Los Alamos, whose death was an accident?, since the
7A copular verb is a special kind of verb used to join an adjective or noun complement to
a subject.
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Figure 3: A few of triple patterns generated from the recognition of the P4
linguistic pattern for “actor who plays Dan White in Milk”.
pattern whose, death, was, accident is recognized and whose refers to
people and the verb was is a copular verb, thus the triple patterns (people,
death, accident) and (accident, death, people) are generated.
3. Noun Phrase Relation: This type of relation is recognized when a sequence of
adjective phrases {ADJP1, ADJP2, ..., ADJPn} is preceded a sequence of noun
phrases {NP1, NP2, ...,NPn}, denoted by NP in a given composite question (the
presence of adjective phrases is optional). This pattern is transformed into a set
of paired words using the following two proposed approaches:
• Noun phrase extraction I: The nearby words are paired. For instance,
considering the noun phrase pattern ‘human brain function’, the
two paired words are (i) ‘human brain’ and (ii) ‘brain function’.
• Noun phrase extraction II: Pairing based on the neighboring policy is
limited only to the noun phrases, whereas an adjective is paired with the
right most noun phrase in NP. For example, in the given pattern ‘10-
year Japanese government bond’, ‘10-year’ and ‘Japanese’ are
adjectives and ‘government’ and ‘bond’ are noun phrases. Thus,
the three pairs are: (i) ‘10-year bond’, (ii) ‘Japanese bond’ and
(iii) ‘government bond’.
After extracting paired words, we have to map them to the underlying back-
ground knowledge graph. Note that for a given paired words, we refer to the
first word, which is either an adjective or a noun by E1, and the second word,
which is a noun, by E2. Table 1 lists all the possible triples patterns, i.e., T28
to T35, which can be generated through the following conditions:
• Pattern 1: When E1 can be mapped into an entity in the underlying
knowledge graph, but not E2, then there are two states: (I) E2 is map-
pable to a class from the underlying ontology (or schema of the underlying
knowledge graph), (II) E2 is not mappable to a class. In the first state, the
triple patterns T28, and T29 are generated merely by placing E1 and E2,
respectively, in the subject or object positions. A variable ?p is situated
in the predicate position since it is unknown, e.g., in the given question
“Which Chinese-language country is a former Portuguese
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colony?”, the words Chinese-language, E1, and country, E2,
are paired. The former one is an NP, and furthermore, the word is map-
pable to the entity dbr:Chinese_language8 in DBpedia 9 knowledge
graph while the latter one is not (although is mappable to a class in
ontology). Accordingly, the triple patterns (i) (country,?p,Chinese-
language) and (ii) (Chinese-language, ?p, country) are gen-
erated.
In the second state, (which E2 is not mappable to a class), the triple
pattern T30 and T31 are generated, where E2 is placed as the predicate
p and E1 is placed as subject and object, e.g., in question “Who is
the child of Apple co-founder?”, the two words ‘Apple’ and
‘co-founder’ are paired, whereas the former one is mappable to the
entity dbp:Apple_Inc.10 of DBpedia and the latter one is not map-
pable to neither an entity nor a class, thus the generated triple patterns are
(?s,co-founder,Apple) and
(Apple,co-founder,?o).
• Pattern 2: When the both E1 and E2 are mappable to entities of the
underlying knowledge graph; then, the four triple patterns T32-T35 of
Table 1 are generated, e.g., in the question “Which German mathe-
maticians were members of the von Braun rocket group?”,
German and mathematicians are mapped as two different named
entities dbr:Germany11 and dbr:Mathematics12 respectively.
• Pattern 3: In the remaining cases, the triple patterns T28-T35 from Table
1 are generated (e.g., ‘steady growth’, ‘first wife’).
4. Genitive & Preposition Relation: This relation is recognized when a preposi-
tion prep is identified between the two noun phrases NP1 and NP2 (i.e. NP1,
prep, NP2) (they are not necessary adjacent e.g., NP3→VP←NP1, prep, NP2,
when VP is copular verb). Generally, the four triple patterns T36-T39 from Table
1 are generated. There is an exception as follows(we named this exception as
Genitive & Preposition reformation): In case of the patterns (NP1→VP←NP2,
prep, NP3) and (NP1, prep1, NP2, prep2, NP3), if NP2 and NP3 are
named entities (mapped to entities), numbers or surrounded by quotations, then
the Genitive & Preposition relation between NP2 and NP3 is ignored and in case
of the former pattern only an Indirect Verbal relation between NP1 and NP3 is
considered while in case of the latter pattern, a Genitive & Preposition relation
between NP1 and NP3 is considered, e.g., for the given sentence “During
the Punitive Expedition into Mexico in 1916”, the two Genitive
8http://dbpedia.org/resource/Chinese_language
9http://wiki.dbpedia.org/
10http://dbpedia.org/page/Apple_Inc.
11<http://dbpedia.org/resource/Germany>
12<http://dbpedia.org/resource/Mathematics>
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& Preposition relations are (i) into between ‘Punitive Expedition’ and
‘Mexico’ and (ii) in between ‘Mexico’ and ‘1916’. Since ‘Mexico’
is a Named Entity and ‘1916’ is a number, thus the relation in is ignored and
a Genitive & Preposition relation between ‘Punitive Expedition’ and ‘1916’ is
considered. Furthermore, one of nexus-substantives in English language gram-
mar reported in [22] is genitive (possessive s pronoun or preposition of ) denoted
by gen, then we encounter a sequence (NP2, gen, NP1) like a prepositional
relation (NP1, prep, NP2). For considering sequence (NP1, prep, NP2)
or (NP2, gen, NP1),
5. Appositive Relation: This type of relation is recognized when an appositive
(appos) appears between the two noun phrases NP1 and NP2. Thus, the triple
patterns T40 and T41 from Table 1 are generated by placing NP1 and NP2 as
either subject or object. In case of having the pattern (i.e. NP1 → VP ← NP2,
appos, NP3), if a Direct Verbal relation is identified between NP1 and NP3
(i.e. NP1→VP←NP3), then the Appositive relation between NP2 and NP3 is
ignored (It is referenced as Appositive relation filtering). Because
when a noun phrase NP2 has an appositive relation with other noun phrase
NP3, semantically the second noun phrase is supported the first one and is not
considered as the object for the given verb, e.g., for the given sentence “A
physician ’s diet , exercise , The brewer said the improve-
ment in trading performance was due to increased volumes
led by canned Draught Guinness , an 11 percent increase in
productivity per employee and returns on a 10 percent in-
crease in marketing investment to 107 million pounds .”, the
pattern (increased volumes→led←canned Draught Guinness, ap-
pos, an 11 percent increase) and (increased volumes→led←an
11 percent increase) is identified, thus the Appositive relation between
“canned Draught Guinness” and “an 11 percent increase” is re-
moved.
6. Comparative or Superlative Relation: This type of relation is recognized when
a comparative or superlative clause is identified in the following patterns:
• Pattern 1: Totally comparative adjectives are from two types for stating
quality (e.g., worse, better,...) or quantity (e.g., higher, deeper,...) of a
property. Different triple patterns are generated for each of them. To
distinguish between these two types in Table 1 the quantity type is named
numerical nADJ and the other one is named quality qADJ. If a numerical
comparative adjective nADJ is identified between a noun phrase NP and
a number N then the triple pattern T42 is generated by placing NP, nADJ
and the variable ?n respectively in subject, predicate and object positions.
If nADJ appears between the two noun phrases NP1 and NP2, then the
triple patterns T43 and T44 are generated. When a quality comparative
adjective qADJ is identified between the noun phrases NP1 and NP2, then
triple pattern T45 is generated. Please be noted that the bracket [as]
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is used to consider equality in comparison, e.g., for the given question
“Are there man-made lakes in Australia that are deeper
than 100 meters?”, the triple pattern (lakes, deeper, ?n) is
generated.
• Pattern 2: If a quantity superlative adjective (sADJ) is identified before a
noun phrase NP, then the associated triple pattern (i.e., T46) is generated
by placing NP, sADJ and the variable ?n respectively in subject, pred-
icate and object positions, e.g., for the given question: “Who are the
architects of the tallest building in Japan?”, the triple
pattern (building, tallest, ?n) is generated.
5 Aggregating answer set of sub-questions
To answer composite questions, we initially decompose the given question into a series
of sub-questions, which each one is mappable to a triple pattern. Each sub-questions
might be either dependent or independent. An independent sub-question (atomic sub-
question), can be directly answered, while a dependent sub-question requires collecting
the answers from the neighboring sub-questions for the retrieval task. Thus, the order
of issuing sub-questions for the retrieval task is crucial. It is a more challenging task,
where the underlying target data sources are heterogeneous. We formally describe this
challenge in the following.
Challenge 1 (Aggregating answer set of sub-questions) The final answer of cq is
an aggregation of the answer set of sub-questions. In hybrid search space, each
sub-question should be searched from one source (structured or unstructured source).
Thus, the order of executing sub-questions, as well as aggregating results, is the main
challenge. For example, with respect to the given composite question ‘In which
city where Charlie Chaplin’s half brothers born?’, we distinguish the
two sub-questions q1 = (?s,Born, city) and q2 = (?s, halfbrother, CharliChaplin).
The former sub-question should be executed after integrating the answer set of the latter
one. So, (i) the order of executing sub-questions and (ii) the manner of aggregating
the answer set of sub-questions are substantial steps for answering the input query in
a hybrid search space.
In this section, we propose an approach addressing this challenge. This approach relies
on a user study experiment to find the cognitive procedure of the human mind for
answering composite questions as follows:
Finding 1 (Cognitive procedure of human brain) For this experiment, we provided
five composite questions for 15 people from various age groups and educational back-
grounds. They were asked to distinguish the proper ordering for answering a given
composite question. This experiment revealed that cognitive procedure of human for
ordering sub-questions is in-line with an infix arithmetic expression (also called paren-
thesized) [26], where inner sub-expressions are prioritized to outer ones for processing;
which confirm our intuition.
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Figure 4: The structure of proposed approach
Inspired by this observation, our proposed approach relies on prioritizing inner sub-
questions when retrieving the answer. It is important to mention that the required pre-
processings for a given composite question is: (i) dependency parsing, (ii) constituency
parsing [32], (iii) part of speech taging [38], (iv) Recognition (NER) [9,14], (v) Named
Entity Linking [9, 14], and (vi) stop words removal.
Generating set of sub-questions. We produce the possible sub-question set de-
noted by Qs for the given composite question employing strategies and triple patterns
represented in the previous section (i.e., summarized in Table 1). In this table, there
are triple patterns printed in bold (so-called key triple patterns) which follow the
same order of tokens in the given composite question. Since in our proposed ap-
proach, the order of tokens in the given composite question matters; in this step key
triple patterns are exclusively taken into account. Other triple patterns will be used
in query execution step for query extension. For those relations which more than one
key triple patterns is defined while containing common place holders (independent of
their positions), only one of them is used for sub-question set generation task. Each
linguistic pattern discussed in Section 3 is mapped into only one single sub-question
using its key triple pattern. For the given running example "Which writers had
influenced the philosopher that refused a Nobel Prize?", the sub-
question set is generated as Qs1: {(writers, influenced, philosopher),
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(philosopher, refused, Nobel Prize)};
Constructing tree for composite question. Regarding the challenge 1, a critical
step is ordering execution schema and aggregating answer sets from all the derived
sub-questions. To address this challenge, we propose a novel approach to determine
appropriate order of sub-questions of a given composite question for execution and
subsequently aggregating answers. This approach relies on a tree structure constructed
on the driven sub-questions concerning syntactic and structural parsing (i.e., dependency
tags and constituency pars) of the given composite question. A tree of a given
composite question is formally defined as (Figure 5 and 6 shows the constructed trees
for two given questions):
Definition 2 (Composite Question Tree) A given composite question cq is represented
by a binary tree cqt = (V,E) containing unlabeled directed edges and the set of
vertices V as the union of all sub-questions Qs and operators Θ, V = Qs ∪ Θ
(Θ = {∩,∪, ↑, F}). The leaves of cqt are always sub-questions while the root can be
either a sub-question qi or an operator from Θ.
Figure 5: Tree for our running example question Q4
Figure 6: Tree for composite question “Who is vice president under president
who approved atomic weapon against Japan during World War II?”
Algorithm 1 elaborates on our approach for constructing trees of composite question.
Its inputs are structural parsing tree [32] and the set of sub-questions obtained from
Section 5. Please note that the output of the Stanford parser is transformed in to a
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structural parsing tree and then is injected to this algorithm as the input. The lines
1-3 of Alg. 1 spot the given sub-questions in the structural parsing tree (Fig.8b shows
the position of sub-questions in structural parsing tree for our running example). Next,
the matches are grouped using the concept of top depth (Fig.8c, i.e., line 4). After
that, Algorithm 2 is called which receives a given group (a couple of sub-questions)
and constructs a sub-tree out of it. First, in case of more than one sub-question
in a group, all sub-questions are sorted using their forward depth in line 1 in Alg.
2. There are four distinct possibilities for forming sub-trees (illustrated in Fig. 9).
The process of constructing sub-tree for each group has a few steps as followings:
(i) each sub-question is mapped to an individual vertex in the developing composite
question tree cqt (the lines 1-3 in Alg. 2). (ii) it starts concatenating vertices based on
the shared subject or predicate. The method ConcatAssign captures two vertices and
connects them by an intermediate node showing an operator and the method Concat
obtains two vertices and connects them by parental node showing an operator. Figure
7b and 7a show the process of concatenation. This process continues till connecting
all the vertices (the lines 5-16 of Algorithm 2 performs concatenation process) (Fig.8c
shows sub-trees for our running example).
Eventually, the ConcatAssign method connects all the sub-trees and delivers the con-
nected composite question tree cqt (the lines 8-11 in Algorithm 1)(The completed
composite question tree for our running example is illustrated in Fig.8d).
Algorithm 1: Constructing tree for composite questions
Input : Structural parsing tree spt, sub-questions set Qs = {q1, ..., qn}.
Output: Composite question cqt.
1 for i← 1 to n do
2 top− depth(qi), down− depth(qi)← Trace-spt(qi);
3 end
4 Group1, ..., Groupm ← Grouping(top− depth(qi), ..., top− depth(qn));
5 for groupID ← 1 to m do
6 sub− treegroupID ← Algorithm2(groupgroupID)
7 end
8 cqt← sub− treem;
9 for groupID ← m− 1 to 1 do
10 cqt← ConcatAssign(cqt, sub−treegroupID, ↑, scqt, osub−treegroupID);
11 end
6 Query Generation and Execution
To generate a formal query from a given composite question tree, we have to ac-
complish the three following tasks (illustrated in Fig.10): (i) vertex expansion: each
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Algorithm 2: Constructing sub-tree from sub-questions having same upper
depth
Input : A set of sub-questions Qs = {q1, ..., qk}.
Output: A sub-tree for composite question.
1 sorted− sub− questions←
Sort(down− depth(q1), ..., down− depth(qk));
2 for i← 1 to k do
3 vertex←Map(qi);
4 end
5 if k ≥ 1 then
6 if Common(predicate, subject) then
7 sub− tree← ConcatAssign(vertex2, vertex1, ↑, s2, s1);
8 while vertex do
9 sub−tree← Concat(sub−tree, vertex,Θ, ssub−tree, svertex);
10 end
11 else if Common(subject) then
12 sub− tree← Concat(vertex1, vertex2,Θ, s1, s2);
13 while vertex do
14 sub−tree← Concat(sub−tree, vertex,Θ, ssub−tree, svertex);
15 end
16 end
17 end
(a) (b)
Figure 7: Examples for two functions Concat and ConcatAssign
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(a) sub-question set
(b) Determining the position of sub-questions in Structural parsing result
(c) Structural parsing result
(d) Composite question tree
Figure 8: Constructing the composite question tree for the example question
Q2
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(a) (b)
(c) (d)
Figure 9: Different possible states of sub-questions in structural parsing result
and regarding vertices in composite question tree
vertex of tree is expanded by including all the other relevant triple patterns listed in
table 1. (ii) entity linking: for a given triple pattern (s,p,o), each term (either
s, p or o) is matched against the underlying knowledge graph, then the candidate
matches are placed in the proper positions, in case of linking the object o to a type
entity such as dbo:City, a new variable is introduced and placed in the object po-
sition, additionally a triple pattern restricting type of the object variable is added (e.g.
(?variable,rdf:type,dbo:City). (iii) predicate expansion: in case there is
no match for a given predicate, we expand that predicate using synsets from Word-
Net [27]. (iv) connecting triple patterns: to generate a federated query, each triple
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pattern from a parent vertex has to be connected to a triple pattern from the child
vertex. This connection is via a shared variable, and a ↑ operator (white circle) is
utilized to indicate the positions of the common variable in both vertices. In other
words, a given parent vertex is connected to its children by a shared variable in ei-
ther object-subject joint, object-object joint, subject-subject joint,
or subject-object joint. After generating queries, we shape a tree of queries.
In a hybrid QA, each query is simultaneously executed over each individual source
(KG or corpus). In the case of vertices being non-leaves, they are executed after the
execution of their children in order to be able to populate their free variables.
Figure 10: Query Generation
7 Experiments
7.1 Benchmarks
We evaluated HCqa from the various dimensions that we contributd to. Thus, several
rounds of the evaluation were conducted on various gold standards. We rely on the
existing gold standards from the state-of-the-art which are listed as follows:
• Textual corpus13 is compiled from three datasets (i) New York Times, (ii)
Reverb and (iii) Wikipedia.
• QALD challenge held annually from 2011. We only consider the task of hybrid
in QALD-5 [39] and QALD-6 [41], where the associated questions are relatively
13http://www.mpi-inf.mpg.de/departments/d5/software/clausie
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long and complicated and require integrating heterogeneous sources to exploit
the final answer.
• Hybrid Corpus [17]: is a corpus consists of 4300 pairs of questions and
answers, which have been collected from the CLEF and TREC databases and
have been enriched with entities and relationships from a knowledge base.
• ComplexQuestion [2] is a benchmark included multiple clauses questions con-
structed using the crawl of WikiAnswers (http://wiki.answers.com). The gold
standard answer sets are from Freebase.
7.2 Evaluations
We evaluated the performance of our approach concerning the two modules which
we contributed, i.e., (i) relation extraction module and (ii) Aggregation of answer set
module. Finally, the performance of answer extraction for our system was evaluated
in two parts of hybrid and complex question answering systems, separately. In the
following, we individually present these evaluation scenarios.
7.2.1 Evaluating relation extraction module
The majority of the state-of-art of relation extraction approaches are evaluated on
a textual corpus, while there is no sufficient attention on the short, informal and
noisy text such as user-supplied input query or only the final answer is existed, and
generated relations are not accessible [2]. In this experiment, we employ both types of
corpora, i.e., textual corpus and query inventory. We use textual corpus which was also
applied by the prior art ClausIE [11] and LS3RYIE [43]. The second source for our
experiment is a query inventory from the hybrid task of the QALD-6 challenge14 [41].
We compare our module with the recent work, LS3RyIE, presented in [43], as we call
it the baseline, hereafter.
Relation extraction on textual corpus. We run our module on the employed the
textual corpus to automatically extract relations from the underlying corpus. To evaluate
its effectiveness, we rely on human judge using two annotators being linguistic. They
annotated the extracted relations with ‘true’ or ‘false’ respectively indicating the given
relation is correct or not. We computed the agreement rate between the annotators
using Cohen’s kappa [7] with 0.65 for New York Times dataset, 0.61 for Reverb dataset
and 0.70 for the Wikipedia dataset. Similar to the art, we use the precision metric
(P = #correct relations#total relations ) to evaluate the accuracy. Since yet there is no gold standard,
calculating recall is not feasible. Table 5 shows the ratio of precision for each type
of relations in the optimum setting (details of the settings are discussed later). We
achieved satisfactory precision in most of the cases. We will discuss error analysis
later.
To have a deeper insight on the performance of the relation extraction module,
14https://qald.sebastianwalter.org/index.php?x=challenge&q=6
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Table 2: The precision ratio (i.e., number of correct relations over the to-
tal number of extracted relations) for each type of relationship over the three
corpora. GEN. stands for Genitive & Preposition, APP. stands for Apposi-
tive, NOUN. stands for Noun Phrase, V. stands for Verbal, C. OR S. stands
for Comparative Or Superlative, ADJ. stands for Possessive Adjective+Whose
relation.
Corpus Gen. App. Noun. C. or S. V. Adj.
NYTimes 262/282 26/41 344/360 4/4 605/851 52/52
Reverb 628/668 43/65 925/944 12/12 1491/2139 78/85
wikipedia 249/268 22/34 287/290 6/6 628/828 41/48
we consider the following settings concerning to our earlier discussion introduced
in Section 3 concerning the three relation types including Genitive & Preposition,
Appositive and Noun Phrase.
• Minimal noun phrase extraction. This setting denoted by A refers to the minimal
strategy for detecting noun phrases.
• Quotation marks and expression consideration. This setting denoted by B con-
siders quotation marks and expressions for detecting noun phrases.
• Named Entity consideration. This setting denoted by C considers named entities.
• Genitive & preposition reformation. This setting denoted by D reforms the
Genitive & Preposition relation.
• Appositive relation filtering. This setting denoted by E filters certain Appositive
relations (according to the conditions discussed earlier).
• Relation extraction with all argument types: This setting denoted by F extends
the approach [43] by including any possible argument (e.g., object, subject, and
complement in the dependency parse tree).
• Noun phrase extraction I. This setting denoted by G considers approach I, for
noun phrase relation extraction.
• Noun phrase extraction II. This setting denoted by H considers approach I for
noun phrase relation extraction.
Furthermore, we consider settings which are a composition of the above settings as
follows:
• Genitive & Preposition relation settings: A, AB, ABC, ABD, ABCD, ABCDF
• Appositive relation settings: A, AB, ABC,ABE, ABCE, ABCEF
• Noun Phrase relation settings: G, B, C, H, BCH
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It should be noted that we do not define any setting for the following three types of re-
lations including Verbal, Possessive Adjective + Whose and Comparative or superlative.
Because, e.g., the precision of Comparative or Superlative relations was flawless (see
the precision in Table 5). In the following, we present our detailed discussion upon
the evaluation of the designed settings. Our baseline considers only two relation types
including Genitive & Preposition and Appositive relations. In Table 3, we provide
samples of sentences containing the concerning relations. There, also we represent the
relations extracted via our module versus the baseline.
• Genitive & Preposition relations evaluation: Fig. 11a represents the precision of
this type of relation and Fig. 11b represents the number of extracted relations.
Concerning setting A, two bold conclusions are observed: 1) there is an increase
in precision in comparison to the baseline, e.g., the sentence S1 in Table 3 shows
the success of our approach in detecting this kind of relation. 2) there is a trivial
increase in the number of extracted relations compared to the baseline, e.g., the
sentence S2 in Table 3 illustrates our success in detecting this type of relation.
As we can notice from Fig. 11a, the settings B, C, D, and F reached an
increase in precision metric comparing to the baseline. The sentences S3, S4,
S5 and S6 sentences in Table 3 exemplify these settings. Furthermore, we run
the composition settings ABC and ABD. The results of this experiment (Fig.
11a) shows that ABC outperforms ABD pointing out the importance of “Named
Entity consideration” rather than “Genitive & Preposition reformation”. Finally,
adding the setting F led to a considerable decrease in precision while it increases
the total number of extracted relations.
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Figure 11: (a) The precision ratio and (b) the number of Genitive & Preposition
relations for different settings.
• Appositive relation: Fig. 12a and Fig. 12b show the performance of the settings
related to this type of relation. Using the settings A, C, E, and F significantly
increase the precision metric rather comparing to the baseline. Concerning the
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Table 3: Sentence examples for extracted relation and their labels based on
applied setting and relation type for HCqa(our system) and LS3RyIE(baseline).
Setting Relation System Setting-related extracted relation (s, p, o) tag
S1: "Martin Gibson is the company ’s chairman and has served as a director of the
parent company since 1992.”
A Genitive &Preposition
H Cqa company, has, chairman true
baseline
company, has, chairman and has served as a director of
the parent company since 1992 false
S2: "Doctors in Pennsylvania and West Virginia are expected to notify S.M.I. bioterror
experts of any "suspicious event," from an unusual rash to a finger lost in an explosion,
identifying but not informing the patient”
A Genitive &Preposition
HCqa doctors, are in , Pennsylvania truedoctors, are in, West Virginia true
baseline doctors, are in, Pennsylvania and west Virginia true
S3: "In March 2009, Ludwig appeared in a lead role in Disney’s "Race to Witch Mountain.”
B Genitive &Preposition
HCqa Disney, has, Race to Witch Mountain true
baseline Disney, has, Race false
S4: "The menu, imported from Ben’s Deli in Queens, includes matzoh ball soup,
corned beef and pastrami sandwiches, chopped liver, kishke and knishes.”
"Ben’s Deli" is a Named Entity
C Genitive &Preposition
HCqa - -
baseline Ben, has, Deli in Queens false
S5: "The statue stands 56 feet tall and was placed atop Red Mountain in 1936.”
D Genitive &Preposition
HCqa - -
baseline red mountain, is in, 1936 false
S6: "Terrorist attacks by E.T.A. have declined in recent years and the number of its hardcore
militants is thought to have fallen from the hundreds of 15 years ago to several score.”
F Genitive &Preposition
HCqa Terrorist attacks, is by , E.T.A true
baseline - -
S7: "More widely, in late August, 2007 the group was accused in "The Telegraph", a
conservative British newspaper, of torturing, detaining, and firing on
unarmed protesters who had objected to policies of the Hamas government.”
A Appositive HCqa The Telegraph, is, a conservative British newspaper true
baseline
The Telegraph of torturing detaining and firing on unarmed
protesters, is, a conservative British newspaper false
S8: "During the Punitive Expedition into Mexico in 1916, he was for a time depot manager
at Columbus, New Mexico, the main logistical base of the expedition.
"Columbus, New Mexico" is a Named Entity
C Appositive HCqa - -
baseline Columbus, is, New Mexico false
S9: "In its most recent survey, the Congress for New Urbanism, a nonprofit organization
based in Chicago, reported 648 neighborhood-scale New Urbanist communities in the
United States, an increase of 176 over a 12-month period."
E Appositive HCqa - -baseline the United States, is, an increase of 176 false
S10: "In the most world-renowned episode , seven frantic photographers on motorbikes
chased Princess Diana and
her companion , Dodi al-Fayed , after leaving the Ritz hotel in Paris.”
F Appositive HCqa her companion, is, Dodi al-Fayed truebaseline - -
24
number of relations (recall), the settings A, C, and E resulted in a lower recall,
and higher precision whereas adding the setting F leads to higher recall and
lower precision. Comparing the composition settings ABC and ABE, shows
the higher precision in ABC rather than ABD meaning Named Entity is more
effective than Appositive Relation Filtering. The sampled sentences S7, S8, S9
and S10 in Table 3 shows the success and failure cases of our settings compared
to the baseline.
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Figure 12: (a) The precision ratio and (b) the number of Appositive relations
over various settings.
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• Noun Phrase relation: We applied the two settings H and G concerning the
approach I and II concerning Noun Phrase relation extraction. Fig. 13 represents
the precision on the various corpora, i.e., NYTimes, Reverb, Wikipedia and the
compiled corpus (Total) using the settings B, C along with H and G. The results
show that the setting C is trivially effective than B and the setting H is superior
to G.
We compared our proposed approach with the results of OIE systems reported in [43]
over precision metric in Table 4. The total precision for three corpus in our system is
81/74% while the state-of-art system, LS3RyIE results 68/33% for precision.
Error analysis: To obtain further insight on the performance of relation extrac-
tion module, particularly for “Noun Phrase relation extraction”, we provide the error
analysis as follows:
• Quotation marks and expression consideration: If “quotation marks and expres-
sions” is not applied, then wrong relations might be inferred, e.g., for the given
sentence ‘He graduated summa cum laude from the University
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Table 4: The precision ratio (i.e., number of correct relations over the to-
tal number of extracted relations) results of OIE systems for each free text
benchmark.
System ReVerb Wikipedia NYT
TextRunner 35/84%(286/798) − −
WOE 43/48%(447/1028) − −
ReVerb 53/37%(388/727) 66/26%(165/249) 54/98%(149/271)
OLLIE 44/04%(547/1242) 41/41%(234/565) 42/46%(211/497)
ClausIE 50/37%(1182/2348) 49/56%(397/797) 52/67%(493/936)
LS3RyIE 67/77%(1642/2425) 68%(614/903) 70/19%(690/983)
HCqa 81/19%(3177/3913) 83/64%(1233/1474) 81/32%(1293/1590)
of California, Los Angeles.’, ‘summa’ is an adjective phrase and
‘cum’ and ‘laude’ are two noun phrases. The approach II yields in infer-
ring the two separate noun phrases: (i) ‘summa laude’ and ‘cum laude’,
whereas the desired relation is ‘summa cum laude’ is an expression.
• Named Entity: If “Named Entity” is not considered, it also yields in infer-
ring wrong relations, e.g., ‘North Korean forces’ contains ‘North’ and
‘Korean’ as adjective phrases and ‘forces’ as a noun phrase. Without con-
sidering Named Entity, the two extracted pairs are: (i) ‘North forces’ and
(ii) ‘Korean forces’, while ‘North Korean" is itself a Named Entity.
• Noun phrase extraction using the approach I: This approach pairs the nearby
words which might lead to extracting wrong relations, e.g., in the given noun
phrase ‘English crime writer’, the two paired words are (i) ‘English
crime’ and (ii) ‘crime writer’ where the first one is faulty.
• POS tagging: Since we applied an external tool for POS tagging, errors of
this tool affect our performance, e.g., for the given sentence ‘I have also
learned that lice plan their arrival to maximize
household stress.’, the words ‘lice’ and ‘plan’ are respectively
tagged with ‘NN’ and ‘NN’ whereas ‘plan’ is a verb. This fault leads to
inferring the wrong paired word lice plan.
• Independent-Meaning: This case includes two situations as follows: (i) ad-
dresses: our module breaks the addresses such as the noun phrase ‘165
West 65th Street’ into smaller segments ‘165’,‘West’, ‘65th’ and
‘Street’. (ii) noun phrases which modify the verb, e.g, in the sentence
‘Two independent journalists went on trial today’, ‘today’
is a time modifier, and is independent of ‘trial’ while our module considers
them together.
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Figure 13: The precision ratio of Noun Phrase relations in different benchmarks
with different settings.
Table 5: The precision ratio (i.e., number of correct relations over the to-
tal number of extracted relations) for each type of relationship over the three
corpora. GEN. stands for Genitive & Preposition, APP. stands for Apposi-
tive, NOUN. stands for Noun Phrase, V. stands for Verbal, C. OR S. stands
for Comparative Or Superlative, ADJ. stands for Possessive Adjective+Whose
relation.
Corpus Gen. App. Noun. C. or S. V. Adj.
NYTimes 262/282 26/41 344/360 4/4 605/851 52/52
Reverb 628/668 43/65 925/944 12/12 1491/2139 78/85
wikipedia 249/268 22/34 287/290 6/6 628/828 41/48
Relation extraction on query inventory. The questions in hybrid task of QALD-
6 challenge15 [41], containing 75 questions, are employed for our evaluation. These
questions are annotated with the corresponding answers as well as the equivalent formal
query (triple patterns). We transform all the formal queries to semi-textual serialization
queries (dropping URIs). Regarding the running example question Q4, its formal query
and the transformed representation are shown in Figure 15a and 15b. Initially, we run
Stanford parser [32] to extract relations in the form of triple patterns (subject, predicate,
object) from questions. We furthermore use WordNet [27] to expand predicates of triple
patterns (to resolve vocabulary mismatch to some extent). We compared the extracted
triples patterns with the relations of formal queries in the gold standard. Our approach
recognizes 84/04% ; while our baseline recognizes 44/68% of all triple patterns from
different categories.
15https://qald.sebastianwalter.org/index.php?x=challenge&q=6
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Figure 14: The comparison between our approach and baseline for (a) textual
corpus and (b) query inventory for all extracted relations. GEN. stands for
Genitive & Preposition, APP. stands for Appositive, NOUN. stands for Noun
Phrase, V. stands for Verbal, C. OR S. stands for Comparative Or Superlative,
ADJ. stands for Possessive Adjective+Whose relation.
Table 6: The number of extracted relations of each category for questions used
in hybrid task of QALD-6 [41].
Relations Our approach baseline [43]
Verbal (62) 51 38
Possesive Adjective+Whose(3) 3 0
Genitive & Preposition (24) 21 4
Appositive (0) 0 0
Noun Phrase (4) 3 0
Comparative or Superlative (1) 1 0
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(a) Formal query (b) Textual Serialization
Figure 15: A sample of a formal query from our query inventory for the
running example Q4.
7.2.2 Evaluating the aggregation of answer set
Among systems targeting hybrid composite questions, only ISOFT deals with the
aggregation approach. ISOFT [29] is one of the participating systems in the hybrid
task of QALD-5 [39] challenge containing 60 questions. Thus, these questions were
also used to evaluate our approach. We generated the composite question tree and final
query, respectively as a result of our system and ISOFT system, for each question. The
evaluation relies on two annotators for judging on the generated composite question tree
for our system and the generated query of ISOFT, for each given composite question.
In case the output is of a system, is labeled correct of the two annotators, then we
consider that as a correct output. The agreement rate (Cohen’s kappa) was with 0.80%.
The precision result for the ISOFT system is 70.82%, and for our proposed approach
is 92.04%.
7.2.3 Evaluating the performance of answer extraction
We compare the performance of our approach in extracting answer against three types
of systems or corpora: (i) QA systems taken part in the hybrid task of QALD challenge,
(ii) QA systems consider complex questions and (iii) the recently published hybrid
corpus [17]. In the first step, we compare our results with the latest participating
systems in the hybrid task of QALD challenge. The results against the QALD-5 [39]
presented in Table 7 and for QALD-6 [41] in Table 8. The accuracy metrics are
the number of questions which can be processed, recall #correct system answers#gold standard answers , precision
#correct system answers
#system answers , F-1 measure (
2∗precision∗recall
precision+recall ) and F-1 global (for all questions)
metrics. Xu et.al [45] also reported the performance of their hybrid question answering
system based on only F-1 global metric over QALD-6 benchmark. Results show our
system can beat all systems evaluated over the hybrid tasks of QALD-5 and QALD-6
challenges.
Next, we compare our system over the state-of-art systems listed in [20] on the
ComplexQuestion benchmark [2] using the average F1 metric. The average F1 of our
system is higher than all the other systems except for STF which is customized for
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Table 7: Answer extraction comparison with participating systems in hybrid
task of QALD-5 [39] challenge over 10 test questions.
System Processed Recall Precision F-1 F-1 Global
HCqa (our approach) 10 1.00 0.7 0.81 0.56
ISOFT 3 1.00 0.78 0.87 0.26
HAWK 3 0.33 0.33 0.33 0.10
YodaQA 10 0.10 0.10 0.10 0.10
SemGraphQA 6 0.00 0.20 0.00 0.00
Xser 3 0.00 0.00 0.00 0.00
Table 8: Answer extraction comparison against systems evaluated over QALD-
6 [41] challenge over 25 test questions.
System Processed Recall Precision F-1 F-1 Global
HCqa(our approach) 23 0.42 0.42 0.52 0.50
Xu et.al. [45] − − − − 0.40
Xser 23 0.38 0.43 0.41 0.39
AskDBpedia 21 0.33 0.51 0.40 0.35
FirstRun LIMSI 24 0.04 0.61 0.08 0.08
question answering on the knowledge graphs sources, while our approach is capable
of answering questions over textual corpus and knowledge graphs. We also evaluated
our system over the recently collected hybrid corpus [17] which resulted 46.2% for
F-1 metric.
Table 9: The comparison study on the task of answer extraction on Com-
plexQuestion benchmark.
System Average F-1
HCqa (our approach) 53.6
STF 54.3
QUINT 49.2
Aqqu LIMSI 27.8
Aqqu++ 46.7
8 Conclusion and Future Work
In this paper, we presented HCqa, a QA system dealing with complex questions and
running on a hybrid of textual corpus and knowledge graphs. The proposed approach
relies on extracting triple patterns and is able of working with both question and
non-question sentences. It decomposes the given complex question into several sub-
questions, which are triples. HCqa main contribution is presenting a novel and generic
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relation extraction approach for extracting sub-questions. We used a textual corpus16,
which was also employed by the prior art ClausIE [11] and LS3RYIE [43] to evaluate
our relation extraction module. This corpus is compiled from three datasets (i) New
York Times, (ii) Reverb and (iii) Wikipedia. In addition, we evaluated this module over
inventory questions from the hybrid task of QALD-6 challenge17 [41]. The module
was compared for textual corpus as well as query inventory, with the recent work,
LS3RyIE [43]. The result showed some improvement for the relation extraction task
over the baseline, using several defined settings. Besides we extracted other types
of relation. Although more relations has been extracted by our approach, the result
showed more precision for all types of relations, rather than only for the baseline ones,
over textual corpus as well as query inventory.
Furthermore, HCqa represented two algorithms to federate answer set of sub-questions
extracted in relation extraction module, from heterogeneous sources.
We evaluated HCqa for the two essential tasks, (a) relation extraction, (b) answer
set aggregation and (c) answer extraction. Our experimental study exceeds the state-of-
the-art as for the first task, it reaches the precision 81.74% (13.41% improvement) on
free text and 84.04% (39.36% improvement) on QALD-6 query inventory. Also, the
second task reaches the precision of 92.04% on QALD-5 query inventory (21.22% im-
provement). These improvements result in higher F-score for answer extraction; 56%
(30% improvement) over QALD-5, and 50% (10% improvement) over QALD-6 and
shows comparable accuracy on ComplexQuestion benchmark. Our experiment shows
that HCqa achieves the best performance among the hybrid QA systems. The imple-
mentation of HCqa is available at https://github.com/asadifar/HCqa. We
plan to extend this work using more number of knowledge graphs and to run it over
more number of benchmarking datasets. Another plan is to implement this approach
for domain-specific use cases such as the bio-medical domain.
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