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ESTIMATES OF THE DISCREPANCY FUNCTION IN EXPONENTIAL ORLICZ
SPACES
GAGIK AMIRKHANYAN, DMITRIY BILYK, AND MICHAEL LACEY
Abstract. We prove that in all dimensions n ≥ 3 for every integer N ≥ 1 there exists a
distribution of points P ⊂ [0, 1]n of cardinality N , for which the associated discrepancy function
DN satisfies the estimate
‖DN‖
exp
(
L
2
n+1
) . (log N) n−12 .
This has recently been proved by M. Skriganov, using random digit shifts of binary digital nets,
building upon the remarkable examples of W.L. Chen and M. Skriganov. Our approach, developed
independently, complements that of Skriganov.
1. Introduction
Given a collection P of N points in the unit cube in dimension n, the discrepancy function
associated to P is defined as
(1.1) DN [P, X] := ♯(P ∩ [0, x])−N |[0, X]| ,
where [0, X] is the rectangular box anchored at the origin and X = (x1, ..., xn) ∈ [0, 1]n. The
optimal Lp-estimates for the discrepancy function are well-known, aside from the endpoint cases of
p = 1,∞. In this article we continue the theme begun in [4] and extend it to higher dimensions,
focusing on the exponential Orlicz space estimates for the discrepancy function in dimensions
n ≥ 3.
Let ψ : R+ → R+ be an increasing convex function with ψ(0) = 0. The Orlicz space Lψ
associated to ψ is the class of functions for which the norm
‖f‖Lψ := inf
{
K > 0 :
∫
[0,1]n
ψ
(
|f(x)|/K
)
dx ≤ 1
}
is finite. The exponential Orlicz spaces exp(Lα) are Orlicz spaces associated to the function ψ
which equals ex
α − 1 for large x. Exponential Orlicz norms have different equivalent definitions.
The one that is most important for this paper is
‖f‖exp(Lα) ≃ sup
q≥1
q−α‖f‖q,
which allows one to estimate the exponential norm by estimating the Lq norms and carefully
keeping track of the constants.
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We prove the following theorem, which as this paper was in final edits, we discovered had been
proved by M. Skriganov [16].
1.2. Theorem. In all dimensions n ≥ 2 for every integer N ≥ 1 there exists a distribution
P ⊂ [0, 1]n of N points such that
(1.3) ‖DN‖
exp
(
L
2
n+1
) . (logN)n−12 .
It is well-known that the right-hand side of (1.2) is optimal (since is the best bound for the Lq
norms in dimension n ≥ 2 [5,11,12]), however, the left-hand side does not seem to be. Skriganov
op. cit., indicates that this conjecture is indeed true:
1.4. Conjecture. For dimensions n ≥ 2, for all integers N ≥ 1, there is a choice of P of
cardinality N so that
(1.5) ‖DN‖
exp
(
L
2
n−1
) . (logN)n−12 .
In dimension n = 2 this statement has been proved in [4] using the digit shifts of the famous
van der Corput set.
In dimensions n ≥ 3, the first explicit (non-random) point distributions with ‖DN‖p . (logN)n−12
are the remarkable examples obtained by Chen and Skriganov [6] (in L2) and Skriganov [15] (Lp,
1 < p < ∞), see also [14]. In [7] Chen and Skriganov also considered random digit shifts of
simpler constructions and showed that they too, on the average, have optimal L2 norm of the
discrepancy function.
The analysis of these constructions exhibits striking similarities to themes related to small ball
problems and expansions of the Brownian sheet. The fine analysis of these objects is closely
related to the (infamous) p =∞ endpoint analysis of the discrepancy function [3], also see [1,2]
for more background on the subject and the techniques.
A heuristic informed by these connections suggests that the conjecture should be proved by
estimating the Lq-norm using Littlewood-Paley inequalities n − 1 times, with each application
giving one square root of q, see §6. This is just what we will do, but at a specific point in the
proof we accumulate one more power of q. In the language of Skriganov, the Littlewood-Paley
inequalities are the Khinchin inequalities; in that argument, he applies them n times.
The authors discovered the work of Skriganov at the final stages of the editing of this man-
uscript. The basic examples are the same nature, but there are differences in the details of the
proof. Certainly, the analysis of these examples are subtle, and it may take some time to tease
out the different variants and details of their analysis.
In an earlier breakthrough work [15] Skriganov showed that for each fixed 1 < q < ∞ and
integer N there is a deterministic distribution P with ‖DN‖q . p2nq n+12 (logN)n−12 , where p is a
prime greater than qn2, hence the real power of q is 5n+1
2
.1 In [17], Skriganov studies the mean
1In equation [6, (1.7)], the estimate is given in terms of a constant in a Littlewood-Paley inequality, which is
no more than Cnt
n
2 .
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behavior of the Discrepancy function, in terms of the shift. Remarkably, the Lq-norms do not
depend very much on the choice of the shift.
2. Linear Distributions
Our proofs will assume that N is a power of 2. A standard argument then implies the theorem
as stated. If 2s−1 ≤ N < 2s, construct a distribution with 2s points in [0, 1]n with low discrepancy
and take a > 1/2 such that the cube [0, a]n contains N points from the distribution. We get N
points in [0, 1]n with low discrepancy by scaling those points inside [0, a]n by the factor of 1/a < 2
in each coordinate. See for instance the beginning of [6, §3].
Let U = [0, 1]. We shall consider distributions D ⊂ Un which have the structure of a vector
space over the finite field F2. (More general finite fields can be used, but with this simplest model,
the more familiar Rademacher functions reveal themselves.) For s ∈ N0, let Q(2s) = {m2−s :
0 ≤ m < 2s} ⊂ U . Each x ∈ Q(2s) can be written in the form
(2.1) x =
s∑
i=1
ξi(x)2
−s+i−1 =
s∑
i=1
ηi(x)2
−i
with coefficients ξi(x) = ηs−i+1(x) ∈ F2 for 1 ≤ i ≤ s. For x, y ∈ Q(2s), and α, β ∈ F2, define
αx⊕ βy through
ηi(αx⊕ βy) = αηi(x) + βηi(y) mod 2 ,
Then Q(2s) is a vector space over F2 of dimension s.
In dimension n ≥ 2 we consider Qn(2s) and extend the definition of ⊕ coordinatewise, making
Qn(2s) an ns-dimensional vector space over F2.
2.2. Definition. We say that D ⊂ Qn(2s) is a linear distribution if D is a subspace of Qn(2s).
The inner product on Q(2s) is defined by
〈x, y〉 = 〈y, x〉 =
s∑
i=1
ξi(x)ξs−i+1(y) .
This particular structure is dictated by the definition of Walsh functions, see §3. For X =
(x1, . . . , xn) and Y = (y1, . . . , yn) in Q
n(2s), we write
〈X, Y 〉 = 〈Y,X〉 =
n∑
j=1
〈xj , yj〉 .
We will frequently write vectors as capital letters and their coordinates as lower case letters, for
example X = (x1, . . . , xn), K = (k1, . . . , kn), L = (ℓ1, . . . , ℓn), and this convention will be used
without further explanation.
For any distributionD in Qn(2s), we define the dual distribution D⊥ to be the set ofX ∈ Qn(2s)
with 〈X, Y 〉 = 0 for all Y ∈ D. It follows that D⊥ is a subspace of Qn(2s), hence also a linear
distribution. Furthermore, we have (D⊥)⊥ = D, so thatD andD⊥ are mutually dual distributions.
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Consider the Rosenbloom-Tsfasman weight defined by
ρ(x) =
0, if x = 0,max{i : ξi(x) , 0}, if x , 0,
i.e. the index of the first non-zero binary digit in the expansion of x. It is easy to see that
these satisfy the triangle inequality on Q(2s). They are extended to Qn(2s) by the formula
ρ(X) =
∑n
i=1 ρ(xi) for X = (x1, . . . , xn) ∈ Qn(2s). One can check that ρ(X) = 0 iff X = 0.
IfD is a linear distribution, we define its Rosenbloom-Tsfasman weight ρ(D) to be the minimum
of ρ(X) over X ∈ D − {0}.
2.3. Remark. In the works of Chen-Skriganov [6] and Skriganov [15], the more familiar Hamming
metric is also used in order to gain (super) orthogonality relations for integrals of Walsh functions.
In our work, as in [7,16], orthogonality is achieved by averaging over random digit shifts instead.
3. Walsh Functions
We write Q(2∞) =
⋃
s∈N0 Q(2
s). The notion of ⊕ addition can be defined on this set, making
Q(2∞) an infinite dimensional vector space over F2. Each λ ∈ N0 can be written as∑∞i=1 λi(ℓ)2i−1,
where the coefficients λi(ℓ) ∈ F2 for every i ∈ N and only finitely many are non-zero. With this
notation, we can extend the notion of ⊕ to N0: ℓ⊕ k is the integer j such that for all i ∈ N,
λi(j) = λi(ℓ) + λi(k) mod 2 .
We define the Walsh functions on U by
wℓ(x) = exp
(
πi
∞∑
i=1
λi(ℓ)ηi(x)
)
= (−1)
∑
∞
i=1
λi(ℓ)ηi(x)
where ηi(x) are as in (2). A detailed study of these functions can be found in [13]. The set of
functions {wℓ : ℓ ∈ N0} form an orthonormal basis for L2(U): for every f ∈ L2(U)
f ≃ ∑
ℓ∈N0
〈f, wℓ〉wℓ
with ≃ indicating that the sum on the right converges to f in the L2 metric. It is also relevant
for us that there is an explicit formula connecting Walsh expansions and conditional expectations.
2s−1∑
ℓ=0
〈f, wℓ〉wℓ = 2s
2s∑
t=1
∫ t2−s
(t−1)2−s
f(y) dy · 1[(t−1)2−s ,t2−s) .
It is also the case that wℓ are the characters of the group Q(2
∞). In particular, wℓ(x ⊕ y) =
wℓ(x)wℓ(y), and wℓ⊕k(x) = wℓ(x) · wk(x) for all ℓ, k ∈ N0 and x, y ∈ U .
In dimension n, the notion of ⊕ can be extended coordinatewise to Nn0 and likewise to Qn(2∞).
For L = (ℓ1, . . . , ℓn) ∈ Nn0 and X ∈ Qn(2∞), we define
WL(X) =
n∏
j=1
wℓj(xj) .
ESTIMATES OF THE DISCREPANCY FUNCTION IN EXPONENTIAL ORLICZ SPACES 5
The properties mentioned above continue to hold for these Walsh functions. The collection
{WL : L ∈ N0} forms an orthonormal basis for L2(Un), and the WL are group characters with
respect to ⊕. In particular, for all L,K ∈ Nn0
〈WL,WK〉 =
∫
Un
WLWK dx =
∫
Un
WL⊖K dx =
1, L = K,0, L , K.
There are some useful consequences of WL being the group characters, which we collect here.
Consider the vector space over F2 given by
Nn0(2
s) := {L = (ℓ1, . . . , ℓn) ∈ Nn0 : 0 ≤ ℓi < 2s, 1 ≤ i ≤ n} .
Obviously, the map
θ : Qn(2s)→ Nn0 (2s) : (x1, . . . , xn) 7→ (2sx1, . . . , 2sxn)
is a vector space isomorphism. The following variant of the Poisson summation formula holds.
3.1. Lemma. For every linear distribution D ⊂ Qn(2s) and every L ∈ Nn0 (2s), it holds that∑
X∈D
WL(X) =
♯D, L ∈ θ(D
⊥),
0, L < θ(D⊥).
And for every X ∈ Qn(2s)
∑
L∈θ(D)
WL(X) =
♯D, X ∈ D
⊥,
0, X < D⊥.
Using the isomorphism θ, we can define ρ(ℓ) and ρ(L). In particular, for ℓ ∈ N0(2s), we write
ℓ =
∑s
i=1 λi(ℓ)p
i−1, and then ρ(ℓ) is the largest i with λi(ℓ) , 0. We furthermore set
λ(ℓ) := λρ(ℓ)(ℓ) , τ(ℓ) := ℓ− λ(ℓ)pρ(ℓ)−1 .
So, λ(ℓ) is the most significant digit of ℓ, and τ(ℓ) is ℓ less its most significant term in the dyadic
expansion of ℓ (we shall say that τ(ℓ) is the truncation of ℓ). For L ∈ Nn0 (2s) we set
ρ(L) =
n∑
i=1
ρ(ℓi), ρ(L) =
(
ρ(ℓ1), ..., ρ(ℓn)
)
, τ(L) =
(
τ(ℓ1), ..., τ(ℓn)
)
.
4. Approximation of the Discrepancy Function
Let χ(y, ·) be the indicator of the interval [0, y) ⊂ U , i.e.
χ(y, x) :=
1 0 ≤ x < y0 y ≤ x < 1 .
This function has Walsh expansion which we write as
χ(y, x) ≃ ∑
ℓ∈N0
χ˜ℓ(y)wℓ(x)
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where χ˜(y) = 〈χ(y, ·), wℓ〉 =
∫ y
0
χ(y, x)wℓ(x)dx, and in particular, χ˜0(y) = y. For s ∈ N0, we
truncate the Walsh expansion above to
χs(y, x) =
∑
ℓ∈N0(2s)
χ˜ℓ(y)wℓ(x) .
This is extended to n dimensions. For X, Y ∈ Un, we write
χ(Y,X) :=
n∏
j=1
χ(yj, xj) ,
χs(Y,X) :=
n∏
j=1
χs(yj, xj) ,
M[D;Y ] := ∑
X∈D
χs(Y,X)− 2s
n∏
j=1
yj .
The first is the indicator of the box in Un, anchored at the origin and Y ; the second is a truncation
of the Walsh expansion of the first; and the third is an approximation of the discrepancy function
DN [D, Y ], since according to (1)
DN [D;Y ] :=
∑
X∈D
χ(Y,X)− 2s
n∏
j=1
yj .
For T ∈ Qn(2s) the digit shift D⊕T is defined as D⊕T = {X⊕T : X ∈ D}. The following
important observation of Chen and Skriganov [6, Lemma 6A] shows that M[D⊕ T ;Y ] is indeed
a good approximation to the discrepancy function.
4.1. Lemma. Suppose that D ⊂ Qn(2s) is a linear distribution of N = 2s points with dual linear
distribution D⊥ satisfying the bound ρ(D⊥) ≥ s− δ + 1. We then have
‖DN [D ⊕ T, Y ]−M[D ⊕ T, Y ]‖L∞(X) ≤ n2δ . 1 .
Below, constants that only depend upon the dimension n will not be systematically tracked.
The usefulness of this approximation is that M[D ⊕ T ;Y ] can be expressed by a remarkably
succinct formula. Using Poisson summation, Lemma 3.1, we obtain
M[D ⊕ T ;Y ] = ∑
X∈D
∑
L∈N0(2s)n
χ˜L(Y )WL(X ⊕ T )− 2s
n∏
j=1
yj
=
∑
L∈N0(2s)n
∑
X∈D
WL(X ⊕ T )
χ˜L(Y )− 2s
n∏
j=1
yj
= 2s
∑
L∈θ(D⊥)\{0}
WL(T )χ˜L(Y ).(4.2)
since WL(X ⊕ T ) = WL(X)WL(T ) and χ0(Y ) =
∏n
j=1 yj.
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Recall χ˜L(Y ) =
∏n
j=1 χ˜ℓj (yj). Formulas of Fine [9] (later extended by Price [10] to p-adic
Walsh functions and known as Fine-Price formulas) give a precise expansion of the χ˜ℓ. For every
ℓ ∈ N0, we have
χ˜ℓ(y) = 2
−ρ(ℓ)uℓ(y), where uℓ(y) =
1
2
(
wτ(ℓ)(y)−
∞∑
i=1
2−iwℓ+2ρ(ℓ)+i−1(y)
)
.(4.3)
The equality above holds for ℓ = 0 as well, with the understanding that τ(0) = ρ(0) = 0.
Recall that for x ∈ U := [0, 1], we write x = ∑∞i=1 ηi2−i, where ηi(x) ∈ {0, 1}. The
Rademacher functions are defined as
(4.4) ri(x) = (−1)ηi(x).
In particular, w2k = rk+1. We then have the following representation.
4.5. Lemma. For any ℓ ∈ N0 we have
χ˜ℓ(y) = 2
−ρ(ℓ)−1wτ(ℓ)(y)ωρ(ℓ)(y), where
ωρ(ℓ)(y) = 1−
∞∑
i=1
2−irρ(ℓ)(y)rρ(ℓ)+i(y),
and rk(y) are the Rademacher functions.
The function ωρ(ℓ)(y) is continuous and piecewise linear with a period of 2
−ρ(ℓ)+1.
Proof. As ℓ+ 2ρ(ℓ)+i−1 = τ(ℓ)⊕ 2ρ(ℓ)−1 ⊕ 2ρ(ℓ)+i−1 then
wℓ+2ρ(ℓ)+i−1(y) = wτ(ℓ)(y)w2ρ(ℓ)−1(y)w2ρ(ℓ)+i−1(y) = wτ(ℓ)(y)rρ(ℓ)(y)rρ(ℓ)+i(y).
Which along with (4) proves Lemma 4.2. 
4.6. Remark. Lemma 4.2 may be explained and proved without appealing to the Fine-Price formula
(4). Indeed, the integral of a Rademacher function
∫ y
0
rk(x)dx is the 2
−k+1-periodic “saw-tooth”
function. Hence, the integral of the Walsh function wℓ = rρ(ℓ) · wτ(ℓ) also has this structure, but
with sign changes on dyadic intervals of length 2−k+1 dictated by the sign of wτ(ℓ). One can easily
check that on [0, 1] x = 1
2
(
1−∑∞i=1 2−iri(x)) and therefore the 1-periodic “saw-tooth” function
|||x|||, i.e. the distance from x to the nearest integer, satisfies
|||x||| = 1
2
(
1−
∞∑
i=1
2−ir1(x)ri(x)
)
=
1
22
(
1−
∞∑
i=1
2−ir1(x)r1+i(x)
)
.
The rest follows by rescaling.
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5. The Rademacher Functions and Shifts
We say that a distribution D with N = 2s points is a dyadic net with deficiency δ if each dyadic
box of volume 2−s+δ in Un contains precisely 2δ points of D. It is well known that is equivalent
to the fact that ρ(D⊥) ≥ s− δ+1 (see e.g. Lemma 2C in [6]). While dyadic nets with deficiency
zero do not exist in dimensions n > 3, one can construct dyadic nets with deficiency δ of the
order n log n in any dimension. See the book [8] for a detailed treatment of digital nets.
Assume that D is a dyadic net with deficiency δ and return to formula (4):
M[D ⊕ T ;Y ] = 2s ∑
L∈θ(D⊥)\{0}
WL(T ) χ˜L(Y )
Switch to the vector notation, setting Y = (y1, ..., yn), L = (ℓ1, ..., ℓn), ρ(L) = (ρ(ℓ1), ..., ρ(ℓn)),
ωρ(L)(Y ) =
n∏
i=1
ωρ(ℓi)(yi), and rρ(L)(Y ) =
n∏
i=1
rρ(ℓi)(yi). Applying Lemma 4.2 to the summands
above, we obtain
WL(T ) χ˜L(Y ) = 2
−n−ρ(L)WL(T )Wτ(L)(Y )ωρ(L)(Y ),
= 2−n−ρ(L)rρ(L)(Y )WL(T )WL(Y )ωρ(L)(Y ), (since Wτ(L) = rρ(L)WL)
= 2−n−ρ(L)rρ(L)(Y )ωρ(L)(Y )WL(Y ⊕ T ).
Whence we have
(5.1) M[D ⊕ T ;Y ] = ∑
L∈θ(D⊥)\{0}
2s−n−ρ(L)rρ(L)(Y )ωρ(L)(Y )WL(Y ⊕ T ),
This leads to the following consequence for the Lq norms of this sum. (In view of Lemma 4.1, it
clearly completes the proof of our main theorem, Theorem 1.1. Indeed, this inequality implies that
DN [D⊕T, Y ] satisfies the exp
(
L
2
n+1
)
bound as a function of two variables Y and T . Therefore,
for some T it has to satisfy this bound in Y .)
5.2. Lemma. Let the distribution D with N = 2s points be a dyadic net with deficiency δ. For
any 1 ≤ q <∞ we have
‖M[D ⊕ T ;Y ]‖Lq[Y×T ] ≤ Cq
n+1
2 s
n−1
2 ,
where the implicit constant depends only on the dimension n and deficiency δ.
Proof. It is convenient to prove the lemma for q replaced by 2q, with q ∈ N. The following
elementary fact will be used: for an integrable function f : Un → R and fixed Z ∈ Un we have
(5.3)
∫
Un
f(Y )dY =
∫
Un
f(Y ⊕ Z)dY.
According to it, it suffices to estimate the L2q[Y × T ] norm of M[D ⊕ T ;Y ⊕ T ].
The latter has a more symmetric expansion. From (5) we get
M[D ⊕ T ;Y ⊕ T ] = ∑
L∈θ(D⊥)\{0}
2s−n−ρ(L)rρ(L)(Y ⊕ T )ωρ(L)(Y ⊕ T )WL(Y ),(5.4)
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by grouping the summands in (5) which have the same ρ(L) we obtain
=
∑
ρ∈N(2s)n, |ρ|>s−δ
2s−n−|ρ|rρ(Y ⊕ T )ωρ(Y ⊕ T )
∑
L∈Λ(ρ)
WL(Y ),(5.5)
where |ρ| = ρ1 + ... + ρn is the ℓ1 norm of ρ and Λ(ρ) = {L ∈ θ(D⊥) : ρ(L) = ρ}. The latter
is an affine copy of the subspace
Λ0(ρ) = {L ∈ θ(D⊥) : ρ(L) < ρ} .
The cardinality of Λ0(ρ) satisfies
♯Λ0(ρ) ≤ 2|ρ|−s+δ.
To see this, observe that Λ0(ρ) is θ(D
⊥) restricted to a dyadic box of area 2|ρ|. Divide the box
into 2|ρ|−s+δ congruent boxes of volume 2s−δ. Since ρ(D⊥) ≥ s− δ + 1, each such box contains
no more than one point of θ(D⊥) (for otherwise the difference of the two points would yield a
non-zero point of L = L1 ⊖ L2 ∈ θ(D⊥) with ρ(L) ≤ s− δ).
The sum
∑
L∈Λ(ρ)
WL(Y ) can be written using the Poisson summation formula Lemma 3.1.
(5.6)
∑
L∈Λ(ρ)
WL(Y ) = WLρ(Y )
∑
L∈Λ0(ρ)
WL(Y ) = WLρ(Y )δ(ρ, Y ),
where Lρ is any point in Λ(ρ) and
(5.7) δ(ρ, Y ) =
♯Λ0(ρ), Y ⊥ {X ∈ D⊥ : ρ(X) < ρ},0, otherwise.
The orthogonality condition in (5) makes sense if we consider Y ∈ Qn(2s) by truncating the extra
binary digits (above sth) in each coordinate. We can easily see that
(5.8)
∫
[0,1]n
δ(ρ, Y )dY = ♯Λ0(ρ) · ♯
[
Λ0(ρ)
]⊥ · 2−ns = 1.
Combining (5) and (5) we obtain
M[D ⊕ T ;Y ⊕ T ] = ∑
ρ∈N(2s)n, |ρ|>s
2s−n−|ρ|rρ(Y ⊕ T )ωρ(Y ⊕ T )WLρ(Y )δ(ρ, Y )
= 2−n
ns∑
k=s−δ+1
Mk(T, Y ) ,(5.9)
where Mk(T, Y ) :=
∑
ρ∈N(2s)n, |ρ|=k
2s−k rρ(Y ⊕ T )ωρ(Y ⊕ T )WLρ(Y )δ(ρ, Y ).
The variables Y and T can be decoupled. By (5), the L2q[Y × T ] norm of Mk[D⊕ T ;Y ⊕ T ]
equals the L2q[Y × T ] norm of
M ′k(T, Y ) =
∑
ρ∈N(2s)n, |ρ|=k
2s−k rρ(T )ωρ(T )WLρ(Y )δ(ρ, Y ) .
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Let us rewrite the function rρ(T )ωρ(T ). Using Lemma 4.2, since r
2
m = 1, we have
rm(t)ωm(t) = rm(t)−
∞∑
i=1
2−irm+i(t).
This implies that
rρ(T )ωρ(T ) =
∑
ı∈Nn0
ǫı2
−|ı|rρ+ı(T ).
Here, ǫı is −1 raised to the number of non-zero entries of ı. Therefore
M ′k(T, Y ) =
∑
ı∈Nn0
ǫı2
−|ı|
∑
ρ∈N(2s)n, |ρ|=k
2s−k rρ+ı(T )WLρ(Y )δ(ρ, Y )(5.10)
=:
∑
ı∈Nn0
ǫı2
−|ı|M ık(T, Y ).
We estimate the L2q(Y × T ) norm of M ık(T, Y ), which the Littlewood–Paley inequalities are
ideally suited for. Applying Lemma 6.2 in T and using the fact that q ∈ N, we obtain
‖M ık(T, Y )‖2qL2q[T×Y ] ≤ (Cq)q(n−1) 2(s−k)2q
∫  ∑
ρ∈N(2s)n, |ρ|=k
δ2(ρ, Y )
q dY
= (Cq)q(n−1) 2(s−k)2q
∫ ∑
|ρ1|,...,|ρq |=k
δ2(ρ1, Y ) · · · δ2(ρq, Y ) dY
≤ (Cq)q(n−1) 2(s−k)2q ∑
|ρ1|,...,|ρq |=k
q∏
j=2
[
♯Λ0(ρj)
]2 · ∫ δ2(ρ1, Y ) dY(5.11)
≤ (Cq)q(n−1) 2(s−k)2q sq(n−1) 2(k−s+δ)(2q−1)
≤ (Cq)q(n−1) sq(n−1) 2s−k.
The constant C changes from line to line above. The first line is the Littlewood-Paley inequality;
the third one uses the fact that δ(ρ, Y ) takes values 0 and ♯Λ0(ρ); the fourth one uses the facts
that the number of ρ with |ρ| = k is at most Ckn−1 < C ′sn−1, that ♯Λ0(ρ) ≤ 2|ρ|−s+δ, and that∫
δ2(ρ, Y ) dY = ♯Λ0(ρ) ·
∫
δ(ρ, Y ) dY = ♯Λ0(ρ) ≤ 2|ρ|−s+δ
in view of (5).
Because of the geometric decay in (5) we get
‖M ′k(T, Y )‖L2q[T×Y ] ≤ Cq
n−1
2 s
n−1
2 2
s−k
2q .
Note in particular the exponent of 2 above, which will lead to one additional power of q in our
estimate. Recall that ‖Mk(T, Y )‖L2q [T×Y ] = ‖M ′k(T, Y )‖L2q [T×Y ], thus from (5) we obtain
‖M[D ⊕ T ;Y ⊕ T ]‖L2q[T×Y ] ≤ Cq
n−1
2 s
n−1
2
ns∑
k=s+1
2
s−k
2q
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≤ Cq n+12 sn−12 ≤ Cq n+12 sn−12
This completes the proof. 
The reader interested in further improvements in arguments of this type will quickly focus on the
fact that this method of proof uses the Rademacher structure, but exploits very little information
(essentially just (5)) about the coefficients of the Rademacher functions. The first point where
one would like to do much better is estimate (5) above: here the integral of the q-fold product of
δ(ρ, Y ) is estimated by the integral of a single δ(ρ, Y ). However we have only found incremental
improvements on this point and we leave the topic to the future.
At this point, it might be convenient to point out why Conjecture 1.2 represents a natural goal,
and why the possible extensions are far from clear. For integers k, one has∥∥∥∥ ∑
ρ : |ρ|=k
rρ
∥∥∥∥
k
& k(n−1)−
n
k ,
since on the cube [0, 2−k]n, the summands are all of the same sign. On the other hand, the
Littlewood-Paley immediately show that
∥∥∥∥∑ρ : |ρ|=k rρ∥∥∥∥
exp(L
2
n−1 )
. k
n−1
2 , which by the above is
not improvable.
6. The Littlewood–Paley Inequalities
We start with the following version of the Littlewood–Paley inequalities (which is just the Hilbert
space-valued Khinchin inequality):
6.1. Lemma. For coefficients ci in a Hilbert space H and for any q ≥ 2, there holds∥∥∥∥∑
i
ciri
∥∥∥∥
Lq(U)
≤ C√q
[∑
i
|ci|2
] 1
2
,
where ri are the Rademacher functions as defined in (4).
There is a hyperbolic extension of this inequality that we will need. For X = (x1, . . . , xn) ∈ Un
and I = (i1, . . . , in) ∈ Nn, set
rI(X) =
n∏
t=1
rit(xt) .
6.2. Lemma. For coefficients cI ∈ R, for any k ∈ N, and K ∈ Nn∥∥∥∥ ∑
I∈Nn : |I|=k
cIrI+K(X)
∥∥∥∥
Lq(Un)
≤ [C√q]n−1
 ∑
I : |I|=k
|cI |2

1
2
.
Proof. The point of the estimate is that we need only apply the Littlewood–Paley n − 1 times.
That we can do so recursively, follows from the Hilbert space structure associated with square
functions.
12 GAGIK AMIRKHANYAN, DMITRIY BILYK, AND MICHAEL LACEY
Indeed, apply the Littlewood–Paley inequality in the first coordinate only. We have∫
U
∣∣∣∣ ∑
I : |I|=k
cIrI+K(X)
∣∣∣∣q dx1 ≤ [C√q]q
∑
t∈N
∣∣∣∣ ∑
I′ : |I′|=k−t
c(t,I′)rI′+K ′(X
′)
∣∣∣∣2

q
2
On the right, we set K ′ = (k2, . . . , kn), and similarly for I
′ and X ′. Note that the length of I ′
is prescribed to be k − t, and as well, that the sum on the right is a Hilbert space (ℓ2) norm of
a Hilbert space-valued Rademacher series in n − 1 variables. In particular, the Littlewood-Paley
inequalities apply to the sum on the right etc. Moreover, since the length of the vectors I is fixed,
in n− 1 applications the process terminates.
Such arguments are common in product harmonic analysis and have been used in the context
of discrepancy in e.g. [3], see also [1]. 
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