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We propose a variant model of Po´lya urn process, where the dynamics consist of two competing
elements namely, suppression of growth and enhancement of dormant character. Here the level
of such features are controlled by an internal parameter in a random manner, so as the system
self-organizes and characteristic observables exhibit scale invariance suggesting the existence of crit-
icality. Varying the internal control parameter, one can explain interesting universality classes for
avalanche-type events. We also discuss different versions of the model. It is pointed that such an
underlying mechanism has earlier been noted to operate in a neural network.
I. INTRODUCTION
The Po´lya urn [1, 2] offers a simple framework for the
modelling of a variety of stochastic processes. Although
extensively studied in probability and combinatorics [3],
its’ applications span across various disciplines and con-
tinues to be a topic of active research. Interestingly, urn
models have been found to describe diverse phenomena.
Examples include spreading of infectious disease, the evo-
lution of species in bioscience [4], analysis of algorithms
in computer science [2], decision making and reinforced
learning [5, 6], and dynamics of novelties [7].
In the standard Po´lya urn process, the urn consists of
two colored balls black and white. A ball may represent
a physical entity such as an atom to human or a species
to a course of action. At each step, one ball is randomly
drawn from the urn and its’ color is observed. Then, the
ball is returned with a new ball of the same color. This
process basically models the rich get richer phenomenon.
Antal et. al. [8] have shown that if starting with an
imbalanced initial configuration and stopping when a tie
occurs for the first time, then the number of balls of one
color L satisfies a power law distribution
P (L) ∼ L−τL , (1)
with τL = 2. The exit probability that the process ever
reaches to a tie is found to be less than one, implying the
process is transient. Note a contrast with the ordinary
simple random walk in one dimension: The process is
recurrent, and the first passage time (FPT) exponent has
a value 3/2 [3, 9, 10].
It has been observed that the FPT exponent in many
systems may take a value different from 3/2 and 2 (see
below). Although variants of urn model offer an expla-
nation for a tunable exponent characterizing a power law
distribution for some observables [7], those observables
are different from the FPT. Within the framework of urn
process, the rich get richer mechanism seems inadequate
to explain a broader range of FPT exponent. The pur-
pose of this work is to explore strategies that can explain
the aforesaid point.
In this paper, we introduce a variant of Po´lya urn as
shown in Fig. 1, with a specified set of constraints dis-
cussed later. The system evolves such that it eventually
Or
FIG. 1: Sketch of the model dynamical rule consisting of two
steps: (i) A ball is randomly drawn and its color is checked.
(ii) The ball is returned with one more ball of the same or of
different color, probabilistically [see Eqs. (2) and (3)]. There
are black and white balls in the urn.
self-organizes as a result of a competition between sup-
pression of growth and enhancement of dormant char-
acter. Also, the system exhibits power law features for
characteristic observables, reflecting critical nature. One
can here explain a continuously varying value of the ex-
ponent in a range 5/4 ≤ τL ≤ 5/2. In addition, the
process can be mapped to a discrete two dimensional
(2-d) random walk that can further be reduced to a one-
dimensional (1-d) random walk problem with a suitable
transformation. We here provide exact results supported
with simulation studies for scaling characteristics of the
process.
The exponent in the range τL ∈ [3/2, 2] can be realized
by a 1-d random walk with some additional constraints
[11]. For fractional Brownian motion, the first passage
exponent varies as τL = 2 − H, where the parameter
H is the Hurst exponent with 0 ≤ H ≤ 1 [12]. The
exponent may vary in a range 1 < τL ≤ 5/2 for diffusion
with an absorbing boundary at a marginally moving cliff
[9]. In the context of avalanches observed in models like
sandpiles [13], the exponent characterizes duration time.
For mean field branching process (MFBP), the duration
exponent is τL = 2 [14]. Note that the different exponent
values correspond to different universality classes.
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2The ubiquitous power-laws or scale invariant features
[15], basically emergent behavior of complex systems,
have been of considerable interest, especially in statistical
physics. The central limit theorem explains the origin of
Gaussian statistics, while the emergence of power law can
be understood from a few widely recognized routes such
as self-organized criticality [16, 17], preferential attach-
ments [18], and sample space reducing (SSR) stochastic
processes [19, 20].
Sec. II presents definition of the proposed model, and a
mapping with random walk problem. Results for the first
passage properties and different versions of the process
are also discussed here. Avalanches like events have been
studied in Sec. III, followed by conclusion in Sec. IV.
II. MODEL OF CRITICAL PO´LYA URN
Consider a Po´lya urn process with two different col-
ored balls, namely, black and white represented instan-
taneously by a configuration {x(t), y(t)}. At each ele-
mentary step, a ball is selected randomly from the urn
and its’ color is inspected. Then the ball is returned with
one more ball of the same or different color with the fol-
lowing stochastic dynamical rules:
(
x(t+ 1)
y(t+ 1)
)
→

(
x(t) + 1
y(t)
)
, with rate 1− p(t),(
x(t)
y(t) + 1
)
, with rate p(t).
(2)
The time dependent transition rate p(t) is determined as
p(t) =
{
fλ[x(t), y(t)], with probability λ,
gλ[x(t), y(t)], with probability 1− λ, (3)
with memory or strategy functions
fλ(x, y) =
x
x+ y
and gλ(x, y) =
1
2
. (4)
Here, 0 ≤ λ ≤ 1. Qualitatively, the memory dependent
transition rate p(t) = fλ is chosen with probability λ, and
the memory independent critical transition rate p(t) =
1/2 is selected with the complementary probability 1−λ.
Next, a new ball is added of different color or of the same
color, with the transition rate p(t) or 1−p(t), respectively.
We call the mixed process ‘critical Po´lya urn-I’.
The strategy functions include memory dependent
or/and independent features. For example, consider a
learning process, where the subject forms a decision
typically for dichotomous choices, weighing the rewards
earned in the past for a course of action [6]. However,
the subject may face occasionally a conflicting situation
due to inevitable reasons. In such a scenario, a decision
may be taken in a purely random manner, suppressing
the memory.
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FIG. 2: Top panel: A typical trajectory for the critical Po´lya
urn process depicted by staircase function for parameter λ = 1
as a 2-d random walk. Here, the walk starts from {2, 1} and
stops at {13, 13}, thus L = 13 with T = 23. Bottom panel:
Corresponding 1-d random walk path.
A. A map with random walks
For this stochastic process, a map with a 2-d random
walk with an absorbing boundary condition is clearly ev-
ident [see Fig. 2 (top panel)]. The transition probability
to move rightward is px, and a vertical step is taken with
the complementary probability py = 1 − px. From the
definition of the model, the transition probabilities can
be easily noted as
px = λ
y
x+ y
+
1− λ
2
and py = λ
x
x+ y
+
1− λ
2
. (5)
The problem can be further reduced to a 1-d discrete ran-
dom walk with jumps of unit length [see Fig. 2 (bottom
panel)], if we introduce a fluctuating quantity ξ, namely,
the difference in the number of two colored balls as a
function of time
ξ(t) = x(t)− y(t). (6)
Let P(ξ; t) be the probability of finding the 1-d random
walker at position ξ after time t, given the walk starts
from ξ0. We find that P(ξ; t) satisfies, in the contin-
uum limit, a convection-diffusion equation of the form
[see Appendix A]
∂P(ξ; t)
∂t
− λξ
t
∂P(ξ; t)
∂ξ
=
1
2
∂2P(ξ; t)
∂ξ2
. (7)
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FIG. 3: The distribution P (L) for different values of the pa-
rameter λ. We take 108 independent realizations and the
maximum run time for a process is 104. Log-binned data is
presented. For comparison, two straight lines are drawn with
slopes 3/2 (upper line) and 5/2 (lower line).
The case λ = 0 or t → ∞ is equivalent to the ordinary
1-d random walk or purely diffusive process.
B. The first passage properties
The walk starts with a non-zero imbalanced initial con-
figuration {x(0), y(0)} such that either x > y or y > x.
For example, we take {2, 1} throughout in our simulation
studies. The process is stopped when a tie happens for
the first time, i.e., y(t = T ) = x(t = T ) = L. For the
initial condition {2, 1}, the number of balls of one color L
is related to the life span of the process as L = (T +3)/2.
Here, an observable of interest may be the time how long
the process survives or simply life span T that is a ran-
dom variable, but an odd number. Alternatively, a more
preferable observable is L that is an integer.
The random walk is non-Markovian, and typically such
processes are analytically challenging to track. However,
in the present case the problem can be solved, as the ve-
locity [see Eq. (A10)] satisfies a simple scaling in state
space and time variables. In the asymptotic limit, L →
large, the probability distribution P (L) follows a power
law form [see Eq. (1)]. Our analytical results [see Ap-
pendix A] reveal that the exponent depends upon the
mixing parameter λ in a simple manner
τL ≈ 3
2
+ λ, for 0 ≤ λ ≤ 1. (8)
Eq. (8) suggests that the exponent covers an interesting
range 1.5 ≤ τL ≤ 2.5. Figure 3 and 4 provide a validation
of these results obtained by Monte Carlo simulations.
Note that one possible way to explain a tunable expo-
nent for a power law characteristics is by mixing two qual-
itatively different dynamical elements [as done in Eq. (3)].
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FIG. 4: The variation of numerically estimated exponent τL
with mixing parameter z ≡ λ, µ, δ for critical Po´lay urn pro-
cesses: I, II, III, respectively. Here, 1.25 ≤ τL ≤ 2.5.
For example, in case of scale-free networks the elements
are “popularity” and “fitness” of nodes [21], while for
noisy SSR these are “SSR” and “unconstrained hopping”
[19].
C. Other versions of the process
The model discussed above is not unique. One can
easily design a modified version with a suitable mem-
ory function. In the following case, we take the memory
functions given as
fµ(x, y) =
y
x+ y
and gµ(x, y) =
1
2
. (9)
Eqs. (2) & (3) specify the update rules, with the same
initial and boundary conditions. Here, the distribution
P (L) still shows a power law, but the exponent τL de-
pends upon µ in a nonlinear fashion as shown in Fig. 4.
We name this version as ‘critical Po´lya urn-II’. Note that
the limiting case µ = 1 corresponds to the standard urn
model.
We can also recognize another version: ‘critical Po´lya
urn-III’, by choosing the memory functions as
fδ(x, y) =
x
x+ y
and gδ(x, y) = 1− fδ. (10)
Then, the configuration {x(t), y(t)} is updated following
the rules [Eqs. (2) & (3)]. In this case, again the exponent
τL varies nonlinearly as a function of δ (see Fig. 4).
The parameter dependency of the velocity affects the
behavior of the exponent τL. Note that the reduced ve-
locity is v¯z = (px − py)/v, where v = ξ/t and z ≡ λ, µ,
or δ. For comparison, the reduced velocities are given
below:
v¯λ = −λ, v¯µ = µ, and v¯δ = (1− 2δ). (11)
4Since the parameter z lies between 0 to 1, the range of
reduced velocity is
v¯z ∈

[−1, 0], for z = λ,
[0, 1], for z = µ,
[−1, 1], for z = δ.
(12)
For the δ version of the model, the exponent τL can be
determined by directly comparing the reduced velocities
of the λ and µ versions. Mathematically, we get
τL(δ) =
{
3
2 + (2δ − 1), for 1/2 ≤ δ ≤ 1,
τL(µ = 1− 2δ), for 0 ≤ δ < 1/2. (13)
III. AVALANCHES LIKE EVENTS
Recall the activity signal [see Eq. (6)]. This trans-
formation results in a 1-d random walk with only pos-
itive positions with initial setting x > y. Note that
such a difference process is subtly more informative sim-
ilar to that of incremental values in the case of records
[22]. One can further characterize ξ(t) with avalanche
like observables such as size S =
∑T
t=0 ξ(t) and maxi-
mum activity M = max{ξ(t)}. For critical avalanches,
observable X ∈ {L, S,M} is a random variable charac-
terized by probability distribution of the power law type
P (X) ∼ X−τX . Moreover, any two observables are re-
lated as 〈X〉 ∼ Y γXY . The different exponents are con-
nected as τX = 1 + [(τY − 1)/γXY ], and γXY = 1/γY X
[23]. Numerically, we observed that the exponent γSL is
equal to 3/2 and independent of λ. Consequently, the
size exponent is
τS = 1 +
1 + 2λ
3
. (14)
Figure 5 (top panel) shows the simulation results for the
probability distribution P (S) with different values of the
parameter λ. An excellent agreement with Eq. (14) is
seen.
Note that τL = 2 and τS = 5/3 for λ = 1/2 [also µ = 1
and δ = 3/4]. Their universality class is different from
that of the MFBP for which τS = 3/2, although τL = 2.
As the avalanche type events are nonlinear response of
the system, the above definition for the cluster size seems
inadequate. We assume that S =
∑T
t=0 ξ
a(t), where a is
an index coding the degree of nonlinearity. For a = 2,
using the relations 〈ξ2〉 ∼ t (see below), we find
〈S〉 =
∫ T
t=0
〈ξ2〉dt ∼
∫ L
l=0
ldl ∼ L2.
Here, the size exponent is modified as
τS = 1 +
1 + 2λ
4
for a = 2. (15)
Thus, the case λ = 1/2 yields τS = 3/2 [see Fig. 5 (bot-
tom panel)] and corresponds to MFBP universality class.
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FIG. 5: Top panel: The cluster size distribution P (S) for
a = 1 and different values of parameter λ, along with the
best fit curves shown by dashed lines. The slopes are τS =
2, 5/3, 4/3 for λ = 1, 0.5, and 0, respectively. Bottom panel:
The plot of P (S) for parameters a = 2 and λ = 1/2. A
straight line with slope 3/2 is drawn for comparison.
Note that τL = 3/2 and τS = 4/3 with a = 1 for λ = 0
[also µ = 0.75 and δ = 1/2], and theses cases belong
to a universality class related to directed sandpile model
introduced by Dhar & Ramaswamy [24].
Here, a negative feedback mechanism operates to keep
ξ(t) tending to 0, randomly. When an indicator function
is such that fλ(t) > 1/2, we get ξ(t) > 0. To bring the
ξ(t) towards 0 randomly, a ball of y type would be pre-
ferred to be added so that the indicator function can be
shifted towards 1/2. The self-organization occurs bring-
ing towards critical state for this non-equilibrium system
characterized by events exhibiting scale-free statistics or
the existence of long range correlations [25].
To explore how the system self-organizes, we study
evolution of the fluctuating quantity fλ(t). The pro-
cess starts with an imbalanced configuration and runs
for a long time. If x = y, then fλ = 1/2. We find that
∆fλ = fλ(t) − 0.5 hovers about 0, but the fluctuations
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FIG. 6: Signature of self-organization: A typical plot of the
scaled indicator function
√
t[fλ(t)− 0.5].
decrease on increasing the observation time [see Fig. 6],
〈∆fλ(t)〉 = 0 and
√
〈[∆fλ(t)]2〉 ∼ 1/
√
t. (16)
Also, ξ(t) hovers about 0, but as the random walk drifts,
the fluctuations increase with increasing the observation
time
〈ξ(t)〉 = 0 and
√
〈ξ2〉 ∼ √t. (17)
Clearly, except for the case λ = 0 where p(t) = 1/2, in
all other cases there is no tuning of an external control
parameter. The systems exhibit criticality that emerges
as a consequence of self-organization that results from a
competition between suppressing growth and enhancing
dormant character in the system.
Such an underlying mechanism has earlier been noted
by Bornholdt and Rohlf [26] in a random network with
binary elements. A local rewiring rule is used: A node
that is active, over an attracting period, loses a link and a
quiet node gets a new link. Eventually this leads to crit-
icality, emerging as a result of self-organization, with an
application to neural network explaining how the density
of connections is regulated. Since activity-dependent at-
tachment of synapses to a neuron is responsible for that
and remains an experimentally observed feature [27].
IV. CONCLUSION
We have introduced a class of Po´lya urn process that
exhibits scaling features. The underlying mechanism is
the competition between suppression of growth and en-
hancement of dormant character. The process can be
eventually mapped to a 1-d discrete random walk with an
absorbing boundary condition. The first passage proper-
ties show a remarkably rich behavior, exhibiting from
Gaussian to power law type statistics with the duration
exponent continuously varying between 5/4 to 5/2. The
value of the exponent is determined by an internal param-
eter controlling the rate how the memory dependent tran-
sition probability is preferred. The exponent range is rea-
sonably wide and physically quite interesting. We have
also discussed the characteristics of critical avalanches.
Interestingly, a variant of Po´lya urn also offers a deeper
understanding of Elephant Random Walk (ERW) [28]
that is a 1-d discrete time random walk with a complete
memory of its past [29]. The ERW basically explains
anomalous diffusion, and is a class of explicitly solvable
non-Markovian random walk. At each time step, the
ERW moves by randomly selecting a step taken at a pre-
vious time, with a probability p. Otherwise, it will take
an opposite step with the complementary probability. In
the urn scheme, a ball is randomly selected from the urn
and its color is checked. Then the ball is returned with a
new ball of the same color with probability p and a ball of
different color with the complementary probability 1−p.
The difference between the number of two colored balls
represents the position of the ERW. Variants and exten-
sion to higher dimensions of ERW can also be described
using the urn framework [29]. We note an important
difference between our urn models and the correspond-
ing urn for ERWs that in the former case the evolution
depends upon a memory function that includes a state
space dependent and/or independent features.
The standard Po´lya urn process can be generalized in
a number of ways: For examples, considering multiple
colored balls, adding more than one new ball of same or
different color, and/or multiple interacting urn, etc. This
flexibility has been used to design different variants. It
would be interesting to explore the strategies and the
extent of scaling behavior of our model in other variants
of the urn process.
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Appendix A: Master equation approach
To approach the problem analytically, we consider the
2-d random walk representation of the model. We here
discuss only the λ version of the model in detail, as in
other cases the same approach can easily be extended.
Let P(x, y; t) denotes the probability of finding the 2-d
random walker at position {x, y} after time t, given the
walk starts from {x0, y0} and finally stops when x(t =
T ) = y(t = T ) = L. The master equation reads
P(x, y; t+ 1) = pxP(x− 1, y; t) + pyP(x, y − 1; t), (A1)
where px and py are the transition probabilities to move
by unit step in rightward (along x axis) and upward
(along y axis) directions, respectively. Explicitly, the
transition probabilities are expressed as
px = λ
y
x+ y
+
1− λ
2
and py = λ
x
x+ y
+
1− λ
2
, (A2)
6with px+py = 1. The transition probability px or py is a
space and time dependent function, although the time de-
pendency comes in an implicit manner. Thus, the process
is non-Markovian or history dependent. Consequently,
solving such a master equation seems quite challenging.
Nevertheless, if one considers the difference process
ξ(t) = x(t)− y(t), (A3)
the problem reduces to a 1-d random walk. Note that
ξ(t+ 1) = ξ(t) + η(t), (A4)
where η is a random variable that takes two values ±1
with probabilities p+(t) = px and p−(t) = 1 − p+(t),
respectively. Thus, the Eq. (A1) reduces to
P(ξ; t+ 1) = p+P(ξ − 1; t) + p−P(ξ + 1; t), (A5)
with an absorbing boundary condition at ξ = 0. The
time dependency of p+(t) and p−(t) is explicitly given
below.
As the time elapsed is equal to the total number of
balls in the urn, we have t ≈ x+ y. One can easily write
x and y in terms of ξ and t as
x =
t+ ξ
2
and y =
t− ξ
2
. (A6)
Then, the Eq. (A2) eventually reads
p±(t) =
1
2
[
1∓ λξ
t
]
. (A7)
Plugging Eq. (A7) into Eq. (A5), we get
P(ξ; t+ 1) = 1
2
[P(ξ − 1; t) + P(ξ + 1; t)]
+λ
ξ
2t
[P(ξ + 1; t)− P(ξ − 1; t)]. (A8)
In the continuum limit, this reduces to a partial differen-
tial equation
∂P(ξ; t)
∂t
− λξ
t
∂P(ξ; t)
∂ξ
=
1
2
∂2P(ξ; t)
∂ξ2
. (A9)
This is basically a convection-diffusion equation with the
boundary condition P(ξ = 0; t) = 0, describing biased
random walk with the diffusion coefficient 1/2 and the
velocity given as
vλ = −λξ
t
= p+ − p−. (A10)
Such a convection-diffusion equation appears in a class
of diffusion with an absorbing boundary condition at a
marginally moving cliff [9].
A comparison with ordinary random walk for which
the diffusion equation has the form
∂P(ξ; t)
∂t
=
1
2
∂2P(ξ; t)
∂ξ2
, (A11)
suggests that the Eq. (A9) has an additional term with
a prefactor λ(ξ/t). This term is sufficiently smaller than
1, because 0 ≤ λ ≤ 1 and ξ/t 1 [as 〈ξ2〉 ∼ t]. The long
time behavior of Eq. (A9) is also same as that of λ = 0.
The solution of Eq. (A11) is the Gaussian function.
One can analytically study the survival and eventually
the first return time probability distributions. The sur-
vival probability varies as
S(t) ∼ t− 12 . (A12)
With the survival probability, it is easy to calculate the
first passage probability as these two are related
P (L) = −dS(t)
dt
|t=T∼L. (A13)
In the large limit of L, the first passage probability be-
haves as
P (L) ∼ L−3/2. (A14)
1. First passage probability for λ 6= 0
In order to solve Eq. (A9) introduce a dimensionless
variable u = [ξ/
√
t] − 1, and make use of the scaling
ansatz for the occupation probability P(ξ; t) as
P(ξ; t) = t−τ− 12 C(u). (A15)
The exponent of time dependent prefactor is chosen in
such a manner so that the survival time probability
should vary as t−τ . Note that τ = τL − 1. Then, we
get an ordinary differential equation
1
2
d2C
du2
+ λ(u+ 1)
dC
du
+
(
τ +
1
2
)
C = 0. (A16)
To further simplify the above equation, it is convenient
to introduce u =
√
2λ(u+1) and D(u) = C(u) exp(u2/4).
This transformation leads to
d2D
du2
+
[
ρ+
1
2
− u
2
4
]
D = 0, with ρ = τ
λ
+
1
2λ
− 1.
This is the ordinary differential equation satisfying
parabolic cylinder function Dρ(u). Applying the bound-
ary condition on this function, the first passage exponent
τL as a function of λ can be estimated. Then, we have
Dρ(
√
2λ) = 0. (A17)
The parabolic cylinder function with real argument
reads
Dρ(z) = 2
ρ
2 exp
(
−z
2
4
)
U
(
−ρ
2
,
1
2
,
z2
2
)
, (A18)
where U(·) is the confluent hypergeometric function of
the first kind. In our problem
ρ =
1
λ
[
τL − 1 + 1
2
]
− 1, (A19)
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FIG. 7: Data collapse curves for the distribution P (L) with
different values of c and λ. Here ν = (L−〈L〉)/σL and J(ν) =√
2piσ2LP (L).
and z =
√
2λ. Here the parameter λ is a positive real
number, implying z is also real. The boundary condition
Dρ(z) = 0 suggests that U(−ρ/2, 1/2, z2/2) = 0, since
the prefactors in Eq. (A18) cannot be zero. The confluent
hypergeometric function of the first kind is given by
U(m,n, λ) = 1 + m
n
λ+
m
n
(m+ n)
(n+ 1)
λ2
2
+ . . . . (A20)
Since the parameter λ is less than or equal to 1, the higher
order terms of λ would be small. Using the boundary
condition and dropping the higher order terms, we have
0 ≈ 1 + −ρ/2
1/2
λ. (A21)
Simplifying this, we get the main result
τL ≈ 3
2
+ λ, (A22)
the leading order behavior of the exponent as a function
of λ.
2. Key features for other versions
For µ and δ versions, the transition probabilities are
explicitly given below:
px = µ
x
x+ y
+
1− µ
2
,
py = µ
y
x+ y
+
1− µ
2
, (A23)
and
px = δ
y
x+ y
+ (1− δ) x
x+ y
,
py = δ
x
x+ y
+ (1− δ) y
x+ y
. (A24)
Using Eq. (A10), the velocity can be easily computed for
each cases as
vλ = −λξ
t
, vµ = µ
ξ
t
, and vδ = (1− 2δ)ξ
t
. (A25)
Appendix B: Condition for Gaussian statistics
Interestingly, the distribution P (L) exhibits Gaussian
form [see Fig. 7], if y(t = T ) = c where c is a constant.
We numerically find that the mean and variance of L
grow with increasing c at constant λ, while the mean is
constant but the variance decreases when λ is increased
at fixed c.
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