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Abstract
An increasing body of evidence suggests that the trial-to-trial variability of spiking activity in the brain is not mere noise, butrather the reflection of a sampling-based encoding scheme for probabilistic computing. Since the precise statistical propertiesof neural activity are important in this context, many models assume an ad-hoc source of well-behaved, explicit noise, eitheron the input or on the output side of single neuron dynamics, most often assuming an independent Poisson process in eithercase. However, these assumptions are somewhat problematic: neighboring neurons tend to share receptive fields, renderingboth their input and their output correlated; at the same time, neurons are known to behave largely deterministically, as afunction of their membrane potential and conductance. We suggest that spiking neural networks may have no need for noiseto perform sampling-based Bayesian inference. We study analytically the effect of auto- and cross-correlations in functionalBayesian spiking networks and demonstrate how their effect translates to synaptic interaction strengths, rendering themcontrollable through synaptic plasticity. This allows even small ensembles of interconnected deterministic spiking networks tosimultaneously and co-dependently shape their output activity through learning, enabling them to perform complex Bayesiancomputation without any need for noise, which we demonstrate in silico, both in classical simulation and in neuromorphicemulation. These results close a gap between the abstract models and the biology of functionally Bayesian spiking networks,effectively reducing the architectural constraints imposed on physical neural substrates required to perform probabilisticcomputing, be they biological or artificial.
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1 Introduction
An ubiquitous feature of in-vivo neural responses is theirstochastic nature [1–6]. The clear presence of this variabil-ity has spawned many functional interpretations, with theBayesian-brain hypothesis arguably being the most notableexample [7–12]. Under this assumption, the activity of a neu-ral network is interpreted as representing an underlying(prior) probability distribution, with sensory data providingthe evidence needed to constrain this distribution to a (pos-terior) shape that most accurately represents the possiblestates of the environment given the limited available knowl-edge about it.Neural network models have evolved to reproduce thiskind of neuronal response variability by introducing noise-generating mechanisms, be they extrinsic, such as Poissoninput [13–16] or fluctuating currents [17–22], or intrinsic,such as stochastic firing [23–28] or membrane fluctuations[29, 30].However, while representing, to some degree, reason-able approximations, none of the commonly used sources ofstochasticity is fully compatible with biological constraints.Contrary to the independent white noise assumption, neu-ronal inputs are both auto- and cross-correlated to a sig-nificant degree [31–37], with obvious consequences for anetwork’s output statistics [38]. At the same time, the as-sumption of intrinsic neuronal stochasticity is at odds withexperimental evidence of neurons being largely determinis-tic units [39–41]. Although synaptic transmissions from in-dividual release sites are stochastic, averaged across mul-tiple sites, contacts and connections, they largely averageout [42]. Therefore, it remains an interesting question howcortical networks that use stochastic activity as a means toperform probabilistic inference can realistically attain suchapparent randomness in the first place.We address this question within the normative frame-work of sampling-based Bayesian computation [29, 43–47],in which the spiking activity of neurons is interpreted asMarkov Chain Monte Carlo sampling from an underlyingdistribution over a high-dimensional binary state space. Incontrast to other work on deterministic chaos in functionalspiking networks, done mostly in the context of reservoircomputing (e.g., [48, 49]), we provide a stringent connec-tion to the spike-based representation and computation ofprobabilities, as well as the synaptic plasticity required forlearning the above. We demonstrate how an ensemble ofdynamically fully deterministic, but functionally probabilis-tic networks, can learn a connectivity pattern that enablesprobabilistic computation with a degree of precision thatmatches the one attainable with idealized, perfectly stochas-tic components. The key element of this construction is self-consistency, in that all input activity seen by a neuron is theresult of output activity of other neurons that fulfill a func-tional role in their respective subnetworks. The present worksupports probabilistic computation in light of experimental
evidence from biology and suggests a resource-efficient im-plementation of stochastic computing by completely remov-ing the need for any form of explicit noise.
2 Methods
2.1 Neuron model and simulation detailsWe consider deterministic Leaky Integrate-and-Fire (LIF)neurons with conductance-based synapses and dynamicsdescribed by
Cm
duk
dt
= gl (El − uk) +
∑
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gsynk,x (E
rev
x − uk) , (1)
gsynk,x (t) =
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) , (2)
uk(ts) ≥ ϑ ⇒ uk(t ∈ (ts, ts + τref ]) = % , (3)
with membrane capacitance Cm, leak conductance gl, leakpotential El, excitatory and inhibitory reversal potentials
Ereve/i and conductances gsynk,e/i, synaptic strength wkj , synap-tic time constant τ syn and θ(t) the Heaviside step function.For gsynk,e/i, the first sum covers all synaptic connections pro-jecting to neuron k. A neuron spikes at time ts when itsmembrane potential crosses the threshold ϑ, after which itbecomes refractory. During the refractory period τref , themembrane potential is clamped to the reset potential %. Wehave chosen the above model because it provides a compu-tationally tractable abstraction of neurosynaptic dynamics[41], but our general conclusions are not restricted to thesespecific dynamics.We further use the short-term plasticity mechanism de-scribed in [50] to modulate synaptic interaction strengthswith an adaptive factor USE × R(t), where the time-dependence is given by1
dR
dt
=
1−R
τrec
− USERδ(t− ts) , USE , R ∈ [0, 1] , (4)
where δ(t) is the Dirac delta function, ts denotes the timeof a presynaptic spike, which depletes the reservoir R by afraction USE, and τrec is the time scale on which the reser-voir R recovers. This enables a better control over the inter-neuron interaction, as well as over the mixing properties ofour networks [47].Background input, such as spikes from a Poisson source,enters Eq. (1) as synaptic input, but without short-term plas-ticity (as in [44]) to facilitate the mathematical analysis (seeSupporting information for more details).All simulations were performed with the network spec-ification language PyNN 0.8 [51] and the spiking neuralnetwork simulator NEST 2.4.2 [52].
1In [50] the postsynaptic response only scales with R(t), whereas herewe scale it with USE ×R(t).
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2.2 Sampling frameworkAs a model of probabilistic inference in networks of spik-ing neurons, we adopt the framework introduced in [44, 46].There, the neuronal output becomes stochastic due to a high-frequency bombardment of excitatory and inhibitory Poissonstimuli (Fig. 1A), elevating neurons into a high-conductancestate (HCS) [53, 54], where they attain a high reaction speeddue to a reduced effective membrane time constant. Underthese conditions, a neuron’s response (or activation) functionbecomes approximately logistic and can be represented as
ϕ(µ) = (1 + exp (−(µ− u0)/α))−1 with inverse slope αand inflection point u0. Together with the mean free mem-brane potential µ and the mean effective membrane timeconstant τeff (see Eqs. (17b) and (20c)), the scaling param-eters α and u0 are used to translate the weight matrix
W and bias vector b of a target Boltzmann distribution
ptargetz = p(z) ∝ exp
(
1
2z
TWz + zT b
) with binary randomvariables z ∈ {0, 1}n to synaptic weights and leak poten-tials in a sampling spiking network (SSN):
wkj =
αWkjCm
τref
τsyn
(
1− τsynτeff
)(
Erevkj − µ
)−1
[
τ syn
(
e−
τref
τsyn − 1
)
− τeff
(
e
− τrefτeff − 1
)] , (5)
El =
τm
τeff
(αb+ u0)−
∑
x∈{e,i}
〈gsynx 〉
gl
Erevx , (6)
where wkj is the synaptic weight from neuron j to neuron k,
El a vector containing the leak potentials of all neurons, bthe corresponding bias vector, Erevkj ∈ {Ereve , Erevi }, depend-ing on the nature of the respective synapse, and τm = Cmgl(see Eq. (68) to Eq. (73) for a derivation). This translationeffectively enables sampling from ptargetz , where a refractoryneuron is considered to represent the state zk = 1 (seeFig. 1B,C).
2.3 Measures of network performanceTo assess how well a sampling spiking network (SSN) sam-ples from its target distribution, we use the Kullback-Leiblerdivergence [55]
DKL
(
pnet ‖ ptarget) = ∑
z
pnetz ln
(
pnetz
ptargetz
)
, (7)
which is a measure for the similarity between the sampleddistribution pnet and the target distribution ptarget. For in-ference tasks, we determine the network’s classification rateon a subset of the used data set which was put aside dur-ing training. Furthermore, generative properties of SSNsare investigated either by letting the network complete par-tially occluded examples from the data set or by letting itgenerate new examples.
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Figure 1: Sampling spiking networks (SSNs) with and without explicitnoise. (A) Schematic of a sampling spiking network, where each neuron(circles) encodes a binary random variable zi ∈ {0, 1}. In the originalmodel, neurons were rendered effectively stochastic by adding externalPoisson sources of high-frequency balanced noise (red boxes). (B) A neuronrepresents the state zk = 1 when refractory and zk = 0 otherwise. (C)The dynamics of neurons in an SSN can be described as sampling (redbars) from a target distribution (blue bars). (D) Instead of using Poissonprocesses as a source of explicit noise, we replace the Poisson input withspikes coming from other networks performing spike-based probabilisticinference by creating a sparse, asymmetric connectivity matrix betweenseveral SSNs. For instance, the red neuron receives not only information-carrying spikes from its home network (black lines), but also spikes fromthe other two SSNs as background (red arrows), and in turn projects backtowards these networks. Other such background connections are indicatedin light gray.
2.4 Learning algorithmNetworks were trained with a Hebbian wake-sleep algo-rithm
∆W ij = η
[
ptargetzi=1,zj=1 − pnetzi=1,zj=1
]
, (8)
∆bi = η
[
ptargetzi=1 − pnetzi=1
]
, (9)
which minimizes the DKL (pnet ‖ ptarget) [56]. η is a learn-ing rate (see Supporting information for used hyperparam-eters). For high-dimensional datasets (e.g. handwritten let-ters and digits), Boltzmann machines were trained with theCAST algorithm [57], a variant of wake-sleep with a temper-ing scheme, and then translated to SSN parameters withEqs. (5) and (6) instead of training the SSNs directly toreduce simulation time.
2.5 Experiments and calculationsDetails to all experiments as well as additional figures andcaptions to videos can be found in the Supporting informa-tion. Detailed calculations are presented at the end of themain text.
3 Results
We approach the problem of externally-induced stochas-ticity incrementally. Throughout the remainder of themanuscript, we discern between background input, whichis provided by other functional networks, and explicit noise,for which we use the conventional assumption of Poisson
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spike trains. We start by analyzing the effect of correlatedbackground on the performance of SSNs. We then demon-strate how the effects of both auto- and cross-correlatedbackground can be mitigated by Hebbian plasticity. Thisultimately enables us to train a fully deterministic net-work of networks to perform different inference tasks with-out requiring any form of explicit noise. This is first shownfor larger ensembles of small networks, each of which re-ceives its own target distribution, which allows a straightfor-ward quantitative assessment of their sampling performance
DKL (p
net ‖ ptarget). We study the behavior of such ensem-bles both in computer simulations and on mixed-signal neu-romorphic hardware. Finally, we demonstrate the capabilityof our approach for truly functional, larger-scale networks,trained on higher-dimensional visual data.
3.1 Background autocorrelationsUnlike ideal Poisson sources, single spiking neurons pro-duce autocorrelated spike trains, with the shape of the au-tocorrelation function (ACF) depending on their refractorytime τref and mean spike frequency r¯ = p(z = 1)τref−1.For higher output rates, spike trains become increasinglydominated by bursts, i.e., sequences of equidistant spikeswith an interspike interval (ISI) of ISI ≈ τref . These fixedstructures also remain in a population, since the popula-tion autocorrelation is equal to the averaged ACFs of theindividual spike trains.We investigated the effect of such autocorrelations onthe output statistics of SSNs by replacing the Poissoninput in the ideal model with spikes coming from otherSSNs. As opposed to Poisson noise, the autocorrelation
C(Sx, Sx,∆) = 〈Sx(t)Sx(t+∆)〉−〈Sx〉
2
Var(Sx)
of the SSN-generated(excitatory or inhibitory) background Sx, x ∈ {e, i} (Fig. 2B)is non-singular and influences the free membrane potential(FMP) distribution (Fig. 2C) and thereby activation function(Fig. 2D) of individual sampling neurons. With increasingfiring rates (controlled by the bias of the neurons in thebackground SSNs), the number of significant peaks in theACF increases as well (see Eq. (54)):
C(Sx, Sx, nτref) ≈
∞∑
k=1
ek ln p¯δ
(
[n− k]τref
)
, (10)
where p¯ is the probability for a burst to start. This regularityin the background input manifests itself in a reduced width
σ′ of the FMP distribution (see Eq. (30))
f(ufreei ) ∼ N (µ′ = µ, σ′ =
√
βσ) (11)
with a scaling factor √β that depends on the ACF, which inturn translates to a steeper activation function (see Eqs. (36)and (37))
p(zi = 1) ≈
∫ ∞
ϑ
f(u)du ≈ ϕ(µ)
∣∣∣∣
u′0=u0,α′=
√
βα
, (12)
with inflection point u′0 and inverse slope α′. Thus, autocor-relations in the background input lead to a reduced widthof the FMP distribution and hence to a steeper activationfunction compared to the one obtained using uncorrelatedPoisson input. For a better intuition, we used an approx-imation of the activation function of LIF neurons, but theargument also holds for the exact expression derived in [44],as verified by simulations (Fig. 2D).Apart from the above effect, the background autocorrela-tions do not affect neuron properties that depend linearlyon the synaptic noise input, such as the mean FMP andthe inflection point of the activation function (equivalentto zero bias). Therefore, the effect of the background auto-correlations can be functionally reversed by rescaling thefunctional (from other neurons in the principal SSN) affer-ent synaptic weights by a factor equal to the ratio betweenthe new and the original slope α′/α (Eqs. (5) and (6)), asshown in Fig. 2E.
3.2 Background cross-correlationsIn addition to being autocorrelated, background input topairs of neurons can be cross-correlated as well, due toeither shared inputs or synaptic connections between theneurons that generate said background. These backgroundcross-correlations can manifest themselves in a modifiedcross-correlation between the outputs of neurons, therebydistorting the distribution sampled by an SSN.However, depending on the number and nature of presy-naptic background sources, background cross-correlationsmay cancel out to a significant degree. The correlation co-efficient (CC) of the FMPs of two neurons fed by correlatednoise amounts to (see Eq. (59))
ρ(ufreei , u
free
j ) ∝
∑
l,m
wilwjm
(
Erevil − µi
)(
Erevjm − µj
) (13)
·
∫
d∆ λli,mj C (Sl,i, Sm,j,∆) C˜ (κ, κ,∆) ,
where l sums over all background spike trains Sl,i pro-jecting to neuron i and m sums over all backgroundspike trains Sm,j projecting to neuron j. C˜ (κ, κ,∆) isthe unnormalized autocorrelation function of the post-synaptic potential (PSP) kernel κ, i.e., C˜ (κ, κ,∆) =
〈κ(t)κ(t+ ∆)〉, and C (Sl,i, Sm,j,∆) the cross-correlationfunction of the background inputs. λli,mj is given by
λli,mj =
√
Var (Sl,i) Var (Sm,j). The background cross-correlation is gated into the cross-correlation of FMPs bythe nature of the respective synaptic connections: if the twoneurons connect to the cross-correlated inputs by synapsesof different type (one excitatory, one inhibitory), the signof the CC is switched (Fig. 2F). However, individual con-tributions to the FMP CC also depend on the differenceof the mean free membrane potential and the reversal po-tentials, so the gating of cross-correlations is not symmet-ric for excitatory and inhibitory synapses. Nevertheless, if
4
exc.
inh.
random
A
F
0 200 400 600 800
simulation time [ms]
0.0
0.5
1.0 v0p(z = 1) = 0.1
0.0
0.5
1.0
(S
x,
S x
,
)
p(z = 1) = 0.6
0 5 10 15 20
 [ ref]
0.0
0.5
1.0 p(z = 1) = 0.9
0 200 400 600 8000 200 400 600 800
65
63
61
u 
[m
V]
10 3
10 2
10 1
100
D K
L(p
ne
t ||
pt
ar
ge
t ) wpreij > 0
100 103 105
simulation time [ms]
10 3
10 2
10 1
100 wpreij < 0
0.0 0.1 0.2 0.3
CC
10 2
10 1
I
G
D
0.0 0.2 0.4
W′
0
0.2
0.4
0.6
CC
g 1
CC = g(W′)
H
10 3
10 2
10 1
100
D K
L(p
ne
t ||
pt
ar
ge
t ) 10 3
10 2
10 1
100
100 103 105
simulation time [ms]
10 3
10 2
10 1
100
C
-60 -56 -52 -48
u [mV]
0.0
0.2
0.4
0.0
0.2
0.4
0.0
0.2
0.4
p(
u)
EB
0.0
0.5
1.0
0.0
0.5
1.0
p(
z=
1)
-56 -54 -52 -50
 [mV]
0.0
0.5
1.0
wpreij > 0
ρ(ui,uj) > 0
wpreij > 0
ρ(ui,uj) < 0
wpreij > 0
ρ(ui,uj) ≈ 0
z1
z2 z3
Figure 2: Effect of correlated background on SSN dynamics and compensation through reparametrization. (A) Feedforward replacement of Poisson noiseby spiking activity from other SSNs. In this illustration, the principal SSN consists of three neurons receiving background input only from other functionalSSNs that sample from their own predetermined target distribution. For clarity, only two out of a total of [260, 50, 34] (top to bottom in (B)) backgroundSSNs per neuron are shown here. By modifying the background connectivity (gray and blue arrows) the amount of cross-correlation in the backgroundinput can be controlled. At this stage, the background SSNs still receive Poisson input (red boxes). (B) By appropriate parametrization of the backgroundSSNs, we adjust the mean spike frequency of the background neurons (blue) to study the effect of background autocorrelations C(Sx, Sx,∆). Higher firingprobabilities increase the chance of evoking bursts, which induce background autocorrelations for the neurons in the principal SSN at multiples of τref(dark blue: simulation results; light blue: ek ln p¯ with k = ∆
τref
, see Eq. (10)). (C) Background autocorrelation narrows the FMP distribution of neuronsin the principal SSN: simulation (blue bars) and the theoretical prediction (Eq. (11), blue line) vs. background Poisson noise of the same rate (gray).Background intensities correspond to (B). (D) Single-neuron activation functions corresponding to (B,C) and the theoretical prediction (Eq. (12), blueline). For autocorrelated noise, the slope of the response curve changes, but the inflection point (with p(z = 1) = 0.5) is conserved. (E) Kullback-Leiblerdivergence DKL (pnet ‖ ptarget) (median and range between the first and third quartile) for the three cases shown in (B,C,D) after sampling from 50different target distributions with 10 different random seeds for the 3-neuron network depicted in (A). Appropriate reparametrization can fully cancel outthe effect of background autocorrelations (blue). The according results without reparametrization (gray) and with Poisson input (red) are also shown. (F) Apair of interconnected neurons in a background SSN generates correlated noise, as given by Eq. (13). The effect of cross-correlated background on a pairof target neurons depends on the nature of synaptic projections from the background to the principal SSN. Here, we depict the case where their interaction
wpreij is excitatory; the inhibitory case is a mirror image thereof. Left: If forward projections are of the same type, postsynaptic potentials will be positivelycorrelated. Middle: Different synapse types in the forward projection only change the sign of the postsynaptic potential correlations. Right: For manybackground inputs with mixed connectivity patterns, correlations can average out to zero even when all input correlations have the same sign. (G) Sameexperiment as in (E), with background connection statistics adjusted to compensate for input cross-correlations. The uncompensated cases from (F, left)and (F, middle) are shown in gray. (H) Correlation-cancelling reparametrization in the principal SSN. By transforming the state space from z ∈ {0, 1}n to
z′ ∈ {−1, 1}, input correlations attain the same functional effect as synaptic weights (Eq. (15)); simulation results given as red dots, linear fit as red line.Weight rescaling followed by a transformation back into the z ∈ {0, 1}n state space, shown in green (which affects both weights and biases) can thereforealleviate the effects of correlated background. (I) Similar experiment as in (E) for a network with ten neurons, with parameters adjusted to compensate forinput cross-correlations. As in the case of autocorrelated background, cross-correlations can be cancelled out by appropriate reparametrization.
the connectivity statistics (in-degree and synaptic weights)from the background sources to an SSN are chosen ap-propriately and enough presynaptic partners are available,the total pairwise cross-correlation between neurons in anSSN cancels out on average, leaving the sampling perfor-mance unimpaired (Fig. 2G). Note that this way of reducingcross-correlations is independent of the underlying weightdistribution of the networks providing the background; therequired cross-wiring of functional networks could there-fore, in principle, be encoded genetically and does notneed to be learned. Furthermore, a very simple cross-wiringrule, i.e., independently and randomly determined connec-tions, already suffices to accomplish low background cross-correlations and therefore reach a good sampling perfor-mance.Whereas this method is guaranteed to work in an artifi-
cial setting, further analysis is needed to assess its compat-ibility with the cortical connectome with respect to connec-tivity statistics or synaptic weight distributions. However,even if cortical architecture prevents a clean implementa-tion of this decorrelation mechanism, SSNs can themselvescompensate for residual background cross-correlations bymodifying their parameters, similar to the autocorrelationcompensation discussed above.To demonstrate this ability, we need to switch from thenatural state space of neurons z ∈ {0, 1}N to the moresymmetric space z′ ∈ {−1, 1}N .2 By requiring p(z′) != p(z)to conserve state probabilities (and thereby also correla-
2The z = 0 state for a silent neuron is arguably more natural, becauseit has no effect on its postsynaptic partners during this state. In contrast,
z ∈ {−1, 1} would, for example, imply efferent excitation upon spiking andconstant efferent inhibition otherwise.
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tions), the desired change of state variables z′ = 2z − 1can be achieved with a linear parameter transformation (seeEqs. (66) and (67)):
W ′ =
1
4
W and b′ =
1
2
b+
1
4
∑
i
coliW . (14)
In the {−1, 1}N state space, both synaptic connections w′ijand background cross-correlations ρ(Si, Sj) shift probabil-ity mass between mixed states (zi, zj) = ±(1,−1) andaligned states (zi, zj) = ±(1, 1) (see Supporting informa-tion, Fig. S1). Therefore, by adjusting b and W , it is pos-sible to find a W ′ (Fig. 2H) that precisely conserves thedesired correlation structure between neurons:
w′ij = g
−1[ρ(Si, Sj)] ≈ ρ(Si, Sj)− g0
g1
, (15)
with constants g0 and g1 (Fig. 2I). Therefore, when an SSNlearns a target distribution from data, background cross-correlations are equivalent to an offset in the initial networkparameters and are automatically compensated during train-ing.For now, we can conclude that the activity of SSNs con-stitutes a sufficient source of stochasticity for other SSNs,since all effects that follow from replacing Poisson noisein an SSN with functional output from other SSNs (whichat this point still receive explicit noise) can be compen-sated by appropriate parameter adjustments. These are im-portant preliminary conclusions for the next sections, wherewe show how all noise can be eliminated in an ensembleof interconnected SSNs endowed with synaptic plasticitywithout significant penalty to their respective functional per-formance.
3.3 Sampling without explicit noise in large en-semblesWe initialized an ensemble of 100 6-neuron SSNs with aninter-network connectivity of  = 0.1 and random synapticweights. As opposed to the previous experiments, none of theneurons in the ensemble receive explicit Poisson input andthe activity of the ensemble itself acts as a source of stochas-ticity instead, as depicted in Fig. 1D. No external input isneeded to kick-start network activity, as some neurons spikespontaneously, due to the random initialization of parame-ters (see Fig. 3A). The existence of inhibitory weights dis-rupts the initial regularity, initiating the sampling process.Ongoing learning (Equations (8) and (9)) shapes the sam-pled distributions towards their respective targets (Fig. 3B),the parameters of which were drawn randomly (see Support-ing information). Our ensemble achieved a sampling perfor-mance (median DKL) of 1.06+0.27−0.40×10−3, which is similar tothe median performance of an idealized setup (independent,Poisson-driven SSNs as in [44]) of 1.05+0.15−0.35× 10−3 (errorsare given by the first and third quartile). To put the above
DKL values in perspective, we compare the sampled andtarget distributions of one of the SSNs in the ensemble atvarious stages of learning (Fig. 3C). Thus, despite the fullydeterministic nature of the system, the network dynamicsand achieved performance after training is essentially in-distinguishable from that of networks harnessing explicitnoise for the representation of probability. Instead of train-ing ensembles, they can also be set up by translating theparameters of the target distributions to neurosynaptic pa-rameters directly, as discussed in the previous section (seeSupporting information, Fig. S2).
3.4 Implementation on a neuromorphic sub-strateTo test the robustness of our results, we studied an im-plementation of noise-free sampling on an artificial neuralsubstrate, which incorporates unreliable components and istherefore significantly more difficult to control. For this, weused the BrainScaleS system [58], a mixed-signal neuro-morphic platform with analog neurosynaptic dynamics anddigital inter-neuron communication (Fig. 3D, see also Sup-porting information, Fig. S3). A major advantage of this im-plementation is the emulation speedup of 104 with respect tobiological real-time; however, for clarity, we shall continueusing biological time units instead of actual emulation time.The additional challenge for our neuronal ensemble isto cope with the natural variability of the substrate, causedmainly by fixed-pattern noise, or with other limitations suchas a finite weight resolution (4 bits) or spike loss, whichcan all be substantial [59, 60]. It is important to note thatthe ability to function when embedded in an imperfect sub-strate with significant deviations from an idealized modelrepresents a necessary prerequisite for viable theories ofbiological neural function.We emulated an ensemble of 15 4-neuron SSNs, withan inter-SSN connectivity of  = 0.2 and with randomlydrawn target distributions (see Supporting information). Thebiases were provided by additional bias neurons and ad-justed during learning via the synaptic weights betweenbias and sampling neurons, along with the synapses withinthe SSNs, using the same learning rule as before (Equa-tions (8) and (9)). After 200 training steps, the ensemblereached a median DKL of 3.99+1.27−1.15 · 10−2 (errors givenby the distance to the first and third quartile) comparedto 1.18+0.47−0.55 before training (Fig. 3E). As a point of refer-ence, we also considered the idealized case by training thesame set of SSNs without interconnections and with everyneuron receiving external Poisson noise generated from thehost computer, reaching a DKL of 2.49+3.18−0.71 · 10−2.This relatively small performance loss of the noise-freeensemble compared to the ideal case confirms the theoreti-cal predictions and simulation results. Importantly, this wasachieved with only a rather small ensemble, demonstratingthat large numbers of neurons are not needed for realizing
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Figure 3: Sampling without explicit noise from a set of predefined target distributions in software (A-C) and on a neuromorphic substrate (D-G). (A) (top)Temporal evolution of spiking activity in an ensemble of 100 interconnected 6-neuron SSNs with no source of explicit noise. An initial burst of regularactivity caused by neurons with a strong enough positive bias quickly transitions to asynchronous irregular activity due to inhibitory synapses. (bottom)Distribution of mean neuronal firing rates of the ensembles shown in (B,C) after training. (B) Median sampling quality of the above ensemble duringlearning, for a test sampling period of 106ms. At the end of the learning phase, the sampling quality of individual networks in the ensemble (blue) is onpar with the one obtained in the theoretically ideal case of independent networks with Poisson background (black). Error bars given over 5 simulation runswith different random seeds. (C) Illustration of a single target distribution (magenta) and corresponding sampled distribution (blue) of a network in theensemble at several stages of the learning process (dashed green lines in (B)). (D) Photograph of a wafer from the BrainScaleS neuromorphic system usedin (E), (F) and (G) before post-processing (i.e., adding additional structures like buses on top), which would mask the underlying modular structure. Blue:exemplary membrane trace of an analog neuron receiving Poisson noise. (E) Performance of an ensemble consisting of 15 4-neuron SSNs with no externalnoise during learning on the neuromorphic substrate, shown in light blue for each SSN and with the median shown in dark blue. The large fluctuationscompared to (B) are a signature of the natural variability of the substrate’s analog components. The dashed blue line represents the best achieved medianperformance at DKL (pnet ‖ ptarget) = 3.99 × 10−2. For comparison, we also plot the optimal median performance for the theoretically ideal case ofindependent, Poisson-driven SSNs emulated on the same substrate, which lies at DKL (pnet ‖ ptarget) = 2.49 × 10−2 (dashed black line). (F) Left:Demonstration of sampling in the neuromorphic ensemble of SSNs after 200 training steps. Individual networks in light blue, median performance in darkblue. Dashed blue line: median performance before training. Dashed black line: median performance of ideal networks, as in (E). Right: Best achievedperformance, after 100 s of bio time (10 ms of hardware time) for all SSNs in the ensemble depicted as blue dots (sorted from lowest to highest DKL).For comparison, the same is plotted as black crosses for their ideal counterparts. (G) Sampled (blue) and target (magenta) distributions of four of the 15SSNs. The selection is marked in (F) with green triangles (left) and vertical green dashed lines (right). Since we made no particular selection of hardwareneurons according to their behavior, hardware defects have a significant impact on a small subset of the SSNs. Despite these imperfections, a majority ofSSNs perform close to the best value permitted by the limited weight resolution (4 bits) of the substrate.
this computational paradigm.In Fig. 3F and Video S1, we show the sampling dynamicsof all emulated SSNs after learning. While most SSNs areable to approximate their target distributions well, somesampled distributions are significantly skewed (Fig. 3G).This is caused by a small subset of dysfunctional neurons,which we have not discarded beforehand, in order to avoidan implausibly fine-tuned use-case of the neuromorphic sub-strate. These effects become less significant in larger net-works trained on data instead of predefined distributions,where learning can naturally cope with such outliers by as-signing them smaller output weights. Nevertheless, these re-sults demonstrate the feasibility of self-sustained Bayesiancomputation through sampling in physical neural substrates,without the need for any source of explicit noise. Impor-tantly, and in contrast to other approaches [61], every neu-ron in the ensemble plays a functional role, with no neuronalreal-estate being dedicated to the production of (pseudo-)randomness.
3.5 Ensembles of hierarchical SSNsWhen endowed with appropriate learning rules, hierarchi-cal spiking networks can be efficiently trained on high-dimensional visual data [62, 60, 47, 63–65]. Such hierarchi-cal networks are characterized by the presence of severallayers, with connections between consecutive layers, but nolateral connections within the layers themselves. When bothfeedforward and feedback connections are present, such net-works are able to both classify and generate images that aresimilar to those used during training.In these networks, information processing in both direc-tions is Bayesian in nature. Bottom-up propagation of in-formation enables an estimation of the conditional probabil-ity of a particular label to fit the input data. Additionally,top-down propagation of neural activity allows generating asubset of patterns in the visible layer conditioned on incom-plete or partially occluded visual stimulus. When no inputis presented, such networks will produce patterns similar
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Figure 4: Bayesian inference on visual input. (A) Illustration of the connectivity between two hierarchical SSNs in the simulated ensemble. Each SSNhad a visible layer v, a hidden h and a label layer l. Neurons in the same layer of an SSN were not interconnected. Each neuron in an SSN receivedonly activity from the hidden layers of other SSNs as background (no sources of explicit noise). (B) An ensemble of four such SSNs (red) was trained toperform generative and discriminative tasks on visual data from the EMNIST dataset. We used the classification rate of restricted Boltzmann machinestrained with the same hyperparameters as a benchmark (blue). Error bars are given (on blue) over 10 test runs and (on red) over 10 ensemble realizationswith different random seeds. (C) Illustration of a scenario where one of the four SSNs (red boxes) received visual input for classification (B). At the sametime, the other SSNs continuously generated images from their respective learned distributions. (D) Pattern generation and mixing during unconstraineddreaming. Here, we show the activity of the visible layer of all four networks from (B), each spanning three rows. Time evolves from left to right. Forfurther illustrations of the sampling process in the ensemble of hierarchical SSNs, see Supporting information, Figs. S4 and S5 and Video S2. (E) Patterncompletion and rivalry for two instances of incomplete visual stimulus. The stimulus consisted of the top right and bottom right quadrant of the visiblelayer, respectively. In the first run, we clamped the top arc of a “B” compatible with either a “B” or an “R” (top three rows, red), in the second run wechose the bottom line of an “L” compatible with an “L”, an “E”, a “Z” or a “C” (bottom three rows, red). An ensemble of SSNs performs Bayesian inferenceby implicitly evaluating the conditional distribution of the unstimulated visible neurons, which manifests itself here as sampling from all image classescompatible with the ambiguous stimulus (see also Supporting information, Fig. S6).
to those enforced during training (”dreaming”). In general,the exploration of a multimodal solution space in genera-tive models is facilitated by some noise-generating mech-anism. We demonstrate how even a small interconnectedset of hierarchical SSNs can perform these computationsself-sufficiently, without any source of explicit noise.We used an ensemble of four 3-layer hierarchical SSNstrained on a subset of the EMNIST dataset [66], an ex-tended version of the widely used MNIST dataset [67] thatincludes digits as well as capital and lower-case letters. AllSSNs had the same structure, with 784 visible units, 200hidden units and 5 label units (Fig. 4A). To emulate thepresence of networks with different functionality, we trainedeach of them on a separate subset of the data. (To combinesampling in space with sampling in time, multiple networkscan also be trained on the same data, see Supporting in-formation Fig. S5 and Video S2.) Since training the spik-ing ensemble directly was computationally prohibitive, wetrained four Boltzmann machines on the respective datasetsand then translated the resulting parameters to neurosynap-tic parameters of the ensemble using the methods describedearlier in the manuscript (see also Supporting information,Fig. S2).To test the discriminative properties of the SSNs in theensemble, one was stimulated with visual input, while theremaining three were left to freely sample from their under-lying distribution. We measured a median classification rate
of 91.5+3.6−3.0% with errors given by the distance to the firstand third quartile, which is close to the 94.0+2.1−1.5% achievedby the idealized reference setup provided by the abstractBoltzmann machines (Fig. 4B). At the same time, all otherSSNs remained capable of generating recognizable images(Fig. 4C). It is expected that direct training and a largernumber of SSNs in the ensemble would further improve theresults, but a functioning translation from the abstract tothe biological domain already underpins the soundness ofthe underlying theory.Without visual stimulus, all SSNs sampled freely, gener-ating images similar to those on which they were trained(Fig. 4D). Without any source of explicit noise, the SSNswere capable to mix between the relevant modes (imagesbelonging to all classes) of their respective underlying dis-tributions, which is a hallmark of a good generative model.We further extended these results to an ensemble trainedon the full MNIST dataset, reaching a similar generativeperformance for all networks (see Supporting informationFig. S5 and Video S2).To test the pattern completion capabilities of the SSNsin the ensemble, we stimulated them with incomplete andambiguous visual data (Fig. 4E). Under these conditions,SSNs only produced images compatible with the stimulus,alternating between different image classes, in a displayof pattern rivalry. As in the case of free dreaming, the keymechanism facilitating this form of exploration was provided
8
by the functional activity of other neurons in the ensemble.
4 Discussion
Based on our findings, we argue that sampling-basedBayesian computation can be implemented in fully deter-ministic ensembles of spiking networks without requiringany explicit noise-generating mechanism. Our approach hasa firm theoretical foundation in the theory of sampling spik-ing neural networks, upon which we formulate a rigorousanalysis of network dynamics and learning in the presenceor absence of noise.While in biology various explicit sources of noise exist[68–70], these forms of stochasticity are either too weak (incase of ion channels) or too high-dimensional for efficientexploration (in the case of stochastic synaptic transmission,as used for, e.g., reinforcement learning [71]). Furthermore,a rigorous mathematical framework for neural sampling withstochastic synapses is still lacking. On the other hand, inthe case of population codes, neuronal population noise canbe highly correlated, affecting information processing by,e.g., inducing systematic sampling biases [33].In our proposed framework, each network in an ensembleplays a dual role: while fulfilling its assigned function withinits home subnetwork, it also provides its peers with the spik-ing background necessary for stochastic search within theirrespective solution spaces. This enables a self-consistentand parsimonious implementation of neural sampling, byallowing all neurons to take on a functional role and notdedicating any resources purely to the production of back-ground stochasticity. The underlying idea lies in adaptingneuro-synaptic parameters by (contrastive) Hebbian learn-ing to compensate for auto- and cross-correlations inducedby interactions between the functional networks in the en-semble. Importantly, we show that this does not rely onthe presence of a large number of independent presynapticpartners for each neuron, as often assumed by models ofcortical computation that use Poisson noise (see, e.g., [72]).Instead, only a small number of ensembles is necessary toimplement noise-free Bayesian sampling. This becomes par-ticularly relevant for the development of neuromorphic plat-forms by eliminating the computational footprint imposedby the generation and distribution of explicit noise, therebyreducing power consumption and bandwidth constraints.For simplicity, we chose networks of similar size in oursimulations. However, the presented results are not contin-gent on network sizes in the ensemble and largely indepen-dent of the particular functionality (underlying distribution)of each SSN. Their applicability to scenarios where differ-ent SSNs learn to represent different data is particularlyrelevant for cortical computation, where weakly intercon-nected areas or modules are responsible for distinct func-tions [73–77]. Importantly, these ideas scale naturally tolarger ensembles and larger SSNs. Since each neuron onlyneeds a small number of presynaptic partners from the en-
semble, larger networks lead to a sparser interconnectivitybetween SSNs in the ensemble and hence soften structuralconstraints. Preliminary simulations show that the principleof using functional output as noise can even be applied toconnections within a single SSN, eliminating the artificialseparation between network and ensemble connections (seeFig. S7 and Video S3 in the Supporting information).Even though we have used a simplified neuron model inour simulations to reduce computation time and facilitatethe mathematical analysis, we expect the core underlyingprinciples to generalize. This is evidenced by our results onneuromorphic hardware, where the dynamics of individualneurons and synapses differ significantly from the mathe-matical model. Such an ability to compute with unreliablecomponents represents a particularly appealing feature inthe context of both biology and emerging nanoscale tech-nologies.Finally, the suggested noise-free Bayesian brain recon-ciles the debate on spatial versus temporal sampling [78, 29].In fact, the networks of spiking neurons that provide eachother with virtual noise may be arranged in parallel sen-sory streams. An ambiguous stimulus will trigger differentrepresentations on each level of these streams, forming a hi-erarchy of probabilistic population codes. While these pop-ulation codes learn to cover the full sensory distribution inspace, they will also generate samples of the sensory distri-bution in time (see Fig. S5 in the Supporting information).Attention may select the most likely representation, whilesuppressing the representations in the other streams. Anal-ogously, possible actions may be represented in parallelmotor streams during planning and a motor decision mayselect the one to be performed. When recording in premotorcortex, such a selection causes a noise reduction [79], thatwe suggest is effectively the signature of choosing the mostprobable action in a Bayesian sense.
5 Conclusion
From a generic Bayesian perspective, cortical networkscan be viewed as generators of target distributions. To en-able such computation, models assume neurons to possesssources of perfect, well-behaved noise – an assumption thatis both impractical and at odds with biology. We showedhow local plasticity in an ensemble of spiking networks al-lows them to co-shape their activity towards a set of well-defined targets, while reciprocally using the very same ac-tivity as a source of (pseudo-)stochasticity. This enablespurely deterministic networks to simultaneously learn a va-riety of tasks, completely removing the need for true random-ness. While reconciling the sampling hypothesis with thedeterministic nature of single neurons, this also offers anefficient blueprint for in-silico implementations of sampling-based inference.
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6 Calculations
6.1 Free membrane potential distribution withcolored noiseIn the high-conductance state (HCS), it can be shownthat the temporal evolution of the free membrane potential(FMP) of an LIF neuron stimulated by balanced Poisson in-puts is equivalent to an Ornstein-Uhlenbeck (OU) processwith the following Green’s function [80]:
f(u, t|u0) =
√
1
2piσ2(1− e−2θt)
· exp
(
− 1
2σ2
(u− µ+ (µ− u0)e−θt)2
1− e−2θt
)
. (16)
with
θ =
1
τ syn
, (17a)
µ =
glEl +
∑
k∈{e,i} νkwkE
rev
k τ
syn
〈gtot〉 , (17b)
σ2 =
∑
k∈{e,i} νkw
2
k(E
rev
k − µ)2τ syn
〈gtot〉2 , (17c)
〈gtot〉 = gl +
∑
k∈{e,i}
wkνkτ
syn
k , (17d)
where νk are the noise frequencies, wk the noise weightsand we dropped the index notation ufreek used in previoussections for convenience. The stationary FMP distributionis then given by a Gaussian [26, 80]:
f(u) =
√
1
2piσ2
exp
(
− (u− µ)
2
2σ2
)
. (18)
Replacing the white noise η(t) in the OU process, definedby 〈η〉 = const. and 〈η(t)η(t′)〉 = νδ(t− t′) + ν2 [26], with(Gaussian) colored noise ηc, defined by 〈ηc〉 = const. and
〈ηc(t)ηc(t′)〉 = γ(t − t′) [81] where γ(t − t′) is a functionthat does not vanish for t− t′ 6= 0, the stationary solution ofthe FMP distribution is still given by a Gaussian with mean
µ′ and width σ′ [81, 82]. Since the noise correlations onlyappear when calculating higher-order moments of the FMP,the mean value of the FMP distribution remains unchanged
µ′ = µ. However, the variance σ′2 = 〈(u(t)− 〈u(t)〉 )2〉 ofthe stationary FMP distribution changes due to the corre-lations, as discussed in the next section.
6.2 Width of free membrane potential distribu-tionIn the HCS, the FMP can be approximated analytically as[80]
u(t) = u0 +
∑
k∈{e,i}
∑
spikes s
ΛkΘ(t− ts)
·
[
exp
(
− t− ts
τ synk
)
− exp
(
− t− ts〈τeff〉
)]
, (19)
with
u0 =
glEl + (〈gtot〉 − gl)µ
〈gtot〉 , (20a)
Λk =
τ synk wk
(
Erevk − µ
)
〈gtot〉 (τ synk − 〈τeff〉 ) , (20b)
〈τeff〉 = Cm〈gtot〉 . (20c)
By explicitly writing the excitatory and inhibitory noisespike trains as Se/i(t′) = ∑spikes s δ(t′ − ts), this can berewritten to
u(t) = u0 +
∑
k∈{e,i}
Λk
∫
dt′Sk(t′)Θ(t− t′)
·
[
exp
(
− t− t
′
τ synk
)
− exp
(
− t− t
′
〈τeff〉
)] (21a)
= u0 + Λe
(
Se ∗ κe
)
(t) + Λi
(
Si ∗ κi
)
(t) (21b)
= u0 +
[
(ΛeSe + ΛiSi) ∗ κ
]
(t) , (21c)
where ∗ denotes the convolution operator and with
κe/i(t) = Θ(t)
[
exp
(
− t
τ syne/i
)
− exp
(
− t〈τeff〉
)]
. (22)
For simplicity, we assume τ syne = τ syni . The width of theFMP distribution can now be calculated as
〈(u(t)− 〈u(t)〉 )2〉 = 〈u(t)2〉 − 〈u(t)〉2 (23a)
= 〈[u0 + (Stot ∗ κ)(t)]2〉 − 〈u0 + (Stot ∗ κ)(t)〉2 (23b)
= 〈[(Stot ∗ κ)(t)]2〉 − 〈(Stot ∗ κ)(t)〉2 (23c)
= 〈[(Stot ∗ κ)(t)− 〈(Stot ∗ κ)(t)〉 ]2〉 , (23d)
where the average is calculated over t and Stot(t) =
ΛeSe(t) + ΛiSi(t). Since the average is an integral over
t, i.e. 〈(·)〉 → lim
T→∞
1
T
∫ T/2
−T/2(·) dt, we can use the identity∫
(f ∗ g)(t) dt = (∫ f(t) dt)(∫ g(t) dt), that is 〈f ∗ g〉 =
〈f〉 ∫ g(t) dt = 〈f〉 ∗ g in the limit of T → ∞, to arrive atthe following solution:
〈(u(t)− 〈u(t)〉 )2〉
= 〈[(Stot(t)− 〈Stot(t)〉) ∗ κ(t)]2〉 . (24)
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More generally, we obtain with a similar calculation theautocorrelation function (ACF) of the FMP:
〈u¯(t)u¯(t+ ∆)〉
= 〈((S¯tot ∗ κ)(t))((S¯tot ∗ κ)(t+ ∆))〉 , (25)
with x¯(t) = x(t) − 〈x(t)〉 and by using 〈u¯(t)u¯(t+ ∆)〉 =
〈u(t)u(t+ ∆)〉 − 〈u(t)〉2. This can be further simplified byapplying the Wiener–Khintchine theorem [83, 84], whichstates that lim
T→∞
〈x(t)x(t+ ∆)〉T = F−1
(|F(x)|2))(∆)with 〈(·)〉T → ∫ T/2−T/2(·) dt (due to ∫ x(t)x(t + ∆) dt =(
x(t) ∗ x(−t))(∆)). Thus, for the limit T → ∞, we canrewrite this as
〈((S¯tot ∗ κ)(t))((S¯tot ∗ κ)(t+ ∆))〉
= lim
T→∞
1
T
F−1(|F(S¯tot ∗ κ)|2)(∆) (26a)
= lim
T→∞
1
T
F−1(|F(S¯tot)F(κ)|2)(∆) (26b)
= lim
T→∞
1
T
(
F−1(|F(S¯tot)|2)
∗ F−1(|F(κ)|2))(∆) , (26c)
and by applying the Wiener–Khintchine theorem again inreverse
〈u¯(t)u¯(t+ ∆)〉 = ( lim
T→∞
1
T
〈[S¯tot(t)][S¯tot(t+ ∆′)]〉T
∗ 〈[κ(t)][κ(t+ ∆′)]〉∞ )(∆) , (27)where the variance of the FMP distribution is given for
∆ = 0. Thus, the unnormalized ACF of the FMP can becalculated by convolving the unnormalized ACF of the back-ground spike trains (Stot) and the PSP shape (κ). In caseof independent excitatory and inhibitory Poisson noise (i.e.,
〈S¯(t)S¯(t′)〉 = νδ(t− t′)), we get
〈[S¯tot(t)][S¯tot(t+ ∆′)]〉 = Λ2e 〈S¯e(t)S¯e(t+ ∆′)〉
+ Λ2i 〈S¯i(t)S¯i(t+ ∆′)〉 (28a)
=
∑
k∈{e,i}
Λ2kνkδ(∆
′) (28b)
and therefore
Var(u) =
( ∑
k∈{e,i}
Λ2kνkδ(∆
′)
∗ 〈[κ(t)][κ(t+ ∆′)]〉∞ )(∆ = 0) (29a)
=
∑
k∈{e,i}
Λ2kνk 〈κ2(t)〉 (29b)
=
∑
k∈{e,i}
Λ2kνk
∫ ∞
0
κ2(t) dt , (29c)
which agrees with the result given in [80]. If the noise spiketrains are generated by processes with refractory periods,the absence of spikes between refractory periods leads tonegative contributions in the ACF of the noise spike trains.This leads to a reduced value of the variance of the FMPand hence, also to a reduced width of the FMP distribution.The factor √β by which the width of the FMP distribution(Eqn. (11)) changes due to the introduction of colored back-ground noise is given by
β =
σ2colored
σ2Poisson
(30)
=
∫
d∆ 〈S¯tot(t)S¯tot(t+ ∆)〉 ·
∫
dt κ(t)κ(t+ ∆)∑
k∈{e,i} Λ
2
kνk
∫∞
0
κ2(t) dt
. (31)
For the simplified case of a Poisson process with refractoryperiod, one can show that ∫ d∆ 〈S¯tot(t)S¯tot(t+ ∆)〉 hasa reduced value compared to a Poisson process without re-fractory period [26], leading to β ≤ 1. Even though we donot show this here for neuron-generated spike trains, thetwo cases are similar enough that β ≤ 1 can be assumedto apply in this case as well.In the next section, we will show that the factor β can beused to rescale the inverse slope of the activation functionto transform the activation function of a neuron receivingwhite noise to the activation function of a neuron receivingequivalent (in frequency and weights), but colored noise.That is, the rescaling of the FMP distribution width dueto the autocorrelated background noise translates into arescaled inverse slope of the activation function.
6.3 Approximate inverse slope of LIF activationfunctionAs stated earlier, the FMP of an LIF neuron in the HCSis described by an OU process with a Gaussian stationaryFMP distribution (both for white and colored backgroundnoise). As a first approximation, we can define the activationfunction as the probability of the neuron having a FMPabove threshold (see Eq. (18))
p(zi = 1) ≈
∫ ∞
ϑ
f(u)du (32)
=
∫ ∞
ϑ
√
1
2piσ2
exp
(
− (u− µ)
2
2σ2
)
du (33)
=
1
2
(
1− erf(ϑ− µ√
2σ
))
. (34)
Even though this is only an approximation (as we are ne-glecting the effect of the reset), the error function is alreadysimilar to the logistic activation function observed in simu-lations [44].The inverse slope of a logistic activation function is de-
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fined at the inflection point, i.e.,
α−1 =
d
dµ
ϕ
(
µ− u0
α
)∣∣∣∣
µ=u0
. (35)
By calculating the inverse slope via the activation functionderived from the FMP distribution, we get
α−1 =
d
dµ
p(zi = 1)
∣∣∣∣
µ=ϑ
, (36)
=
√
1
2piσ2
, (37)
from which it follows that the inverse slope α is proportionalto the width of the FMP distribution σ. Thus, rescalingthe variance of the FMP distribution by a factor β leads,approximately, to a rescaling of the inverse slope of theactivation function α′ = √βα.
6.4 Origin of side-peaks in the noise autocor-relation functionFor high rates, the spike train generated by an LIF neuronin the HCS shows regular patterns of interspike intervalswhich are roughly equal to the absolute refractory period.This occurs (i) due to the refractory period introducing reg-ularity for higher rates, since ISI’s < τref are not allowedand the maximum firing rate of the LIF neuron is boundedby 1τref , and (ii) due to an LIF neurons’s tendency to spikeconsecutively when the effective membrane potential
ueff(t) =
glEl +
∑
k∈{e,i} g
syn
k (t)E
rev
k
gtot(t)
, (38)
τeff u˙ = ueff − u , (39)
is suprathreshold after the refractory period [80]. The prob-ability of a consecutive spike after the neuron has spikedonce at time t is given by (under the assumption of the HCS)
p1 = p(spike at t+ τref | first spike at t) (40)
=
∫ ∞
ϑ
dut+τreff(ut+τref , τref | ut = ϑ) ,
due to the effective membrane potential following anOrnstein-Uhlenbeck process (whereas the FMP is a low-pass filter thereof, however with a very low time constant
τeff ), see Eq. (16). The probability to spike again after thesecond refractory period is then given by
p2 = p(spike at t+ 2τref | spike at t+ τref , t) (41)
=
∫∞
ϑ
∫∞
ϑ
du2du1 f(u2, τref | u1)f(u1, τref | u0 = ϑ)∫∞
ϑ
du1 f(u1, τref | u0 = ϑ)
,
with un = ut+nτref , or in general after n− 1 spikes
pn = p(spike at t+ nτref | spike at t+ (n− 1)τref , . . . , t)
=
∫ ∞
ϑ
dun−1 f (n−1)(un−1) , (42)
fn(un) =
∫∞
ϑ
dun−1 f(un, τref | un−1)f (n−1)(un−1)∫∞
ϑ
dun−1 f (n−1)(un−1)
,
(43)
for n > 1 and f1(u1) = f(u1, τref | u0 = ϑ). The probabilityto observe n spikes in such a sequence is then given by
Pn =
n−1∏
i=1
pi , (44)
and the probability to find a burst of length n (i.e., the burstends)
p(burst of length n) = Pn · (1− pn) . (45)With this, one can calculate the average length of the occur-ring bursts ∑∞i=1 i ·p(burst of length i), from which we canalready see how the occurrence of bursts depends on themean activity of the neuron. A simple solution can be foundfor the special case of τ syn  τref , since then the effectivemembrane potential distribution has already converged tothe stationary distribution after every refractory period, i.e.,
f(un, τref | un−1) = f(un) and hence
pn = p(spike at t+ nτref | spike at t+ (n− 1)τref , . . . , t)
=
∫ ∞
ϑ
duf(u) = p¯ (46)
for all n. Thus, for this special case the average burst lengthcan be expressed as
∞∑
i=1
i · p(burst of length i) =
∞∑
i=1
i · p¯i−1(1− p¯) , (47)
=
1
1− p¯ . (48)
By changing the mean membrane potential (e.g., by adjust-ing the leak potential or adding an external (bias) current),the probability of consecutive spikes p¯ can be directly ad-justed and hence, also the average length of bursts. Sincethese bursts are fixed structures with interspike intervalsequal to the refractory period, they translate into side-peaksat multiples of the refractory period in the spike train ACF,as we demonstrate below.The ACF of the spike train S is given by
C(S, S,∆) = 〈StSt+∆〉 − 〈S〉
2
Var(S)
, (49)
where the first term of the numerator is 〈StSt+∆〉 =
p(spike at t + ∆, spike at t) (notation as in Eqs. (21a)
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and (23a)). This term can be expressed as
p(spike at t+ ∆, spike at t)
= p(spike at t+ ∆ | spike at t) · p(spike at t) , (50)
= p(spike at t+ ∆ | spike at t) · 〈S〉 , (51)
where we assumed that the first spike starts the burst ata random time t. Therefore, in order to calculate the ACF,we have to calculate the probability that a spike occurs attime t+ ∆ given that the neuron spikes at time t. This hasto include every possible combination of spikes during thisinterval. In the following, we argue that at multiples of therefractory period, the main contribution to the ACF comesfrom bursts.
• First, for ∆ < τref , the term p(spike at t +
∆ | spike at t) in Eq. (50) vanishes since the neuron isrefractory and cannot spike during this interval. Thus,the ACF becomes negative as only the term − 〈S〉2Var(S)in Eq. (49) remains, where both numerator and denom-inator are positive.
• For ∆ = τref , a spike can only occurwhen the neuron bursts with probability
p1 =
∫∞
ϑ
dut+τreff(ut+τref , τref | ut = ϑ), where weassumed for simplicity that the first spike starts theburst spontaneously.
• Since for τref < ∆ < 2τref , the neuron did not burstwith probability 1− p1, it is possible to find a spike inthis interval, leading again to negative, but diminished,values in the ACF.
• For ∆ = 2τref , we now have two ways to observe spikesat t and t+ 2τref : (i) The spikes are part of a burst oflength 2 or (ii) there was no intermediate spike andthe spikes have an ISI of 2τref . Since for larger rates,having large ISIs that are exact multiples of τref isunlikely, we can neglect the contribution of (ii).
• If we go further to ∆ = nτref , we get even more addi-tional terms including bursts of length < n. However,these terms can again be neglected as, compared tohaving a burst of length n, it is rather unlikely to geta burst pattern with missing intermediate spikes, i.e.,having partial bursts which are a multiple of τref apart.• Finally, for ∆ → ∞, we have 〈StSt+∆〉 − 〈S〉2 =
〈St〉 〈St+∆〉 − 〈S〉2 = 〈S〉 〈S〉 − 〈S〉2 = 0 and the ACF(Eq. (49)) vanishes.
Consequently, we can approximate the ACF at multiplesof the refractory period by calculating the probability offinding a burst of n spikes (Eq. (43)):
C(S, S, nτref) ≈
∞∑
k=1
Pk+1δ
(
[n− k]τref
)
, (52)
and for the special case of τ syn  τref
C(S, S, nτref) ≈
∞∑
k=1
p¯kδ
(
[n− k]τref
) (53)
=
∞∑
k=1
ek ln p¯δ
(
[n− k]τref
)
. (54)
Hence, since increasing the mean rate (or bias) of the neu-ron leads to an increase in p¯ and thus to a reduced decayconstant ln p¯, more significant side-peaks emerge.For τ syn ≈ τref , the effective membrane distribution isnot yet stationary and therefore, this approximation doesnot hold. To arrive at the exact solution, one would haveto repeat the above calculation for all possible spike timecombinations, leading to a recursive integral [26]. Further-more, one would also need to take into account the sit-uation where the first spike is itself part of a burst, i.e.,is not the first spike in the burst. To circumvent a moretedious calculation, we use an approximation which is inbetween the two cases τ syn  τref and τ syn ≈ τref : weuse p¯ = ∫∞
ϑ
duf(u, τref | ϑ), which provides a reasonableapproximation for short bursts.
6.5 Cross-correlation of free membrane poten-tials receiving correlated inputSimilarly to the ACF of the membrane potential, one cancalculate the crosscorrelation function of the FMPs of twoneurons receiving correlated noise input. First, the mem-brane potentials are given by
u1 = u
1
0 + Stot,1 ∗ κ , (55)
u2 = u
2
0 + Stot,2 ∗ κ . (56)
The covariance function can be written as
〈u¯1(t)u¯2(t+ ∆)〉
= 〈u1(t)u2(t+ ∆)〉 − 〈u1(t)〉 〈u2(t)〉 (57a)
= 〈(Stot,1 ∗ κ)(t)(Stot,2 ∗ κ)(t+ ∆)〉
− 〈(Stot,1 ∗ κ)(t)〉 〈(Stot,2 ∗ κ)(t)〉 (57b)
= ...
=
(
lim
T→∞
1
T
〈S¯tot,1(t)S¯tot,2(t+ ∆′)〉T
∗ 〈κ(t)κ(t+ ∆′)〉∞
)
(∆) , (57c)
with u¯ = u − 〈u〉, from which we obtain the crosscorre-lation function by normalizing with the product of stan-dard deviations of u1 and u2 (for notation, see Eq. (27)).The term containing the input correlation coefficient is
〈S¯tot,1(t)S¯tot,2(t+ ∆′)〉. Plugging in the spike trains, we
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get four crosscorrelation terms
〈S¯tot,1(t)S¯tot,2(t+ ∆′)〉
=
∑
l,m∈{e,i}
Λl,1Λm,2 〈S¯l,1(t)S¯m,2(t+ ∆′)〉 . (58)
Since excitatory as well as inhibitory noise inputs are ran-domly drawn from the same pool of neurons, we can as-sume that 〈S¯l,1(t)S¯m,2(t+ ∆′)〉 is approximately equal forall combinations of synapse types when averaging overenough inputs, regardless of the underlying correlationstructure/distribution of the noise pool. The first term, how-ever, depends on the synapse types since the Λ-terms(Eq. (20b)) contain the distance between reversal potentialsand mean FMP:
〈u¯1(t)u¯2(t+ ∆)〉
= ζ1ζ2
∑
l,m∈{e,i}
wlwm
(
Erevl − µ1
)(
Erevm − µ2
)
·
[
〈S¯l,1(t)S¯m,2(t+ ∆′)〉 ∗ 〈κ(t)κ(t+ ∆′)〉
]
(∆) , (59)
with constants ζi = τsyn〈gtoti〉(τ syn − 〈τeff i〉 ). The cross-correlation vanishes when, after summing over many inputs,the following identities hold:
〈Λe,1Λe,2〉inputs = −〈Λe,1Λi,2〉inputs , (60a)
〈Λi,1Λi,2〉inputs = −〈Λi,1Λe,2〉inputs , (60b)where 〈(·)〉 is an average over all inputs, i.e., all neuronsthat provide noise.While not relevant for our simulations, it is worth notingthat the excitatory and inhibitory weights with which eachneuron contributes its spike trains can be randomly drawnfrom non-identical distributions. By enforcing the followingcorrelation between the noise weights of both neurons, onecan introduce a skew into the weight distribution which com-pensates for the differing distance to the reversal potentials:
(Ee,1rev − µ1)(Ee,2rev − µ2) 〈w1ew2e 〉inputs
= −(Ee,1rev − µ1)(Ei,2rev − µ2) 〈w1ew2i 〉inputs (61)
A simple procedure to accomplish this is the follow-ing: First, we draw the absolute weights w1 and w2 froman arbitrary distribution and assign synapse types ran-domly with probabilities pe/i afterwards. If w2 is excitatory,we multiply w1 by |Ei,2rev−µ2|
pe|Ei,2rev−µ2|+pi|Ee,2rev−µ2| , otherwise by
|Ee,2rev−µ2|
pe|Ei,2rev−µ2|+pi|Ee,2rev−µ2| . This way, 〈w1〉 remains unchangedand the resulting weights suffice Eq. (61).
6.6 State space switch from {0,1} to {-1,1}To switch from the state space z ∈ {0, 1} to z′ ∈ {−1, 1}while conserving the state probabilities (i.e., p(z) = p(z′))
one has to adequately transform the distribution parameters
W and b. Since the distributions are of the form p(z) =
exp
(
zTWz + zTb), this is equivalent to requiring that theenergy E(z) = zTWz + zTb of each state remains, up toa constant, unchanged.First, we can write the energy of a state z′ and use thetransformation z′ = 2z − 1 to get
E(z′) =
1
2
∑
i,j
z′iW′ijz′j +∑
i
z′ib′i (62a)
=
1
2
(
4
∑
i,j
ziW′ijzj − 2∑
i,j
ziW′ij − 2∑
i,j
W′ijzj
+
∑
i,j
W′ij)−∑
i
b′i + 2∑
i
zib′i (62b)
=
1
2
∑
i,j
zi4W′ijzj +∑
i
zi
(
2b′i
− 2
∑
j
W′ij)+ C , (62c)
where C is a constant C = 12 ∑i,j W′ij−∑i b′i and we usedthe fact that W′ij is symmetric. Since constant terms in theenergy leave the probability distribution invariant, we cansimply compare E(z′) and E(z)
E(z) =
1
2
∑
i,j
zTi Wijzj +∑
i
zTi bi , (63)
and extract the correct parameter transformation:
Wij = 4W′ij , (64)bi = 2b′i − 2∑
j
W′ij . (65)
From this, we can also calculate the inverse transformationrule for z = 12 (z′ + 1):
W′ij = 14Wij , (66)b′i = 12bi + 14 ∑
j
Wij . (67)
6.7 Translation from Boltzmann to neurosynap-tic parametersAs discussed in the methods section, following [44], the acti-vation function of LIF neurons in the HCS is approximatelylogistic and can be written as
p(zk = 1 | z/k) = ϕ(µ)
= (1 + exp (−(µ− u0)/α))−1 , (68)
where z/k is the state vector of all other neurons except thek’th one and µ the mean membrane potential (Eq. (17b)).
u0 and α are the inflection point and the inverse slope, re-
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spectively. Furthermore, the conditional probability p(zk =
1 | z/k) of a Boltzmann distribution over binary randomvariables zk , i.e., p(z) ∝ exp ( 12zTWz + zT b), is given by
p(zk = 1 | z/k)
=
1 + exp (−∑
j
Wkjzj − bk)
−1 , (69)
with symmetric weight matrix W , Wii = 0 ∀i, and biases
b. These equations allow a translation from the parametersof a Boltzmann distribution (bi, Wij) to parameters of LIFneurons and their synapses (El, wij), such that the statedynamic of the network approximates sampling from the tar-get Boltzmann distribution.First, the biases b can be mapped to leak potentials El(or external currents) by requiring that, for W = 0 (thatis, no synaptic input from other neurons), the activity ofeach neuron equals the conditional probability of the targetBoltzmann distribution
(1 + exp (−(µ− u0)/α))−1 != (1 + exp (−bk))−1 , (70)
leading to the translation rule
El =
τm
τeff
(αb+ u0)−
∑
x∈{e,i}
〈gsynx 〉
gl
Erevx . (71)
To map Boltzmann weights Wij to synaptic weights wij ,we first have to rescale the Wij , as done for the biasesin Eq. (71). However, leaky integrator neurons have non-rectangular PSPs, so their interaction strength is modulatedover time. This is different from the interaction in Boltzmannmachines, where the PSP shape is rectangular (Glauber dy-namics). Nevertheless, we can derive a heuristic translationrule by requiring that the mean interaction during the re-fractory period of the presynaptic neuron is the same inboth cases, i.e.,∫ τref
0
dt PSP (t)
!
=
∫ τref
0
dt αWij (72a)
= αWijτref , (72b)
where PSP (t) is given by Eq. (19). From this, we get thetranslation rule for synaptic weights:
wkj =
αWkjCm
τref
τsyn
(
1− τsynτeff
)(
Erevkj − µ
)−1
[
τ syn
(
e−
τref
τsyn − 1
)
− τeff
(
e
− τrefτeff − 1
)] . (73)
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9 Supporting information
9.1 Experiment detailsAll simulations were done with PyNN 0.8 and NEST 2.4.2.The LIF model was integrated with a time step of dt =
0.1 ms. Since the SSN is a time-continuous system, wecould, in principle, retrieve a sample at every integrationstep. However, as individual neurons only change their stateon the time scale of refractory periods, and hence new statesemerge on a similar time scale, we read out the states inintervals of τref2 . If not stated otherwise, we used USE = 1.0and τrec = 10 ms as short term plasticity parameters forconnections within each SSN to ensure postsynaptic poten-tials with equal height, as discussed in [80]. For backgroundconnections, i.e., Poisson input or background input comingfrom other SSNs in an ensemble, we used static synapses(USE = 1.0 and τrec → 0) instead to facilitate the mathe-matical analysis. For the interconnections of an ensemble,we expect that short-term depression will not alter the per-formance of individual SSNs in a drastic way, as the effectwill be rather small on average if most neurons are far awayfrom tonic bursting. Thus, to allow a clear comparability toSSNs receiving Poisson input, we chose to neglect short-term depression for ensemble interconnections. The neuronparameters used throughout all simulations are listed inTable S1.
9.1.1 Details to Figure 2B,C,D of main textThe parameters for the target distributions of all networkswere randomly drawn from beta distributions, i.e., W ∼
2 · (beta(0.5, 0.5)− 0.5) and b ∼ 1.2 · (beta(0.5, 0.5)− 0.5).The bias of each background-providing neuron was adjustedto yield the desired firing rate p ∈ {0.1, 0.6, 0.9} in case ofno synaptic input (W = 0) b = log ( p1−p). For the differ-ent activity cases, we used N0.1 = 260, N0.6 = 50 and
N0.9 = 34 networks as background input for each neuronto reach the desired background noise frequency. The Pois-son frequency of the noise-providing networks was set to
3000 Hz. Activation functions were recorded by providing ev-ery neuron with background noise for 5× 105 ms and vary-ing its leak potential. For the autocorrelation functions, wefirst merged all individual noise spike trains and binnedthe resulting spike train with a bin size of 0.5 ms beforecalculating the autocorrelation function.
9.1.2 Details to Figure 2F,G of main textBackground input was generated from a pool of pairwiseconnected neurons (i.e., small subnetworks with two neu-rons each) with strong positive or negative weights to yieldhighly positively or negatively correlated spike trains. Eachpair of neurons in the main network (i.e, the network re-ceiving no Poisson input) received the spikes of 80 suchsubnetworks as background input. The weights of the noise-generating subnetworks were drawn from beta distributions
wpreij ∼ 4·(beta(5.0, 0.5)−0.5) (distribution strongly skewedto positive weights) or wpreij ∼ 4 · (beta(0.5, 5.0) − 0.5)(skewed to negative weights). The parameters of the mainnetwork were randomly generated as in Fig. 2D. The ab-solute values of the weights Wnoise projecting from thenoise-generating subnetworks to the main network wererandomly generated from a (Gaussian-like) beta distribu-tion Wnoise ∼ (beta(4.0, 4.0) − 0.5) · 2 · 0.001 + 0.001 µS.The synapse type of each weight Wnoise was determinedrandomly with equal probability. Furthermore, inhibitorysynapses were scaled by a factor of 1.35 such that inhibitoryand excitatory weights have the same mean value as for thesimulations with Poisson noise (see Table S1). For the threetraces shown, the absolute value of each synaptic weightwas drawn independently. Synapse types were either drawnaccording to a pattern (Fig. 2F, left and middle) or indepen-dently (Fig. 2F, right).
9.1.3 Details to Figure 3A,B,C of main text and FigureS2 in the Supporting informationFor every network, the target distribution parameters wereagain drawn from a beta distribution as in Fig. 2. The con-nectivity of the noise connections was set to  = 0.05, i.e.,each neuron received the spikes of 5% of the remaining sub-networks’ neurons as stochastic background input, for theensemble of 400 3-neuron networks (no training, Figure S2in the Supporting information) and to  = 0.10 for the en-semble of 100 6-neuron networks (training, main text).The training was done for subnetworks with 6 neuronseach, where every subnetwork was initialized with differ-ent weights and biases than the target parameters, alsogenerated randomly. As an initial guess for the neurons’activation functions, we used the activation function of aneuron receiving 2000 Hz excitatory and inhibitory Poissoninput, leading to a slope of α = 1.47 mV and a mid-pointat −52.97 mV. These parameters were subsequently usedto translate the weight and bias updates given by the Heb-bian wake-sleep algorithm (see main text, Eqn. 8 and 9) toupdates of synaptic weights and leak potentials. The sub-networks were all trained simultaneously with contrastivedivergence, where the model term was approximated by sam-pling for 1× 105 ms. The training was done for 2000 stepsand with a learning rate of 400t+2000 . As a reference, 50 sub-networks receiving only Poisson noise (2000 Hz) were alsotrained in the same way for 2000 steps.
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Self-activation of the network can be observed when alarge enough fraction of neurons have a suprathreshold restpotential, in our case around 30%.
9.1.4 Details to Figure 3D,E of main textThe emulated ensemble consists of 15 4-neuron networkswhich were randomly initialized on two HICANN chips (HI-CANN 367 and 376 on Wafer 33 of the BrainScaleS sys-tem). The analog hardware parameters which determine thephysical range of weights adjustable by the 4bit settingwere set to gmax = 500 and gmax div = 1. Given the cur-rent state of development of the BrainScaleS system andits surrounding software, we limited the experiment to smallensembles in order to avoid potential communication bottle-necks.Biases were implemented by assigning every SSN neu-ron a bias neuron, with its rest potential set above thresholdto force continuous spiking. While a more resource-efficientimplementation of biases is possible, this implementationallowed an easier mapping of neuron - bias pairs on theneuromorphic hardware. Bias strengths can then be ad-justed by modifying the synaptic weights between SSNneurons and their allocated bias neurons. The networkswere trained with the contrastive divergence learning ruleto sample from their respective target distributions. Biaseswere randomly drawn from a normal distribution with µ = 0and σ = 0.25. The weight matrices were randomly drawnfrom W ∝ 2 · (beta(0.5, 0.5) − 0.5) and subsequently sym-metrized by averaging with their respecetive transposes
0.5 · (W +WT).Since the refractory periods of hardware neurons vary, wefurther measured the refractory period of every neuron inthe ensemble, which was later used to calculate the binaryneuron states from spike raster plots. Refractory periodswere measured by setting biases to large enough valuesto drive neurons to their maximal firing rate. After runningthe experiment, the duration of the refractory period canbe approximated by dividing the experiment time by thenumber of measured spikes.During the whole experiment, the ensemble did not re-ceive external Poisson noise. Instead, individual SSNsreceived spikes from 20% of the remaining ensemble asbackground input, with noise connections having hardwareweights of ±4 with the sign chosen randomly with equalprobability. Translation between theoretical and 4bit hard-ware parameters was done by clipping the values into therange [−15, 15] and rounding to integer values. Calculationof weight and bias updates was performed on a host com-puter. The learning rate was set to η = 1.0 for all networksperforming better than the median and twice this value fornetworks performing worse. For every training step, the en-semble was recorded for 1× 105 ms biological time beforeapplying a parameter update.For the experiments with Poisson noise, every neuron re-
ceived 300 Hz external Poisson noise provided by the hostcomputer.The neuron parameters used for all hardware experimentsare listed in Table S2.
9.1.5 Details to Figure 4 of main text and Figure S4-6in the Supporting informationTo reduce the training time, we pretrained classical re-stricted Boltzmann machines on their respective datasets,followed by direct translation to spiking network parame-ters. To obtain better generative models, we utilized theCAST algorithm [57] which combines contrastive divergencewith simulated tempering. Each subnetwork was trained for200000 steps with a minibatch size of 100, a learning rateof 20t+2000 , an inverse temperature range β ∈ [1., 0.6] with20 equidistant intervals and an adaptive factor γt = 91+t .States between the fast and slow chain were exchanged ev-ery 50 samples. To collect the background statistics of thesesubnetworks, we first simulated all networks with stochasticPoisson input. To improve the Poisson-stimulated referencenetworks’ mixing properties, we utilized short-term depres-sion to allow an easier escape from local energy minimafaster (USE = 0.01, τrec = 280 ms, global weight rescale
δW = 0.014−1). For classification, the grayscale value ofimage pixels was translated to spiking probabilities of thevisible units, which can be adjusted by setting the biasesas ln( grey value1−grey value). Spike probabilities of 0 and 1 weremapped to biases of -50 and 50. Furthermore, during clas-sification, the connections projecting back from the hiddenneurons to the visible neurons were silenced in order toprevent the hidden layer from influencing the clamped input.For pattern rivalry, the non-occluded pixels were binarized.In total, each SSN received background input from 20% ofthe other networks’ hidden neurons. For the classificationresults, the experiment was repeated 10 times for differentrandom seeds (leading to different connectivity matrices be-tween the SSNs). For training and testing, we used 400and 200 images per class. In Fig. 4D, consecutive imagesare 400 ms apart. In Fig. 4E, for the clamped ”B”, consecu-tive images are 2s apart, for the ”L” 1.5s.The experiments with MNIST used an ensemble of fivenetworks with 784 visible neurons and 500 hidden neuronseach (Fig. S5 and Video S2 in the Supporting information),trained on 6 · 103 images per digit class (where we tookthe digits provided by the EMNIST set to have balancedclasses). Since the generative properties of larger SSNsdepend heavily on the synaptic interaction, we also usedshort-term plasticity for the case without Poisson noise(USE = 0.01, τrec = 280 ms, δW = 0.01−1) to allow fluentmixing between digit classes [47]. For MNIST, each SSNreceived background input from 30% of the other networks’hidden neurons. Furthermore, the excitatory noise weightwas set to wnoisee = 0.0009µS.The network-generated images were obtained by aver-
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aging the firing activity of the visible neurons (for patternrivalry ±90 ms, for classification and dreaming of EMNIST
±80 ms and for MNIST ±140 ms). The time intervals werechosen to reduce the blur caused by mixing when plottingaveraged spiking activity.
9.2 Neuron parameters
Table 1: Neuron parameters used in simulations through-out the main text. The membrane time constant was chosensmall such that smaller noise frequencies suffice to reach ahigh-conductance state, allowing us to use smaller ensem-bles and hence reduce simulation time.
Cm 0.1 nF membrane capacitance
τm 1.0 ms membrane time constant
El -65.0 mV leak potential
Ereve 0.0 mV exc. reversal potential
Erevi -90.0 mV inh. reversal potential
ϑ -52.0 mV threshold potential
% -53.0 mV reset potential
τ syne 10.0 ms exc. synaptic time constant
τ syni 10.0 ms inh. synaptic time constant
τref 10.0 ms refractory time
wnoisee 0.001 µS exc. Poisson weights
wnoisei -0.00135 µS inh. Poisson weights
Table 2: Neuron parameters used for the implementations inan artificial neural substrate. Note that these are intendedparameters and the realized ones can vary from neuron toneuron.
ensemble neurons bias neurons
Cm 0.2 nF
τm 7 ms
El -20.0 mV 60.0 mV
Ereve 60.0 mV
Erevi -100.0 mV
ϑ -20.0 mV
% -35.0 mV -30.0 mV
τ syne 8.0 ms 5.0 ms
τ syni 8.0 ms 5.0 ms
τref 4.0 ms 1.5 ms
9.3 Video captions9.3.1 Video S1Sampled distribution over time from an autonomous en-semble (no explicit noise) of 15 4-neuron networks on anartificial neural substrate (the BrainScaleS system). (top)Median DKL of the ensemble (red) and the individualnetworks (red, transparent) as a function of time aftertraining. The median DKL pre-training is shown in black.
(Bottom) Comparison between target distribution (blue)and sampled distribution (red) for all networks. Mostnetworks are able to approximate their target distributionwell (e.g., the networks at position (1,1), (4,1) and (4,2) with(row, column)) or at least approximate the general shape ofthe target distribution (e.g., (0,1) and (0,2)). The networksat position (2,2) and (3,0) show strong deviations fromtheir respective target distributions due to single neurondeficiencies. Because of the speed-up of the BrainScaleSsystem, it only takes 100ms to emulate 106ms of biologicaltime.
9.3.2 Video S2Video of the data shown in Fig. S5 of the Supporting in-formation. An ensemble of five hierarchical networks with784-500-10 (visible-hidden-label) neurons trained on theMNIST handwritten dataset generating digits without ex-plicit noise sources is shown (in simulation). Every networkin the ensemble receives the spiking activity from hiddenneurons of the other networks as stochastic input only. (top)Activity of the hidden layer of each network. (middle) Classlabel currently predicted by the label neurons. (Bottom) Ac-tivity of the visible layer. To generate grayscale images fromspikes, we averaged the spiking activity of each neuron overa window of size ±90ms.
9.3.3 Video S3Video of the data shown in Fig. S7 of the Supportinginformation. A single hierarchical network with 784-200(visible-hidden) neurons generating samples of the MNISThandwritten digits dataset without explicit noise sources isshown (in simulation). To initialize the network, we traineda Boltzmann machine and translated the weights and biasesto neurosynaptic parameters to reduce simulation time. (top)Illustration of the used network architecture. Lateral (non-plastic) connections in each layer were utilized as a noisesource (red), with an interconnectivity of  = 0.2. (bottom)Averaged activity (average window ±90ms) of the visiblelayer (left) after initializing the network, (middle) after fur-ther training the network and (right) for the case of explicitPoisson noise instead of lateral interconnections. After ini-tialization, the network is able to generate recognizable im-ages but does not mix well between different digit classes.Further training the network on images of the MNIST train-ing set improves both image quality and mixing, rivaling thequality of the reference setup with explicit Poisson noise.During the second training phase, neurosynaptic parame-ters are adjusted such that every neuron is able to performits task with the available background activity it receives.
21
9.4 Supporting figures
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Figure S1: Compensation of input correlations by adjustment of weights and biases in an SSN [85, 86]. For simplicity, this is illustrated here for thecase of shared input correlations, but the results hold for all types of statically correlated inputs. (A) Exemplary architecture of a network with 3 neuronsthat samples from a Boltzmann distribution with parameters W and b. In order to achieve the required stochastic regime, each neuron receives externalnoise in the form of Poisson spike trains (not shown). (B)-(D) Exemplary sampled distributions for a network of two neurons. The “default” case is theone where all weights and biases are set to zero (uniform distribution, blue bars). (B) Shared noise sources have a correlating effect, shifting probabilitymass into the (1,1) and (0,0) states (red bars). (C) In the {0, 1}2 space, increased weights introduce a (positive) shift of probability mass from all otherstates towards the (1,1) state (red bars), which is markedly different from the effect of correlated noise. (D) In the {−1, 1}2 space, increased weightshave the same effect as correlated noise (red bars). (E) Dependence of the correlation coefficient r between the states of two neurons on the changein synaptic weight ∆W ′ (red) and the shared noise ratio s (blue). These define bijective functions g and h that can be used to compute the weightchange (∆W ′ = f(s), with f := g−1 ◦ h) needed to compensate the effect of correlated noise in the {−1, 1}N space. (F) Study of the optimalcompensation rule in a network with two neurons. For simplicity, the ordinate represents weight changes for a network with states in the {−1, 1}2 space,which are then translated to corresponding parameters (W,b) for the {0, 1}2 state space. The colormap shows the difference between the sampled andthe target distribution measured by the Kullback-Leibler divergence DKL (pnet ‖ ptarget). The mapping provided by the compensation rule f (see (E))is depicted by the green curve. Note that the compensation rule ∆W ′ = f(s) provides a nearly optimal parameter translation. Remaining deviations aredue to differences between LIF and Glauber dynamics. (G) Compensation of noise correlations in an SSN with ten neurons. The results are depicted fora set of ten randomly drawn Boltzmann distributions over z ∈ {0, 1}10 (error bars). For a set of randomly chosen Boltzmann distributions, a ten-neuronnetwork performs sampling in the presence of pairwise-shared noise ratios s (x-axis). The blue line marks the sampling performance without noise-inducedcorrelations (s = 0). For an increasing shared noise ratio, uncompensated noise (green) induces a significant increase in sampling error. After compensation,the sampling performance is nearly completely restored. As before, remaining deviations are due to differences between LIF and Glauber dynamics. (H) AnLIF-based ten-neuron network with shared noise sources (s = 0.3 for each neuron pair) is trained with data samples generated from a target Boltzmanndistribution (blue bars). During training, the sampled distribution becomes an increasingly better approximation of the target distribution (red line). Forcomparison, we also show the distribution sampled by an SSN with parameters translated directly from the Boltzmann parameters (purple). The trainednetwork is able to improve upon this result because learning implicitly compensates for the abovementioned differences between LIF and Glauber dynamics.
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Figure S2: Translating the parameters of target distributions to neurosynaptic parameters. (A) A straightforward way to set up the parameters of eachnetwork (wij and El) is to use the parameter translation as described in the main text, i.e., use the corresponding activation function of each neuron tocorrectly account for the background noise statistics. This is demonstrated here for the case of (left) 399 networks (only two shown) receiving Poissonnoise and one network only receiving ensemble input and (right) all networks only receiving ensemble input. In both cases, the resulting activation functionis the same and we can indeed use it to translate the parameters of the target distribution to neurosynaptic parameters. (B) Using the correspondingactivation functions to set up the ensemble (but no training), each network in the ensemble is indeed able to accurately sample from its target distributionwithout explicit noise, as expected from our considerations in (A) and the main text. This is shown here (in software simulations) for an ensemble of 4003-neuron SSNs with an interconnection probability of 0.05, reaching a median DKL of 12.8+6.4−5.0 × 10−3 (blue), which is close to the ideal result withPoisson noise of 6.2+2.0−2.0 × 10−3 (black, errors given as the first and third quartile).
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Figure S3: The BrainScales neuromorphic system. (A) A single HICANN chip (High Input Count Analog Neural Network), the elemental building blockof the BrainScaleS wafer. The HICANN consists of two symmetric halves and harbors analog implementations of adaptive exponential integrate-and-fire (AdEx) neurons and conductance-based synapses in 180nm CMOS technology. Floating gates next to the neuron circuits are used to store neuronparameters. Spikes are routed digitally through horizontal and vertical buses (not shown) and translated into postsynaptic conductances in the synapsearray. Unlike in simulations on general-purpose CPUs, here neurons and synapses are physically implemented, with no numeric computations beingperformed to calculate network dynamics. A single wafer consists of 384 HICANN chips. (B) Individual components of the BrainScaleS system, includingboth wafer and support structure. For instance, FPGA boards provide an I/O interface for wafer configuration and spike data and Giga-Ethernet slotsprovide a connection between FPGAs and the control cluster from which users conduct their experiments via Python scripts using the PyNN API. (C)Completely assembled wafer of the BrainScaleS neuromorphic system.
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Figure S4: t-SNE representation [87] of consecutively generated images of two of the four SSNs trained on EMNIST. Both SSNs smoothly traverseseveral regions of the state space representing image classes while dreaming. The red diamond marks the first image in the sequence, gray lines connectconsecutive images. Consecutive images are 200 ms apart.
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BA
Figure S5: Dreaming of MNIST in an ensemble of networks. (A) Dreaming ensemble of five hierarchical SSNs with 784 visible, 500 hidden and 10 labelneurons (without explicit noise). Each row represents samples from a single network of the ensembles, with samples being 375 ms apart. To set up theensemble, a restricted Boltzmann machine was trained on the MNIST dataset and the resulting parameters translated to corresponding neurosynapticparameters of the ensemble. Here, to facilitate mixing, we used short-term depression to modulate synaptic interactions and weaken attractor states thatwould be otherwise difficult to escape [47]. (B) t-SNE representation [87] of consecutively generated images of two of the five SSNs trained on MNISTdigits. Both SSNs are able to generate and mix between diverse images of different digit classes while dreaming. The red diamond marks the first imagein the sequence, gray lines connect consecutive images. Consecutive images are 400 ms apart.
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Figure S6: Pattern completion in an ensemble trained on EMNIST. (A) Relative abundance of the label output while clamping parts of a ”B”. Most of thetime (79.85%), the image is correctly classified as a ”B”. The closest alternative explanation, an ”R”, is generated second most (17.45%). The remainingclasses are explored significantly less often by the network (0.43%, 0.70%, 1.57%). (B) Examples of the visible layer activity while the label layer classifiesthe partially clamped images either as a ”B” (top) or an ”R” (bottom). (C) Examples of the visible layer activity while classifying the image as a ”T”, ”X”or ”V”. In these cases, the images generated by the visible neurons show prominent features of these letters.
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Figure S7: A single hierarchical network with 784-200 (visible-hidden) neurons generating samples of the MNIST handwritten digits dataset withoutexplicit noise sources (in simulation), represented via t-SNE. (A) Illustration of the used network architecture. Lateral (non-plastic) connections in eachlayer were utilized as a noise source (red), with an interconnectivity of  = 0.2. (B,C) Averaged activity (average window ±90ms) of the visible layer (B)after initializing the network and (C) after further training the network. After initialization, the network is able to generate recognizable images but doesnot mix well between different digit classes since the network is not able to correctly utilize its own background activity as noise yet (B). Further trainingthe network on images of the MNIST training set (using standard Contrastive Divergence with batch size 100, learning rate 40
t+2000
with t the number ofupdates, for 1000 training updates and a presentation time per training sample of 200ms) improves both image quality and mixing (C). During the secondtraining phase, neurosynaptic parameters are adjusted such that every neuron is able to perform its task with the available background activity it receives.
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