Abstract
Introduction
In Douglas Adams' novel "The hitch hiker's guide to the galaxy," the computer Deep Thought was put to work for 7.5 million years to solve "the ultimate question of Life the Universe and Everything." His answer, 42, rightfully disappointed its designers who had expected a more comprehensive explanation. Many computer users face similar situations every day: complex algorithms for scheduling, configuration and design turn out supposedly optimal answers without justification. If users could also gain an understanding of how solutions were obtained, and why they are the best, they could tune the behavior of their programs to obtain solutions of much better quality. Here we consider the case of conceptual design using the formulation of constraint problem solving and a set of automatic search methods. We examine the issues of learning, discovery and control of strategies by novice users. We focus on three important tasks in conceptual design: solution search, tradeoff analysis of alternative solutions, and discovery of new solutions.
Conceptual Design
"Design is not description of what is, it is exploration of what might be [16] ." But the space quickly becomes large and the set of interacting design criteria very complex, making it difficult for a designer to effectively evaluate the different possibilities. Computational assistance can offload some of the cognitive tasks from designers so that they can concentrate on the most creative aspects.
Designers start the definition of a search space for a new product by first identifying a set of key parameters. Then they enumerate a list of possible values for each design parameter. Finally, to put everything together, they combine all values into a set of coherent and consistent design alternatives taking into consideration design rules, customers' criteria and preferences. Such a design process has been used not only for conceptual design [17] , but also configuration design [6] , land use design [18] and industrial product design. We employ constraint satisfaction problem solving (CSP) techniques [23] to formulate and solve conceptual design problems. CSPs are known to be NP-complete. Many efficient algorithms exist, but they are only optimal when the right context is found. Algorithm visualization is useful in presenting right opportunities to users in order for them to select the best strategy for a given problem.
behavior by taking advantage of the high bandwidth communication channel between the display, the human fovea and perceptual inference [3] . Research work in this area has given important results in algorithm learning [1] , software maintenance [8] , designing and analyzing concurrent algorithms [13] , and software engineering.
We use algorithm visualization not only to show the workings of the algorithms, but also to externalize the machine's strategies and the tradeoffs of these strategies. Thus our system helps users discover problem solving tactics and become an expert user of those tactics.
The use of interactive visualization tools to support design is not new. Attribute and influence explorers [21, 22] use multiple linked interactive representations to extrapolate dependencies among design attributes which are often governed by a set of abstract mathematical models. Thus untrained users can set a range of values for a design criterion such as cost and ask the system to give ranges of admissible values for other design attributes such as material used and dimensions of the designed pieces. Such interval propagation techniques are useful for engineering design where parameters are continuous and mathematical models that describe their behavior are difficult to interpret for normal users. However, in conceptual design where parameters are both discrete and continuous, combinatorial search methods are needed to generate admissible solutions. In doing so, the internal search state is important and must incorporate users' strategies in choosing the right subspace.
Meanwhile in the information visualization domain, there is increasingly a strong interest in developing methods that support human and computer interaction at the problem solving level. Several examples can be found in document retrieval [11] , complex information visualization [4] , worldwide web navigation [9] , and large data base exploration [10] . According to Duce [7] , visualization tools can be generally described as consisting of three components: data access, mapping and rendering. But in order to support visualization of a much larger quantity of data, such three-component architecture is not sufficient, as pointed out by Campo et al [2] . Our work on algorithm visualization proposes to abstract problem solving knowledge using algorithm visualization to allow humans to explore in a much larger information space.
Our paper is organized as follows. We first describe constraint satisfaction problem solving in the conceptual design framework; we then introduce visualization methods for three important steps of conceptual design: design space definition, solution tradeoff analysis, and design conflict resolution; finally, we describe the user evaluation of our system followed by our conclusion.
Constraint satisfaction and search
A CSP formulation of conceptual design consists of a set of variables, a domain of values for each of these variables, and constraints on the values. A solution to a CSP is an assignment of values from its domain to all variables so that none of the constraints is violated. Consider a simplified watch design (see [14] for more realistic examples, such as parallel robot design, land use configuration, and industrial product design). The CSP consists of design criteria such as beauty, complexity, implementation, and usability. Each criterion takes values ranging from 1(the least) to 5 (the most). It is more suitable to use discrete values such as low, medium, high, and maximum. But designers adopt scalar values as shortcuts. Criterion beauty is the aesthetic appearance; complexity is the number of pieces needed for the watch; implementation is how easy it is to manufacture the final product; and usability is how easy it is to put on the watch and manipulate the settings. Designers can now describe solution spaces in terms of what should and what should not be included in the final solutions using rules as follows:
C3 (usability > 3 ) <-> (complexity < 5) C4 usability == 4 C5 complexity == 2 Thus the more beautiful the watch is, the more difficult it is to implement (C1). The more complex it is, the more difficult it is to implement (C2). The easier it is to use the watch, the less complex it should be (C3). The watch currently being designed should have usability value 4 (C4) and complexity value 2 (C5). 
Backtrack search
Backtracking is the simplest way to solve a CSP problem. It systematically instantiates one value at a time from each variable domain and checks for constraint violation. When it succeeds in instantiating all required variables, then the enumeration becomes a solution. All admissible solutions can be generated automatically. The following list shows the trace of the backtracking algorithm:
• beauty = 1 complexity = 1 search fail by C5
• beauty = 1 complexity = 2 implementation = 1 usability = 1 search fail by C4
• beauty = 1 complexity = 2 implementation = 1 usability = 2 fail by C4 ….. We call each row in the trace a valuation. Unsuccessful valuations are immediately discarded and the algorithm goes back to the last variable for which an alternative value remains to be tried. It continues in this way until all value combinations have been examined. Figure 1 , which we call Kaleidoscope, is the visualization tool animating the internal search state using color patterns. These patterns change as users modify design parameters, similar to kaleidoscope's curious changing patterns as one manipulates the device. Kaleidoscope shows how solutions are obtained. The entire search space is the Kaleidoscope disk which is divided into concentric rings, one for each variable of a CSP problem. The drawing of the wedges starts from the right-hand center line and sweeps the disk in counterclock-wise direction as shown in figure 2. Each value assignment is visually displayed by a wedge of colors in the disk. Successful assignment is colored in black while unsuccessful assignment is drawn with the corresponding color of the constraint. E.g., assignment (x1=1 x2=1 and x3=1 in figure 1 ) gives the first wedge in black. Assignment (x1=1 x2=1 and x3=2) results in the first portion of the wedge in black and the second portion in the color that corresponds to x1>=x3. Thus a thin black line reaching beyond the outer most circle represents a solution. Figure 2 are successive snapshots of the Kaleidoscope for the watch design example. Black lines represent solutions while color bands show forbidden spaces blocked by the relative constraints. Kaleidoscope can scale well to a CSP of any size. Similar to the circular forms used in [5] , we also use a fisheye view technique to visualize local search spaces when a CSP becomes too large. In contrast to [5] , our visual display represents a reasoning process, rather than an aggregation of hierarchically organized data.
A phenomenon, called thrashing [15] , can occur when search repeatedly fails on a certain combination of values. In Kaleidoscope, the disk has a large slice chopped off by the same color (top part in figure 1) . Thrashing behavior signals to a designer that certain combinations of values should be discarded to avoid future valuation. But backtracking is not intelligent enough to provide such preprocessing.
Random search by Knuth
Our example only used 4 variables, each having a range of 5 values. Unfortunately most CSP problems grow to the size of 20 variables with the number of values ranging in the 10 to 50s, thus too big for backtracking search algorithms to find answers quickly. Our second CSP algorithm is a Monte Carlo search method by Knuth [12] , which can be used to explore the search space efficiently although randomly. Figure 3 is a set of snapshots showing the progress of using Knuth algorithm for a slightly different design problem, which contains more solutions as visualized by the black lines. As depicted in the figure, the algorithm explores different areas of the circle randomly. However, by the first snapshot, the algorithm already obtained two solutions. 
Search with variable reordering
The third CSP algorithm is called variable reordering. It examines the constraints and picks those that are most restricting. The order of search then starts with those most restricting ones. Consider the watch design example again. The new order is usability, complexity, implementation, and beauty. Figure 4 compares the visualization of the same CSP problem by two different algorithms, simple backtracking (top) and variable reordering (bottom). In the second case, there are significantly fewer numbers of unsuccessful valuations, thus making the algorithm much faster to terminate.
What can users discover in Kaleidoscope?
The color patterns (black lines and color elements) convey important abstractions which guide humans in setting up search strategies. When search space is large and solutions are scarce (called futile space), Knuth's method is most appropriate. When a small set of variables have strong constraints, variable ordering offers significant advantages. For simple problems, backtracking is often sufficient. Not only should users become aware of the different strategies used by the algorithms, they also have to know enough to switch from one algorithm to another depending on context. The program allows humans to stop the current search and change the subspaces if results so far are not satisfactory. For example, if the search process has been blocked by the same color element (thus the same constraint), then thrashing is obviously the cause and we can detect easily the constraint responsible for the thrashing by looking up the color coding. Knuth algorithm is a good cure for thrashing behavior. Kaleidoscope also contains two visual structures that are easily learned and appreciated by users: the spaced out black lines (i.e., solutions) represent solutions of diverse characteristics while concentrated black lines represent more homogeneous solutions.
We can also quickly observe if the search space is abundant or futile by noticing whether full-length black lines are numerous or none has existed so far. In the case of a futile search space, we use color patterns to diagnose the constraints responsible for the lack of solutions.
To summarize, we list a set of strategic points that can help users perform efficient combinatorial search with the help of Kaleidoscope: 
Map and N-dimensional tradeoff
Designers can become bewildered by too many choices. We provide them with visualization assistance to evaluate the solution space in order for them to make intelligent decisions. Users first define a set of criteria, for instance the quality of material used for a product and its manufacturing cost. For two-criteria tradeoff analyses, solutions are mapped to a 2D space where x and y coordinates represent the criteria values and each solution is represented by a node. Figure 5 shows the solution space of a city planning design problem with criteria on noise factor (quietness) and cost (cheapness). The node which performs the best on both criteria is called the dominant solution. The nodes lying on the outer rim of the solution space are called non-dominant nodes (darker in figure 5) . In most cases a solution map does not contain a dominant node. Thus, tradeoff analysis is necessary in order for users to choose a winner based on their dynamic preference measure. For example, if they prefer to optimize more on noise factor and less on cost, then a point with the highest value on y will be the current winner. While this visualization, called Pareto space [19] , is feasible for up to three criteria, many real-world problems call for tradeoff analysis in much higher dimensions. Our new visualization design, MAP (Multiple Attribute Pareto), overcomes this limit by combining color patterns, visual structures and interactivity. Figure 6 shows the new design where the x position represents the center of mass of the N criteria values which make up the bars on the bottom, and y position represents the sum of all criteria values. The solution that performs the best overall-speaking is the node with the largest y value. While y represents an absolute performance value, x shows the distribution of the underlying criteria much like a balance. For example, nodes located above the view line represent solutions having relatively higher values on view compared to other criteria. When tradeoff analysis is required, users can slide to the left or right from the center line depending on his current preferences. There are cases where solutions are pulled by multiple criteria values, but individually these criteria are not distinguishable. In this case interactivity solves this problem by allowing users to click on the solution nodes and examine the details. Another method is to change interactively criteria's weight so that ambiguities disappear. For example, increasing the quietness' weight would pull the optimal solutions toward the right side of the visualization.
The answers that can be obtained from MAP are:
• Is there a dominant solution?
• Are there numerous or few non-dominant solutions? • Are solutions clustered around a certain area, or more spread out in MAP? 
Enemy of design: null solution sets
The opposite of an abundant solution space is the designers' enemy: null solution space. A design problem can become over-constrained very quickly due to the number of variables explored and constraints defined. An over-constrained problem contains one or several sets of constraints defined in such a way that no solution could exist. The conflict elicitation algorithms described in [14] diagnose over-constrained problems by listing a set of constraints which cannot be satisfied simultaneously, or a set of sets of constraints of which at least one set has to be "repaired" in order to give any solutions.
As a simple example of an over-constrained problem, consider coloring 3 mutually adjacent countries (aa, bb, and cc) with 2 colors such that all neighboring countries have a different color. There are 3 constraints which cannot be satisfied at the same time: aa != bb, aa != cc, and bb != cc, where != means that the colors of the countries are not the same. Further observe that if a CSP contains any over-constrained CSPs, it will not have any solutions either. We define the following notions:
• a constraint set is a conflict set if it does not allow any partial solutions • a constraint set is the minimal conflict set if no smaller set is a conflict set
• a constraint set cannot allow any solutions if and only if it contains at least one minimal conflict set 
Interactive lattice
Conflict sets can be analyzed in a visual interactive lattice (shown in the upper right corner in figure 7) . Each square is a set of constraints. Sets are further ordered from the top to the bottom by their sizes with the sets on the top-most row being the smallest. When a square is black, it is a minimal conflict set. When it is dark blue, the set blocks a certain number of solutions. The darker it is, the more potential solutions it blocks. The question is if there are multiple blocking sets, as is the case with most problems, then which one should the user focus on first? The sets lying on the top row are smaller than those underneath. The smaller the set is, the easier it is for users to modify the constraints. The general heuristic is thus to find the smallest (top most) and darkest blue set of constraints to relax.
The square on the bottom of the lattice shown in figure 7 is the minimal conflict set of the map coloring problem. By clicking on that set, three subsets are highlighted on the top. Removing the main conflict will give 8 solutions, while removing or relaxing each of the subsets will give 2 solutions, as indicated by the numbers in the small windows. This means that we either allow adjacent countries to have the same color (i.e., removing the constraint != ) or we remove or relax each of the subsets. Since it is not desirable to color neighboring countries with the same color, we opt for relaxing the subsets by adding another color to one of the domains, thus obtaining two solutions. The final map coloring problem is the same as before except there are three color choices for one of the countries.
While normal lattices contain lines to relate sets to their sub or supersets, our lattice is interactive and only displays all subsets when a set is clicked on. In figure 8b, one square becomes white when clicked, so are all subsets highlighted in white. This way we can display a large lattice without the risk of having lines crisscrossing and thus causing visual overloading. 
Multiple minimal conflict sets
Some problems have several minimal conflict sets as indicated by the black squares on the left part of figure 9 . This is the same watch design but with different constraint sets (the constraint network is visualized in Fig 9a) :
The black squares in figure 9c correspond to all minimal conflict sets. At least one of the minimal conflict sets has to be relaxed to generate any solutions. Further, if a square on that row is clicked on, Lattice shows the subsets (see lattices on figure 9d). The subsets define parts of the original problems for which solutions exist. This information guides the users to choose the subsets to keep.
For example, clicking on the black square on the first lattice in figure 9d , two subsets are shown. Thus either we keep the first subset or the second. Since the second subset is a larger set, keeping it automatically allows us to keep the largest original problem. By visualizing all conflicts and largest consistent subsets, we offer designers the choice of what to throw away and what to keep, which is the most difficult decision in design and requires experience, gut feeling and dynamic criteria from the designers.
To summarize this section on over-constrained problems, we list the type of queries representing different reasoning tasks and the corresponding results we can get from the lattice visualization:
• Is the CSP problem over-constrained: a single or several black squares in a lattice • Which of the conflict sets to relax: either use the side window to select the most optimal one, or look up in the constraint definition to find the most appropriate one • How potential solutions perform in MAP if corresponding constraints are removed? Figure 10 is a set of design parameters for a pen which consists of the following variables and domains: capwidth {3 3.5 4}, headsupwidth {2 2.5 3 3.5}, headinfwidth {1.5 2 2.5}, bodywidth {2.5 3 3.5}, tubewidth {2 2.5 3}, inkwidth {1 1.5 2}, buttonwidth {2 2.5 3}.
Putting it all together
We first used simple backtracking in Kaleidoscope and discovered that there was only one successful valuation. A quick application of the Knuth algorithm gave the same answer; the CSP was futile. The lattice, shown in the lower right corner of figure 10, gave three dark squares indicating main conflicts responsible for the lack of solutions. The two squares on the top row represent constraints 9 and 7. If they are eliminated, there will be 26 + 10 new solutions. The square on the second row is the combination of constraint 9 and 7. That is, if these two constraints are eliminated at the same time, there will be 184 solutions liberated. Clicking on each square, MAP gives visualization of potential solutions. The advantage of this coupling is to avoid doing the entire search process unless the users are certain about the quality of solutions that they will obtain. The top squares seem promising, because they are small and can potentially yield 26 or 10 new solutions respectively (+ the one already found). Further they rank fairly well in the tradeoff analysis. It is thus rational to relax the constraint 7 (bodywidth > buttonwidth). The design choices are thus re-evaluated with this new consideration. Instead of having the button inset in the body, we will screw it directly to the body. The button width no longer has to be smaller than the body width. The two widths are now equal. The constraint 7 is re-written: bodywidth == buttonwidth. In order to find new solutions, the system just re-evaluates the new constraint over the 10 solutions that the previous constraint was forbidding plus the only one that was initially found. COMIND returns 7 solutions among those 11. The largest pen among the 7 returned was the one that we finally selected because it is optimal on the tradeoff visualization ( figure 10 ). This small scenario shows how algorithm visualization can influence the user in his design strategies. For the last few years, COMIND has been used for several design problems (parallel robot design, micro-engineering products, kitchen arrangement, etc.). It helped discover new concepts and different aspects of existing designs, and has been particularly appreciated as a reflective tool. 
Evaluation
We asked 6 subjects to solve two real design problems in COMIND (figure 11), one being underconstrained, and one over-constrained. Each subject was asked to note down their initial problem solving strategies. After they have used COMIND, they were to compare their strategies with those of the machine's. Subjects were all students in our university, either in micro-engineering or computer science. We summarize the results as follows (for more detail, please see [14] ): 5 out 6 used the Knuth algorithm to first find out if the problem yielded solutions or was over-constrained. Most of them with a brief explanation of MAP and Lattice could use it as a tool to navigate in the constraint editor to modify the problem and later obtain interesting and optimal solutions. All 6 used the interactive search feature in Kaleidoscope while search was underway and became aware of the role of variable order in search speed after being told the color coding. 4 out 6 solved the two design problems within 20 minutes. In general, we are satisfied with the learning speed of our subjects and the speed of their mastering of the set of search heuristics offered by the machine. They were able to distribute computationally intensive tasks to the various algorithms, and concentrate on finding innovative design solutions or relaxing design constraints to obtain compromises. 
Conclusion
We presented three visualization techniques to help designers explore design spaces, evaluate and discover new design solutions. Our "interactive intelligence" paradigm is in contrast to many automatic methods that keep themselves as intelligent black boxes, often compounding untrained users' frustration of the problem with further misery of the miscomprehension of the results, the Deep Thought analogy. Kaleidoscope, MAP, and Lattice are some of the initial steps towards applying interactive visualization to conceptual design problems where human and machine must collaborate to solve problems that are difficult for either of them. More generalization of our framework is underway for resource allocation and travel planning since both activities use the same CSP formalism. We believe that this type of userinvolved intelligent systems are engaging, and that visualization is a good communication medium.
