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We propose a learning agent model for real-time adaptation based on LEO (Learning from 
Experience and Observation), in which "Learning from Observation  (LO)" is incorporated with 
"Learning from Experience (LE)". In the present paper, the LEO agent model is applied for a soccer 
agent o adapt its shooting decision to its opponent in the RoboCup simulated soccer games. 
Through ninety experiments by using the RoboCup Soccer Simulator, the proposed model can 
improve asuccess rate  of  "shot" action to 0.12 from 0.04 (non-learning) and 0.06 (LE model only), 
suggesting that he LEO agent model works effectively for a real-time adaptation problem.
Key Words : Autonomous Agent, Observation Learning, Real-time Adaptation, Soccer Agent and 
RoboCup
1.は じめ に
本論文では,あ る行動 を環境 に応 じて リアル タイ
ムに適応 させ るために学習す るエー ジェン トのモデ
ル を提案す る.我 々は,RoboCup[1H3]のサ ッカーシ ミ
ュ レー シ ョン リー グにおいて,サ ッカープ レーヤエ
ー ジェン ト「4U51の作成を行 ってい る.サ ッカーゲー
ムは,そ の よ うなエー ジェン トがll体 ずつ2チ ー
ム,計22体か らなるマル チエー ジェン トシステムで
ある.個 々のサ ッカープ レーヤはそれぞれの特徴 を
もったエージェン トで,走 った り,ボ ール を ドリブ
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ゴール した りしてゲームをす る時は,当 然 なが ら相
手チームのエージェン トの行動か ら影響 を受 ける,
このよ うな状 況 ドで,リ アル タイムで,エ ー ジェン
トが学習す る,あ るいは相 手チームの特徴 に適応す
る,と い うことは重要なエー ジェン ト機能 である,
しか し,こ れ までのエージェン トの学習 システム
については,リ アル タイム性 について余 り考慮 され
ていない,た とえば,エ ージェン トが経験 に基づい
てある行動を学習す る場合,マ ルチエージェン ト環
境 では他のエー ジェン トと行動が競合 し,結 果,自
分 の学習機会 が失 われ る場合が ある.こ れ は,学 習
のための十分な機会が保証 されてい るわけではな く,
リアル タイムでは適応のための学習が意 図 した レベ
ル まで行われ ない可能性 が高い.こ の ような学習機
会の問題は,マ ルチエージェン ト環境 にお けるエー
ジェン トの学習機能上の課題で ある.
この課題に対 して我々は,学 習機会を増や し,リ
アル タイム適応 の効果 をEげ る方法 と して,他 者の
行動 を観察 し学習す る仕組 を検討 して きた[6].これ
は,人 間が 自分の経験か ら学ぶだけでな く,他 人の




本 論文 では,「経 験か らの学習(上E)」と 「観察 か らの
学習(LO)」を併用 した 「経験 と観察 か らの学 習(LEO)」
を導 入したLEOエ ージェ ン トのモ デル を提案 す る.そ
して,RoboCupサッカ ーエー ジェ ン トのシ ニ・一 ト行動
に このモデ ル を川 い,RobocupSocccrScrvcrl7Ll81を川い
て シ ミュ レーシ ョンで試 合 を行 いモデ ルの 行用性 を示
した.
以 卜,2章で は,LEOを 導 人 したLEOエ 一ージ ェン ト
モ デルを記 弓'を川い て定義 す る.3章 では,E記 のLEO
エ 一ージ ェン トモデル をRoboCupサッカ 一ー工 一一ジ ェン ト
に実装 した例 を示 す.4章 で は,提 案 モ デル の 有用 性
を検 証 す るため のサ ッカ ーエ ー ジェ ン トに よる シ ミュ
レー シ ョン実 験 と糸ll果を示 す.実 験で は,エ ージ ェン
トのシ ュー ト判 断 を リアル タ イム適 応 の対象 とした.5
章 で ま とめ を行 う.
2.LEOエ ー ジ ェン トモデル
LEOエージェン トモデルは,セ ンサ情報処理部,意





















どの動作コマ ン ドに変換 し,出 ノJする.
2。1LEOエ ー ジ ェン トモデ ル の定 義
この エ ージ ェ ン トが存 在す る環境 には,複 数 のエ ー
ジェ ン トと,こ れ らのエー ジ ェン トが行 動 で きる物躍
的な フ ィール ドか ら構 成 され る.ま た,こ れ らのエ ー

































図1:LEOエ ー ジェン トの枠 組
エージェン トは,環 境を感、知するセ ンサ情報 を入ノJ
として,環 境 を認識 し環境状況を得る.こ の環境状況










ト卯の行動 ラベル集 合,ん はエージェン トτの動作
集合,瓦,は行動ルール集 合,L,,は学習ルール集合で
ある.学 習ルール集合は行動ル 一ールを書 き替えるルー
ルである.
図1は,こ の8つ 組の関係をエージェン トのシステ
ムに対応付けたものである.エ ージェントのシステム
は,セ ンサ処理部,意 志決定部,動 作部,学 習部からな
る.意志決定部には行動ル 一ール集合瑞 が,動作部には
動作集合 毒 が,学 習部には学習ルール集合 恥 が対応
する.行 動ルールは,状 況 と行動の組合せか らなるが,
これには,環 境状況集合5砺 と行動ラベル集合 瓦,が
対応 している.ま た,状 況は,セ ンサ 入力,内 部状態,
他工一ジェン トモデルによって判断 され るが,こ れに
は,セ ンサ 入ノJ集合1、,,内部状態集 合Q、,,推定 され
た他工一ジェン トモデル集合 、40皿が肘応する.一般 に




2.2LEOエ ー ジェン トのセ ンサ情報 処理 と環境状 況の
認識
工 一ジェン ト濫は,自 分の 内部状態集 合Q置 及びエー
ジ ェン トπ,が想定 する他 工一 ジェン トモデル 集合.4α
を用い て,セ ンサ情 報 入力 の集 合 ち を解釈 し,環 境
状況 集 合 θ亀 と して認 識 す る.ま た,エ ー ジェ ン ト∬
は 内部 状態 を複数 個持 ってお り,②番 口の 内部 状 態 を
盛 ∈Q記 と表現す る.さ らに,エ ージェ ン ト躍は 自身 が
想 定す る他工 一 ジェン トモデ ルを復数個持 って お り,ゴ
番 日の他工 一ジ ェン トモデル を.45m@,の∈、40、。(ゴ∈
.4ge厩8,ゴ≠ の と表現 す る.こ れ らの認識 の結果,得
られ る環境 状 況の集 合 を35¢ とす る.ま た,引 数 を明
示 して,θ亀(∫エ,Qヱ,.40のと も表す.
エ ー ジェ ン ト認が想定 す る ブ番 目の他 工 一ジ ェン ト







それ ぞれ 「エー ジェ ン ト¢が想 定 した エー ジ ェン トゴ
」 の環 境状 況集 合,セ ンサ情 報 入力集 合,内 部 状態集
合,行 動 ラベル 集 合,動 作集 合,行 動 ル ール集 合,学
習 ル ール集 合 であ る.こ れ らはエ ージ ェ ン トゴの実 際




後件は行動 を表す行動 ラベル,前 件はその行動が実行
されるための状況集合である.エージェン ト¢は,行
動ルール集 合 島 から行動ルール を1つ 選ぶことで行
動を選択する.行動ルールが複数選択 された場合は競
合解消を行なって1つ を選択する.
エージェン ト餌の認識結果が た番 目の行動ル ール
務 ∈R、。の前件 確 ∈35、に合致 し,選択 された とす
る.その結果,エ ージェン ト諮の 鳶番 口の行動 ラベル




と表す.こ こで,確 ∈85F、は,エ ージェント∬の 鳶番
日の行動ラベル 確 が選択 される条件を表す状況集合で
ある.この 確 を
θ杢一{3整} (4)





工一ジェント∬は,鳶番 目の行動ラベル 確 ∈B置を選
択 した結果、,動作 α磐 ∈.雌を環境に対 して出力する。
且、,はエージェン ト∬のすべての動作集合,.確はその
部分集 合である.α整 はエージェン ト∬の ん番 目の動
作集合.確の中のπ番 日の動作である。たとえば,エ ー
ジェント猛をサッカーエージェント,α整 をボールを
蹴 る動作,行 動ラベル 確 をシュー ト行動ラベルとする
と,こ の時,シ ュー ト行動 を実現するための蹴る動作
に関する角度 と強さの組み合わせの集合は.鴫∈.傷の
ように表せる,α整 は,シ ュー トを実現するための蹴る
動作集合.噂 のうちの1つ を表 している.
学習ルール





を用いて,行 動ルールの前件部 分を修正 変更する.LE
では,自 らの行動 と結果から,対 応する行動ルールの
前件部を評価修正する.LOでは,自 分が学習対象とし
ている行動 を第3者 が行っている場 合,そ の状況 と行
動と結果を観察 し,対 応する 自分の行動ルールの前件






工一ジェン ト必の行動ルール 疫 の前件部 のある状況
8弊 に用いられている 餌が想定 しているエージェン ト
























← 幼 瞬 卿,9客))-F'(・m@,的)))
(8)
(9)
Re8(確)は行動 確 の結 果 を,S,Fは 成功,失 敗 を表す.
F(α・m@,蛎))とF'(αs?以コじ燭))は それぞれ学習 の貝体
的操作 を表す武であ る・・4(む(α・ηゆ,%))は,αsγη(銑%)
の操 作結 果 を表す.← は,値 を代 入 し更 新す るこ とを
表す記 弓で あ る.学 習 ル ール 硅,喫 の後 件部 で は,行
動 ル ール 務 の 前件部5轡 の α5視Cr,暢)の値 を基 に,
.4吻(α・"嘔%))を 求 め,そ れ を再 び行動 ル ール 竣 の
前 件部 魂肌 の α5m(銑%)に代 入 して いる.
LOのルール
LOでは,エ ージェン トzが学習 したい行動を,第3者
であるエージェン ト之∈、Age厩8(β≠砥 ッ)が行った場
合,そ の状況 と行動 を観察 し,自 分に置き換え,そ の
行動に対応する自分の行動ルールの前件部を評価す る,
この評価結果 とエージェン ト2の行動結果が異なった



















ここ で,α ヂ は,エ ー ジ ェン ト2の 行 動 ラベ ル に
に 関 す る動 作集 合 のd番 口の動 作.艇 の要 素 を 表す.
PeTC@,α望)は エ ー ジェ ン ト∬ が,α望 を知 覚 したか
ど うか を 表す.α5m@,∫、)は,エ ー ジェ ン ト ∬ が 推.
定 す るエ ー ジ ェン トzの セ ンサ 入力情 報集 合で あ る.
Re3(bgは行動 死 の結果 を,S,Fは 成功,失 敗 を表す.
瑞bθ(α・ηゆ 燭))と 罵b、(α3γη@,q畜))はそれ ぞれ学 習
の 貝体 的操 作 を表 す武 で ある_4吻 。b,(α8ηL@,q畜))は,
α8γn(偲,g多)の操 作結果 で ある.← は値 を代 入 し更新 す
る ことを表す.
学 習 ル ール 曝,碓 の後 件部 で は,行 動ル ール 堆 の
前 件部8轡 の・αsm@,㊧の値 を基 に・蓋吻吻(α5m(¢,g多))
を求 め,そ れ を再 び条 件部 の α5m(偽q多)に代 入 して い
る.こ の.4(む伽(α5η↓(ユ,,暢))は,他者 の行動 を観 察す る
こ とに よ り間接 的に求 めた値 で あって,自 分で行 った
行動 か ら求 め た値.4(妖α3γ}@,ql))とは一般 には異 な
る.し た が って,そ れ を再 び条 件部 の α5肌(z,%)に代
入す る際には,何 らかの変換操作を行 う必要がある.し
か し,こ こでは簡単のためそのまま代入する,
3.サ ッカ ーエー ジ ェン トの シ ュー ト判断 への適 用
LEOエ ージェ ン トモデル をサ ッカー エージ ェ ン トに
適 用 し,シ ュー ト判 断 を適 応 的 に行 うエー ジ ェン トを
構築 した.
サ ヅカーの試合においては,対 戦相手のインターセ
プ トの能力によって,シ ュー ト時における対戦相手の
配置な どが全 く同じであっても,シ ュー トの成功,失 敗
が異なる.肘 戦相手の能力は京前に情報が収集できな
い場合や試合中に変化するU」'能性がある.し たがって,
入りそ うなのにシュー トしない,取 られるのにシュー
トしてしまうという状況を避 けるために,シ ュー トが
成功するかどうかの状況判断を リァルタイムに適応的
にする必要がある.ま た,シ ュー ト行動は,他 の行動




3.1シ ュー ト行動ル ール と状況 のモデ ル 化
















こ の う ち8卦1《'('t3ニ(A-shootillg-space」s-opell)とい う
状 況の評価は,次 のような認識の過程 を経て行な う.
ゴール周辺にいる対戦相手の位置などから,シューター
がゴールを臨む領域か ら(図2領 域T),イ ンターセプ
トされそうな領域(1ツ12領域U)と 重なる部分を(図
2領域V)を 差 し引いて,開 いている領域(図2領 域











領域T翅 領域U團 領域V囲 領域W圃
図2:シ ュー トスペ ー ス認識 のモデ ル化
ジェ ン トご とに興 な るが α は,初 期値 が αoで,最 小
値 α,儲`から最 大値 α,,購までの実 数 とす る.α の 値
が低 い と肘戦 相 手 の イン ターセ プ ト領域 は小 さ く,高
い と インターセ プ ト領域 は大 きい と判 断 す る.
ここで は,簡 単の ため 各 イン タセ ブ ター を区別せ ず
同一 の α を用 いる.こ の α は,エ ージ ェン トpが 推定
す るイ ンターセ プ タ0の 内部状態 集 合の一 つ であ るの
で,こ れ を ん番 目の内 部状態 とし,α 一 α5ηL(P,9な)と
す る.よ って,5妙゜Qt3を次 の よ うに記述 す る.
・誹 °゜t3-・譜1°t3(ち,9。,α) (18)
3.2シ ュー ト行動 ル ール におけ るLEとLO
(1)シュー ト行動 ルール に おけ るLE
LEで は,エ ー ジ ェン トpが 自分の シュー トの結 果 に








thCI1(α← ・4の(α)=F'(α)=α 十 δ)
(19)
(20)
ここで,Re8(わsh・…tP)は行動 ラベル δ嶽'°tが示 す行動 の
結 果で,S,Fは その成功,失 敗 を表す.F(α)とFノ(α)
は それ ぞれ学習 の 貝体的操 作 を表す式 で あ る.廻 ブ(α)
は,α を操 作 した値 であ る。δは,A吻(α)を 求 め るた
めに α を調節 す る実数 定数 である.← は 値を代 入 し更
新す る こ とを表す.
(2)シュー ト行 動ル ール におけ るLO
LOで は,エ ージ ェン トpが 第3者 であ るエ ージ ェン ト
uの シュー ト行動 と状 況 と結果 を観察 し,自 分の状 況
に置 き換 え る.そ して,シ ュー ト行動ル ール γ易h°tの
前件部 で あるS嶽1°t3を評価す る.こ の評価結果 とエ ー
ジェ ン ト賜の行動結 果が異 な った場 合,学 習 ルール 勢


















こ こで,α 書1°°t∫は,エ ージ ェ ン トuの シ ュー ト行
動 に 関連 す る動 作集 合!勢Q°七の!番 目の動 作 を表す.
PeTC(P,α翌10°げ)は,エ ー ジェ ン トpが α響1°t∫を知 覚 し
たか どうか を表す.α卦1°tgは,エー ジェ ン トpの シュー
ト行動 のため の動 作集 合 。4嶽1°°tのg番 口の動作 を表す.
αsηゆ,1の は,エ ージ ェ ン トpが 推 定す るエー ジ ェン
トuの セ ンサ情報 入 力 を表す.・4(む伽(α)は,α を操 作
した値で あ る.∫bb,(α)と罵6,(α)はそれ ぞれ学習 の貝
体 的操作 を表す 式で ある.δ'は,A吻。b。(α)を求 め るた
め に α を調 節す る実数定数 で ある.← は値 を代 入 し更
新す るこ とを表す.
こ の.A吻。b,(α)は,他者 の行動 を観 察す る ことに よ
り間接 的に求 め た値で あ って,自 分で 行 った行動 か ら
求め た値 、4吻(α)とは異 な る.し たが って,そ れ を再び
条 件部 の α に代 入す る際に は,何 らかの操 作 を行 う必
要が あ る,しか し,こ こで は簡 単の ためその まま代 入す
る.ま た,δ'も 簡単の ため,δ と同 じ値 とす る.

















であるLEOエ ージェン トモデル を適用 したサ ッカー
エージェントのシュー ト判断の リアルタイム適応効果
を示す.
検証頂 口は以下の通 りである.リ アル タイム適応効
果として,LEOエージェン トの得点率が,「学習なし」,
LEだけを用いたLEエ ージェントより高いかを見る.
また,リ アルタイム適応 の結果 どのような事が起 こっ
たかを 「得点」,「シュー ト試行回数」,「ラス トパス回
数」か ら検証する.
4.1実 験概 要
実験 は,学 習 の タイプ を変え た3つ のチーム1,チ ー
ム2,チ ーム3と 実験 用の 対戦 チ ームnekoをそれ ぞれ
30回ず つ対戦 させ る こ とで 行な う.
サ ッカー エー ジ ェン トチ ーム
チ ーム1,2,3は 我 々が 開発 したチームRaicを基 に
作成 した.チ ーム1は 学習 を用い ない エー ジ ェン トか
らなるチ ーム,チ ーム2はFW(フ ォワー ド)2体 と攻
撃 的MF(ミ ッ ドフ ィル ダー)1体 にのみLEエ ージ ェ
ン トモデル を用いたチ ームであ る.チ ーム3はFW2体
と攻 撃的MFI体 に のみLEOエ ージ ェ ン トモ デル を用
い たチームで ある.LOを 併用 したエー ジェン トの観察
の回数や タイ ミングは一切制 御 して いない.
パ ラメー タ
α は 初期 値0,0≦ α ≦1と した.α の値 を変更 す
る δの値 は,0.125とした.学 習 を行わ な いエージ ェン
トの α値は0で 固定 とした.nekoは学習 を一切 しな い
チ ームで あ る.
4.2実 験結 果
チーム1,2,3のFW2体 と攻撃 的MF1体 がnekoか
ら獲 得 した1試 合平均 の得点,シ ュー ト試行 回数,得
点 率,ラ ス トパ ス回数 を1に 示 す.1試 合の試 合平 均










simulated games  (vs neko)
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合毎に得点 を取っていることが分かる.得 点率 もチー
ム3が チーム1の3倍,チ ーム2の2倍 高 い.得 点率




応 した判断を行い,得 点 を取るという日的をよ り達成





トが選択 されず,セ ンタリング行動が選択 された とい
うことである.得 点,得 点率,セ ンタ リング回数 とも
にチーム3が チーム1,2よ りも高い.1試 合中11.87
回のLOの 回数がLEを 補った と考える.こ れはLEO




マル チ エー ジェ ン ト環境 にお け るエ ージ ェン トの リ
ァル タイム適応 を 日的 と して,「観 察か らの学習(LO)」
を 「経 験 か らの学習(LE)」 と併 用す る 「経 験 と観察
か らの学 習(LEO)」 を用 いたLEOエ ージ ェ ン トモ デ
ル を提 案 した.
RoboCupサッカーシ ミュ レータを用 い,サ ッカーエー
ジ ェ ン トの シュー ト判 断 に提案手 法 を実装 し,コ ンピ
ュー タシミュレー シ ョン実 験 を行 った.結 果,LEOエ ー
ジ ェン トモデル を用 いたエー一ジ ェン トは,LOがLEを
補 って シュー ト状 況判 断適 応 の効 果 が上 が った こ とを
示 した.
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