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Abstract—Diffusion has shown great success in improving the accuracy of unsupervised image retrieval systems by utilizing
high-order structures of image manifold. However, existing diffusion methods suffer from three major limitations: 1) they usually rely on
local structures without considering global manifold information; 2) they focus on improving pairwise similarities within existing input
images transductively while lacking the flexibility to learn representations for unseen instances inductively ; 3) they fail to scale to
large datasets due to prohibitive memory consumption and computational burden due to the intrinsic high-order operations on the
whole graph. In this paper, to address these limitations, we propose a novel method, Graph Diffusion Networks (GRAD-Net), that
adopts graph neural networks (GNNs), a novel variant of deep learning algorithms on irregular graphs. GRAD-Net learns semantic
representations by exploiting both local and global structures of image manifold in an unsupervised fashion. By utilizing sparse coding
techniques, GRAD-Net not only preserves global information on the image manifold, but also enables scalable training and efficient
querying. Experiments on several large benchmark datasets demonstrate the effectiveness of our method over existing state-of-the-art
diffusion algorithms for unsupervised image retrieval.
Index Terms—Unsupervised Image Retrieval, Diffusion, Graph Neural Networks, Sparse Coding.
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1 INTRODUCTION
UNSUPERVISED image retrieval refers to the task ofreturning relevant instances in a database given an
unlabeled query, which is an important basis for various
applications such as information search and database man-
agement [1], [2]. Traditionally, unsupervised image retrieval
is accomplished by computing either predefined pairwise
similarities (e.g. Euclidean distances) or by adopting a
random-walk style process (e.g. diffusion [3]). It is widely
acknowledged that no single metric can generate reliable
retrieval performance due to the “curse” of dimensionality
[4]. Consequently, most of the existing works on unsuper-
vised image retrieval have been focusing on exploiting the
diffusion process to learn context-sensitive affinity measures
[5]–[7].
The principle of capturing geometric manifold applies
to most existing diffusion methods. First, the manifold is
interpreted as a weighted graph, where each instance is
represented by a node, and weights on the edges connecting
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nodes represent the similarities. The pairwise affinities are
then updated iteratively by diffusing along the graph geom-
etry. This diffusion process, originally proposed by Zhou et
al. [8], typically follows the concept of random walk, where a
transition matrix derived from the edge weights determines
the probabilities of transiting from one node to another.
The updated affinity values in turn improve the retrieval
results. To illustrate this concept, we consider the following
toy example. As shown in Fig. 1, each point is a simple
analogy to the feature vector of an image. The data points
consist of four letters, each with 1,500 points. The queries
are displayed as the star nodes. The ideal result for this
retrieval is that the points from the same letter as the query
point should have the highest ranks. Euclidean distance as
a similarity metric is inadequate for this task (Fig. 1a), while
in comparison, after diffusing the similarities on the graph,
the retrieval result is significantly improved (Fig. 1b).
The success of deep neural networks on various applica-
tions partly results from the powerful image features with
rich semantic information. Models, particularly deep con-
volutional networks [9]–[12] pre-trained on large datasets,
such as ImageNet [13] and Landmarks [9], are increasingly
being used for feature extraction. Diffusion is then deployed
on the extracted features to further improve the retrieval
results.
However, these diffusion-based methods suffer from
three main limitations. First, they usually rely on local
structures without considering global manifold information,
that is sparsified graphs based on neighborhood search are
extensively used without considering the cluster structures
as a whole. Secondly, these diffusion-based methods focus
on improving pairwise similarities within existing images
transductively but lack the flexibility to learn representations
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2Fig. 1: The retrieval results on a synthetic toy dataset using
(a) Euclidean distance and (b) diffusion. Four queries are
marked as stars.
for unseen instances inductively. In other words, it is difficult
to generalize the diffusion models to unobserved databases
without re-computing the diffusion iterations. Lastly, they
usually fail to scale to large datasets due to prohibitive mem-
ory consumption and computational burden resulting from
the intrinsic high-order operations on the whole graphs.
Graph neural networks (GNNs) have recently emerged
as a promising line of research that adopts convolutional
operators on irregular inputs like graphs [14]–[17]. For
instance, there has been an increasing interest in applying
GNNs to citation network analysis [14], [18], collabora-
tive filtering [19] and knowledge graphs [20], all of which
demonstrated state-of-the-art performance. However, most
existing GNNs rely on supervised learning to train an
effective model, which prevents direct adoption of GNNs
to the unsupervised image retrieval tasks due to the lack of
labeled data.
In this paper, we propose a novel approach, Graph
Diffusion Networks (GRAD-Net), for unsupervised image
retrieval. GRAD-Net consists of GNNs that are trained with
two loss functions that directly depict the diffusion process
without any labeled information. The diffusion process is
thus fully learnable, and the features are trained to trans-
form on an optimal manifold subject to the defined loss
in an unsupervised fashion. Benefiting from the general-
izability of GNNs, our model can be easily extended to
unseen queries. Furthermore, to consider the global struc-
tures, GRAD-Net constructs an additional bipartite graph
to learn consistent global and local representations of all
the images. GRAD-Net alleviates the common scalability
issue of diffusion methods by effectively sampling sub-
networks in a mini-batch manner at each training iteration.
We demonstrate the effectiveness of GRAD-Net with exten-
sive empirical experiments.
Our main contributions are summarized as follows:
1) Unsupervised representation learning on image
manifolds. GRAD-Net, among the first-in-class
deep learning models for unsupervised diffusion
process on image retrieval, updates the instance
features (i.e. the node attributes on the graphs) in
an end-to-end manner rather than the conventional
choice of diffusion rank values or similarities on
manifolds. We transform the conventional diffusion
from a message-passing process to an optimization
process through a multi-layer neural networks with
an efficient diffusion-like operator. We show that
this approach enriches the features with more se-
mantic information, and the learned features can
be used to perform efficient retrieval with a sim-
ple nearest neighbor search and support effective
inductive learning.
2) Achieving global and local consistency. We in-
troduce a series of novel techniques including: (i)
second order propagation that accelerates the mes-
sage aggregation in GNNs; (ii) local and global loss
functions that leverage the structure of the manifold;
(iii) sparse coding that adopts a bipartite graph
technique on top of the sparsified pairwise graphs
to reflect the global cluster information. These novel
techniques collectively contribute to GRAD-Net to
achieve global and local consistency.
3) Intrinsic scalability and high efficiency. Unlike tra-
ditional diffusion methods that suffer from at least
quadratic computational complexity, our proposed
GRAD-Net has linear complexity and is intrinsically
scalable to large databases through mini-batch train-
ing on the graphs. GRAD-Net has proven its high
efficiency in both training and query processes on
very large-scale datasets.
2 RELATED WORK
2.1 Diffusion for Unsupervised Image Retrieval
Metric learning has been a central task for image retrieval.
There is a myriad of works focusing on learning a general
metric to compute pairwise distances between images [21],
[22]. In contrast to conventional metric learning methods,
diffusion-based methods have emerged as a promising alter-
native that learns pairwise similarities on image manifolds.
Introduced by Zhou et al. [8], diffusion has shown consistent
improvements over raw distances/similarities by exploit-
ing intrinsic manifold geometry [23]. Inspired by semi-
supervised learning, Graph Transduction (GT) [24] takes the
query point as the only labeled data, and propagates the
labeled point to unlabeled databases in a similar fashion to
label propagation [25]. Motivated by the observation that a
good ranking is usually asymmetrical, Contextual Dissim-
ilarity Measure (CDM) [26] improves Bag-of-Words (BoW)
[27] retrieval system by iteratively estimating the pairwise
distance in the spirit of Sinkhorns scaling algorithm [28].
Further, noticing that diffusion is susceptible to noise
edges in the affinity graph, Locally Constrained Diffusion
Process (LCDP) [29] stresses that it is crucial to constrain
the diffusion process “locally”. Along the same line, Tensor
Product Graph diffusion (TPG) [30] manages to leverage
the high-order information from the tensor product of the
affinity graphs. However, TPG constrains the pathways
of message passing to local neighbors only such that the
computational complexity does not increase significantly. A
detailed comparison of various diffusion methods has been
conducted in a survey [3] by enumerating 72 variants of
diffusion process (4 different affinity initializations, 6 differ-
ent transition matrices and 3 different updating schemes).
3Bai et al. [31] provides empirical and theoretical results and
suggests that metric learning on tensor product graphs with
high-order information is more robust to retrieval. Recently,
Bai et al. [6] enhances the tensor product to a regularization
process on graphs and displays its potential of retrieval for
heterogeneous instances.
2.2 Graph Neural Networks
Recent years have witnessed an increasing trend in applying
deep learning algorithms to irregular inputs such as graphs.
Early works include recursive neural networks [32] that
represent and process graph data. GNNs were introduced
by Gori et al. [33] and Scarselli et al. [34] as a general-
ization of recursive neural networks that can directly deal
with graphs. Typical GNNs consist of an iterative random-
walk process in which node states are propagated based
on certain probability distribution until convergence. This
idea was improved by Li et al. [35] that uses gated recurrent
units [36] in the propagation step. However, these recurrent
models usually suffer from large computational burdens
and therefore hard to train and scale to large graphs.
Inspired by the tremendous success of convolutional
neural networks (CNNs) in computer vision, Bruna et al.
[37] introduced the convolution operation in the Fourier
domain by computing the eigendecomposition of the graph
Laplacian. It was then improved by Henaff et al. [38] that pa-
rameterizes the spectral filters with smooth coefficients such
that the computations are spatially localized. The milestone
work by Kipf et al. [14] introduced graph convolutional
network (GCN) that simplifies the previous methods by
restricting the filters to operate in the first-order neighbor-
hood around each node. Since then, various modifications
have been proposed to improve upon GCN. For example,
Velikovi et al. [39] adopted the attention mechanism to
address the high sensitivity to noise issue in the graph
edges of GCN by computing learnable attentions among the
nodes.
The applications of GNNs in computer vision are boom-
ing with notable examples such as few-shot image clas-
sification [40], [41], semantic segmentation [42], [43] and
visual question answering [44], [45]. However, most of
these applications require an extensive amount of labeled
data. Recently, Jiang et al. [46] introduces new GNN layer
operations for feature diffusion in a semi-supervised setting,
and Guided Similarity Separation (GSS) [47] applies a Kipf-
style GCN [14] to unsupervised image retrieval but lacks the
scalability to large datasets. Apart from the aforementioned
works, few has focused on unsupervised image retrieval.
The proposed GRAD-Net, to our best knowledge, is one
of the first attempts to adopt GCN-like algorithms in un-
supervised image retrieval. Our proposed network requires
no label information yet extends the traditional diffusion
models to learn global and local consistent representations
and enables effective training and querying on large-scale
datasets.
3 OUR APPROACH
In this section, we introduce the detailed components of
the proposed Graph Diffusion Network (GRAD-Net). We
first review the theoretical bases of the diffusion process on
graphs and GCN, and then elaborate on the structures of our
proposed GRAD-Net. Though our proposed method can be
easily generalized to the retrieval of various types of data,
in this work, we will focus on image retrieval to illustrate
the idea of GRAD-Net.
3.1 Problem Setup and Notations
For image retrieval tasks, we denote the dataset as X =
{x1, x2, . . . , xn} ⊂ Rd, where xi is a feature vector of an
image. We assume the set of queries can be projected to
the same feature space as the instances in the dataset, and
denote the queries as Q = {q1, q2, . . . , qm} ⊂ Rd, where qi
represents the feature vector of the i-th query image and m
is the number of query images. For simplicity, but without
loss of generality, we consider the scenario that the instance
(or query) is interpreted as a single vector. The combined set
of dataset instances and queries can then be expressed as
X¯ = X ∪Q = {q1, ..., qm, x1, ..., xn}, (1)
and we use X¯i denotes the i-th instance in X¯ .
3.2 Diffusion on Graphs
A graph G = {V,E} consists of a set of nodes V and edges
E. An affinity matrix A represents the adjacent node pairs
in the graph. Two main approaches to conduct diffusion on
graphs are (i) iteratively updating the pairwise similarities
[3], [8] and (ii) solving the closed form of Eq.4 directly [5].
However, both approaches are essentially based on the same
random walk mechanism proposed by Zhou et al. [8].
To perform a random walk on a graphG, a transition ma-
trix is introduced to describe the probability of walking from
one node to another, which is considered to be proportional
to the affinity value. A degree matrix D is introduced to
normalize the affinity matrix, which produces the transition
matrix. The degree matrix
Di,j :=
{∑n+m
k=1 aik, if i = j
0, otherwise
is a diagonal matrix with each diagonal element correspond-
ing to the row-wise sum of a predefined affinity matrix A.
Then the transition matrix S is computed as:
S = D−1/2AD−1/2. (2)
Based on the transition matrix S, random walk is then
performed on the graph to update a state vector f t ∈ Rn+m
until it converges. The process iterates at the t-th step of the
random walk as follows,
f t+1 = αSf t + (1− α)f0, α ∈ (0, 1), (3)
where f t = [f tq
T
, f td
T
]T is composed of both the query state
f tq ∈ Rm and the dataset state f td ∈ Rn. The initial state f0
is a binary vector set to f0 = [f0q
T
, f0d
T
]T = [1T , 0T ]T . Eq.3
can be intuitively interpreted as follows. Given a state f t, it
transits based on S with a probability of α and restarts from
the initial state with a probability of (1 − α). This process
will converge to a closed-form solution [8]:
f∗ = (1− α)(I − αS)−1f0 (4)
4The final state, f t=T , obtained after certain iterations
or derived directly from the closed-form solution, repre-
sents the similarities between the dataset instances and the
queries, which eventually determines the rank of the dataset
instances.
However, Eq.3 does not explicitly consider the high-
order information on the manifold. Yang et al. [30] addressed
this issue and introduced a modified diffusion on a tensor
product graph where nodes refer to the instance pairs,
which naturally takes the higher-order information into
account. The iteration step in the Tensor Product Graph
diffusion (TPG diffusion) is:
Aˆt+1 = SAˆtST + I. (5)
The final Aˆt=T ∈ Rn×n after iterations stands for the
updated affinity matrix. As argued by Donoser et al. [3],
the TPG diffusion achieved the most robust performance
among all the compared methods. However, TPG diffusion
suffers from heavy computational burden when handling
large networks due to the large-scale tensor product graph.
Our proposed method adopts a second-order operator sim-
ilar to TPG diffusion, but overcomes the scalability issue
by applying the second-order operator on a mutual k-NN
graph (see detailed description in Section 3.4).
3.3 Graph Convolutional Networks
GCN [14] applies a first-order aggregation on graphs using
affinity matrices. GCN contains several hidden layers that
take a feature matrix H(l) ∈ Rn×dl as the input of the l-th
layer and update the feature matrix H(l+1) ∈ Rn×dl+1 by
using a graph convolution operator.
Given an input feature matrix H(0) ∈ Rn×d0 and the
graph affinity matrix A ∈ Rn×n, GCN conducts the follow-
ing layer-wise propagation,
H(l+1) = σ((I + S)H(l)W (l)), (6)
where l ∈ {1, 2, ..., L} is the layer index and S is the same
as in Eq.2. W l ∈ Rdl×dl+1 is the trainable weight matrix
of the l-th layer. σ(·) denotes an activation function. Eq.6
adopts S rather than A because multiplication with A will
completely change the scale of the feature vectors, which can
cause numerical instabilities. To further alleviate this issue,
Kipf et al. [14] suggested to use the re-normalized (I +S) as
follows:
I +D−1/2AD−1/2 → Dˆ−1/2AˆDˆ−1/2, (7)
where Dˆ is the diagonal degree matrix of Aˆ = A+ I .
3.4 Graph Diffusion Networks (GRAD-Net)
In this section, we present our proposed GRAD-Net, il-
lustrated in Fig. 2, that is composed of multiple graph
diffusion layers. These layers aggregate messages between
nodes according to the manifold structure and output the
updated node features. Lastly, an affinity estimation module
takes the output features and estimates affinities. Apart from
the local manifold structure information, a sparse coding
feature vector Z is also passed to the graph diffusion layer to
provide global structure information. GRAD-Net is trained
with two novel unsupervised loss functions, which we will
discuss in details in Section 3.5. The details of the proposed
GRAD-Net are as follows:
3.4.1 Graph Constructions
We first introduce how to construct graphs as the input to
GRAD-Net. To encode both local and global structures from
the image manifold, we design two types of graphs: local
sparsified graph and global bipartite graph.
Local Sparsified Graph. To construct the graphs of locality,
we follow the mutual k-NN method in Iscen et al. [5] that
computes the k nearest neighbors of every instance. The
dataset is interpreted as a weighted graph G = (V,E),
consisting of N = n + m nodes vi ∈ V , and the edges
eij ∈ E connect those node pairs that have a non-zero
affinity value, for i, j ∈ {1, 2, ..., N}. The affinity matrix
A = [aij ] ∈ RN×N is defined as
aij =
{
s(X¯i, X¯j), if X¯i ∈ NNk(X¯j), X¯j ∈ NNk(X¯i)
0, otherwise
, (8)
where NNk(X¯i) denotes the set of k nearest neighbors of
node i, and s : Rd × Rd → R is a predefined similarity
metric typically based on cosine similarity or Euclidean
distance. Eq.8 enables A to be sparse when k is small, which
makes diffusion on large graphs feasible. The edge weight is
initialized as aij , and then the diffusion processes propagate
the affinity values through the entire graph.
Global Bipartite Graph by Sparse Coding. To efficiently
encode the global structure, we adopt a similar sparse
coding in Liu et al. [48], in which we select anchor nodes
to represent the original data distribution and reconstruct
the original nodes.
We first apply a simple clustering algorithm, K-means,
to select B anchor nodes, and denote the feature matrix
of these anchor nodes as U ∈ RB×d. We then construct
a bipartite graph Gg = {Vg, Eg}, where Vg is the union
of the original image nodes and the selected anchor nodes
(i.e. |Vg| = N + B), and Eg denotes all the edges between
original images nodes and anchor nodes (i.e. Eg ∈ RN×B).
Let Z ∈ RN×B denote all the weights on the edge set Eg .
We reconstruct each node by learning the edge weights, zi,
that connect xi to its c closest neighboring anchor nodes by
min
zi
‖xi − Uzi‖22, s.t., `T zi = 1, zi ≥ 0, |zi| = c. (9)
The optimization of Eq.9 is a typical sparse coding prob-
lem, which we adopt the same technique as in Lan et al. [49].
We then obtain the global bipartite graph with edge weights
Z ∈ RN×B , and concatenate Z as additional features to the
image descriptors X¯ .
3.4.2 Graph Diffusion Layers.
The input graph G consists of an affinity matrix A ∈ RN×N
and instance features X¯ as in Eq.1. We denote the input
feature matrix H(0) ∈ RN×d in the first layer as,
H(0) = [X¯1, X¯2, ..., X¯N ]T (10)
The graph diffusion layer of GRAD-Net has a layer function
fd as follows,
H(l+1) = fd(H
(l), A;W (l)), (11)
where W (l) is the trainable parameters of the l-th layer,
and H(l) ∈ Rn×dl and H(l+1) ∈ Rn×dl+1 are the input
and output features of the l-th layer, respectively. dl denotes
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Fig. 2: The framework of GRAD-Net. Given the input image features, GRAD-Net first constructs local sparsified k-NN
graph and bipartite graph for the image instances. GRAD-Net refines the image features by the stacked graph diffusion
layers that are optimized by global and local loss functions. The right panel is a detailed structure of the graph diffusion
layer in GRAD-Net.
the dimensions of the features in l-th layer. The total layer
function fd consists of a first-order operator and a second-
order operator.
The first-order operator, f1, is a function that generates
an updating message for node u based on its first-order
neighbor node i. The first-order message generated by f1
is,
m
(l)
u←i = f
(l)
1 (h
(l)
i , p
(l)
u←i), (12)
where h(l)i denotes the feature of node i in the l-th layer,
and p(l)u←i controls the scale of this message. We employ a
similar first-order transition operation as in the conventional
diffusion (i.e. Sf t in Eq.3) in our graph diffusion layer, and
incorporate additional trainable parameters W1. In the l-th
layer, f1 is defined as,
f
(l)
1 = SH
(l)W
(l)
1 , (13)
where W (l)1 ∈ Rdl×dl+1 . This function turns out to share a
similar form as the GCN layer in Eq.6.
The second-order operator, f2, is a function that takes
in the information of node j, a second-order neighbor of
node u (i.e. the neighbor of the neighbor of u), to update
the feature vector of node u. The second-order message
generated by f2 is,
m
(l)
u←←j = f
(l)
2 (h
(l)
j , p
(l)
u←←j), (14)
where h(l)j is the feature vector of node j at the l-th layer, and
p
(l)
u←←j controls the scale of this message. The double arrow,
←←, represents the second-order connectivity between node
j and node u.
The challenge of designing p(l)u←←j lies in the fact that
node j and u are not adjacent, i.e. aju = 0. Inspired by the
TPG diffusion of Eq.5 [30], we introduce f2 as
f
(l)
2 = S(SH
(l) H(l))W (l)2 , (15)
where  denotes the element-wise product, and W (l)2 ∈
Rdl×dl+1 is the trainable parameters at the l-th layer. The
second-order operator, f (l)2 , can be interpreted as a two-step
hop. Let node i be the shared neighbor of node j and u.
The product SH(l) is a one-step of message passing that
resembles the first-order operation in Eq.13, i.e. m(l)i←j . Then
m
(l)
i←j  H(l) can be considered as the weighted feature of
node i. Lastly, S(m(l)i←jH(l))W (l)2 passes the message from
node j to u through their common shared neighbor node i.
This second-order propagation enlarges the representational
power of the graph diffusion layer.
Collectively, the graph diffusion layer performs the prop-
agation as
H(l+1) = fd(H
(l), A;W (l)) = σ(m
(l)
u←i +m
(l)
u←←j)
= σ((I + S)H(l)W
(l)
1 + S(SH
(l) H(l))W (l)2 ),
(16)
where σ is an activation function and is set to LeakyRelu [50]
in GRAD-Net, and W (l)1 ,W
(l)
2 ∈ Rdl×dl+1 are the trainable
parameters. An identity matrix, I , is added to the first order
operation to introduce a self-loop propagation. The learned
features of GRAD-Net can be the output of the last layer,
H(L), or the concatenated layer features, H ,
H = H(0)‖H(1)‖...‖H(L), (17)
where ‖ is the concatenation along the feature dimension.
Affinity Estimation. Pairwise similarity is calculated using
the concatenated layer features, H ∈ RN×D (Eq.17). GRAD-
Net adopts cosine similarity. The similarity between node i
and node j, sij , is
sij = cosine similarity(hi, hj) =
hi · hj
‖hi‖‖hj‖ , (18)
where hi ∈ RD and hj ∈ RD are the i-th and j-th rows of
H , respectively.
3.5 Loss Functions for Global and Local Consistency
Loss functions are crucial for training the GRAD-Net model.
To capture both local and global structures of the underlying
data manifold, we propose two loss functions to optimize
local smoothness and global order, which will be illustrated in
this section.
Local smoothness refers to the assumption that if two nodes
are topologically closer in the graphG, the similarity of their
features should be higher. To regularize local smoothness,
we propose a similar loss as the pairwise Bayesian Person-
alized Ranking (BPR) loss [51],
Llocal =
∑
(i,j,u)∈Olocal
−ln(sij − siu), (19)
6Fig. 3: Illustration of sextet. (i) Triplet node (u, i, j): xi and
xj are first-order neighbors, and xu is a non-neighbor of
xi on the graph. (ii) Quadruplet nodes (i, j, k, l): xi and
xj are first-order neighbors and xl and xk are first-order
neighbors. (iii) Sextet (i, j, k, l, u, v): the collection of xi, xj ,
xk, xl, xu and xv . Global order. slj and ski both measure the
similarities between two neighborhoods and thus should
be similar. Llocal takes in the triplet nodes (u, i, j). Lglobal
takes in the quadruplet nodes (i, j, k, l).
where sij is the similarity between the features of instances
i, j, Olocal = {(i, j, u)|j ∈ Ni, u /∈ Ni} denotes the triplet
training samples, andNi refers to the nodes that share direct
edge connections with i in the graph G.
The local smoothness loss in Eq.19 can be interpreted
as the difference of the similarities between a close node-
pair and a distant node-pair. The local loss function en-
forces larger similarities between the nodes in the same
local neighborhood, which is consistent with the empirical
findings that the diffusion process should be performed
locally on the manifold [3], [29].
Global Order refers to the assumption that the similari-
ties measured by different nodes from two neighborhoods
should remain consistent [6], [30]. As illustrated in Fig. 3, if
node i and j are from one neighborhood while node k and
l are from another neighborhood, both slj and ski should
reflect the similarities between the two neighborhoods, and
thus should be similar under the global order assumption.
To enforce global order, we introduce a loss function suitable
for neural networks training,
Lglobal =
∑
(i,j,k,l)∈Oglobal
ln(1 + β · aijaklskisli(ski − slj)2),
(20)
where Oglobal = {(i, j, k, l)|j ∈ Ni, j ∈ Nk}, β ∈ R+ is
a weighting coefficient, aij is the affinity in the manifold
affinity matrix A, and ski is the similarity defined in Eq.18.
The total loss function is a weighted combination of the
local and global loss functions:
L = Llocal + αLglobal + λ‖Θ‖22, (21)
where Θ is the set of all the trainable parameters and ‖·‖22 is
the l2-norm function. α ∈ R+ and λ ∈ R+ are the weights
of different loss components.
The local loss in Eq.19 works on triplet nodes (u, i, j),
while the global loss in Eq.20 works on quadruplet nodes
(i, j, k, l). Considering this, we provide a compact solution
to implement the training process. For every training it-
eration, a sextet (i, j, k, l, u, v) is selected to compute the
total loss (Eq.21) as shown in Fig. 3, where the local loss
Llocal is calculated twice from the two triplets (i, j, u) and
(k, l, v), while the global lossLglobal is calculated once from
the quadruplet (i, j, k, l). Therefore, the implemented loss
function is
L (i,j, k, l, u, v)
=
1
Nbatch
∑
batch
{Llocal(i, j, u) +Llocal(k, l, v)
+ αLglobal(i, j, k, l) + λ‖Θ‖22},
(22)
where Nbatch is the number of sextets in a mini batch.
3.6 Inductive Learning on Unseen Instances
Most existing methods assume the queries are observed
in the dataset, yet this setting cannot be met in many
real-life scenarios. When queries are only accessible in the
production stage after deployment, conventional diffusion
methods suffer substantially from computation burden, and
thus lack the feasibility to process queries in real-time. One
solution to this issue is Query Expansion (QE) [52], in which
a new query is constructed by averaging the image features
of its top nearest neighbors in the original database.
We extend QE to derive a fast query expansion approach,
the query feature expansion (QFE), that is compatible with
our feature learning fashion. Given a new query q, QFE first
finds the k nearest neighbor Nq of q using original image
descriptors, and directly computes the features of q in the
learned feature space by
hq =
∑
i∈Nq
sqihi, (23)
where hi is the learned feature of node i, and sqi is the
similarity between q and its neighbor i computed by the
original image descriptors. hq is a feature approximation for
q and can be used to retrieve instances via similarity search.
We demonstrate the effectiveness of QFE with empirical
results in Section 5.3.
3.7 Training on Large Datasets
Mini-batch Training on Graph. We found out that only the
nodes in the computation flow of the loss function (Eq.21)
will contribute to the parameter updating process.
To alleviate the computation burden on large-scale
datasets, we adopt a mini-batch approach similar to
Breadth-First Search (BFS) [53] on the sparsified mutual k-
NN graph. We start from a batch of sextets (Nbatch×6 nodes)
to find N ′batch relevant nodes, and then only include these
N ′batch of nodes in each training iteration. This acceleration
process remarkably speeds up by over 20 times on training
large-scale datasets (e.g. Oxford105k [5]).
Truncation. As image retrieval on very large datasets is
challenging to diffusion-based methods, truncation has be-
come a common practice to alleviate this issue [5], [6].
Though our proposed GRAD-Net is capable of training and
7retrieving datasets with over 100k instances efficiently, we
implement a similar truncation method to further accelerate
the training process. GRAD-Net first forms a union graph of
the top 500 nearest neighbors for each query, and uses the
learned features based on this union graph for the retrieval
task. We demonstrate the efficacy of mini-batch training and
truncation on various scales of datasets in Fig. 8.
3.8 Implementation Details
In this section, we address several implementation consid-
erations, and introduce the default configurations of GRAD-
Net. For all the experiments in Section 4 and 5, we deploy
the default configurations unless otherwise specified.
We implemented GRAD-Net on the PyTorch[54] frame-
work. All the experiments were conducted on a workstation
with a 12-core Intel(R) Xeon(R) CPU W-2133 @ 3.60GHz and
one NVIDIA RTX5000 GPU with 16GB GPU memory.
The number of neighbors, k, in the mutual k-NN search
is set to 15. We set the number of anchor points B = 100
to compute the sparse features Z . The similarity metric s in
Eq.8 is set to 1/(1 + Euclidean Distance). The number of
graph diffusion layers, L = 3, with d1 = 1024, d2 = 256
and d3 = 128. An l2-normalization followed by dropout
[55] with a probability of 0.3 is applied to the output of each
layer. We set β = e5 in Eq.20, α = 1.0 and λ = e−5 in
the total loss function (Eq.22). The sextet (i, j, k, l, u, v) are
sampled as follows: node i, k are first randomly sampled
from all nodes, then nodes j, l are randomly selected from
the first-order neighbors of node i and k, and lastly nodes
u, v are randomly sampled from the non-neighbor nodes of
i, j, k, l. We use Adam [56] to optimize the parameters. The
learning rate of Adam is initialized as 3× e−4 and reduced
by 50% at 30 and 100 epochs, respectively. The model is
trained for 300 epochs. The training loss reaches a stable
state after 200 epochs, and thus we take the model at the 300-
th epoch as the final model for evaluation. The number of
sextets in a mini-batch, Nbatch = 64. We also incorporate the
efficient similarity search library, faiss [57], to boost up our
mutual k-NN search and employ inverted index to reduce
the memory consumption of the dataset instances. We store
the highly compressed faiss index instead of the original
representations in deployment.
4 EXPERIMENT
To demonstrate the performance of GRAD-Net, we con-
ducted experiments on a synthetic toy dataset and seven
popular benchmarking datasets, including face images (Sec-
tion 4.2) and natural images (Sections 4.3, 4.4, 4.5). Table
1 summarizes the type and statistics of all the analyzed
datasets. All the implementation settings follow the descrip-
tions in Section 3.8.
4.1 Toy example
We generated 1,500 points in 2-D space that construct the
word PAMI to demonstrate that GRAD-Net can well capture
the geometric manifold. We take the coordinates of these
points as the original features. The query points are chosen
in each letter (marked by star) colored in green, yellow, blue,
and purple, respectively.
TABLE 1: Summary of datasets
Dataset Type Classes Instances Feature Dims
ORL[58] Face 40 400 10,304
Oxford5k[59] Image 11 5,062 512 or 2,048
Oxford105k[60] Image 11 105K 512 or 2,048
Paris6k[59] Image 11 6,392 512 or 2,048
Paris106k[60] Image 11 106K 512 or 2,048
ROxford[61] Image 11 4,993 2,048
RParis[61] Image 11 6,322 2,048
Fig. 4(a) uses Euclidean distance as the similarity metric
to find the k nearest neighbors of each query point while Fig.
4(b) uses GRAD-Net to retrieve the relevant points for each
query. Take the blue query point in the letterM for example.
Fig. 4(e) depicts the initial, intermediate and final retrieval
results using GRAD-Net. At the initial step, some points in
the letter I that are closer to M by the Euclidean metric and
were wrongly retrieved to the blue query point. However,
as the training progresses, GRAD-Net is capable of correctly
retrieving points from M for the blue query point.
Fig. 4(c) shows the t-SNE plot [62] of the original fea-
tures, while Fig. 4(d) shows the t-SNE plot of the features
produced by GRAD-Net. The t-SNE plots clearly verify
that GRAD-Net better captures the intrinsic manifold than
Euclidean distances.
4.2 ORL Dataset
The ORL dataset [58] is a face image dataset that contains
400 images of size 112 × 92 taken from 40 distinct subjects.
The images vary in illuminations, facial expressions and
facial details. We first vectorize and normalize the raw
image pixels as image descriptors.
Retrieval accuracy is measured by the average recall rate
at a window size K for each query, also known as the
bullseye score. For this dataset, we set K = 15 and the
baseline bullseye score is 62.35%. Table 2 summarizes the
performance of various approaches on this dataset. Our pro-
posed GRAD-Net achieves the state-of-the-art performance.
4.3 Oxford5k and Paris6k Dataset
In this section, we examine the performance of GRAD-
Net with real natural images on the Oxford5k and Paris6k
datasets [59].
Experiments on Oxford5k. The Oxford5k dataset consists
of 5,062 pictures of 11 different Oxford buildings collected
from Flickr and 55 query images with the ground truth for
evaluation.
For a fair comparison, we employed the image descrip-
tors provided in Iscen et al. [5] to perform the experiments.
In particular, the image descriptors are in two types: the first
type consists of 512 dimensional descriptors [11] derived
from a fine-tuned VGG net, while the second type consists of
2,048 dimensional descriptors [65] derived from a fine-tuned
ResNet. For any given instance, Iscen et al. [5] extracts one
global feature vector and multiple regional feature vectors.
In this experiment, we only consider the scenario where
an instance is represented by one global feature vector.
Therefore, we only compare GRAD-Net to the models using
the global features as input here and after.
8Fig. 4: Synthetic toy dataset results. (a) Retrieval results based on Euclidean distance as similarity metric; (b) retrieval
results using GRAD-Net; (c) t-SNE visualization of the original features; (d) t-SNE visualization of the features output by
GRAD-Net; (e) initial, intermediate and final retrieval results of the blue query point using GRAD-Net.
TABLE 2: Performance comparison (bullseye score) on the ORL dataset.
Methods k-NN SD [29] LCDP [63] TPG [30] MR [8] GDP [3] RDP [6] Efficient [64] GSS [47] GRAD-Net(Ours)
Bullseye score 62.35 71.67 74.25 73.90 77.58 77.42 79.27 82.00* 83.87* 84.14
∗Scores are reported by using the code provided by the authors.
TABLE 3: Performance comparison (mAP scores) on Oxford5k, Oxford105k, Paris6k, Paris106k, ROxford and RParis
Method Descriptor Oxford5k Oxford105k Paris6k Paris106k ROxford RParis
k-NN
VGG
79.5 72.1 84.5 77.1
- -
k-NN + AQE [52] 85.4 79.7 88.4 83.5
Regional Diffusion [5] 85.7 82.7 94.1 92.5
Efficient [64] 88.2 85.0 94.7 92.2
GSS [47] 87.8 OOM 93.7 OOM
GRAD-Net(Ours) 90.1 84.6 94.8 91.2
k-NN
ResNet
83.6 80.8 93.8 89.9 64.7 77.2
k-NN + AQE [52] 89.6 88.3 95.3 92.7 67.2 80.7
Regional Diffusion [5] 87.1 87.4 96.5 95.4 69.8 88.9
Efficient [64] 92.6 90.8 97.1 94.9 72.1 91.3
GSS [47] 91.5 OOM 96.1 OOM 77.8 92.4
GRAD-Net(Ours) 95.9 94.5 97.3 95.4 75.6 90.6
(i) OOM stands for out of memory.
(ii) VGG style descriptors are not available for the ROxford and RParis datasets.
(iii) Scores of Efficient and GSS are reported by using the code provided by the authors.
We compare GRAD-Net with existing methods and
summarizes the results in Table 3. We use the standard
evaluation protocol, mean Average Precision (mAP) ranging
from 0% to 100%, to quantify the retrieval accuracy. For both
types of image descriptors, GRAD-Net significantly im-
proves the baseline performances and achieves the highest
mAP among all the methods, 90.1% for the VGG descriptors
and 95.9% for the ResNet descriptors, exceeding the existing
state-of-the-art method by a large margin. Fig. 5 depicts the
retrieval results by GRAD-Net at the initial state, epoch 1,
20 and 60, respectively, which demonstrates that the training
process improves the retrieval results of GRAD-Net.
We also showed that a simple nearest neighbor search
using the sparse vectorsZ achieves impressive mAP score of
987.5% on the ResNet image descriptors. This demonstrates
that our proposed sparse coding method is able to capture
global similarity relations and reduce the noise in original
dense vectors. GRAD-Net further improves the mAP score
by additional 8.4%, which indicates that GRAD-Net is capa-
ble of recovering the manifold structure.
Original
Query 18 
Epoch 20
Epoch 60
Epoch 1
Bodleian Libraries
Fig. 5: Retrieval results on the Oxford5k dataset at differ-
ent epochs. The query instance is on the top left. Each row
on the right contains the top five retrieved images after the
corresponding training epoch. Images in the red frames are
the incorrect results, while images in the blue frames are
the correct ones. As the training progresses, GRAD-Net is
capable of retrieving the correct instances for the query.
Experiments on Paris6k. The Paris6k dataset was collected
in a similar fashion to the Oxford5k dataset. It includes 6,392
images of 11 buildings in Paris and uses 55 queries with the
ground truth for evaluation. We also employed the VGG
and ResNet features from Philbin et al. [60] and adopted the
same model configurations as in the Oxford5k experiment,
except for k = 60 for the mutual k-NN graph. Results in
Table 3 show that GRAD-Net outperforms the existing state-
of-the-art on both types of image descriptors.
4.4 Oxford105k and Paris106k Datasets
To demonstrate the efficacy of GRAD-Net on large-scale
datasets, we evaluate our proposed method on the Ox-
ford105k and Paris106k datasets [60]. These datasets are
the extensions of the Oxford5k and Paris6k datasets with
additional 100k irrelevant images from Flickr as distractors.
Due to the large scale of the datasets, most conventional
diffusion methods fail to process the entire dataset within an
acceptable time. For example, the diffusion iteration for one
query from Oxford105k takes 13.9s with a 12-core CPU [5].
On the contrary, GRAD-Net, deploying mini-batch training
and feature truncation, is capable of handling the >100k
instances in both datasets (see Section 5.4 for the detailed
complexity analyses).
As shown in Table 3, GRAD-Net achieves outstand-
ing performance (mAP score 94.5%) on the Oxford105k
dataset using the ResNet descriptors and outperforms the
existing state-of-the-art method by 2.7%. On the Paris106k
dataset, GRAD-Net also achieves comparable performance
to the state-of-the-art method (mAP score 95.4% compared
to 95.6%). Using the VGG descriptors, GRAD-Net also
achieves comparable performance. We observed that the
truncated union graphs generated from the VGG image
descriptors omit some of the correct instances, which may
partially explain the under-performance on the VGG de-
scriptors.
4.5 ROxford and RParis Datasets
Radenovi et al. [61] generated the ROxford and RParis
datasets by manually examining the instances in Oxford5k
and Paris6k, and selected a set of 70 challenging queries
with ground truth for evaluation. We adopted the image
descriptors from Radenovi et al. [66] and used the Medium
evaluation protocol.
5 DISCUSSION
5.1 Ablation Study
In this section, we vary the configurations of several impor-
tant settings in GRAD-Net to verify the effectiveness of the
corresponding variants. For the purpose of illustration, we
focus on the Oxford5k dataset, and set the base model as the
one discussed in Section 4.3 that achieves an mAP score of
95.95%.
For fair comparisons, we ran six trials for each variant
and evaluated the performance with three evaluation met-
rics:
1) Epochs mAP92+ refers to the number of epochs that
a model takes to first reach an mAP score of 92%
during the training process. We use this metric to
examine the learning efficiency.
2) mAP is the mean Average Precision score. We report
the average and standard deviation of the mAP
scores of the six trial runs.
3) Diff refers to the mAP drop compared to the base
model (the first row in Table 4).
Loss functions. The ablation study of the loss functions
shows that Llocal and Lglobal have substantial impact on
the model performance. Without the local loss, the proposed
model can only reach an average mAP score of 90.16% and
exhibits a slight increase of instability in the training pro-
cess. The absence of the global loss, Lglobal, also increases
the standard deviation of the mAP score by 0.42%. We also
tested the impact of global loss function on the Oxford105k
dataset. The performance drops by 0.96% without global
loss.
Sparse coding. The sparse coding vector Z is another im-
portant component of GRAD-Net. By default, Z is a 100-
dimensional vector appended to the original features. We
test on two variants related to Z : taking (i) original features
only and (ii) Z only as the inputs to GRAD-Net. The ablation
studies show that both Z and the original features are
crucial to the retrieval performance.
Model Structure. We vary the layer settings of GRAD-Net,
and the results show that GRAD-Net is robust to the layer
size and the number of layers selection on the Oxford5k
dataset. One interesting finding is that when replacing the
graph diffusion layer (that includes a second-order opera-
tor) with the vanilla GCN network (that only includes a first-
order operator), the mAP score drops by 0.96%. This finding
empirically validates the effectiveness of the second-order
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TABLE 4: Ablation study results of the variants in GRAD-Net.
Category Variants Epochs mAP92+ mAP Diff
- base 9 95.95±0.26 -
Loss (default Eq.22)
w/o Llocal - 90.16±0.39 5.79
w/o Lglobal 12 95.47±0.42 0.48
w/o ‖Θ‖22 8 95.64±0.39 0.31
Sparse coding (default
Z‖original features)
w/o Z 12 95.56±0.24 0.39
w/o original features - 89.51±0.53 6.44
Model structure
(default 1024, 256,
128)
Layers-1024,256,128,128 9 95.28±0.35 0.67
Layers-1024,256 9 95.55±0.39 0.40
Layers-512,128,64 15 95.39±0.64 0.56
GCN w/o 2nd order 8 94.99±0.52 0.96
w/o concatenation 20 92.51 ±1.02 3.44
Manifold structure
(default k=15)
k=8 30 93.07±0.54 2.88
k=20 12 95.21±0.48 0.74
k=25 10 94.03±0.67 1.92
k=32 8 92.68±0.62 3.35
k=64 - 90.37±0.47 5.58
Similarity metric
(default-Euclidean)
Gaussian Euclidean[30] 30 94.36±0.58 1.59
Cosine 28 94.63±0.64 1.32
Batch size(default
batch=64)
batch=32 10 95.37±0.47 0.58
batch=128 15 95.40±0.27 0.55
batch=256 21 94.84±0.30 1.11
batch=1024 62 93.69±0.37 2.04
The bold entries are the ones differ the most from the base model in each category.
operator in the diffusion layer of GRAD-Net. Moreover, we
perform ablation studies on the GRAD-Net output features
with or without the concatenation operation as in Eq.17. The
results verify that the concatenation of features in Eq.17 is
essential and accounts for 3.44% of the performance gain as
well as decreases the variation of performance.
Manifold Structure. The test results on the manifold struc-
tures show that the value of k in the mutual k-NN search
is crucial to the learned features. On the Oxford5k dataset,
k is optimal around 15, yet GRAD-Net demonstrates robust
performance for k ranging from 8 to 25.
Similarity metric and batch size. The variants in the sim-
ilarity metrics show that GRAD-Net is robust to different
similarity metric choices. Experiments of various batch sizes
show that smaller batch size is preferable for better perfor-
mance.
(a) (b)
Fig. 6: The feature learning results. (a) t-SNE visualization
of the original image features; (b) t-SNE visualization of the
learned features. Colors denote the image categories. Grey
points are denote the images that do not belong to any query
category.
5.2 Feature Learning
The most noticeable difference between GRAD-Net and
conventional diffusion methods is that GRAD-Net performs
feature learning, while conventional diffusion methods only
operates on the affinity matrix.
Based on the results from Fig. 4(c-d), we argue that
GRAD-Net learns a better representation of semantic in-
formation. We further validate the feature learning ability
of GRAD-Net using the Oxford5k dataset. Fig. 6 plots the
t-SNE visualizations of the Oxford5k images using the orig-
inal image descriptors and the learned features of GRAD-
Net respectively. The nodes are colored by the ground truth
labels. Fig. 6 shows that GRAD-Net groups the instances
from the same category with similar features.
Initial
Search
QFE2
QFE
Corn Market
Rank 6 987 10
Fig. 7: Query Induction Example. The first row represents
the initial search result in the original feature space. The
second row represents the first QFE search result, and the
third row is the second QFE search result, which implies
QFE can improve the retrieval results for unseen queries.
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Fig. 8: Memory and time consumption comparison. (a) CPU RAM memory consumption against the number of dataset
instances; (b) GPU RAM memory consumption against the number of dataset instances. Efficient is omitted since the
method cannot be implemented in GPU. (c) Time consumption against the number of instances.
5.3 Inductive Leaning
To test the generalizability of GRAD-Net for unseen queries,
we manually put aside 11 queries from the 55 queries of
the Oxford5k dataset and left them out in the training.
We then performed retrieval of these 11 queries using the
QFE method described in Section 3.6. The mAP score in
the Table 5 shows the effectiveness of the QFE method. We
also observe a slight improvement in the performance when
applying QFE twice. As shown in Fig. 7, the QFE method
can project approximated features of the unseen query to the
learned feature space, which leads to more accurate retrieval
performance.
TABLE 5: Performance comparison on unseen queries
Method Model mAP
Query Expansion Efficient [64] 89.6
QFE
GRAD-Net
96.01
QFE × 2 96.05
5.4 Complexity Analysis
The first step in the pipeline of GRAD-Net is to build a
mutual k-NN graph, which requires the pairwise similarity
search among instances. This step has a computational
complexity of O(N2), where N is the number of instances.
However, since we only need to build the graph once and
it is considerably accelerated by the faiss toolbox [57], we
argue that the computational complexity of GRAD-Net is
O(N) that is mainly determined by the training process of
the neural network.
We conducted a series of experiments to evaluate the
memory and time consumption of GRAD-Net and several
other methods. All experiments were conducted using a
workstation with a 12-core Intel(R) Xeon(R) CPU W-2133
@ 3.60GHz and one NVIDIA RTX5000 GPU with 16GB GPU
memory. We started with the Oxford5k dataset, gradually
added distractors to the original dataset, and recorded the
time and memory consumption of training or the diffusion
iterations. Empirical results verify our argument as follows.
Memory consumption analysis. Fig. 8(a-b) show the mem-
ory consumption on CPU and GPU respectively. As the
number of instances increases, GRAD-Net can easily scale
up to 10k samples even without using truncation, thanks
to the mini-batch training on graphs. After integrating the
truncation technique, the memory consumption is notably
reduced by a large margin. This validates the advantage of
GRAD-Net regarding memory consumption.
In comparison, the memory consumption of Efficient
Diffusion [64], a conventional diffusion method, exceeds
GRAD-Net as the number of instances reaches 20k regard-
less of that it employs a truncated search technique. We also
compare with the memory consumption of GSS [47], a neu-
ral network based method, increases rapidly as the number
of instances gets larger, and encounters out of memory (OOM)
error when the number of instances exceeds 21k.
Time consumption analysis. We analyzed the time con-
sumption of GRAD-Net as the number of instances in-
creases. Fig. 8(c) plots the average time per forward com-
puting and gradient back-propagation against the numbers
of instances. The time consumption results validate that
GRAD-Net has linear complexity, O(N). We also compare
GRAD-Net with the neural network based method, GSS
(blue line in Fig. 8(c)), and argue that GRAD-Net has faster
iteration time.
6 CONCLUSION
In this paper, we propose GRAD-Net, a novel deep learning
based diffusion method to address the challenge of unsuper-
vised image retrieval. In contrast to conventional diffusion
methods, GRAD-Net enables effective representation learn-
ing for images while preserves both the local and global geo-
metric properties of the image manifold. Moreover, GRAD-
Net is trained in an unsupervised end-to-end fashion and
can easily scale up to handle large-scale datasets. Extensive
empirical results on multiple benchmarks demonstrate the
efficacy of GRAD-Net. Besides its outstanding performance,
GRAD-Net also shows its generalizability to unseen queries
in an inductive learning manner. However, for highly dy-
namic image retrieval systems where instances are con-
stantly modified in the database, we envision that GRAD-
Net is capable of performing the retrieval tasks with reg-
ular re-training. The trigger to re-train the network can be
determined by the mean average precision over a separate
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validation set. We will explore these directions in our future
works.
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