ABSTRACT In this paper, the uplink semi-persistent scheduling policy problem of minimizing network latency is considered for a training-based large-scale antenna system employing two simple linear receivers, a maximum ratio combiner and a zero-forcing receiver, while satisfying each user's reliability and latency constraints under an energy constraint. The network latency is defined as the air-time requested either to serve all users with a minimum quality-of-service, including reliability constraints and minimum throughput levels, or to maximize the spectral efficiency. Optimal non-orthogonal pilots are used to decrease the network latency. An optimization algorithm for determining the latency-optimal uplink scheduling policy using binary-integer programming (BIP) with an exponential-time complexity is proposed. In addition, it is proven that a linear programming relaxation of the BIP can provide an optimal solution with a polynomial-time complexity. Numerical simulations demonstrate that the proposed scheduling policy can provide several times lower network latency in realistic environments than conventional policies. The proposed optimal semi-persistent scheduling policy provides critical guidelines for designing 5G and future cellular systems, particularly for their ultra-reliable low-latency communication services.
I. INTRODUCTION
Due to the continuous introduction of new mobile devices and services, 5G and future cellular systems are facing a significantly higher numbers of mobile devices requesting large data volumes. One of most challenging applications of the 5G cellular system is using it to support ultra-reliable low-latency communication (URLLC) services, such as connected cars, tactile internet, immersive virtual reality services, and others. IMT-2020 aims to support 0.5ms user-plane latency in both the downlink and the uplink of a radio access network. The current state-of-art cellular standard, long term evolution advanced (LTE-A), provides user-plane latencies of 4 to 5 ms in the downlink and 8 to 10 ms in the uplink [1] . In addition, a typical URLLC service requires a reliability of up to 10 −5 , even without retransmission, because of a tight latency requirement. Thus, in order to meet such tight reliability and latency requirements of 5G URLLC, many technical aspects in the cellular network need to be designed carefully [2] - [4] , including waveform numerology such as symbol length and subcarrier spacing, frame structure, multiple access scheme, pilot design, link adaptation strategy, and scheduling policy. Further, such designs need to consider the traffic characteristics of URLLC services because there are variety of traffic packets with different qualities of service (QoSs), including packet sizes, data rates, reliability constraints, latency constraints, and arrival models (such as periodic, sporadic, or bursty) [5] , [6] . In consideration of these technical aspects, one important issue is the design of a spectrally efficient scheduling policy that guarantees tight reliability and latency requirements are met. This is because most traffic volumes in typical URLLC services are either periodic or bursty. For example, a typical teleoperation application requires video, audio, and haptic traffic packets, of which most of the volume is periodic but some is bursty [6] . For such traffics, one promising solution is a semi-persistent scheduling policy that reserves resources for URLLC user equipments (UEs). This provides immediate access for each user that has URLLC packets in its queue to its pre-configured uplink wireless resource and does not require instantaneous channel quality feedback, scheduling request from UEs, and sending grants to UEs [7] . The large amount of diversity obtained from large degrees of freedom is essential for providing ultra-reliability without either instantaneous channel quality feedback or retransmissions in fading channels. Thus, considering a large-scale antenna system (LSAS) is a natural consequence and the design of a semi-persistent scheduling policy of an LSAS for URLLC services should aim to maximize the spectral efficiency while simultaneously guaranteeing that the latency and reliability requirements are met, for which (either orthogonal or non-orthogonal) pilot signal design, pilot overhead optimization, and channel estimation effects need to be taken into account.
In this paper, we are interested in designing an uplink training-based LSAS serving many URLLC users under average energy constraints. Each URLLC user has both a fixed URLLC data volume with given reliability and latency requirements and an average energy limit for transmitting this data. In addition, we assume both a block Rayleigh fading channel model and the use of a practical receiver, such as the maximum ratio combining (MRC) or zero-forcing (ZF) receiver. Although large degrees of freedom are available both for the diversity and for multiuser communication because of the use of LSAS, both pilot signal design and overhead optimization that consider the channel estimation effects are required and general non-orthogonal pilot signals are assumed in this paper. Under this model, we introduce a new uplink scheduling policy, in which the resource allocation and multiple access information (specifically, pilot allocation, user grouping and scheduling, and energy allocation) are optimized simultaneously. The proposed semi-persistent scheduling policy maximizes the spectral efficiency while, at the same time, guaranteeing that the reliability and latency requirements are met (or minimizes the latency while guaranteeing that the reliability and minimum-rate constraints are both met) under a given average energy constraint. The variables for the optimization are the scheduling groups in which users are simultaneously scheduled, the scheduling portion indicating how often each scheduling group actually transmits, and the energy allocation indicating what fraction of the available energy is dedicated to the training phase. This optimization problem is transformed into an equivalent problem for maximizing the spectral efficiency under both the minimum rate and average energy constraints. The optimal semi-persistent uplink scheduling policy is obtained by solving a binary integer programming (BIP) problem and it is proven that the optimal solution to the original BIP can be obtained via a linear programming (LP) relaxation with a polynomial-time complexity.
A. RELATED WORKS
For 5G cellular systems, there has been a great deal of interest in LSAS (or massive multiple-input multiple-output (MIMO) systems), in which large numbers of antennas are equipped at base stations (BSs) to serve many users simultaneously [10] .
The merits inherent in these systems, which come from their massive spatial dimensions, include i) generating sharp beams for intended users to improve the spectral efficiency by suppressing unintended interference [10] , [11] , ii) reducing transmit energy while guaranteeing the QoS [12] , and iii) allowing for the utilization of a complexityefficient transceiver algorithm [13] . In order to achieve these advantages, an appropriate channel state information (CSI) acquisition process is essential. To acquire the CSI, a widelyaccepted approach is using training-based transmission in which a frame is divided into two phases. One is the training phase, in which users transmit known training signals and the BS estimates the CSI. The other is the data transmission phase, in which users transmit information-bearing signals and the BS extracts the information by utilizing the estimated CSI. Even if training-based transmission is not optimal from an information theory perspective, it provides efficient ways to both acquire the CSI and provide the optimal number of degrees of freedom under a high signal-to-noise ratio (SNR) regime [14] .
In order to analyze the latency of a training-based LSAS, it is necessary to optimize both the user scheduling policy and the resource allocation under reasonable and practical constraints. If this optimization process is not performed, an inappropriate cellular system design often results. The optimization of training-based transmission was first investigated by Hassibi and Hochwald [15] . They considered an MIMO point-to-point channel with a capacity-approaching transmitter/receiver pair and successfully derived the optimal system parameters as functions of the SNR and other parameters. Later, their results were extended to the cases of MIMO broadcast channel [16] , multiple access channel [17] , relay channel [18] , and interference channel [19] . However, these works optimized both the energy and the time dedicated to the training phase under a given user set only. Therefore, their results cannot be applied directly to the latency-energy tradeoffs in LSASs. In order to evaluate the latency of an LSAS, it is necessary to optimize those variables further under an optimal scheduling policy.
The scheduling policies for minimizing latencies (or delays) under minimum-rate constraints and for maximizing spectral efficiency under maximum-latency constraints have been investigated widely in the literature under various system models. In [20] , the system average delay was optimized by using the combined energy/rate control under average-symbol-energy constraints. In [21] , both delayoptimal energy and subcarrier allocation were proposed for orthogonal frequency division multiple access (OFDMA). In [22] , an energy-minimizing scheduler that adapts both the energy and the rate based on both the queue and channel states was proposed. In [23] , delay and energy constrained random access transport capacity was analyzed. However, most of these studies assumed perfect CSI at both the transmitter and the receiver which often led to overestimates of the network performance. Further, their scheduling policies were too complicated for analyses to provide intuitive insights VOLUME 5, 2017 into their network performances. Thus, a practically optimal scheduling policy is required for training-based LSASs and an intuitive analysis method is desired to provide insights for their latency-energy tradeoffs.
Decreasing the latency in an LSAS is closely related to increasing the spectral efficiency, because a higher spectral efficiency results in a smaller transmission completion time for a given number of users and their rate constraints. In addition, the spectral efficiency of a multiple-access channel with M BS antennas and K scheduled users is expressed asymptotically by min{M , K } log(SNR) + O(1) as SNR → ∞, which implies that the spectral efficiency can be enhanced by scheduling as many users as possible in an LSAS. However, most studies assume that orthogonal pilots are allocated to users so that the maximum number of scheduled users is, in practice, limited by the number of available pilots. Actually, there is no reason why orthogonal pilots are optimal for the latency-energy tradeoff, so it is generally natural to consider non-orthogonal pilots. There are a few studies related to the use of non-orthogonal pilots. In [24] , optimal nonorthogonal pilots were derived to minimize channel estimation errors and the study revealed that finding these optimal pilots is equivalent to solving the Grassmannian subspace packing problem. In [25] , an iterative algorithm was proposed to find the optimal non-orthogonal pilots to maximize the number of users under a minimum-rate constraint in a downlink LSAS. However, the researchers did not address the effects of the non-orthogonal pilots on the latency. Therefore, it would be of great interest to determine whether the use of non-orthogonal pilots can reduce the latency or not under what circumstances they are able to do this, and how much latency reduction can be obtained over the use of orthogonal pilots.
B. ORGANIZATION AND NOTATION
The remainder of this paper is organized as follows. In Section II, a detailed model description is presented that includes channel, energy, and signal models for a trainingbased LSAS. In Section III, the uplink scheduling policy problem is formulated and its optimal solution is provided. Numerical experiments to verify the superiority of the proposed uplink scheduling policy are shown in Section IV. Finally, conclusions are drawn in Section V.
Matrices and vectors are denoted by boldface uppercase and boldface lowercase characters, respectively. Further, (·) T , (·) H , and |·| stand for the transpose, conjugate transpose, and cardinality of a set, respectively, and log and log 2 are the natural logarithm and the logarithm with base 2, respectively. In addition, x denotes the function rounding x towards the nearest integer, (x) + = max{x, 0}, and 1{·} denotes the indicator function. CN (µ, R) denotes the distribution of a circularly symmetric complex Gaussian random vector with mean vector µ and covariance matrix R and E[·] and Var(·) denotes the statistical expectation and the statistical variance, respectively. 
II. SYSTEM MODEL
We consider an uplink LSAS consisting of a BS with M antennas, and U single-antenna users as illustrated in Fig. 1(a) . We assume that the users are randomly distributed over the cell coverage region, that they all desire a high quality of service (QoS) on their own data traffic (including the rate, latency, and reliability), and that the BS serves these users persistently and tries to guarantee a minimum QoS for each of them.
A two-phase frame structure with both training and data transmission phases, illustrated in Fig. 1(b) , is used. During every uplink scheduling period, the BS broadcasts the scheduling information and then the users transmit S data frames in the uplink. Each frame of time length T seconds and bandwidth W Hz is divided into F equal-bandwidth sub-frames by partitioning the frequency domain using orthogonal frequency-division multiplex access (OFDMA), single-carrier frequency domain multiple access (SC-FDMA) or an appropriate one of the newly considered waveforms [27] . A sub-frame consists of N symbols, each of time period T s seconds. In the training phase, which has a time period of τ = LT s seconds, the scheduled users send L training symbols and the BS estimates the uplink channels. Then, in the data transmission phase of the remaining time period of T − τ = (N − L)T s seconds, each of the scheduled users transmits N − L data symbols to the BS simultaneously in a space division multiple access (SDMA) manner. 1 1 Here, F sub-frames and N symbols in each sub-frame can be configured arbitrarily in both the time and frequency domains. For example, in LongTerm Evolution (LTE), one sub-frame includes 168 symbols (including 14 symbols in the time domain and 12 sub-carriers in the frequency domain), and one frame includes 10 sub-frames in the time domain.
Thus, the transmit signal vector of user j that is allocated to the f th sub-frame in frame t is written as
is the L × 1 training symbol vector for the training phase and x dt j [f ; t] is the (N − L) × 1 data symbol vector for the data transmission phase.
In every sub-frame, at maximum of M users are scheduled and the set of users scheduled in sub-frame f of frame t is denoted as
where
is the M × N noise matrix with elements that are independent and identically distributed (i.i.d.) random variables with CN (0, 1). The M × 1 flat-fading channel vector between the BS and user j at the sub-frame f of frame t, g j [f ; t], can be written as
is the short-term CSI with elements that are i.i.d. random variables with CN (0, 1) and β j (≥ 0) is the long-term CSI that depends on both the path-loss and the shadowing. The long-term CSI between the BS and user j is modeled as
j , where α (> 2) is the wireless channel path-loss exponent and d j is the distance between the BS and user j. We assume a block Rayleigh fading model, in which the short-term CSI of each user remains constant within a given frame but is independent across different frames. The long-term CSI remains invariant over a much longer interval. Furthermore, it is assumed that the long-term CSI of all of the users is known perfectly at the BS.
Since each user has a different battery capacity, recharge process, or radio frequency (RF) transmitter, the energy available for transmitting each sub-frame is assumed to be limited. Let E j be the average energy level allowed for user j per subframe of length T (in Joules). Energy is consumed during both the training phase of length τ and the data transmission phase of length T − τ . Thus, the energy consumed for transmitting each sub-frame must conform to
be the transmit energies of each training symbol and of each data symbol, respectively. This constraint is represented as
In the sequel, we drop the sub-frame index f and the frame index t as long as no ambiguity exists.
A. TRAINING PHASE
To estimate the CSI of K scheduled users, the BS allocates K pilot sequences of length L.
be the L × K pilot matrix with normalized columns, (i.e., ψ j 2 = 1 for all j). The training symbol vector of scheduled user j during the training phase is x tr j = Lp tr j ψ j . To equalize the differences between all of the users' channel estimation qualities (by maximizing the worst), channel-inversely power-controlled pilots, for which the average received signal energy for the users in S[f ; t] is set to the common target received energy p tr , are assumed similarly as in [25] . Thus, the transmit energy at the training phase is determined by
Then, the M × L received signal matrix at the BS in frame t during the training phase, denoted as
, and
is the noise vector during the training phase. Using a minimum mean-square error (MMSE) channel estimator [28] , the estimated short-term CSI of user j, denoted as h j , can be written as
The channel estimation error is denoted by
The following lemma describes the properties of the MMSE channel estimation.
Lemma 1: With channel-inversely power-controlled pilots and, h
being mutually independent, the channel estimation error variance σ 2 tr is given by
See the proof of Theorem 1 in [24] .
B. DATA TRANSMISSION PHASE
During the data transmission phase, the lth received signal vector in sub-frame f of frame t, l = L + 1, . . . , N , is given by
is the lth information-bearing data symbol of user j in sub-frame f of frame t. By treating the estimated CSI as if it were the true CSI, the BS selects a linear receiver such as a ZF receiver or an MRC receiver, based on
, if ZF,
VOLUME 5, 2017
. Such a linear receiver is nearly optimal in the LSAS (i.e, M K ) 2 [11] . Then, after using the linear receiver, the lth signal of user k ∈ S[f ; t] can be written as
where f k denotes the kth column vector of F. In (10), the first term is the desired signal, the second term is the inter-user interference, the third term is the interference caused from the imperfect channel estimation, and the last term is the noise. Note that the second term disappears when the ZF receiver is applied. Treating the interference as Gaussian random variables, the achievable rate of user k ∈ S[f ; t] (in bits/symbol) during sub-frame f of frame t is given by
where γ kl [f ; t] is the signal-to-interference-plus-noiseratio (SINR), given by
Since the use of the exact distribution of (11) creates a problem that is analytically intractable, 3 the following Lemma is used instead.
Lemma 2: With channel-inversely power-controlled nonorthogonal pilots, the achievable rate of user k for either the MRC or the ZF receiver is approximated by
The proof is similar to that in [12] , so it is omitted for brevity.
Note that (14) is valid only when M ≥ K − 1 for the ZF receiver (or when M ≥ 2 for the MRC receiver). In fact, when such an approximation is used as the utility function of a scheduler, it cannot select K = M users. This results in resource under-utilization, especially when the value of M is small. However, this paper deals with LSASs so this problem becomes less significant. Additionally, to overcome this problem for a small value of M , M − K can be replaced [30] for a more rigorous discussion.
To maximize the average achievable rate, we need to design pilot sequences.
Proof: Because the case L ≥ K is trivial, we have omitted it and let L < K . The channel estimation error variance (7) is simplified to
Obviously, γ lb k is a decreasing function with σ 2 tr within the range 0 ≤ σ 2 tr ≤ 1. Thus, the maximization of γ lb k is equivalent to the maximization
Note that the above condition is identical to the condition minimizing the channel estimation error [24] . This condition is known as the Welch bound equality (WBE) [32] . Thus, from Lemma 3, the channel estimation error variance is minimized at
and the SINR is maximized at (17) , as shown at the bottom of the next page. If the pilot sequences are under-utilized (i.e., K ≤ L and orthogonal pilots are used), σ 2 tr is simplified to σ 2 tr = [33] and feedback codebook design [34] .
The accuracies of the rates approximated in (13) and (17) are presented in Fig. 2 with N = 100, L = 10,
, and β j = 1, ∀j. In Fig. 2 , we plot the exact rate in (12) and the approximated rate in (13) with respect to the number of BS antennas, M . The dashed line represents the average of the exact rate and each error bar represents its standard deviation. We can easily notice that the approximated rate fits well with the exact rate. This is true even with a small number of antennas over a wide range of the average allowed energy level E.
III. OPTIMAL SEMI-PERSISTENT UPLINK SCHEDULING POLICY A. SEMI-PERSISTENT UPLINK SCHEDULING POLICY
According to the level of accessible information, uplink scheduling policies can be classified into two types as follows. Dynamic user scheduling, which is based on the instantaneous CSI, can provide a substantial rate gain primarily because it allows the BS to select a subset of users whose channels are nearly orthogonal and the achievable uplink performance increases as the number of users increases. However, obtaining the instantaneous CSI at a BS will incur FIGURE 2. Accuracy of the approximated rate in (13) and (17) . The line marked by a circle represents the results using the ZF receiver and the line marked by a square represents the results using the MRC receiver.
a large uplink training resource cost. In fact, due to the nature of the limited channel coherence time, it is difficult for every user to participate in the scheduling pool without incurring non-negligible overhead. In contrast, semi-persistent uplink scheduling exploits only long-term information, such as the CSI statistics and/or the average allowed energy levels, which can be easily acquired via infrequent feedback with negligible overhead.
A semi-persistent scheduling policy for S frames is 
such that it satisfies Q q=1 D q = 1. Note that D q is the portion of the sub-frames allocated to scheduling group q, O q , during one scheduling period consisting of FS sub-frames. Practically, since D q FS is not
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B. LATENCY MINIMIZATION PROBLEM FORMULATION
In general, a user tries to send some of information to the BS via a wireless medium under various constraints. However, in cellular systems, the limited wireless medium is shared. Therefore, severe delays often occur when waiting for the next transmission slot and when transmitting the target data volumes. Thus, the inability to guarantee a low latency is one of the main hurdles to be addressed in future cellular systems.
Definition 1: The network latency (delay) is defined as D = TS (sec), where S is the minimum number of frames required to deliver the target throughput of T th bits for each
user. 4 Our definition differs from those in [35] and [36] , in which the delay is defined as the scheduling delay (the waiting time for the next transmission slot) only and delays in transmitting the target throughput volumes are ignored. It also differs from the definitions in [37] and [38] , in which the delay is defined as the transmission completion time for the target throughput only and the effects of scheduling delays are ignored. Our definition considers both the scheduling delay and the transmission completion time.
To minimize the latency under a given throughput constraint T th , the minimization of the number of frames, S, is sufficient. Thus, the optimization problem can be constructed as follows:
The constraint (19b) guarantees the required throughput T th for each user, (19c) meets the average-energy constraint, 4 Although the queue dynamics represent another delay source, the latency caused by the shared wireless channel is only considered by assuming no queuing delay. 1 , p dt  1 ) , . . . , (p tr U , p dt U )} for ∀j) 4) How many symbols are dedicated to the training phase? (L) The problem (P) is obviously non-convex and is very complicated, but it can be transformed into an equivalent problem.
C. PROBLEM TRANSFORMATION AND OPTIMAL SOLUTIONS
Since we are dealing with a semi-persistent uplink scheduling policy, the achievable rate of user j is independent of both the sub-frame index f and the frame index t if user j is scheduled. Thus, we use the notation R j instead of
. Let j ∈ O q and define the spectral efficiency of user j (in bps/Hz) as the average rate of user j served by the BS normalized with respect to both the time and the bandwidth, given as
where η = WT s /F ≥ 1 denotes the bandwidth inefficiency (such as that induced by the cyclic prefix overhead), and the second equality comes from (18) . Since every user has the same throughput constraint T th , it is required that R j ≥ q for j ∈ O q , where q is the common rate for the scheduled group q. Inserting R j ≥ q into (20), we have
In order to guarantee the same minimum rate for all users, we further set
From (21) and (22), we can show that every user is guaranteed to exceed the common spectral efficiency
Our approach is to first maximize the spectral efficiency while providing the common spectral efficiency SE to every user in a cell at each possible value of L. To meet the target throughput T th for every user, the BS needs S = T th WT SE sub-frames so that the latency is given as
where that last approximation is valid when
WT SE is large. Then, an equivalent optimization problem can be formulated as follow:
Note that a similar transformation is shown in [39] . In the sequel, we devise the optimal uplink scheduling policy by solving (P-eq).
1) OPTIMAL TRANSMIT ENERGY ALLOCATION P FOR GIVEN USERS
Assume that L is fixed, that users O q = {1, 2, . . . , K } are scheduled in the qth scheduling group, and that these users are arranged in descending order of E j β j , i.e., E 1 β 1 > E 2 β 2 > · · · > E K β K , without any loss of generality. Note that each scheduled user should have non-zero transmit energies for both the training and data transmission phases. In order to find the optimal transmit energy allocation in (P-eq), the following sub-problem is considered.
(P-A) maximize
subject to (19c) and (25b).
To obtain the optimal solution, the following observations are helpful.
• Since R j is an increasing function of the transmit energy, the optimal transmit energy is obtained when R j = q for ∀j ∈ O q (with no waste), i.e., p dt,
• Since E i β i ≥ E j β j for any i < j, if p dt j ≥ p is feasible, then p dt i ≥ p is also feasible. Therefore, when K users are scheduled, the optimal energy of the K th user should satisfy
Under the assumption that K users are scheduled as well as the two observations above, the objective function of (P-A) in (26a) can be written as q = q (p tr ; K , L) from (17), where
and e K L are defined as in Table II . Since the objective function of (P-A) is a single-variable function, it can be solved easily and the following theorem states the optimal transmit energy allocation. 
Proof: See Appendix A. For later use, we define
as the optimal common rate for given O q and L. Note that by inserting (31) into (29) and using the variables in Table II , it is revealed that q (O q ; L) is a non-decreasing function of E K β K and is independent of E j β j , ∀j ∈ {1, . . . , K − 1}.
2) OPTIMAL SCHEDULING GROUP O
Even though the optimal transmit energy allocation strategy for given users is derived in (30) , the size of the search space is too large to be searched exhaustively. To reduce the size of the search space, we need to find the implicit properties of the optimal scheduling groups. From (23) , the objective function of (P-eq) is given by
are the sets of the optimal scheduling groups. Suppose that the cardinality of each of the optimal scheduling groups is given, i.e., O q = |O q |. Then, the problem (P-eq) is reduced to the following cardinality-constrained problem for each possible value of L:
subject to |O q | = O q , ∀q, and (19d). (34b)
To obtain the optimal scheduling groups, the following theorem is quite helpful. Theorem 2: Denote O q , ∀q, as the optimal solution of (P-B) at a given value of L. Then the optimal solution has the following properties:
Proof: See Appendix B. Theorem 2 demonstrates that the optimal uplink scheduling policy selects users having similar product values of their VOLUME 5, 2017 TABLE 2. Simulation results using the ZF receiver with M = 64 and U = 100.
Algorithm 1 Optimal Scheduling Policy
Input:
Find candidate scheduling groups 3 Set q ← 1. (30), (31) and (33) . Construct c and S with (36) and (37).
11
Solve the LP (35) with relaxing x ∈ [0, 1] C×1 and let x be its optimal solution.
12
Find the index set Q = {q|[x ] q = 1}.
13
Compute
and
15 end 16 Find the optimal training length,
average allowed energy levels, E j , and the path-losses, β j , and this reduces the size of the search space significantly. A more detailed discussion on the search space will be given in Sec. III-D. Although Theorem 2 indicates some useful implicit properties of the optimal scheduling groups, it does not explicitly provide an exact solution, and we still need to find them from the reduced search space. Fortunately, the optimization problem can be transformed into a binary integer programming (BIP) problem with the following generic form:
where S = s uq is the U × C state matrix,
c is the C × 1 cost vector given by
denotes the number of candidate scheduling groups, and i (O i , L) denotes the optimal common rate at given O i and L, defined in (33) . The optimizing variable x indicates which candidate scheduling groups are selected, i.e., if x q = 1, the corresponding candidate scheduling group O q is selected as one of the optimal scheduling groups. BIP problems such as this one have been widely researched and a variety of efficient algorithms is summarized in [40] . Unfortunately, finding the optimal solution to a BIP problem is known be NP-hard in general. However, due to the special structure of our BIP problem, we will be able to show that an LP relaxation using x ∈ [0, 1] C×1 does not affect the optimality. To show this, we introduce the following definition and the following two lemmas. We then conclude the optimality of the proposed algorithm. Now, we are ready to state the optimality of the proposed algorithm using the LP relaxation in (35) .
Theorem 3: The optimal solution of the BIP problem in (35) is identical to the solution obtained by using the LP relaxation on (35) .
Proof: From the properties of Theorem 2, every column of the matrix S has only consecutive 1s, which implies that S is totally unimodular based on Lemma 4. Using Lemma 5, we find that the feasible region of (35) is a polytope with only integer vertices, which guarantees that the solution obtained by using the LP relaxation on (35) does not affect its optimality.
The proposed algorithm for obtaining the optimal semipersistent uplink scheduling policy is outlined in Algorithm 1. The proposed optimal algorithm obtains O (L) , D (L) , P (L) and the corresponding SE (L) for each L, and then finds the optimal L to maximize SE (L) . The algorithm for obtaining
is composed of the two parts. The first part finds the candidate scheduling groups, denoted as {O q } C q=1 , and their corresponding common rate by using (33) obtained by using the optimal energy allocations in Theorem 1. The second part finds the optimal combination of the selected scheduling groups that maximizes the spectral efficiency by applying the LP relaxation using Theorems 2 and 3.
D. COMPUTATIONAL COMPLEXITY ANALYSIS
We define
as the whole search space for finding the optimal scheduling groups in (19) without Theorem 2, where F(U , M , Q) is the collection of the Q-ary partitions of U with at most M elements (i.e., each scheduling group size is no greater than the number of antennas), given by We define F r (U , M ) as the reduced search space for finding the optimal scheduling groups in (19) with the aid of Theorem 2. Then, we can show that the cardinality of F r (U , M ) can be represented by the following recursive formula:
which is known as a generalized Fibonacci number [41] . With help of Binet's formula [41] , we arrive at
where w is the unique positive root of
After some algebraic manipulations, we obtain w → 2 and (M +1)(w−2) → 0 as M → ∞ so that
This implies that the reduced search space still increases exponentially with the total number of users, U . However, combined with Theorem 3, the following dramatic reduction in complexity can be obtained.
1) The reduction gained by Theorem 2 itself also increases exponentially with U . In fact, the reduction gain is at least (Q/2) U /Q! for a large value of U . 2) Without Theorem 2, the number of candidate scheduling groups in (35) 
, which increases exponentially with U . However, due to Theorem 2, this reduces to 1) ), which only increases in proportion to U 2 .
3) As shown in Theorem 3, applying the LP relaxation to (35) still provides the optimal solution of the original BIP problem (35) . This can dramatically reduce the complexity from an exponential-time complexity into a polynomial-time complexity. We are now ready to quantify the computational complexity of Algorithm 1. The computational complexity of Algorithm 1 consists of the following three parts: 1) the sorting operation (line 1), 2) the optimal energy allocation (lines 3-9) and 3) the solution of the relaxed LP (lines [10] [11] [12] [13] [14] [15] . The worst-case computational complexity for sorting U samples is O(U log U ). Since the optimal energy allocation requires 1 2 M (2U − M + 1) iterations, the worst-case computational complexity of the second part is O(MU ). Finally, we find that the worst-case computational complexity of the LP is O (MU ) 3.5 by using Karmarkar's algorithm [42] . Thus, the total worst-case computational complexity for the proposed algorithm is O(U log U + NMU + N (MU ) 3.5 ) = O(N (MU ) 3.5 ).
IV. NUMERICAL RESULTS
In this section, we present numerical results to verify the superiority of the proposed uplink scheduling policy. One frame is set to occupy 10MHz and 1ms in the frequency and time domains, respectively, and consists of F = 80 subframes occupying 125KHz and 1ms in the same respective domains. The number of symbols in each sub-frame is set to N = 100 by assuming that η = 1.25 (there is 25% CP overhead). There are U = 300 users each requesting T th = 10Kb of date volume. We use the pathloss model
with R min = 10 andR max = 100. This model reflects a BS located at the origin and users located uniformly along the line [R min , R max ]. All of the users have the same transmit energy constraint, E j = E, for ∀j. According to the simulation settings, the received signal energy at the BS for the worstcase user is 0dB when energy of E = 70dB is distributed equally over the symbols in a sub-frame. 5 The following three schemes are compared, and the simulation results of using the ZF receiver are summarized TABLE 3. Simulation results using the ZF receiver with E = 70dB and U = 100.
TABLE 4.
Simulation results using the ZF receiver with M = 64 and E = 70dB.
in Tables III-V: 1) Random-equal (RE): K users are selected randomly, and the transmit energy is used equally for the training and data transmission phases. The training length, L, and K are each searched exhaustively. 2) Random-optimal (RO): K users are selected randomly and the transmit energy is optimized by using Theorem 1. The training length, L, and K are each searched exhaustively. 3) Proposed: The optimal uplink scheduling policy in Algorithm 1 is used. Fig. 3(a) depicts the latencies and spectral efficiencies of the three schemes as functions of E when M = 64 and U = 100. The solid line represents the results of using the ZF receiver, and the dashed line represents the results of using the MRC receiver. When the ZF receiver is employed, at E = 80dB (or −13dBm per sub-frame), the proposed uplink scheduling policy provides approximately 12.0 and 1.78 times smaller latencies than the RE and RO schemes do, respectively. Most of this performance gain comes from optimal energy allocation. When the MRC receiver is employed, at E = 80dB, the proposed uplink scheduling policy provides approximately 5.74 and 1.18 times smaller latencies than the RE and RO schemes do, respectively. Similar to the ZF case, most of the performance gain comes from optimal energy allocation. The main difference is that the common spectral efficiency of the ZF receiver increases logarithmically with E, while that using the MRC receiver is saturated at high E values due to uncanceled interference. Therefore, when a high vaue of E is available, the ZF receiver clearly outperforms the MRC receiver. The gain of the ZF receiver over the MRC receiver is 2.71, and it becomes 9.08 at E = 80dB. Fig. 3(b) depicts the latencies and spectral efficiencies of the three schemes as functions of M for E = 70dB and U = 100. When the ZF receiver is employed, at M = 256, the proposed uplink scheduling policy provides approximately 14.7 and 1.80 times smaller latencies over the RE and RO schemes do, respectively. The gain of the proposed scheme over the RO scheme diminishes when the number of BS antennas is high because all of the users can be scheduled by sharing the same resource. A similar trend can be observed when the MRC receiver is employed and the latencies and common spectral efficiencies of the two receivers become identical.
A discussion on the behavior of the proposed uplink scheduling policy is now provided. Fig. 4(a) depicts the optimal scheduling groups, |O 1 |, . . . , |O Q | , and the optimal training length, L , as functions of E for M = 64, U = 100, and the ZF receiver is employed. Fig. 4(a) shows that small scheduling groups are preferred at low E values, while large ones are preferred at high E values, because high array gains are required at low E values. In spite of the pathloss differences, the size of each optimal scheduling group is nearly identical. Although a longer training period is required for high E values, it is shorter than or equal to L = 50, which is half of each sub-frame. Over a wide range of E values, L is larger than or equal to |O q | for ∀q. This implies that orthogonal pilots can be used for not-so-large values of M . Small scheduling groups are also preferred at low values of M while large ones are preferred at high M values because higher array gains are available. Fig. 4(b) illustrates both the optimal scheduling groups, |O 1 |, . . . , |O Q | , and the optimal training length, L , as functions of M for E = 70dB, U = 100, and the ZF receiver is employed. Trends similar to those in Fig. 4(a) are observed for the size of each optimal scheduling group. On the other hand, the optimal training length increases with M initially, but it then begins to decrease if M increases further. Interestingly, L becomes smaller than |O q | for large M values. This implies that the use of non-orthogonal pilots becomes beneficial under these conditions. In such a case, high array gain is available and the optimal uplink scheduling policy provides efficient non-orthogonal multiple access to users so that low-latency, ultra-reliable communication can be provided.
Suppose that users are partitioned into O q = {(q − 1)K + 1, . . . , min{qK , U }} for q = 1, . . . , U /K . Figs. 5 (a)-(c) illustrate the effect of the training length L and the scheduling group size K on the common spectral efficiency. Note that the support of (L, K ) is partitioned into two regions separated by the line L = K , because non-orthogonal pilots are used when K > L, while only orthogonal pilots are used when K ≤ L. In Figs. 5 (a) and (b) , the maximum points belong to the orthogonal region, and the choice of training length does not have much effect when E is low and M is not too high. However, as can be seen in Fig. 5 (c) , the optimal choice for L does matter, and it belongs to the non-orthogonal region at high values of M .
V. CONCLUDING REMARKS
In this paper, an optimal semi-persistent uplink scheduling policy was provided and its network latency was analyzed for an uplink training-based LSAS employing either a simple ZF or MRC receiver. The optimal uplink scheduling problem considered in this paper was the maximization of the spectral efficiency while satisfying each user's reliability and latency constraints (or minimization of the network latency while satisfying each user's reliability and target throughput) flor a given energy limit. The corresponding optimal solution provided the optimal scheduling groups that had their own scheduling portions, the optimal energy allocation between the training and data phases of each user, and the optimal frame configuration for the training based LSAS. The optimal energy allocation was derived in a simple closed-form expression for a given scheduling group, and the optimal scheduling groups were found to comprise users with similar received signal qualities. A low-complexity uplink scheduling algorithm providing the optimal solution was then proposed with a polynomial-time complexity of O(N (MU ) 3.5 ). Via numerical examples, it was shown that the proposed uplink scheduling algorithm could provide an optimal policy that could offer several times lower network latency in realistic environments under given throughput and energy constraints than conventional, non-optimized scheduling algorithms could. This demonstrated that the proposed policy could be a key tool for designing 5G cellular communication systems supporting URLLC services.
APPENDIX A
For brevity, we consider only the ZF receiver and drop the indices K and L. By taking the derivative of (29) 
After inserting the values from Table II, (42) becomes equivalent to
which is always true since 0 < L < N . Now, show that u (O q ) ≥ 0. If bd − ae = 0, the result is trivial, so we omit it. 
APPENDIX B
Without loss of generality, we assume E 1 β 1 > E 2 β 2 > · · · > E U β U and U ∈ O Q , and we rewrite the objective function as
Note that ( q (O q , L)) −1 is a monotonically decreasing function of E k q β k q for k q = min j∈O q E j β j and is independent of E j β j , ∀j ∈ O q \{k q }. Since U ∈ O Q , in order to minimize Similarly, O q is determined successively once O r , r = q + 1, . . . , Q, are determined, which shows that the two properties in Theorem 2 hold for all O q , ∀q.
