Abstract-The aim of this work is to present an automated method for the early identification of New York Heart Association (NYHA) class change in patients with heart failure using classification techniques. The proposed method consists of three main steps: a) data processing, b) feature selection, and c) classification. The estimation of the severity of heart failure in terms of NYHA class is addressed as two, three and, for the first time, as four class classification problem. Eleven classifiers are employed and combined with resampling techniques. The proposed method is evaluated on a dataset of 378 patients, through a 10-fold-cross-validation approach. The highest detection accuracy is 97, 87 and 67% for the two, three and the four class classification problem, respectively.
I. INTRODUCTION
Heart failure (HF) is described by the inability of the heart to fulfill the circulatory demands of the body due to progressive impairment of the ventricle to fill with or eject blood. HF leads to damage of the cardiovascular system and becomes one of the major causes of mortality and morbidity [1] . This in combination with the severe consequences, in terms of quality of life, recurrent hospitalizations and escalating healthcare costs that HF disease induces for the patients and the healthcare systems, intensify the need for effective and efficient management of HF that includes early detection of HF, recognition of HF subtype, estimation of HF severity and treatment.
subtypes of HF can be estimated based on the measurement of the left ventricular ejection fraction (LVEF). The experts classify the severity of HF using either the New York Heart Association (NYHA) or the American College of Cardiology/American Heart Association Guidelines (ACC/AHA) [1] classification systems that provide useful and complementary information. ACC/AHA stages of HF emphasize on the development and progression of HF, whereas NYHA focuses on the exercise capacity of the patient and the symptomatic status of the disease [1, 2] .
Although the patho-physiology of HF has been understood in great extent by the medical community, the huge amount of data that should be analyzed and the complexity of them, transform the process of HF diagnosis and treatment selection to quite challenging and complicated tasks. Furthermore, the utilization of NYHA classification system, as a tool for HF severity estimation, introduces high intra-observer variability, since it is based on subjective evaluation [3] . The effort to overcome those issues led to the utilization of machine learning techniques that has the potential to analyze, predict and classify medical data accurately and efficiently [4] .
Regarding HF severity estimation, which is the aim of the current work, Akinyokun et al. [5] proposed a neuro-fuzzy expert system. For each patient, six variables were utilized, out of seventeen variables that were recorded, expressing signs and symptoms of HF. Guidi et al. [6] classified a patient as mild HF, moderate HF and severe HF utilizing four different classifiers, Neural Network (NN), Support Vector Machines (SVM), Decision Tree (DT) and a Fuzzy-Genetic (FG) algorithm. The classifiers were trained and tested using anamnestic and instrumental data. Two years later, the same research team [7] tested Classification and Regression Tree (CART) and Random Forests (RF) classifiers. For the evaluation of the classifiers, a subject based cross validation approach was followed to address the fact that the dataset included correlated data (baseline and follow-up data of the same patient). In [8] , a multi-layer monitoring system for clinical management of congestive HF (CHF) is presented where a decision support system was developed providing prediction of de-compensations and assessment of the HF severity based on the RF algorithm. A scoring model allowing classification of a subject to three groups, healthy group (without cardiac dysfunction), HF-prone group (asymptomatic stages of cardiac dysfunction) and HF group (symptomatic stages of cardiac dysfunction) was presented by Yang et al. [9] . The model was based on the SVM classifier. Pecchia et al. [10] , Mellilo et al. [11] and Shahbazi et al. [12] , exploited the discrimination power of long-term heart rate variability (HRV) measures that can be extracted by electrocardiogram (ECG) in order to estimate the severity of HF. In [10] , the selected HRV measures were given as input to the CART algorithm, while Mellilo et al. [11] modified the CART algorithm by incorporating a feature selection algorithm to address the issues of small and unbalanced dataset. Furthermore, they compared the results of the modified CART algorithm with those produced by simple CART, C4.5 and RF classifiers which were evaluated with and without the application of SMOTE algorithm [13] . Shahbazi et al. [12] employed k-Nearest Neighbor (k-NN) classifier in order to classify the patient as low or high risk.
The aim of our work is to early detect the change of NYHA class of the HF patient and inform the experts in order to modify and adjust the management of the HF patient avoiding thus serious side effects. It is developed within the NYHA class detection module of the HEARTEN Knowledge Management System (KMS) [14] . HEARTEN KMS aims to effectively assess patient status, assess and enhance patient adherence, support patient (self-) management by (i) exploiting real patient data coming from multiple sources (sensors, bio-sensors, clinical data, personal data), (ii) performing computational analysis using data mining techniques, (iii) providing useful information (including suggestions and alerts) tailored to the needs of each actor regarding patient status, patients' HF severity, risk for adverse events, as well as adherence in terms of medication, nutrition and physical activity.
The current work addresses the estimation of HF severity as a two, three, and for the first time, as four class classification problem allowing the experts to adjust the treatment of patient and minimize the risk of adverse events. In the studies reported in the literature and presented above, classifiers separate low risk from high risk patients or classify the patient as mild moderate and severe HF by merging NYHA classes without clarifying which NYHA classes correspond to each group. In this work, all the cases are examined by aggregating different categories of features and employing different classifiers. In case of the two class problem the following cases are examined: 
II. MATERIALS AND METHODS

A. Dataset
The proposed method is evaluated using a dataset of 
B. The proposed method
The proposed method consists of three steps. The first step focuses on the pre-processing of data in order issues such as missing values to be addressed. Missing values induced by different clinical practices in each center and consequently different type of collected retrospective clinical data of the three clinical centers. The second step aims to identify features that have the potential to discriminate NYHA classes. The third step estimates the severity of HF and informs the experts if the patient has changed NYHA class. A detailed description of the three steps is provided below.
Step 1 -Data pre-processing: The input of the first step is 378 instances each one consisting of 102 features plus the NYHA class label. Seven NYHA class labels were assigned by medical experts to the patients defined as NYHA I, NYHA I-II, NYHA II, NYHA II-III, NYHA III, NYHA III-IV, NYHA IV. The labels NYHA I-II, NYHA II-III, NYHA III-IV are considered as intermediate severity to the corresponding classes. Nevertheless, these intermediate classes were strongly unbalanced in the dataset since only 3 instances are labeled as NYHA I-II, 6 as NYHA II-III and 3 as NYHA III-IV. For this reason each one of those instances is merged with the straight following class of higher risk. From the 102 features, 26 features were removed due to high missing value rate (more than 60%). Imputation of missing values cannot be performed due to the nature of data. Thus, after the first step, a dataset consisting of 378 instances and 76 features (class label is not included) is retained.
Step 2 -Feature selection: Feature selection can be performed either utilizing a filter or a wrapper approach. Both approaches have been tested in the second step of the proposed method. In the case of the filter approach, Info Gain, Gain Ratio, Symmetrical Uncertainty (SU), Relief-F, One-R and Chi-squared feature selection measures are employed, while wrapper and the Correlation-based Feature Selection (CFS) algorithm [15, 16] , in combination with the classifiers employed in step 3, are utilized.
Step 3 -Classification: Eleven classifiers are tested [15] 
III. RESULTS
The proposed method is evaluated on a dataset of 378 instances each one consisting of 76 features plus the class label. The proposed method is repeated nine times, each time addressing either a two (cases a1 to a5), a three (cases b1 to b3) or a four class classification problem (case c1). The models (classifiers and feature selection approach) that provide the best results are presented in Table I . The results of the proposed method in terms of accuracy (ACC), positive predictive value (PPV), sensitivity (SENS), specificity (SPEC), area under curve (AUC) and F-measure (FM) are reported in Table II . For the evaluation of the classifiers, 10-fold stratified cross-validation procedure is applied. SMOTE is applied to the training set during the 10-fold crossvalidation procedure to address the imbalanced class problem. It is applied only to the training set and not to the test set avoiding thus the incorporation of the instances which are used for evaluation to the creation of the synthetic instances in SMOTE. In case a3 the resampling of the dataset is not performed since the two classes (first class includes instances of NYHA class I and II and the second class includes instances of NYHA class III) are balanced. More specifically, the first class includes 143 instances and the second class includes 173 instances. The results of the step by step evaluation of the proposed method is presented in Table III . 
IV. DISCUSSION
An automated method for the estimation of HF severity is presented. HF severity estimation is addressed as two, three and four classification problem. A dataset of 378 instances, each one consisting of 102 features is given as input in the proposed method. During the first step, 76 features are retained. The feature which contribute to the discrimination of the NYHA classes are selected in the second step of the proposed method. Filter, as well as wrapper approaches are employed. The selected features are differentiated depending on the nature of the classification problem (two class, three class and four class) and the case (a1-a5, b1-b2, c1) that it is examined. The best results are obtained using the Rotation Forests classifier in combination with feature selection techniques based on the filter approach.
The proposed method is differentiated from other methods reported in the literature since the patients are not classified in mild, moderate and severe, by merging NYHA classes to these three groups, but each NYHA class is treated as a separate group. This provides valuable clinical information to the experts in terms of the suggestions that they should provide for the personalized management of the patients.
A comparison of the proposed method with those reported in the literature is presented in Table IV . The comparison can be achieved only for case a1 since the definition of classes utilized in [11] and [12] is the same with the definition followed in the current work. The results indicate that the proposed method presents similar and in most of the cases better results than those reported in the literature. The classification accuracy is decreased in cases where the instances of NYHA class II and III are not merged into one class (e.g. cases a1 and a3), expressing thus a difficulty of the proposed method to discriminate those two classes. This can be attributed to the fact that in the current work HRV features are not included in the dataset, on the contrary to the studies described in [11] and [12] . Furthermore, features indicative for the estimation of the severity of HF, like NT-proBNP, have been removed due to the high rate of missing values. The effect of the missing values is confirmed when the proposed method is applied separately to each dataset provided by the three different clinical centers (corresponding to different features with missing values). Additionally, the dataset will be enhanced with features expressing breath and saliva HF biomarkers.
V. CONCLUSIONS
Severity estimation of HF, in terms of four NYHA classes, through the utilization of machine learning techniques is presented. Automated patient classification (in term of NYHA class) will overcome the problem of subjective evaluation of patient condition and of selfreporting bias. The early identification of such changes can be used for treatment adjustment and can become a valuable tool in an automated system for HF patients management, reducing the high rates of hospitalizations and decreasing significantly the corresponding healthcare costs. Four class n/a c1 67%
