Flow modelling of steel fibre reinforced self-compacting concrete by Svec, Oldrich
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 20, 2017
Flow modelling of steel fibre reinforced self-compacting concrete
Svec, Oldrich; Olesen, John Forbes; Stang, Henrik; Poulsen, Peter Noe; Thrane, Lars Nyholm
Publication date:
2014
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
Svec, O., Olesen, J. F., Stang, H., Poulsen, P. N., & Thrane, L. N. (2014). Flow modelling of steel fibre
reinforced self-compacting concrete. Technical University of Denmark, Department of Civil Engineering.  (BYG
Rapport).
DTU Civil Engineering Report R-289 (UK)
June 2013
Oldrich Svec
PhD Thesis
Department of Civil Engineering
2013
Flow modelling of steel fibre reinforced 
self-compacting concrete 
Simulating fibre orientation and mechanical properties
2 Department of Civil Engineering - Technical University of Denmark
Flow modelling of steel fibre rein-
forced self-compacting concrete
- Simulating fibre orientation and mechanical properties
Oldřich Švec
Ph.D. Thesis
Department of Civil Engineering
Technical University of Denmark
2013
Supervisors:
Henrik Stang, Danish Technical University, Denmark
John Forbes Olesen, Danish Technical University, Denmark
Peter Noe Poulsen, Danish Technical University, Denmark
Lars Nyholm Thrane, Danish Technological Institute, Denmark
Assesment Committee:
Hans Holger Hundborg Koss, Danish Technical University, Denmark
Gilles Chanvillard, Lafarge, France
Bhushan Lal Karihaloo, Cardiff University, Great Britain
Flow modelling of steel fibre reinforced self-compacting concrete
-Simulating fibre orientation and mechanical properties
Copyright c© 2013 by Oldřich Švec
Printed by DTU-Tryk
Department of Civil Engineering
Technical University of Denmark
ISBN: 9788778773746
ISSN: 1601-2917
Preface
This thesis is submitted as a partial fulfilment of the requirements for the
Danish Ph.D. degree.
Lyngby, the 24th May 2013
Oldřich Švec
iii

Acknowledgements
This Ph.D. project was funded by the Danish Agency for Science Technology
and Innovation, “Sustainable Concrete Structures with Steel Fibres - The
SFRC Consortium”, Grant no. 09-069955.
I would like to express my sincere gratitude to my supervisors Henrik
Stang (BYG DTU), John Forbes Olesen (BYG DTU), Peter Noe Poulsen
(BYG DTU) and Lars Nyholm Thrane (DTI) for giving me the great op-
portunity to work on this challenging project. Their invaluable guidance,
patience and encouragement will always be appreciated.
Furthermore, I would like to thank Jan Skocek for the great collaboration
experience during the development of the numerical framework. We have had
numerous good discussions ranging from the implementation details of the
framework to the phenomenological understanding of the concrete behaviour.
Without Jan’s big contribution, the numerical framework would have never
been developed.
I gratefully acknowledge support from Danish Technological Institute and
Norwegian University of Science and Technology. Especially, my sincere grat-
itude goes to Lars Nyholm Thrane, Terje Kanstad, Giedrius Zirgulis and
Elena Vidal Sarmiento who greatly contributed to the experimental part of
the research.
Finally, I would like express my thanks to my wife, Jana. Thanks for
your love, encouragement and understandings. You are always my biggest
motivation to overcome any obstacles that I encountered.
v

Abstract
Concrete is one of the most widely used materials in the world. Ordinary
concrete composition makes the material strong in compression yet weak
and brittle in tension. Steel reinforced concrete successfully eliminates the
weak tensile properties of the ordinary concrete. Steel fibres dispersed in
concrete can efficiently substitute or supplement conventional steel reinforce-
ment, such as reinforcement bars. Ordinary concrete composition further
makes the material stiff and non-flowable. Self-compacting concrete is an al-
ternative material of low yield stress and plastic viscosity that does flow and
fills the formwork with a little or no effort. Steel fibre reinforced self-com-
pacting concrete is a logical combination of the two types of concrete. The
combination nevertheless creates several challenges. It has been observed by
many authors that steel fibres orient and distribute according to the flow of
the fibre reinforced self-compacting concrete. The orientation and distribu-
tion of the fibres results in non-homogeneous and non-isotropic mechanical
properties of the structural elements.
The primary aim of this research project was to develop a numerical
framework capable of predicting the fibre orientation and distribution in
structural elements made of fibre reinforced self-compacting concrete. The
existence of a such numerical tool is essential for the wider usage of the
material. The developed numerical framework is capable of simulating free-
surface flow of a suspension of explicitly represented rigid particles immersed
in the non-Newtonian fluid. The non-Newtonian fluid was modelled by the
novel Lattice Boltzmann fluid dynamics solver. The numerical framework,
among others, allows for a two-way coupling between the fluid and the explic-
itly represented immersed particles. The coupling was done by means of the
Immersed boundary method with direct forcing. Evolution of the immersed
particles was described by Newton’s differential equations of motion. The
Newton’s equations were solved by means of Runge-Kutta-Fehlberg iterative
scheme.
Several challenges had to be overcome during the development of the nu-
merical framework to be able to successfully simulate the flow of the fibre
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reinforced self-compacting concrete. Fibres are particles of high aspect ratio.
To allow for efficient simulation of a large number of the immersed fibres,
the fluid domain must be discretized into a coarse grid. The discrete fibre
diameter then usually reduces to a sub-grid size, which significantly decreases
accuracy of drag forces acting on the fibres. A function was therefore pro-
posed to correct the drag forces. Formwork used in the structural industry
is often smooth and slippery which results in an apparent slip of the fluid
near formwork surface. A method to incorporate the apparent slip into the
Lattice Boltzmann fluid dynamics solver was suggested.
The proposed numerical framework was observed to correctly predict flow
of fibre reinforced self-compacting concrete. The proposed numerical frame-
work can therefore serve as an efficient alternative to conventional experimen-
tal and analytical tools. Simulations performed by the numerical framework
together with the experimental observations revealed several important con-
clusions: 1) Fibres orient under the flow of fibre reinforced self-compacting
concrete. 2) Formwork surface can play an important role in the fibre ori-
entation. 3) Fibre orientation significantly influences mechanical behaviour
of the material. 4) A prevailing linear relation between the fibre orientation
and tensile mechanical behaviour of the material seems to exist.
The ability to simulate the casting process of fibre reinforced self-com-
pacting concrete, including the movement of individual immersed fibres in
response to such factors as formwork geometry and surface roughness, has
profound implications toward the effective use of these materials within the
civil infrastructure. Together with physical experimentation, this coupled
simulation of concrete casting and its load resistance in the hardened state
presents opportunities for improving material performance for both ordinary
and high-performance applications.
Resumé
Beton er det mest anvendte byggemateriale i verden. Almindelige betonsam-
mensætninger gør materialet stærkt i tryk, men sprødt og svagt i træk. Tradi-
tionel stålarmering eliminerer effektivt de svage trækegenskaber i almindelig
beton. Stålfiberarmering fordelt i selve betonmaterialet – og som udstøbes
sammen med betonen – kan på en effektiv måde erstatte en del eller al den
konventionelle stålarmering. Traditionelle betonmaterialer er normalt – in-
den de hærder – relativt tyktflydende og kræver vibration under udstøbning.
I de senere år er udviklet specielle betonmaterialer, som er letflydende –
med lav viskositet og flydespænding – og som kan fylde formen uden nogen
form for vibration eller bearbejdning under udstøbning. Disse materialer kal-
des selvkompakterende beton. Fiberarmeret selvkompakterende beton er en
logisk sammensætning af de omtalte to typer specialbeton. Selvom selvkom-
pakterende, fiberarmeret beton rummer mange fordele, er der også mange
udfordringer forbundet med anvendelsen af materialet. Det er rapporteret i
litteraturen hvordan fiber orienteres og fordeles af strømningsmønsteret, når
formen fyldes. Denne orientering kan resultere i inhomogene og anisotrope
egenskaber ved den hærdede beton.
Det primære formål med dette forskningsprojekt har været at udvikle et
numerisk værktøj, som er i stand til at forudsige fiberorientering og fordeling i
konstruktionselementer udført af stålfiberarmeret, selvkompakterende beton.
Sådanne værktøjer er essentielle for udbredelsen af brugen af dette lovende
materiale. Det udviklede værktøj er i stand til at simulere fri-overflade strøm-
ning af en suspension af eksplicit modellerede partikler i en ikke-Newtonsk
væske. Væsken er modelleret vha. den såkaldte Lattice-Boltzmann metode.
Det numeriske værktøj benytter to-sidet kobling mellem væsken og partikler-
ne. Koblingen er modelleret med den såkaldte ’Immersed Boundary Method’
mens partiklerne bevægelse er modelleret med Newtons klassiske bevægel-
sesligninger. Det ikke-lineære ligningssystem løses ved hjælp af den såkaldte
Runge-Kutta-Fehlberg iterative metode.
Udviklingen af værktøjet har budt på en række udfordringer. Fibrene er
partikler med et stort forhold mellem længde og diameter. På den anden
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side er det nødvendigt at benytte en relativt grov numerisk diskretisering
af strømningsområdet, for at opnå en effektiv simulering. Fiberdiameteren
bliver således væsentligt mindre end det numeriske net, hvilket gør det van-
skeligt at bestemme samvirkningen mellem væske og fibre. Dette problem er
løst i det udviklede værktøj, ligesom værktøjet muliggør modellering af for-
skellige overflader i formen. Det er bl.a. muligt at modellere glatte og olierede
overflader, som ofte forekommer i virkelige betonforme. Ved sammenligninger
med eksperimenter er det eftervist, at det udviklede værktøj korrekt forud-
siger strømningen af fiberarmeret, selvkompakterende beton. Værktøjet kan
derfor benyttes som et alternativ til traditionelle eksperimentelle og analyti-
ske metoder. Simuleringer og sammenligninger med eksperimenter afslørede
et antal vigtige forhold: 1) Der finder en stærk orientering af fibrene sted un-
der strømning af fiberarmeret, selvkompakterende beton. 2) Beskaffenheden
af formens overflade har stor betydning for fiberorienteringen. 3) Fiberori-
enteringen har stor betydning for de mekaniske egenskaber af materialet. 4)
Sammenhængen mellem fiberorientering og mekaniske egenskaber er relativt
simpel og overvejende lineær.
Muligheden for at udføre simuleringer af støbeprocessen af fiberarme-
ret, selvkompakterende beton, som inkluderer bevægelsen af de enkelte fibre
og indflydelsen fra formgeometri og –overflader, har stor betydning for en
effektiv udnyttelse af dette lovende materiale til bygningskonstruktioner. Si-
muleringen, eksperimentelle undersøgelser og kobling til forudsigelse af de
mekaniske egenskaber i hærdet tilstand udgør unikke muligheder for at vide-
reudvikle og optimere materialeegenskaber i både almindelige og mere avan-
cerede anvendelser.
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Chapter 1
Introduction
More than 10 billion tons of concrete are produced every year1. This makes
concrete one of the most widely used materials in the world. Concrete is
primarily composed of cement, water, fine and coarse aggregates, additives
and admixtures. An ordinary concrete has excellent properties as a structural
material when loaded in compression. An ordinary concrete is on the other
hand very weak and brittle when loaded in tension (Neville, 1995).
Tensile stresses are commonly taken by a conventional steel reinforce-
ment, such as steel reinforcement bars or steel reinforcement grids. The use
of conventional steel reinforcement has nevertheless several important draw-
backs. The reinforcement is usually assembled and placed into the formwork
manually which increases the construction time and costs (Grunewald, 2004).
Individual steel reinforcement bars are further typically positioned with rel-
atively large mutual spacing. Subsequently, the concrete matrix located be-
tween the reinforcement bars might be exposed to non-zero tensile stresses.
This often leads to micro-cracking of the conventionally reinforced concrete
(Rossi et al., 1987).
Steel fibre reinforced concrete might serve as a promising alternative to
conventional steel reinforcement (Mobasher et al., 1990). Contrary to the
large continuous unidirectional reinforcement bars, the homogeneously dis-
persed steel fibres reinforce the concrete evenly, thus effectively reducing and
controlling any micro-cracks arising in the concrete matrix. Steel fibres are
normally added to the concrete before casting which favourably reduces nec-
essary in-situ costs. Compared to the conventional steel reinforcement, steel
fibres usually provide a weaker strength and ductility to the concrete. In
many industrial applications, the steel fibres can nevertheless effectively and
beneficially substitute or complement the conventional reinforcement (Sand-
1http://concretehelper.com/concrete-facts/
1
Introduction
Figure 1.1: Sydney Opera House: An example of a concrete structure.
(wikimedia.org)
bakk, 2011).
An ordinary concrete is in the fresh state stiff and thus does not flow
(Figure 1.2a). The casting process of an ordinary concrete is therefore ac-
companied by an extensive vibration of the material. The primary aim of the
vibration is to level the concrete and to remove any air bubbles entrapped in
the concrete. The vibration process of the concrete is a very labour and time
intensive process which has negative impacts on the human body and the
working environment in general. Self-compacting concrete provides an effec-
tive alternative to the stiff ordinary concrete (Figure 1.2b). Self-compacting
concrete flows due to its own weight, levels with a little or no vibration and
does not entrap air excessively (Okamura and Ouchi, 2003; Thrane, 2007).
a) Ordinary concrete b) Self-compacting concrete
Figure 1.2: Slump test
Steel fibre reinforced self-compacting concrete is a logical combination
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of fibre reinforced concrete with self-compacting concrete. Such a concrete
allows for very fast and simple casting of the material, effectively reduc-
ing erection costs of the structure. Further, the self-compacting concrete
overcomes problems due to vibration, creates safer working environment,
allows for innovative architectural features, provides better surface finish,
improves durability, allows for thinner concrete structures and provides bet-
ter reinforcement bonding. The immersed steel fibres improve freeze-thaw
resistance, resistance to explosive spalling, impact resistance, resistance to
plastic shrinkage during curing and others (Grunewald, 2004).
Fibre reinforced self-compacting concrete has on the other hand several
important drawbacks. The concrete is more expensive compared to conven-
tional concrete. It is often challenging to produce the required flow-ability
properties of the concrete and to avoid segregation of the immersed aggre-
gates and fibres. Due to the low yield stress of the concrete, formwork must
carry relatively high pressure. Finally, steel fibres are not able and proba-
bly will never be able to transfer the same tensile loads as the traditional
reinforcement.
It has been observed by many authors that steel fibres orient and dis-
tribute according to the flow of fibre reinforced self-compacting concrete
(Kooiman, 2000; Stähli et al., 2007; Zerbino et al., 2012). Figure 1.3 as
an example shows a top view of a beam specimen cut from a slab made of
fibre reinforced self-compacting concrete (see Chapter 7 for further details).
Fibres in the left part of the beam specimen seem to be predominantly ori-
ented normal to the beam length. On the other hand, the steel fibres tend to
be oriented parallel to the beam length in the right part of the beam speci-
men. The various fibre orientations and distributions typically origin in the
casting process and result in non-homogeneous and non-isotropic mechanical
response of the structural elements. This significantly complicates the design
process and without a deeper understanding of the mechanisms responsible
for the fibre orientation limits the use of the material. The study of the
fibre orientation and distribution and their link to casting methods and flow
patterns is therefore the main objective of the presented research project.
The following sections introduce the state-of-the-art of the understanding
of the various aspects of the fibre orientation such as the main phenomena
driving the fibre orientation, the impact of the fibre orientation on the me-
chanical response of the material, the different means to represent the fibre
orientation or the various tools available to obtain the fibre orientation.
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Figure 1.3: Top view of a beam specimen cut from a slab made of fibre rein-
forced self-compacting concrete (see Section 7 for further details). Individual
lines were obtained by x-ray computed tomography and represent immersed
steel fibres.
1.1 Origin of fibre orientation
Orientation of steel fibres immersed in the self-compacting concrete origins
from a combination of several basic phenomena, of which the most important
ones are the so-called wall effect, shear induced orientation and extensional
stresses induced orientation (Martinie and Roussel, 2011).
1.1.1 Wall effect
Wall effect is caused by the interaction of the immersed steel fibres with
the surrounding rigid obstacles such as formwork (Soroushian and Lee, 1990;
Stroeven, 1999; Dupont and Vandewalle, 2005). It is geometrically impossible
to have a rigid fibre located normal to the formwork at a distance less than
half-length of the fibre (red rectangle in Figure 1.4). Hence, the rigid fibre
tends to orient according to the surrounding flow with a restriction imposed
by the wall (fibre marked as blue rectangle).
Figure 1.4: Wall effect: Blue and red bars stand for the possible and impos-
sible orientation of the rigid fibre located in the vicinity of the wall.
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1.1.2 Shear induced orientation
Shear induced orientation of rigid fibres was first described by Jeffery (1922)
for the case of a dilute suspension of massless inertia-free ellipsoids immersed
in a Newtonian incompressible fluid. Since then, a lot of research has been
carried on to study semi-dilute and concentrated suspensions of fibres or
to study non-Newtonian fluids, such as concrete (Folgar and Tucker, 1984;
Ozyurt et al., 2006; Chung, 2007). In the case of an ideal Newtonian fluid,
the rigid fibre performs one of the infinite sets of Jeffery’s orbits2. When the
fibre orients parallel to the shear flow, forces acting on the fibre almost dis-
appear. Practically, any small disturbance of the fibre, such as fibre contact
with other obstacles, has a strong influence on the forces and often forbids
the fibre from performing the orbits. Under a steady and constant shear
rate surrounding an immersed rigid fibre, the rigid fibre then orients nearly
parallel to the shear flow direction and remains in that position (Figure 1.5).
Shear induced orientation of rigid fibres takes approximately 0.5 up to 5 sec-
onds depending among others on material properties (Martinie and Roussel,
2011). Compared to the duration of the casting process, the shear induced
orientation can be assumed to be instantaneous.
Figure 1.5: Shear induced orientation: The horizontal arrows represent the
shear direction. The dot-dashed bar stands for the initial state of the fibre.
The blue bar stands for the final state of the fibre.
Shear induced orientation, among others, takes place in the vicinity of a
formwork. At the formwork surface, the fluid can be assumed to have a zero
velocity relative to the formwork. With an increasing distance of the fluid
from the formwork surface, the fluid velocity increases. The spatial velocity
2Jeffery’s orbits describe the irregular rotation of an ellipsoid suspended in a sheared
fluid. (http://demonstrations.wolfram.com/JefferysOrbits/)
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change of the fluid, i.e. the shear rate, is the driving force for the shear
induced orientation.
1.1.3 Extensional stresses induced orientation
Extensional stresses induced orientation orients fibres normal to the flow di-
rection (Barnett et al., 2009; Boulekbache et al., 2010; Martinie and Roussel,
2011). Such orientation is among others predominant in the case of thin plate
casting. As an example, plate of a constant discharge is cast from a circular
inlet (brown filled circle in Figure 1.6) positioned at one of the corners of the
plate. Concrete spreads from the inlet in a circular shape (dashed lines). A
rigid fibre immersed in the flow is illustrated by a bar of blue fill. Figure 1.6
presents three different time steps of the concrete flow. Time, t = 1, t = 2
and t = 3 are marked by red, orange and blue stroke, respectively. At initial
state, t = 1, the fibre is almost parallel to the flow direction (red stroke bar).
As the fibre moves away from the inlet, the fibre orients normal to the flow
direction (blue stroke bar).
1
2
3
a
a
a
b
b
b
Figure 1.6: Extensional stresses induced orientation: Top view illustration
of plate casting. Brown circle is the inlet. Red, orange and blue colours stand
for three different time steps of the immersed fibre (bar of blue fill).
Red, orange and blue dashed circular curves represent the same material
at the three different time steps. As the distance of the circular curves from
the inlet increases the length of the curves also increases. With the increasing
length and with the constant discharge, the velocity of the concrete parallel
to the flow direction decreases (thickness of the dashed circular curves). At
time t = 1, velocity of point a is therefore larger than velocity of point b. The
difference between the two velocities forces the fibre to orient normal to the
flow direction. When point a and b reach the same circular curve, the fibre
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remains in that orientation state. Experimental evidence of this phenomenon
can bee seen e.g. in Chapter 7 and Chapter 5.
1.2 Influence of fibre orientation on mechanical
behaviour
One of the main interests dealing with the fibre reinforced self-compacting
concrete is to understand the influence of fibre orientation on the tensile me-
chanical behaviour of the material. This field has been therefore extensively
studied by many researchers (Jansson et al., 2008; Bolander et al., 2008;
Laranjeira et al., 2010; Sandbakk, 2011). In this section, the focus is laid
on two particular problems, namely the effect of number of fibres crossing a
fracture plane and the effect of fibre inclination at the fracture plane on the
resulting mechanical response of the structure.
A fibre can be assumed to be active in a fracture process when the fibre
bridges a fracture plane (Figure 1.7a). For the case of a dilute fibre suspen-
sion, the overall tensile behaviour of the material can be approximated as a
combination of plain concrete contribution and contribution of the individual
fibres.
a) 0◦ b) 0◦ c) 60◦
Figure 1.7: Illustration of the number of fibres crossing a fracture plane for
various set-ups. The fibres and the fracture planes are marked by red and
blue lines, respectively.
The number of fibres bridging the fracture plane has the primary effect
on the tensile stresses of the material (Oliveira, 2010). As an example, Fig-
ure 1.7a indicates more than double the number of fibres crossing the fracture
plane compared to Figure 1.7b. We can therefore expect that the fibre re-
inforced concrete depicted in Figure 1.7a will result in more than double
the tensile mechanical response compared to the fibre reinforced concrete
depicted in Figure 1.7b. Pull-out response of individual fibres bridging the
fracture plane also plays an important role. The fibre pull-out response is,
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among others, influenced by the concrete type, fibre type, fibre embedment
length, or fibre inclination relative to the fracture plane (Soetens et al., 2013).
The number of fibres present in the fracture plane is primarily influenced
by the local fibre volume fraction (Figure 1.7a,b) and by the local fibre ori-
entation (Figure 1.7b,c). Figure 1.7c illustrates a fracture plane rotated by
60◦. In such a case, only two fibres out of four cross the fracture plane. If
the fracture plane was in this particular example rotated by more than 60◦,
no fibres would cross the fracture plane at all. The local fibre orientation
has therefore a strong impact on the number of fibres bridging the fracture
plane. Figure 1.7c further reveals that the local fibre orientation also affects
the fibre inclination relative to the fracture plane (Thorenfeldt, 2003).
1.3 Representation of fibre orientation
1.3.1 Orientation factor
Tensile mechanical response of fibre reinforced self-compacting concrete is
primarily influenced by the number of fibres in the fracture plane, Nf , and
secondarily by other phenomena, such as inclination of fibres in the fracture
plane (Section 1.2). It can be therefore advantageous to represent the local
fibre orientation in terms of the number of fibres crossing a given plane. The
fibre orientation factor, α, satisfies this condition (Krenchel, 1975; Stroeven,
1979; Gettu, 2004; Martinie and Roussel, 2011):
α =
NfAf
ΦAc
, (1.1)
where Φ, Ac and Af denote fibre volume fraction, the concrete area and
the single fibre area, respectively. The orientation factor can be seen as the
area of fibres relative to the maximum theoretical area of the fibres crossing a
given plane. When the orientation factor is equal to α = 0, no fibres cross the
given plane. This also means that all the fibres must be parallel to the given
plane. When the orientation factor is equal to α = 1, the maximum number
of fibres cross the given plane. In such a case, all the fibres must be normal
to the given plane. Hence, the average fibre inclination relative to the given
plane can be also deduced from the fibre orientation factor (Thorenfeldt,
2003).
1.3.2 Other representations
The most complete information about the fibre orientation and distribution
is achieved when position and orientation of every single immersed fibre is
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tracked. The main drawback of such a representation is the lack of experi-
mental and analytical tools capable of acquiring and processing that complex
information. X-ray computed tomography and subsequent data analysis is
currently the only reliable experimental technique that can provide position
and orientation of all the individual immersed fibres (Suuronen et al., 2012).
Similarly, the emerging numerical simulations of flow are able to provide such
complex information (Kulasegaram and Karihaloo, 2013). The numerically
or experimentally obtained fibre positions and orientations can subsequently
serve as a direct input to the numerical simulations of fracture process of the
fibre reinforced self-compacting concrete.
Once obtained either experimentally or numerically, position and orienta-
tion of every single immersed fibre can be converted into a probability distri-
bution function or into a symmetrical even order orientation tensor (Advani
and Tucker, 1987). The even order orientation tensor simplify the matter by
converting the large number of fibre positions and orientations into several
degrees of freedom. The most commonly used even order orientation tensor
is the symmetrical second order orientation tensor which, as an example,
has six independent degrees of freedom in 3D. The second order orientation
tensor can be visualized by means of orientation ellipsoids in 3D space or
orientation ellipses in 2D plane. Figure 1.8, as an example, presents a top
view projection of 3D orientation ellipsoids constructed from Figure 1.3 (see
Section 7 for further details).
Figure 1.8: Top view of fibre reinforced self-compacting concrete beam spec-
imen: Illustration of 3D fibre orientation ellipsoids projected into 2D orien-
tation ellipses.
1.4 Experimental determination of fibre orien-
tation
1.4.1 Manual counting
Manual counting is a simple destructive experimental method which is used
to estimate the number of fibres crossing a given plane. The number of
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fibres is often used to determine the fibre orientation factor (Section 1.3.1),
assuming the fibre volume concentration and the fibre cross sectional area
to be known. The method does not require any special equipment or skills
but on the other hand, it is relatively time consuming. The method further
does not provide enough information to properly distinguish between the
effect of fibre orientation and local fibre volume concentration. The two
phenomena can be separated by e.g. crushing of the fibre reinforced self-
compacting concrete and weighting the steel fibres within. Manual counting
is commonly composed of the following steps. A structural element made of
fibre reinforced self-compacting concrete is cut along a given plane of interest
(Figure 1.9a). The plane is polished and the number of fibres crossing the
plane is counted (Figure 1.9b,c).
a) b) c)
Figure 1.9: Process of manual counting. a) cut specimen. b) Manual count-
ing. c) Scanned result. (Žirgulis et al., 2013a)
1.4.2 Identification of fibre inclination
Recognition of fibre inclination is a based on manual counting with the ad-
dition of fibre cross-sectional shape analysis. Similarly to manual counting,
the procedure begins with cutting and polishing a given plane of interest.
The plane polishing is performed to remove any fibre deformations caused
by the cutting. The number and shape of the fibres crossing the given plane
is then analysed. X-ray tomography, photography, image analysis and other
techniques help to automate the analysis process (Lee et al., 2002; Blanc
et al., 2006; Wuest and Denarié, 2009; Liu et al., 2011, 2012).
Figure 1.10 as an example illustrates two fibres crossing a given plane.
When the fibre is normal to the given plane, the cross-section of the fibre
visible at the given plane has a circular shape (left). When the fibre crosses
the given plane at a different inclination, the cross-sectional shape of the
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Figure 1.10: Illustration of two fibres (dashed cylinders) crossing a give
plane (yellow). Grey ellipses denote fibre cross-sectional shapes at the given
plane.
fibre becomes an ellipse (right). The inclination of the fibre relative to the
given plane can be estimated based on lengths of major and minor axes of
the ellipse. A single ellipse can represent two different fibre inclinations. It is
therefore necessary to cut and analyse three mutually perpendicular planes
to obtain a complete information about the fibre orientation in the given
region.
1.4.3 X-Ray computed tomography
X-Ray computed tomography with subsequent image analysis is an advanced
technique used to obtain a 3D model of the internal structure of an element.
X-Ray computed tomography produces tomographic slices, i.e. images, of
specific areas of the element. A set of successive tomographic slices form a
3D image which can be subsequently converted into the 3D model.
In the field of fibre reinforced concrete, the method has been used by
e.g. Le et al. (2008); Barnett et al. (2009); Suuronen et al. (2012); Bytyci
(2012); Žirgulis et al. (2013b). As an example, Suuronen et al. (2012) used an
industrial µCT scanner (Figure 1.11a) to obtain a 3D image and subsequently
a statistical representation of steel fibres contained in cylinders drilled from
a fibre reinforced concrete slab. Bytyci (2012) used HiSpeed CT/i scanner
produced by Ge Medical Systems to scan 12 standard size beams. Žirgulis
et al. (2013b) used a medical CT scanner Siemens Somatom Sensation 4
(Figure 1.11b) to scan 18 standard size beams specimens cut from a slab and
made of fibre reinforced self-compacting concrete.
X-ray computed tomography is probably the only experimental method
capable of obtaining position and orientation of every single fibre located in
the steel fibre reinforced self-compacting concrete. The method is also highly
efficient. As an example, a standard size beam can be scanned in less than
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a) b)
Figure 1.11: a) Industrial µCT scanner (Suuronen et al., 2012). b) Medical
CT scanner.
a minute when using the medical CT scanner Siemens Somatom Sensation
4 (Žirgulis et al., 2013b). A complete information of the fibre orientation
and distribution in a large slab can be obtained in one day. X-ray computed
tomography has on the other hand several drawbacks: The scanned fibres
must have a significantly different attenuation coefficient3 compared to the
surrounding, such as concrete matrix; Steel reinforcement bars have a large
attenuation coefficient which can easily make the scanner “blind”; Finally,
a CT scanner of high tube voltage is desirable to obtain a clear distinction
between the concrete matrix and the steel fibres within.
1.4.4 Transparent gel
Transparent gel, such as Carbopol, is sometimes used in place of the self-com-
pacting concrete. Steel fibres immersed in the transparent gel are then visible
during the whole casting of an element (Figure 1.12). Image analysis is sub-
sequently used to detect the immersed fibres. Carbopol is a shear thinning
material which can be for low shear rates assumed to act as Bingham plastic
fluid. Carbopol was as an example used by Vasilic et al. (2011); Spangen-
berg et al. (2012b) to study migration of aggregates in the self-compacting
concrete. Boulekbache et al. (2010); Hvilsom and Rasmussen (2011) used
Carbopol to study fibre orientation and distribution in the fibre reinforced
self-compacting concrete.
The ability to see the evolution of the fibre orientation and distribution
during the whole casting process is probably the main benefit of this method.
Carbopol on the other hand brings several challenges. Carbopol is a relatively
acid fluid. Stainless steel fibres must be therefore used in place of ordinary
3Attenuation is a gradual loss in intensity of any kind of flux (such as x-rays) through
a medium.
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a) Initial state b) Final state
Figure 1.12: An example of transparent Carbopol gel with immersed stain-
less steel fibres.
steel fibres. Carbopol, similarly to self-compacting concrete, has an apparent
yield stress. The non-zero yield stress entraps any emerging air bubbles in
the gel. The entrapped air bubbles then make the image analysis and fibre
recognition harder.
1.4.5 Mechanical testing
Mechanical testing of fibre reinforced self-compacting concrete elements can
serve as an indirect indication of the local fibre orientation within the element
(Zerbino et al., 2012). Three- and four-point bending tests of standard size
beams are among the most commonly used mechanical test set-ups. Stan-
dard size beams are usually cast as beams. It might be on the other hand
advantageous to cast larger structural elements, such as a slabs. The slabs
can then be saw cut into the standard sized beams. The advantage of such
an approach is the larger expected variation in the mechanical response of
the beam specimens (Figure 1.13, Zerbino et al. (2012)) and consequently in
the fibre orientation.
Figure 1.14 shows an example of flexural stresses (at cmod = 0.5 mm
and cmod = 2.5 mm) as a function of the number of fibres crossing the
fracture plane. The figure indicates a prevailing linear relation. Having the
knowledge of the linear relation, the number of fibres and consequently the
local fibre orientation factor can be then estimated by mechanical testing of
the structural elements.
1.4.6 Other techniques
Faifer and Ottoboni (2011) provides a brief overview of other various meth-
Department of Civil Engineering - Technical University of Denmark 13
1.4 Experimental determination of fibre orientation Introduction
Figure 1.13: Result of three-point bending test for standard size beams saw
cut from different locations of a slab. (Zerbino et al., 2012)
Figure 1.14: Relation linking flexural stresses to the number of fibres cross-
ing the fracture plane. (Zerbino et al., 2012)
ods available in the field of destructive and non-destructive fibre orienta-
tion and distribution measurements. The most widely discussed method is
AC impedance spectroscopy (Woo et al., 2003; Ozyurt et al., 2006; Chung,
2007; Wansom and Janjaturaphan, 2013). Low-frequency resistance mea-
surements (Lataste et al., 2008), coaxial probe and microwave reflectometry
(Damme, 2004) or impedance-over-frequency measurements (Faifer and Ot-
toboni, 2009) are yet another techniques. All the aforementioned alternative
methods aim to provide a simple and cheap way to measure fibre orientation
and/or distribution. Majority of the methods is nevertheless in their early
research phase.
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1.5 Numerical estimation of fibre orientation
Numerical frameworks capable of predicting orientation and distribution of
fibres immersed in the self-compacting concrete can serve as an efficient alter-
native to the aforementioned experimental methods. Such numerical frame-
works usually consists of a fluid dynamics solver and fibre orientation and
distribution solver.
1.5.1 Fluid dynamics solvers
Various fluid dynamics solvers exist and can be differentiated by the time and
spatial scale they operate on. The shortest time scales and smallest space
scales are modelled by e.g. molecular dynamics simulations. Such numerical
simulations solve movement and interactions of individual atoms in the given
fluid. These simulations therefore provide the highest available resolution of
the given problem. The high resolution on the other hand significantly re-
stricts application of such methods to microscopic or atomic scale problems.
This limitation is considerably reduced by lattice gas automata, dissipative
particle dynamics or lattice Boltzmann method. All the three methods still
solve movement of atoms in the fluid but they pose many assumptions and
simplifications to reduce the amount of information simulated. The substan-
tial reduction then allows for macroscopic numerical simulations. Lattice gas
automata restricts movement and interaction of individual atoms onto a 2D
or 3D lattice. The restriction creates so called lattice artefacts. Dissipative
particle dynamics is an off-lattice mesoscopic method that does not restrict
the movement of atoms onto the lattice and thus does not create the lat-
tice artefacts. Instead, the method replaces individual atoms by clouds of
atoms. Lattice Boltzmann method can be seen as a combination of the lattice
gas cellular automata and dissipative particle dynamics. Lattice Boltzmann
method replaces individual atoms by clouds of atoms, i.e. by statistical par-
ticle distribution functions. The method further restricts the movement of
the clouds onto a 2D or 3D lattice.
Macroscopic fluid dynamics solvers can be split into two main categories.
Concrete can be either seen as a continuous non-Newtonian fluid or as a gran-
ular discontinuous material (Figure 1.15). The continuous fluid is commonly
represented by macroscopic Navier’s Stokes differential equations that define
the time evolution of mass, momentum or energy. A large range of numerical
frameworks solve the Navier’s Stokes equations (Dufour and Pijaudier-Cabot,
2005; Kulasegaram et al., 2011; Spangenberg et al., 2012a; Kulasegaram and
Karihaloo, 2013). The individual methods are differentiated by the way they
solve the differential equations. Finite element method, finite volume method
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or finite difference method are the most commonly used and accepted meth-
ods in the field of fluid dynamics. Smooth particle hydrodynamics is an
alternative novel mesh-free solver of the Navier’s stokes equations. Discrete
element method is the most widely accepted numerical simulation of granular
discontinuous material. The discrete element method is based on molecular
dynamics. Instead of simulating movement and interactions on the level of
atoms, the method tracks movement and interactions of macroscopic granular
particles, such as aggregates, sand, etc.
Figure 1.15: An example of discrete element method (B. Avci, P. Wriggers,
www.ikm.uni-hannover.de)
1.5.2 Fibre orientation solver
Similarly to fluid dynamics solvers, the fibre orientation solvers can be dif-
ferentiated by the resolution of the method. Statistical representation of the
fibre orientation (distribution functions or even order orientation tensors)
provide one of the least resolutions but allow for simulations of basically un-
limited number of fibres (Dupret and Verleye, 1999; Laure and Silva, 2007;
Dumont et al., 2009; Phelps and Tucker, 2009; Montgomery-Smith et al.,
2010). Phenomena such as collisions among fibres, collisions of fibres with
formwork or fibre influence on the effective viscosity and yield stress of the
fluid are hard to express and often result in the introduction of fitting con-
stants. Simulation of individual fibres immersed in the fluid eliminates most
of the drawbacks at the cost of a significant computational demand increase.
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In the framework of the lattice Boltzmann method, the immersed fibres
can be simulated by simple bounce-back scheme (Jianzhong et al., 2003; Qi,
2006). In such a case, fibres and the fluid dynamics solver share the same
discrete spatial domain. As a consequence, the fluid domain must be finely
discretized to accommodate the fibres. This results in an large increase in
computational costs. The simple bounce-back scheme is therefore applicable
only to numerical simulations of several fibres. To allow for a large number of
fibres, the discrete fluid domain must be separated from the discrete spatial
domain of fibres. Immersed boundary method provides such a separation
(Wu and Aidun, 2009, 2010).
1.6 Objective and scope of the research
The presented research project was part of a larger project: Innovation
consortium "Sustainable Concrete Structures using Steel Fibre Reinforced
Concrete" funded by the Danish Strategic Research Council, Grant no. 09-
069955. The primary aim of the presented research Ph.D. project was to de-
velop a novel methodology linking the casting process of steel fibre reinforced
self-compacting concrete to the resulting fibre orientation and consequently
to the mechanical response of the hardened material. Knowledge and control
of the fibre orientation and distribution can significantly increase efficiency
and competitiveness of the material. The fibre orientation and distribution is
nowadays primarily obtained by means of experimental investigations, such
as x-ray computed tomography. These experiments are often time consum-
ing and expensive. Numerical simulations of the flow can therefore serve as
a cheap and relatively quick alternative. A numerical framework capable of
predicting fibre orientation and distribution in structural elements made of
fibre reinforced self-compacting concrete was therefore developed.
1.7 Research strategy
Based on the aforementioned requirements, a numerical framework capable
of simulating flow of a suspension of explicitly represented rigid particles
immersed in the free-surface flow of the non-Newtonian fluid was developed.
The Lattice Boltzmann method was chosen as the fluid dynamics solver due
to its simple implementation and due to its ability to easily include various
required phenomena, such as the free surface or the non-Newtonian rheology.
The developed framework includes two-way coupling between the fluid
and the rigid immersed particles. The immersed boundary method was found
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to be an appropriate method for the given task due to its ability to efficiently
simulate explicitly represented sub-grid sized immersed particles. The im-
mersed particles are, among others, allowed to collide with other immersed
particles, formwork or reinforcement bars.
Various iterative techniques of solving the Newton’s equations of motion,
responsible for the correct particle dynamics, were analysed. Iterative Runge-
Kutta-Fehlberg method with adaptive time step was chosen to numerically
solve the equations of motion. The iterative method was chosen due to its ac-
curacy and efficiency even for stiff differential equations. Several phenomena
such as lubrication forces, particle collisions, elasticity of collisions or fric-
tion during collisions were also studied and implemented into the numerical
framework.
Several difficulties in the development of the numerical framework had
to be overcome to successfully simulate flow of the fibre reinforced self-com-
pacting concrete. Fibres are particles of high aspect ratio, i.e. of high fibre
length to fibre diameter ratio. The very low relative fibre diameter together
with the requirement to simulate large number of fibres inevitably results in a
sub-grid discrete fibre diameter. The sub-grid diameter leads to inaccuracies
in the drag forces acting on the fibres. These inaccuracies were resolved by
introducing a correction function. Formwork used in the structural industry
is often smooth and slippery which results in an apparent slip of the fluid
near formwork surface. We have therefore developed a method to include the
Navier’s slip into the Lattice Boltzmann fluid dynamics solver. Finally, we
have studied whether the effect of immersed aggregates can be successfully
modelled by the yield stress of the Bingham plastic fluid.
A range of field and laboratory experimental studies was conducted to
verify the proposed numerical framework. Transparent gel Carbopol was
used together with stainless steel fibres to mimic the flow of fibre reinforced
self-compacting concrete. In total seven slabs were cast of fibre reinforced
self-compacting concrete to validate the numerical framework and to study
the effect of apparent slip near formwork on the fibre orientation and thus
on the mechanical properties of the material. The slab castings were done
in cooperation with Norwegian University of Science and Technology and in
cooperation with Danish Technological Institute.
1.8 Limitations
Limited available computational power is a decisive factor for any design of
a numerical simulation. We believe that the developed numerical framework
is a reasonable trade-off between the accuracy and efficiency. The developed
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numerical framework is capable of simulating thousands of immersed par-
ticles, such as fibres or aggregates, per computational core in a reasonable
computational time. Tens or hundreds of thousands of the immersed particles
can be then simulated using tens of computational cores in parallel. Using 32
computational cores, we were able to simulate at maximum approximately
100,000 immersed fibres. There are millions of aggregates in a cubic metre of
concrete. The numerical framework is therefore capable of simulating only
the largest fraction of the aggregates. Due to the computational resource
limitations, many physical phenomena present in the flow of fibre reinforced
self-compacting concrete had to be neglected or simplified. As an example,
the numerical framework is currently not able to simulate multiphase flow,
entrapped air bubbles, deformable immersed particles or arbitrarily shaped
immersed particles. The scope of the research was further limited due to
the time restrictions. Phenomena such as time dependent behaviour, heat
transfer, thixotropy and many others were not studied during the research
project. The numerical framework was further verified only on a limited set
of examples and experiments.
1.9 Outline of the thesis
• Chapter 1: “Introduction”
– This section introduces the research topic of the thesis. A brief
state-of-the-art of the fibre reinforced self-compacting concrete is
given with a primary focus on explaining the various aspects of
fibre orientation.
• Chapter 2: “Journal paper 1”
– The first journal article introduces the overall numerical frame-
work that was developed to allow for the numerical simulations
of explicitly represented rigid particles immersed in the self-com-
pacting concrete.
• Chapter 3: “Journal paper 2”
– The second journal article focuses on the accuracy of drag forces
acting on rigid fibres immersed in Newtonian and non-Newtonian
fluid. A correction function was proposed to correct drag forces
acting on fibres of sub-grid size diameter. The proposed correction
function was further validated both for the Newtonian and the
Bingham plastic fluid.
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• Chapter 4: “Journal paper 3”
– The third journal article discusses the importance of the Navier’s
slip length boundary condition for the case of heterogeneous flu-
ids such as self-compacting concrete. A method to incorporate
the Navier’s slip boundary condition into the Lattice Boltzmann
method was proposed. The proposed method was validated both
for Newtonian and Bingham plastic fluids.
• Chapter 5: “Conference paper 1”
– The first conference paper shows the ability of the numerical frame-
work to properly simulate the casting process of fibre reinforced
self-compacting concrete. A plate was cast and cut into standard
sized beams. The beams were then CT scanned. Result of the
CT scanning was then compared to predictions of the numerical
simulation.
• Chapter 6: “Conference paper 2”
– The second conference paper validates the overall numerical frame-
work against experiments of transparent gel Carbopol. Several L-
Box castings were conducted using a suspension of stainless steel
fibres immersed in the Carbopol gel. Results of the experiment
were subsequently compared to predictions of the respective nu-
merical simulations.
• Chapter 7: “Journal paper 4”
– The fourth journal article discusses the importance of formwork
surface on fibre orientation and consequently on the mechanical
response of structures made of fibre reinforced self-compacting
concrete. Experimental results of the fibre orientation obtained
by the x-ray computed tomography were compared to respective
numerical simulations of flow. Experimental results of the me-
chanical response were compared to numerical simulations of frac-
ture behaviour.
• Chapter 8: “A collection of videos”
– This chapter shows a range of videos collected during this research
project. The videos indicate both experimental castings and nu-
merical simulations.
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• Chapter 9: “Conclusions and future perspectives”
– Conclusions together with the future perspectives of the presented
research project are given in this chapter.
1.10 Preface to the articles
This section presents information that might be of interest to better under-
stand the following articles.
1.10.1 Technical information
The numerical framework presented in this thesis was developed in F# which
is a strongly typed multi-paradigm programming language with a strong em-
phasis on the functional programming. The F# was developed by Microsoft
and is part of the .NET family, similarly to C#, Visual Basic or Visual C++.
The simplicity of the language together with novel features included in the
core of the language such as units of measure allowed for fast and reliable
development of the numerical framework.
The majority of the numerical simulations presented in this thesis were
run on a server with 32 computation cores (4x Intel Xeon X7550, 64 GB
RAM). The employed operating system was Microsoft Windows Server 2008R2.
1.10.2 Rescaling of the units of measurement
The fluid dynamics part of the framework is based on the Lattice Boltzmann
method. The Lattice Boltzmann method origins from the kinetic theory of
gases. The origin predefines several specific features of the method. One of
the specific features is the fact that any physical problem must be rescaled
into the Lattice Boltzmann units. The Lattice Boltzmann method as an
example requires that the kinematic viscosity of the fluid oscillates around the
value of 0.15 to obtain the highest accuracy and stability of the method. The
maximum speed of the flow must be below the value of 0.05 to obtain a close
to incompressible flow. Density of the fluid is usually set to 1. Any physical
problem should be then rescaled to satisfy the aforementioned constrains.
As an example, let’s assume a channel flow. The channel width is w =
0.5 m, the dynamic plastic viscosity is µpl = 50 Pa.s, the yield stress is τy =
25 Pa and the density of the fluid is ρ = 2500 kg/m3.
The rescaling of the physical problem often begins with the spatial and
time discretization, based on the required resolution, efficiency and stability
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of the numerical simulation. Let’s assume that in the aforementioned exam-
ple the channel width, w, was discretized into 20 lattice units. The spatial
scaling factor is then δx = 20/0.5 = 40, i.e. one physical meter corresponds
to 40 lattice units.
The time discretization of the problem can be performed by relating time
dependent physical quantities with their Lattice Boltzmann equivalents. As
an example, velocity, acceleration or viscosity are good candidates. In the
following articles, the apparent viscosity of the flow was often used for de-
riving the time scaling factor to assure a good accuracy of the numerical
simulation in the flowing regions.
In the case of the Newtonian fluid, the apparent viscosity is equal to
the viscosity of the fluid. In the case of the non-Newtonian fluid, such as
Bingham plastic fluid, the apparent viscosity is variable in space and time
and must be therefore estimated. For the case of the Bingham plastic fluid
the apparent viscosity will be always higher than the plastic viscosity and
depends on the shear rate, plastic viscosity and yield stress of the fluid. As
a rule of thumb we assumed the apparent viscosity to be approximately 1.5
up to 2.0 multiple of the plastic viscosity of the Bingham plastic fluid.
In the aforementioned example, let’s assume that the apparent viscosity
was chosen to be µap = 100 Pa.s = 2µpl. The apparent kinematic viscosity is
then νap = 100 Pa.s/2500 kg/m3 = 0.04 m2/s. The respective Lattice Boltz-
mann apparent viscosity is chosen to be νap,LB = 0.15. The time discretiza-
tion can be then derived by comparing the physical apparent viscosity with its
Lattice Boltzmann equivalent as δt = νap/νap,LB ∗ δ2x = 0.04/0.15∗402 = 427.
One second of the physical time is then equal to 427 time steps of the nu-
merical simulation.
Having the spatial scaling factor δx and time scaling factor δt is satisfac-
tory to rescale any physical quantity present in the following articles into the
corresponding Lattice Boltzmann units and back. As and example, the phys-
ical yield stress in the aforementioned example can be rescaled into lattice
units by τy,LB = τy/ρ ∗ δ2x/δ2t = 25/2500 ∗ 402/4272 = 0.000088.
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Abstract
A numerical framework capable of predicting the free surface flow of a suspen-
sion of rigid particles in a non-Newtonian fluid is described. The framework
is a combination of the lattice Boltzmann method for fluid flow, the mass
tracking algorithm for free surface representation, the immersed boundary
method for two-way coupled interactions between fluid and rigid particles
and an algorithm for the dynamics and mutual interactions of rigid particles.
The framework is able to simulate the flow of suspensions at the level of the
largest suspended particles and, at the same time, the model is very efficient,
allowing simulations of tens of thousands of rigid particles within a reason-
able computational time. Furthermore, the framework does not require any
fitting constants or parameters devoid of a clear physical meaning and it is
stable, robust and can be easily generalized to a variety of problems from
many fields.
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Notation
Einstein summation convention is not used within the paper.
Fonts
v scalar
v, vi, (v1, v2, v3) vector
Iij, I tensor
Superscripts
xE Eulerian (fixed) node
xL Lagrangian (moving) node
Subscripts
◦p a quantity of solid particle p evaluated in its
centre of gravity
◦p,n a quantity of node n of solid particle p
◦α a quantity of lattice direction α
◦α¯ a quantity of lattice direction opposite to α
◦f a quantity related to fluid
◦s a quantity related to solids
Operators
δij Kronecker delta, δij = 1⇔ i = j and δij = 0
otherwise
v.u scalar product of two vectors
v × u cross product of two vectors
v˙(t) time derivative of v(t)
‖v‖ Euclidean norm
2.1 Introduction
The free surface flow of suspensions plays an important role in many indus-
trial and natural processes such as casting of concrete, mould filling, mud
slides etc. An accurate description of the flow, often in complex geometries,
is therefore required. Analytical and experimental approaches have a limited
applicability and not negligible financial and time costs. Numerical mod-
elling can therefore provide a reasonable substitute. We have developed a
numerical framework capable of simulating a free surface flow of a suspen-
sion of rigid particles (called inclusions in this paper) in a non-Newtonian
fluid. The presented framework is rather general and can easily be applied
to a variety of problems in many fields.
As far as we know, there is no published contribution that would include
an explicit representation of inclusions into a free surface flow of a non-
Newtonian fluid and, at the same time, with the capability of simulating tens
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of thousands of inclusions within a reasonable time. Our goal was therefore
to create such a numerical framework. We aimed to properly capture the
main phenomena at the scale of the largest inclusions, such as blocking of
inclusions behind obstacles, mutual interactions among inclusions, mutual
interactions between the inclusions and the fluid, etc.
We designed the framework with emphasis on its overall accuracy and, at
the same time, its efficiency. The common denominator of all the algorithms
and methods we chose is therefore simplicity and numerical effectiveness.
Further, we tried to use models that are versatile and robust allowing appli-
cation of the framework to a variety of problems.
In the presented framework, we chose and combined the Lattice Boltz-
mann Method (LBM) used for simulating the flow of the non-Newtonian fluid,
a mass tracking algorithm representing the fluid-gas interface, an Immersed
Boundary Method (IBM) used to simulate the two-way coupled interaction
of fluid and inclusions and an algorithm for the dynamics and mutual inter-
actions of inclusions.
Fluid dynamics is traditionally described by macroscopic partial differen-
tial Navier-Stokes equations. Individual methods such as the finite difference
method, the finite volume method, the finite elements method, or the smooth-
particle hydrodynamics method are differentiated only by the way they solve
the Navier-Stokes equations. These approaches formulate the problem by
means of macroscopic quantities such as macroscopic velocity or pressure
fields. We decided to follow a completely different and historically younger
approach called the LBM (Wolf-Gladrow, 2000). The method originated to-
wards the end of 1980s when cellular automata began to be applied to the
field of fluid dynamics. Originally, researchers dealt with lattice gas cellular
automata and only in the beginning of 1990s the LBM was developed and
applied to the field of fluid dynamics, see e.g. Chen and Doolen (1998); Aidun
and Clausen (2010) for an overview of the history of the method. The LBM,
contrary to the aforementioned traditional methods, is based on Boltzmann
equations and thus on the theory of ideal gases. The method does not pri-
marily work with macroscopic quantities but rather with mesoscopic particle
distribution functions. We chose the LBM due to its effectiveness, a rela-
tively simple implementation and straightforward representation of the free
surface.
There are several ways to simulate multiple phases in the field of fluid
dynamics. A multiphase algorithm (Gunstensen and Rothman, 1992) where
all the phases, e.g. fluid and gas, are fully tracked is probably the most
straightforward way. Such an approach provides the highest accuracy at the
expense of high computational costs and possible stability issues for phases
with a high contrast in their properties. Free surface algorithms, on the
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other hand, neglect one of the phases, usually the gas. The mass tracking
algorithm (Körner et al., 2005) we decided to use is one of the simplest and
fastest algorithms that conserves mass precisely.
Modelling of the two-way coupled interaction between inclusions and the
fluid significantly influences the accuracy, effectiveness and applicability of
the model. Inclusions are commonly discretized by the same grid as is used in
the LBM for fluid dynamics (Lallemand and Luo, 2003; Ladd, 2006a,b) and
the interactions between the fluid and the inclusions are modelled in a similar
manner to the bounce-back scheme discussed in Section 2.2.1. The bounce-
back based interactions are efficient and accurate. On the other hand, the
bounce-back scheme requires a fine discretization of inclusions and therefore a
fine discretization of the entire domain. Too coarse discretization leads to dis-
torted shapes of inclusions or even to stability issues (Feng and Michaelides,
2009; Ladd and Verberg, 2001). The need of the fine discretization signifi-
cantly reduces the applicability of such an approach and exclude real-world
simulations with thousands of inclusions. We therefore decided to implement
an alternative method, the so-called Immersed Boundary Method with direct
forcing (IBM) (Feng and Michaelides, 2005, 2009; Shu et al., 2007; Uhlmann,
2005; Wu and Shu, 2009, 2010).
Following Baraff (1997a), a numerically integrated Newton’s second law
was used to describe dynamics of inclusions. Continuous force interactions
and direct collisions approximated by impulses (Baraff, 1997b) were used to
mimic mutual interactions among inclusions.
During the development of our framework, we experienced difficulties
in gathering and combining methods and approaches from various literature
sources into a single frame. In this paper, we therefore introduce and describe
the entire framework, the individual models and algorithms accentuating the
experience we gained during the development of the framework. The paper
is organized in the following way.
Section 2.2 describes our model and the methods we adopted to de-
rive it. This section describes the LBM used as the fluid dynamics solver
(Section 2.2.1), the dynamics of inclusions (Section 2.2.2) and the two-way
coupled interactions between fluid and inclusions solved by the IBM (Sec-
tion 2.2.3). Section 2.3 illustrates the applicability of the model by two
examples. In the first example, empirical slump tests 1 of Bingham plastic
with and without inclusions of various shapes were simulated. This example
demonstrates the free surface algorithm and the non-Newtonian behaviour.
In the case of the suspension, the effect of inclusions on the effective yield
1A standard test that involves pouring a given volume of a fluid from a given form
(slump cone) and measuring its spread
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stress and overall effectiveness of the model are discussed. The second ex-
ample investigates the effect of inclusions on the effective properties of the
resulting suspension and, among others, demonstrates the accuracy of the
two-way coupled interactions between the fluid and inclusions and the accu-
racy of the mutual interactions among inclusions.
2.2 Framework description
Our primary goal was to develop a numerical framework capable of simulat-
ing a three dimensional free surface flow of a suspension of inclusions (rigid
particles) of an arbitrary shape in a homogeneous non-Newtonian fluid. We
aimed to explicitly simulate the effects of inclusions on the flow and therefore
assumed that interactions between the inclusions and the fluid were two-way
coupled. To simplify the description of the complex problem, we divided the
overall framework, as well as this Section, into the 3 main logical levels shown
in Figure 2.1:
a) Level of fluid: Free surface flow of a non-Newtonian fluid is solved at
this level. The LBM is used as the fluid dynamics solver whereas the
mass tracking algorithm describes the free surface of the flow. The
current state of the fluid (velocity and pressure field) is sent to the
level of fluid - inclusions interaction where an external force field is
calculated and sent back to the level of fluid. The level of fluid is fully
described in Section 2.2.1.
b) Level of inclusions: The dynamics of the inclusions of exact analyti-
cal shapes is calculated by solving Newton’s equations of motion. In-
teractions among the inclusions and between the inclusions and the
boundaries (such as walls etc.) are also solved. The current state of
the inclusion (position, orientation etc.) is sent to the level of fluid -
inclusions interaction where external interaction forces are calculated
and sent back to the level of inclusions. The level of inclusions is fully
described in Section 2.2.2.
c) Level of fluid - inclusions interaction: This intermediate level pro-
vides a two-way communication channel between the level of fluid and
the level of inclusions. We have used the IBM with direct forcing to
accommodate the communication between the two levels. Therefore,
the communication is realized via force interactions. No-slip boundary
condition between the fluid and the inclusions is assumed. To satisfy
this condition, an interaction force field is created based on the current
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state of fluid and the current state of inclusions and sent back to the
level of fluid and the level of inclusions. The level of fluid - inclusions
interaction is fully described in Section 2.2.3.
ForceForce
a) c) b)
State State
Figure 2.1: Layout of the framework. a) Level of fluid, b) Level of inclu-
sions, c) Level of fluid - inclusions interaction.
2.2.1 Level of fluid: lattice Boltzmann method
The LBM, as discussed in Section 2.1, is based on Boltzmann equations and
thus on the theory of ideal gases. The method does not primarily work
with macroscopic quantities but rather with mesoscopic particle distribu-
tion functions. These can be seen as clouds of microscopic particles, e.g.
molecules, chaotically moving in space. Space is commonly discretized into
square (2D domain) or cubic Eulerian cells forming a fixed Cartesian grid
(see Figure 2.2a). Eulerian nodes, xE ∈ ΩE , are placed into the centre of
each cell and a lattice is formed by connecting the nearest Eulerian nodes.
The movement of the microscopic particles is restricted onto the lattice direc-
tions, α, which leads into a discretization of continuous particle distribution
functions into only a few particle distributions, fα (xE , t), associated with
lattice velocities, cα. See Figure 2.2b) for a 2D example. There are several
lattice types, differentiated on by the shape of the lattice. The D2Q9 and
D3Q15, where D and Q stand for the dimension of the problem and the
number of lattice velocities, are two of the most common types adopted.
The vertical and horizontal spacings of the nodes, the reference density
of the fluid, ρf,0, and the length of the time step are usually set to unity
for the most simple and common lattice types and the simulated problem is
scaled accordingly. All quantities are therefore assumed to be dimensionless
in the following text. The provided description of the LBM is general and
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independent of the lattice used, provided that the reference fluid density, time
step and spacing of the nodes are normalized to unity as described above.
All the equations presented in this section can be found e.g. in Latt (2007),
if not stated otherwise.
x1
x2
x1
x2
c0 c1
c2
c3
c4
c5
c6
c7
c8
a) b)
Figure 2.2: a) Schematic representation of the D2Q9 lattice. Square marks
stand for nodes, grey lines for cell boundaries and dashed lines for the lattice.
b) Set of corresponding lattice velocity vectors, cα, in a node.
An evolution of the particle distributions in space and time is expressed
by the lattice Boltzmann equation
fα (x
E + cα, t+ 1) = fα (x
E , t)︸ ︷︷ ︸
streaming
+ fExtα (x
E , t)︸ ︷︷ ︸
forcing
+ Ωα (x
E , t)︸ ︷︷ ︸
collision
. (2.1)
The equation consists of the streaming part, the forcing term and the collision
part. The streaming part represents propagation of particle distributions
from one node to another along the lattice links. The lattice velocities are
chosen in such a way that a particle distribution streams from one node to
another node during the unit time step. The forcing term accounts for the
effect of an external force in the following way (Mohamad and Kuzmin, 2010;
He et al., 1997; Guo et al., 2002)
fExtα (x
E , t) = 3wαcα.(F
fluid (xE , t) + Fext (xE , t)), (2.2)
where wα stands for weights defined by the type of the lattice and is defined
for the adopted lattice later on in Eq. (2.12). Ffluid (xE , t) is a force coming
from the level of fluid -inclusions interaction as described in Section 2.2.3.
Fext (xE , t) represents any other external force such as gravity.
The collision part mimics real collisions of the microscopic particles. The
collisions are difficult to express explicitly and, therefore, an approximation
of the collisions in the form of collision operator, Ωα (xE , t), was introduced
into the LBM. We used one of the simplest collision operators, the so-called
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BGK operator, see e.g. Chen and Doolen (1998). The BGK operator linearly
deforms the actual particle distributions towards an equilibrium state. The
operator reads
Ωα (x
E , t) =
f eqα (uf , ρf )− fα (xE , t)
τ (xE , t)
. (2.3)
where uf = uf (xE , t) and ρf = ρf (xE , t) are the local macroscopic velocity
and density of the fluid, respectively. The equilibrium state is represented
by equilibrium particle distributions, f eqα (uf , ρf ), which are derived from the
Maxwell-Boltzmann equation. The equilibrium particle distributions have in
the simplest case the following form
f eqα (uf , ρf ) = ρfwα
(
1 + 3cα.uf +
9
2
(cα.uf )
2 − 3
2
uf .uf
)
. (2.4)
The local densities and velocities of the fluid are computed as the first two
moments of the particle distributions
ρf (x
E , t) =
α∑
fα (x
E , t) , (2.5)
uf (x
E , t) =
α∑
fα (x
E , t) cα
ρf (xE , t)
.
For isothermal conditions, the local pressure is expressed as pf (xE , t) =
c2sρf (x
E , t) where cs is the speed of sound in the given lattice.
The rate of the deformation of the particle distributions towards the
equilibrium state is introduced by relaxation time, τ (xE , t). The relaxation
time is computed from the local macroscopic kinematic viscosity of the fluid,
ν (xE , t), by the following relation
τ (xE , t) =
1
2
+ 3ν (xE , t) , (2.6)
For a non-Newtonian fluid, the kinematic viscosity is a function of the shear
rate tensor, γ˙ij (xE , t), and the stress deviator tensor, Sij (xE , t). These ten-
sors are approximated, as described e.g. in Mei et al. (2002), by
γ˙ij (x
E , t) ≈ 3
2τ (xE , t− 1)
α∑
ci,αcj,αf
neq
α (x
E , t) , (2.7)
Sij (x
E , t) ≈
(
1− 1
2τ (xE , t− 1)
) α∑(
ci,αcj,α − δij
Dim
cα.cα
)
fneqα (x
E , t) ,
(2.8)
where Dim is the dimension of the problem and
fneqα (x
E , t) = fα (x
E , t)− f eqα (uf , ρf ) (2.9)
is the non-equilibrium part of the particle distributions.
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Implementation of the non-Newtonian behaviour - Bingham plastic
In the case of a non-Newtonian fluid, the apparent viscosity of the fluid, νapp,
is a function of the shear rate and stress deviator tensors. The tensors can
be evaluated by Eqs. (2.7) and (2.8) and the apparent relaxation parameter,
τapp, can be evaluated from the apparent viscosity using Eq. (2.6). However,
the value of the relaxation time influences the behaviour of the LBM. The
relaxation time has to be greater than 0.5, provides an optimal accuracy for
Newtonian fluids at around 0.8 (Latt, 2007), turns the LBM into the so-called
lattice kinetic scheme (Inamuro, 2002) when equal to 1 and significantly
reduces the accuracy and stability of the method for larger values (Latt,
2007).
Due to the kinematic nature of the LBM and due to the limited range of
applicable relaxation times, behaviour of the Bingham plastic used in Sec-
tion 2.3 cannot be modelled exactly. Recently, a lot of effort has been given
into investigations of modelling of Bingham plastic rheology by the LBM, see
e.g. Vikhansky (2008); Ohta et al. (2011); Chai et al. (2011); Leonardi et al.
(2011), resulting in an iterative solution (Vikhansky, 2008) of the problem
or resulting in various regularization and stabilization techniques in the re-
maining works. We decided, however, to use the most straightforward and
“naive” implementation of the Bingham plastic. Since there always exist the
bottom and upper limits of the relaxation time, i.e. τmin ≤ τapp ≤ τmax,
where τmax is the maximum allowed relaxation time with respect to accuracy
and stability, we decided to implement the Bingham plastic as essentially a
tri-viscosity fluid with an apparent viscosity defined as
νapp =

1
3
(τmax − 12) if τapp ≥ τmax
1
3
(τmin − 12) if τapp ≤ τmin
νpl +
Syield
γ˙
otherwise,
(2.10)
where γ˙ =
√
2
∑i∑j γ˙ij γ˙ji is the second invariant of the shear rate tensor
and Syield and νpl are the yield stress and plastic kinematic viscosity of the
Bingham plastic, respectively. We found that τmin = 0.501 and τmax = 8
gives satisfactory results and stability for the investigated problems.
Applied parameters
We adopted the D3Q15 lattice type in our framework - a three dimensional
lattice with 15 lattice velocities defined as
cTα =

(0, 0, 0) α = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) α = 1 . . . 6
(±1,±1,±1) α = 7 . . . 14
(2.11)
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The speed of sound is then c2s =
1
3
and the weights introduced in Eq. (2.4)
read
wα =

2/9 if ‖cα‖ = 0
1/9 if ‖cα‖ = 1
1/72 if ‖cα‖ =
√
3
(2.12)
Boundary conditions
Periodic boundaries are the simplest boundary conditions used in the LBM.
When a particle distribution needs to be retrieved from a node lying outside
of the computational domain, a node at the “opposite” side of the domain is
taken instead. Details can be found e.g. in Sukop and Thorne (2005).
Rigid obstacles with no-slip contacts are simulated using the so-called
bounce-back scheme. In the most simple case, the boundary of a non-moving
obstacle lies halfway between two neighbouring nodes. The streaming part
of Eq. (2.1) is then modified into
fα (x
E + cα, t+ 1) = fα¯ (x
E + cα, t) , (2.13)
where α¯ is a lattice direction opposite to α. The reader is referred to Mei
et al. (1999) for more complex bounce-back schemes taking into account the
curvature or movement of obstacles.
Velocity or pressure boundaries are achieved by modifying the particle
distributions in the boundary nodes during the streaming and/or collision of
the particle distributions. Many different modifications schemes with differ-
ent accuracies and assumptions can be found in the literature, e.g. see Latt
and Chopard (2008) for comparison of the most commonly adopted velocity
boundary conditions.
Free surface
The mass tracking algorithm (Körner et al., 2005) we decided to use is one
of the simplest and fastest algorithms that conserves mass precisely. The
adopted mass tracking algorithm is applied directly at the level of the LBM,
so the algorithm mimics the free surface by modifying the particle distri-
butions. Lattice cells are differentiated into fluid, gas and interface cells,
see Figure 2.3. Gas cells do not contain any particle distributions and thus
carry no information, i.e. the LBM is not applied in the gas cells. Fluid cells
behave as ordinary LBM cells.
Interface cells form a boundary layer between gas cells and fluid cells.
This means that there must always be an interface cell between a gas cell
and a fluid cell. Interface cells are treated in the same manner as fluid cells
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x1
x2
n
Figure 2.3: Mass tracking algorithm scheme. Nodes with filled square marks
belong to fluid cells, interface cells are grey and circle nodes belong to gas
cells. Dotted curve is the actual free surface. Dashed line divides the space
into positive and negative half-spaces based on the vector n normal to the free
surface. Small arrows indicate particle distributions to be reconstructed for
the investigated cell (larger hollow square mark).
with an additional information, namely a local mass of the fluid in the cell,
m (xE , t).
Consider one interface cell at the position xE . An inflow of particle dis-
tributions coming from the neighbouring cells and an outflow of particle dis-
tributions leaving the current interface cell take place during the streaming
part of Eq. (2.1). Difference between the inflow and outflow of the particle
distributions leads to change of the mass of the current interface cell in the
following way
m (xE , t+ 1) = m (xE , t) +
α∑
bα [fα¯ (x
E + cα, t)− fα (xE , t)] , (2.14)
where fα and fα¯ are particle distributions with opposite directions and
bα =

1
2
[m (xE , t) +m (xE + cα, t)] if (xE + cα, t) is an interface cell
1 if (xE + cα, t) is a fluid cell
0 if (xE + cα, t) is a gas cell
(2.15)
The interface cell becomes a fluid cell when the mass reaches its density, i.e.
when m (xE , t) ≥ ρf (xE , t), and vice versa the interface cell becomes a gas
cell when the mass drops down to zero, m (xE , t) ≤ 0. In such cases, some
of the surrounding cells are converted into interface cells in order to assure
consistency of the boundary layer, i.e. to avoid a direct contact of gas and
fluid cells.
It is inevitable that the mass of an interface cell drops down below zero or
overshoots density of the interface cell. This is of course not realistic, as there
is for example no clear explanation for negative mass. It must be however
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stressed that this is caused only by the discrete nature of the method and
could be avoided by using a continuum time instead. In the discrete world,
the negative mass or the exceeding mass has to be corrected to maintain the
conservation of mass of the fluid. The shortage or surplus of the mass caused
by the conversion of the interface cell to the fluid or gas cells are therefore
usually distributed to surrounding interface cells. Due to domain parallelism
we implemented, all the surplus or shortage of the mass was distributed
uniformly to all interfaces.
During the streaming part of Eq. (2.1), some of the particle distributions
should arrive at the current interface cell from gas cells. These particle distri-
butions do not exist and therefore need to be reconstructed. Following Körner
et al. (2005), it is assumed that velocities of the fluid and velocities of the
gas are equal at the free surface, enforcing a no-slip boundary condition. It
is further assumed that the density of the gas at the free surface is equal to
ρgas = 1. Assuming that the pressure of gas equals to the pressure of fluid at
the free surface, the pressure equality can be expressed in the form of forces
acting between the gas and the fluid. This makes it possible to define the
reconstructed particle distributions arriving from the gas as
fα (x
E , t) = f eqα (ρgas,uf ) + f
eq
α¯ (ρgas,uf )− fα¯ (xE , t) (2.16)
Some of the particle distributions arriving from the neighbouring interface
cells must also be reconstructed. Consider a vector normal to the free surface
of the fluid positioned at the current interface cell and pointing to the gas
(vector n depicted in Figure 2.3). All the particle distributions arriving from
the interface nodes located in the positive half-space defined by the normal
vector must be reconstructed as well, as indicated in Figure 2.3 by small
arrows.
It may happen during the computation that an interface cell becomes
surrounded only by one type of cells, either fluid or gas cells. Such interface
cells are called artefacts. These artefacts are removed by converting the
interface cell either into a fluid or gas cell and distributing the mass shortage
or surplus evenly into all interface cells.
Remarks
We have introduced and described the LBM that we apply to the isothermal
fluid dynamics of a non-Newtonian fluid with a free surface. Most of the
equations are simple and straightforward to implement.
It is worth noting how different the LBM is compared to traditional fluid
dynamics solvers. Its alternative “bottom-up” approach helps to better un-
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derstand the underlying physics of a given problem, especially the influence
of microscopic properties on the macroscopic counterparts.
Take the relaxation time presented in Eq. (2.6) as an example. The higher
the relaxation time, the fewer collisions of microscopic particles and the lower
the damping of information. This corresponds to the notion of macroscopic
viscosity, i.e. resistivity of the fluid to the rate of shearing.
The effectiveness of the method is illustrated by e.g. the computation of
the local shear rate, see Eq. (2.7). The shear rate is commonly computed as a
difference of neighbouring velocities of the fluid and thus in a purely non-local
manner. In contrast, in the case of the LBM the shear rate is computed from
the local non-equilibrium particle distributions. This favourably influences
the computational demands of the method and provides some information
on what the equilibrium state actually is (shear rate free state).
There are, however, some drawbacks of the method. Since the method
primarily works with particle distributions, every macroscopic phenomenon
must be converted into the micro-world and vice versa. Unfortunately, there
is often no unique way to make such a conversion. Take the external forces
as an example. Many different ways of incorporating the external forces
exist in the LBM. We briefly compared 4 different force terms (Mohamad
and Kuzmin, 2010; Martys and Douglas, 2001) and we observed, as in Feng
and Michaelides (2009), that differences among the different approaches were
negligible for the cases we investigated. We therefore decided to use the
most simple and efficient yet accurate force term presented in Eq. (2.2).
Similarly, a variety of LBM boundary conditions attempting to mimic a single
macroscopic phenomenon exist. The boundary with a prescribed velocity
mentioned in Section 2.2.1 is an example of this.
2.2.2 Level of inclusions
Dynamics of inclusions together with all the interactions of the inclusions
are solved at this level. We assumed the inclusions to be rigid bodies of a
simple analytical shape (sphere, ellipsoid, cylinder) with the ability to move,
rotate and interact among each other, with fluid and walls, see Figure 2.1b).
Applying the Newton’s second law, the dynamics of inclusions is described
by Baraff (1997a)
mpu˙p (t) = F
tot
p (t) (2.17)
Ip (t) ω˙p (t) + ωp (t)× (Ip (t)ωp (t)) = Ttotp (t) , (2.18)
wheremp stands for the mass of the p-th inclusion, up (t) is the linear velocity,
ωp (t) depicts the angular velocity and Ip (t) represents the moment of inertia
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tensor. The total force and torque acting on inclusions, Ftotp (t) and Ttotp (t),
consist of three contributions.
Ftotp (t) = F
fluid
p (t) + F
int
p (t) + F
ext
p (t) (2.19)
Ttotp (t) = T
fluid
p (t) +T
int
p (t) +T
ext
p (t) . (2.20)
Ffluidp (t) and Tfluidp (t) are force and a torque coming from the mutual inter-
action between an inclusion and the fluid and are described in Section 2.2.3.
Fintp (t) and Tintp (t) are interaction forces and torques among the inclusions
and with boundaries which are discussed in Section 2.2.2. External forces
and torques such as gravity are introduced by Fextp (t) and Textp (t). All the
vectors and the moment of inertia tensors are related to the centre of gravity
of the inclusions unless otherwise stated. Eq. (2.18) contains second order
tensors and is thus computationally intensive. In the case of a symmetri-
cally shaped inclusion, the equation can be transformed to a local coordinate
system of the inclusion where the moment of inertia tensor, I lij,p, becomes
diagonal and constant in time. The local form of Eq. (2.18) then splits into
ω˙lp (t) =

(Il22,p−Il33,p)ωl2,p(t)ωl3,p(t)+T tot,l1,p (t)
Il11,p
(Il33,p−Il11,p)ωl3,p(t)ωl1,p(t)+T tot,l2,p (t)
Il22,p
(Il11,p−Il22,p)ωl1,p(t)ωl2,p(t)+T tot,l3,p (t)
Il33,p
 (2.21)
where ωli,p(t) and T li,p(t) are components of the local angular velocity and
torque. Aside from Eq. (2.21), all the computations were done in the global
coordinate system. The orientation of the inclusions and the evolution of the
orientation and other transformations involving orientation were represented
by means of quaternions. This provided superior stability, accuracy and lower
computational demands compared to e.g. Eulerian angles.
During the numerical integration of Eqs. (2.17) and (2.21), the state of an
inclusion and its derivatives must be computed. The state is defined by posi-
tion xp (t), orientation Qp(t), linear velocity up (t) and angular velocity ωp (t)
of the inclusion. Based on knowledge of the current state, derivatives of the
state such as linear velocity up (t), angular velocity ωp (t), linear acceleration
u˙p (t) and angular acceleration ω˙p (t) are computed. The accelerations are
computed based on the total force Ftotp (t) and torque Ttotp (t).
Various integration methods differ in the number of states and derivatives
they use to update the current state to a new step. The simplest time
integration scheme, i.e. the explicit forward Euler method, begins with the
current state of the inclusion. Derivatives of the position and orientation,
i.e. the linear and angular velocities, are taken from the previous time step
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whereas the derivatives of the linear and angular velocities, i.e. the linear and
angular accelerations are computed by Eqs. (2.17) and (2.18). A new state
is then calculated from the current state and the derivatives of the current
state.
Different Runge-Kutta integration schemes calculate the new state us-
ing a more sophisticated approach, namely using a linear combination of
derivatives that are calculated at various states. The various states and their
derivatives are computed using the Butcher tableau.
The unit time step of the fluid solver is often too coarse for the dynamics
of inclusions and must be subdivided into several sub-steps, e.g. by Runge-
Kutta Fehlberg numerical time integration scheme with an adaptive time
step that we adopted. Such a numerical integration scheme ensures stability
and accuracy of the simulation even for a highly non-linear behaviour, i.e.
for inclusions with a relatively low mass or high aspect ratio.
Interactions among inclusions
An accurate and robust treatment of interactions among the inclusions and
between the inclusions and other obstacles such as walls or reinforcement
plays an important role in a proper description of the problem. We included
two types of interactions in our framework, namely mutual instantaneous
collisions of inclusions and continuous forcing of a general type (Fintp (t) and
Tintp (t)). An example of the continuous forcing could be a lubrication force
correcting the fluid flow between two inclusions in the case when the two
inclusions approach each other to a sub-grid distance (Nguyen and Ladd,
2002).
We approximated the instantaneous collisions by impulses. As time re-
mains constant, the time dependency was excluded from the following nota-
tions for brevity. During each time sub-step, inclusions were first checked for
overlapping (see Figure 2.4). When two overlapping inclusions, p and q, were
xp xq
np,qap aq
tp,q
Figure 2.4: Schematic representation of collision of two inclusions with
overlapping.
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found, the impulse was computed and applied to both inclusions. ap and aq
are points located on the surface of inclusion p and q and define a maximum
overlapping of the inclusions (approximate points of contact). The velocities
of the inclusions at these points are computed as uap = up + ωp × rp where
rp = ap − xp and similarly for uaq . The normal and tangent vectors of the
contact are defined as
np,q =
aq − ap
‖aq − ap‖ (2.22)
and
tp,q = np,q ×
[
np,q ×
uap − uaq
‖uap − uaq‖
]
. (2.23)
The impulse on inclusion p caused by the collision with inclusion q, jp,q, is
accordingly decomposed into normal and tangent impulses
jp,q = jnnp,q + jttp,q = −jq,p. (2.24)
These impulses are solved separately. The normal impulse obeys Newton’s
law of restitution and yields (Baraff, 1997b)
jn =
−(1 + ε)(uap − uaq) · np,q(
1
mp
+ 1
mq
)
+
[(
I−1p (rp × np,q)
)× rp + (I−1p (rq × np,q))× rq] · np,q ,
(2.25)
where ε is the coefficient of restitution. The tangent impulse is computed
from an appropriate law of friction as jt = f(jn, jt,max). The maximum allow-
able impulse, jt,max, was then computed from Eq. (2.25), with np,q replaced
by tp,q. The coefficient of restitution was set to ε = 0 as the tangent collisions
were assumed to be plastic. The linear and angular acceleration of the in-
clusion was then computed using the resulting impulse vector and the linear
and angular velocity were updated using an explicit forward Euler method.
An example of the law of friction is given in Eq. (2.34).
We treated collisions of the inclusions with walls and other stationary
obstacles in an identical manner. The mass and moment of inertia of the
stationary obstacles were assumed to be infinite.
The complexity of distance computing among the inclusions are of an
order of N2, where N stands for the number of inclusions. We have included
three main ingredients into our framework to limit the time consumption of
the computations. Firstly, we split the computational domain into smaller
sub-domains to allow for the parallelization of the code. The N2 complexity
was limited onto the smaller sub-domains as a side effect of the paralleliza-
tion, i.e. the order of complexity became (N/Nd)2, where Nd stands for the
number of sub-domains. Secondly, we were holding a list of all potential
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collisions of individual inclusions sorted by the time at which the collisions
are predicted to happen. The length of the list is of an order of (N/Nd)2. At
each time step a fraction of the collisions related to that time step, N% < 1,
was checked leading to an order of complexity equal to N%(N/Nd)2. We have
therefore substituted the computational complexity by an increased memory
consumption. Finally, all the distance checks are based on analytical solu-
tions, if the analytical solutions exist for the shapes in use. All the three
ingredients make the computational time of the interactions marginal as dis-
cussed in Section 2.3.1.
We made several simplifications in our framework. For example, in some
other approaches, when an overlapping of two inclusions is detected during
the time integration, the time is reverted back to the last sub-step and the
integration is redone with a shorter sub-step to precisely model the colli-
sion. We did not implement such a correction as we found the overlapping
insignificant for our problems. We have further solved collisions explicitly
one by one which may lead to extensive overlapping for larger time sub-steps
and for denser systems of inclusions. Finally, the way we implemented the
tangential component of the impulse into our framework is an approximation
and a simplification of the real problem.
2.2.3 Level of fluid - inclusions interaction: Immersed
Boundary Method
The IBM with direct forcing (Feng and Michaelides, 2005, 2009; Shu et al.,
2007; Uhlmann, 2005; Wu and Shu, 2009, 2010) creates an interface between
the level of fluid and the level of inclusions, i.e. description of the way the
two levels communicate with each other. This communication is realized via
interaction force fields used to mimic the real no-slip boundary conditions.
In the IBM, inclusions are discretized by a set of Lagrangian nodes,
xLp,n(t), which are independent of the discretization of the fluid, as shown
in Figure 2.5a) and Figure 2.1c). The force field is evaluated at these La-
grangian nodes. Velocity of the inclusions and velocity of the fluid should
be equal in these nodes when assuming no-slip contact between the inclu-
sions and the fluid. Nevertheless, differences in the velocities occur as the
system evolves in discrete time steps. An interaction force is calculated from
these differences and applied back both to the level of fluid and the level of
inclusions.
The interaction forces between inclusions and fluid are computed in the
following way. The velocity of the fluid and the velocity of the inclusions
are evaluated in each Lagrangian node. The velocity of the inclusions in the
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Lagrangian nodes is computed as
up,n (t) = up (t) + ωp (t)× (xLp,n(t)− xp (t)), (2.26)
where xp (t) denotes the centre of gravity of the inclusion. The velocity of
the fluid at the Lagrangian nodes, uf
(
xLp,n(t), t
)
, must be interpolated from
the LBM nodes, xE ∈ ΩE , since the two types of nodes do not coincide. The
interpolation is performed using a Dirac delta function as
uf
(
xLp,n(t), t
)
=
∫
Ω
uf (x, t)D(x− xLp,n(t)) dx (2.27)
≈
∑xE uf (xE , t)D(xE − xLp,n(t))∑xE D(xE − xLp,n(t)) , (2.28)
where D(xE − xLp,n(t)) = D(◦) = d(◦1)d(◦2)d(◦3) is the Dirac delta function.
There exist several different Dirac delta functions (Yang et al., 2009) with
various shapes and smoothing lengths. We adopted the following cosine Dirac
delta function
d(◦i) =
{
1 + cos
(
pi
2
| ◦i |
)
if | ◦i | < 2
0 otherwise.
(2.29)
The interaction force in the Lagrangian nodes is constructed on the basis
of the difference between the velocity of the fluid and the velocity of the
inclusion at these nodes. The simplest form of the force reads
Ffluidp,n (t) =
ρf,0
∆t
[
uf
(
xLp,n(t), t
)− up,n (t)]∆Vp,n, (2.30)
where ∆Vp,n is a volume associated with the n-th Lagrangian node (see Fig-
ure 2.5b). The reference density of the fluid, ρf,0, and the LBM time step,
∆t, are set to unity, see Section 2.2.1.
The total interaction force and the torque between the inclusion and the
fluid exerted on the p− th inclusion are expressed as
Ffluidp (t) =
n∑
Ffluidp,n (t) (2.31)
Tfluidp (t) =
n∑[(
xLp,n(t)− xp (t)
)× Ffluidp,n (t)] (2.32)
Eqs. (2.31) and (2.32) form an output which is sent back to the level of
inclusions to Eqs. (2.19) and (2.20).
The total interaction force field between the inclusions and the fluid ex-
erted on the LBM lattice nodes is obtained by an extrapolation of the forces
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from the Lagrangian nodes to the LBM lattice nodes, similarly to Eqs. (2.27)
and (2.28). The extrapolation is performed by means of the same Dirac delta
function as
Ffluid (xE , t) = −
p∑∑n [Ffluidp,n (t)D(xE − xLp,n(t))]∑nD(xE − xLp,n(t)) (2.33)
Eq. (2.33) forms an output that is sent back to the level of fluid to Eq. (2.2).
xLp,n(t)
uf (x
L
p,n, t)
up,n(t)
uf
Fp,n(t)
D(xE − xLp,n(t))
Ffluid
uf uf
uf
Ffluid
FfluidFfluid
a) b)
Figure 2.5: a) Schematic representation of the IBM at a single Lagrangian
node. Black and gray quantities are inputs and outputs of the method. b)
Scheme of the uniform discretization of a circle by Lagrangian nodes (black
circles) and corresponding volumes ∆Vp,n.
Remarks about the immersed boundary method
The IBM is a powerful method which makes the real-world simulations at
the structural level achievable. The independent discretization of the fluid
and the inclusions makes it possible to simulate inclusions of an arbitrary
shape and size. It is even possible to simulate inclusions of a sub-grid size
with a decreased accuracy, but not with a decreased stability (Švec et al.,
2011). The IBM is computationally more expensive than the bounce-back
scheme. On the other hand, due to its ability to use coarser grids for the
fluid dynamics solver, the overall efficiency can increase by several orders of
magnitude. We usually use inclusions of a size in a range of several lattice
node spacings. The coarser computational grid results in an increased non-
linearity of Newton’s equations of motion of inclusions which is treated by the
aforementioned numerical Runge-Kutta Fehlberg integration with adaptive
time steps.
As for any other method, the IBM has several “problematic” features. One
of them stems from the fact that there is no unique choice of the interpolating
Dirac delta function. We briefly compared several types of the Dirac delta
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functions which are mentioned in Yang et al. (2009). Our experience is that
the larger the smoothing length of the function the slower the computation
and the better the stability. The smaller the smoothing length the more
concentrated forces are applied back to the level of fluid and the greater
chance for instabilities. Eq. (2.29) has proven to be stable, accurate and
with reasonable computational costs.
A more complex version of Eq. (2.30), where derivatives of velocity and
pressure fields are not neglected, is described e.g. in Feng and Michaelides
(2009). We compared the interaction force term presented in Eq. (2.30)
with the more complex ones from Feng and Michaelides (2009) and found a
negligible difference in the results for the cases we investigated. The increase
in computational costs was, however, important and we therefore decided to
use the simplified interaction force term.
Different choices of the volume associated with Lagrangian nodes, ∆Vp,n,
are reported in the literature. Some authors assume ∆Vp,n = 1 (Aidun and
Clausen, 2010), others assume a layer of a unit thickness at the surface of
the inclusions (Feng and Michaelides, 2009). The volume of such a layer is
divided uniformly between the Lagrangian nodes. In such an approach, the
effect of the inertia of the internal fluid must be considered. This results in a
more complex update of velocities of inclusions. In our simulations, we aimed
to simulate many small sized inclusions. We therefore decided to distribute
Lagrangian nodes uniformly within the volume of inclusions and the total
volume of the inclusions was distributed uniformly among the Lagrangian
nodes (see Figure 2.5b).
2.3 Applications
In this section, we demonstrate the applicability of the described framework
by means of two examples. The first example simulates an empirical slump
test of Bingham plastic. The first example, among others, demonstrates
the accuracy of the free surface algorithm as well as the accuracy of the
non-Newtonian behaviour. The second example investigates the effect of
rigid inclusions on the effective viscosity of the suspension and therefore
demonstrates and discusses the accuracy of the two-way coupled interactions
and the accuracy of the mutual interactions among inclusions.
2.3.1 Study of the slump test
The slump test is a widely used method to measure workability and yield
stress of homogeneous fluids or suspensions in industrial applications (Roussel
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and Coussot, 2005). A primary goal of this study was to verify the correctness
and the accuracy of the free surface algorithm and its coupling with the LBM
(see Section 2.3.1). A secondary goal of this study was to indicate the overall
accuracy of the framework on a more complex example with inclusions (see
Section 2.3.1).
Homogeneous case
A free surface flow of a homogeneous non-Newtonian fluid was studied by
means of a slump test. A standard slump cone (see BS EN 12350-2) as well
as homogeneous fluid following a Bingham rheology were used during the
simulation. The slump cone was discretized into height× bottomdiameter×
top diameter = 75× 50× 25 lattice units. Yield stress, plastic viscosity and
density of the fluid were set to 8 × 10−6, 0.06 and 1, respectively. The flow
was driven by the gravity equal to 1.6× 10−5.
The simulation started by an instantaneous release of the slump cone and
terminated at the moment when the relaxation time of 90 % of the fluid cells
reached τmax = 8 (see Section 2.2.1). Figure 2.6 shows the shape of the free
surface in the initial state, after 0.16 s and 14.5 s of flowing.
0 s 0.16 s 14.5 s
Figure 2.6: 3D view of the slump test in 3 different time steps (white =
gas, black = fluid).
Figure 2.7 shows a comparison of the simulation with an analytical so-
lution (Roussel and Coussot, 2005). The figure presents a final normalized
height of fluid as a function of a normalized distance from the slump cone
centre. The normalization was done with respect to the analytical solution.
As can be seen in Figure 2.7, the final shape of the simulation favourably
matches the analytical solution, proving the correct coupling of the LBM
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with the free surface algorithm together with correctness of the non-Newto-
nian behaviour.
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Figure 2.7: Comparison of the final shapes of the spread material in the
slump test.
Heterogeneous case
A free surface flow of a suspension of rigid inclusions in a homogeneous non-
Newtonian fluid was studied also by means of a slump test. Randomly placed
rigid mono-sized spheres as well as rigid fibres were included into the study.
Volume fraction, length, aspect ratio and density of the fibres was set to 0.2
%, 15, 80 and 3.14, respectively. Volume fraction, diameter and density of
the spheres was set to 25 %, 2.5 and 1.04. In total, 2626 spheres and 415
fibres was generated. All other parameters were identical to Section 2.3.1.
Figure 2.8 shows the inclusions suspended in the matrix in the initial
state, after 0.16 s and 14.5 s of flowing, whereas Figure 2.7 indicates the
final shape of the heterogeneous case simulation (blue dotted curve). The
heterogeneous case resulted in a smaller spread and higher height of the
material suggesting an increased effective yield stress of the suspension.
All the case studies were run in parallel on 9 cores spatially dividing
the computational domain into 3 × 3 sub-domains. The simulation of the
heterogeneous case took ca. 1 week of the computation and ca. 80 000 of
the numerical time steps. Approximately 55 % of the computational time
was spent on the level of fluid - inclusions interaction whereas ca. 25 % was
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0 s 0.16 s 14.5 s
Figure 2.8: 3D view of the slump test in 3 different time steps.
spent on the level of fluid and only 5 % of the computational time was spent
on the level of inclusions. Approximately 15 % of the computational time
was spent on other tasks such as inter-domain communication.
2.3.2 Study of the effective viscosity of the suspension
In this study, the effect of spherical rigid inclusions immersed in a Newtonian
fluid on the effective viscosity of the suspension was of a primary interest. We
investigated suspensions below the percolation limit preventing creation of a
percolated network of direct contacts. Couette flow was used in the study
(see Figure 2.9 for the geometry of the problem) where the 3D computational
domain was bounded by periodic boundaries in two horizontal directions. In
the vertical direction, the computational domain was bounded by two rigid
walls moving with a prescribed velocity.
d h
w1 w2
1
2u
1
2u
µρs ρf
γ˙
Figure 2.9: Couette geometry used to investigate the effective viscosity of
suspensions.
The numerical values of individual parameters entering the simulation
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were based on our experience obtained from brief parametric convergence
studies, such as varying the diameter of sphere, varying the domain dimen-
sions or varying the total shear of the problem. The resulting numerical
values are presented in the following.
Rigid inclusions were of a spherical shape of a diameter equal to 8 lattice
units, d = 8 and were discretized by uniformly spaced Lagrangian nodes of
spacing δ = 1 giving 296 Lagrangian nodes per sphere. The density of the
inclusions was set to ρs = 1.2ρf . Dimensions of the computational domain
were set to h × w1 × w2 = 8d × 4d × 4d whereas the prescribed velocity of
the walls was set to u = 0.008. The viscosity of the fluid was set to 0.175
lattice units. The coefficient of restitution of all collisions was set to ε = 0,
i.e. all the collisions were assumed to be plastic. Coulomb friction was used
to model friction among the spheres and to model friction of the spheres with
the walls. The friction coefficient was set to µC = 0.6. The resulting law of
friction read
f(jn, jt,max) = jt,max min
{
µC |jn|
|jt,max| ; 1
}
. (2.34)
A correction of lubrication forces was included in the numerical study.
As proposed by several authors (Nguyen and Ladd, 2002; Kromkamp et al.,
2006), the LBM accurately simulates the flow of the fluid between two inclu-
sions when the distance of the two inclusions is greater than 1.1 lattice units.
The lubrication force becomes underestimated for closer distances. Follow-
ing Nguyen and Ladd (2002), the normal component of the lubrication force
correction for spheres reads
Fintp (t) = −Fintq (t) = −6νpi (up(t)− uq(t)) · np,q
r2pr
2
q
(rp + rq)2
(
1
h
− 1
hlub
)
,
(2.35)
where np,q is the unit normal vector pointing from sphere p to sphere q. The
radii of spheres are denoted as rp and rq and h is the distance between the
two spheres.
At the beginning, both the fluid and the randomly distributed inclusions
were at rest. During the initial part of the simulation, the fluid and the
inclusions accelerated. This was accompanied by a decrease of the stress on
the walls.
The main outcome of this study was the effective dynamic viscosity of
the suspension, µ, which was computed by µ = ξ/γ˙, where ξ stands for an
average shear stress and γ˙ represents an average shear rate. Both the shear
stress and the shear rate varies in the case of suspensions in space and time.
The spatially averaged shear stress was computed by ξ (t) = Ft(t)
A
where
Ft (t) is the tangential component of the force acting on the walls and A
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stands for the area of the walls. The local shear rates were computed from the
local second invariants of the shear rate tensors (see Eq. (2.7)). The spatially
averaged shear rates were computed from a domain excluding regions close
to the boundaries (◦ < d/2) as the composition of the suspension changes
significantly in these regions.
The time averaging of the spatially averaged shear stresses and shear
rates was also conducted. The time averaging started at the moment when
the relative stress difference on the walls in two successive time steps was
smaller than 10−5. At the same moment, measurement of the shear of the
fluid, γ = uδt
h
was initiated where δt is a time duration from the initiation
of the simulation. The simulation terminated when the shear γ = 2 was
reached.
Figure 2.10 presents results of the simulation, i.e. the relative effective
viscosity, νreleff , of the suspension as a function of the volume fraction of
inclusions, φ. The simulation was compared to Krieger-Dougherty (Krieger,
1959) estimation known to approximate experimental results reasonably well.
νreleff =
(
1− φ
φm
)−2.5φm
(2.36)
with maximal volume fraction φm = 0.6 for large volume fractions and to
Batchelors’s (Batchelor and Green, 2006) relationship for small volume frac-
tions reading
νreleff = 1 + 2.5φ+ 5φ
2. (2.37)
The obtained results match very well the theoretical predictions, proving
that the fluid-inclusions interactions and mutual interactions among inclu-
sions were properly implemented.
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Figure 2.10: Effective viscosity of suspension.
Department of Civil Engineering - Technical University of Denmark 47
2.4 Conclusions Journal paper 1
2.4 Conclusions
We developed and implemented a numerical framework capable of simulat-
ing the flow of suspensions of rigid inclusions in a non-Newtonian fluid. The
framework is based on a combination of the lattice Boltzmann method used
for fluid dynamics, on the mass tracking algorithm for free surface represen-
tation and on the immersed boundary method for two-way coupled fluid-
inclusions interactions. We further implemented a method for accurately
representing the dynamics of inclusions by means of Runge-Kutta Fehlberg
numerical time integration scheme and quaternion representation of rota-
tions. The framework includes direct interactions, such as collisions, as well
as continuous force interactions among inclusions.
We tried to carefully balance the way the individual phenomena were
modelled with respect to both accuracy and the efficiency of the framework.
As a result, the developed framework is capable of accurately simulating the
flow of suspensions on the level of the largest inclusions and, at the same time,
the framework is very efficient, allowing simulation of real-sized laboratory
experiments with realistic amounts of inclusions within a reasonable time.
Moreover, the framework does not require any fitting constants or parameters
devoid of a clear physical meaning. In spite of this, the framework is stable,
robust and easily extendible to a variety of problems in many fields.
The accuracy and effectiveness of the framework were shown on an ex-
ample of a slump test. For the case of a homogeneous Bingham plastic, the
analytical final shape of the fluid was matched favourably proving an accu-
rate implementation of the Bingham rheology and of the free surface. The
slump test of the suspension demonstrated the effect of rigid inclusions on
the effective yield stress. The accuracy of the framework was further demon-
strated on an example investigating the role of rigid inclusions on effective
rheological properties of suspensions. The well established empirical rela-
tionship between the volume fraction of rigid spheres and effective viscosity
of suspension was numerically recovered.
Within the field of self compacting concrete, the framework provides a
useful tool for the design of material, as it makes possible a realistic simula-
tion of the form-filling process. Moreover, the framework can be used to ap-
proach the material in a more general way and to investigate and understand
the underlying processes of the form filling process such as e.g. segregation
of aggregates in a suspension, blocking of aggregates behind reinforcement,
the role of fibre-aggregate interactions on fibre orientation and distribution
etc.
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Abstract
The ability of the Immersed boundary method to properly simulate immersed
rigid particles of high aspect ratio, i.e. fibres, is presented. The Immersed
boundary method is a part of the previously developed numerical framework
capable of predicting the free surface flow of a suspension of rigid particles
in a non-Newtonian Bingham plastic fluid. The framework is a combina-
tion of the Lattice Boltzmann method for fluid flow, the Immersed boundary
method for two-way coupled interactions between fluid and rigid particles and
an algorithm for the dynamics and mutual interactions of rigid particles. It is
shown that the accuracy of the Immersed boundary method diverges for sub-
grid diameters of fibres. An empirically obtained correction function is pro-
posed to improve the accuracy of fibres of sub-grid diameter. The proposed
correction function is then verified by means of two distinct examples. The
proposed correction function allows for numerical simulations of hundreds of
thousands of immersed rigid fibres within a reasonable computational time
yet with a satisfactory accuracy.
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3.1 Introduction
The free surface flow of suspensions plays an important role in many indus-
trial and natural processes such as casting of concrete, mould filling, mud
slides etc. An accurate description of the flow, often in complex geometries,
is therefore required. We developed and described a numerical framework
capable of simulating a free surface flow of a suspension of rigid inclusions in
a non-Newtonian Bingham plastic fluid (Švec et al., 2012b).
In the developed framework, we combined the Lattice Boltzmann method
used for simulating the flow of the non-Newtonian Bingham plastic fluid, a
mass tracking algorithm representing the free surface, the Immersed bound-
ary method (sometimes called External boundary force method (Wu and
Aidun, 2009; Salahuddin et al., 2011)) used to simulate the two-way coupled
interaction between fluid and inclusions and an algorithm for the dynamics
and mutual interactions of inclusions. The framework is robust and efficient
due to the adoption of the Immersed boundary method which makes it pos-
sible to accurately represent the two-way coupled interaction between fluid
and small immersed inclusions of the size only a few lattice units. The lattice
unit is a unit of the spatial discretization of the fluid domain.
Inclusions of high aspect ratio1 such as elongated cylinders or fibres are
often used in industrial applications of suspensions. Numerical simulation
of flow of such systems poses significant computational demands. Take a
cylindrical inclusion of a moderate aspect ratio of 50 as an example. A fine
discretization of the fluid domain is necessary to achieve a reasonable accu-
racy of the two-way coupled interaction modelled by the Immersed boundary
method. Namely, the fluid domain must be discretized in such a way that the
discrete diameter of the cylinder is in the range of several lattice units. The
fine discretization of the diameter of the cylinder shifts the discretized length
of the cylinder to the range of hundreds lattice units which makes simula-
tions of representative volumes of such suspension extremely time consuming
if not impossible.
Several fundamentally different approaches exist on how to efficiently nu-
merically simulate a large number the immersed rigid inclusions of high as-
pect ratio (fibres). One way is to replace the explicit representation of each
individual fibre by a statistical representation of the fibres, i.e. by a sec-
ond or higher order orientation tensors (Dupret and Verleye, 1999; Phelps
and Tucker, 2009; Montgomery-Smith et al., 2010). Differential equations
of time of the orientation tensors are then numerically solved. Hundreds or
1The aspect ratio is the ratio of the long dimension of an inclusion to its short dimension,
such as length of the fibre to the diameter of the fibre.
52 Department of Civil Engineering - Technical University of Denmark
Journal paper 2 3.1 Introduction
thousands of the immersed fibres can be replaced by a single orientation ten-
sor making the numerical simulation highly efficient. The trade-off is, among
others, a significant loss of accuracy and poor representation of accompanying
phenomena at the scale of fibres such as collisions among the fibres. Another
approach is to explicitly represent individual fibres, their evolution and inter-
action with the surrounding environment (Wu and Aidun, 2010). The main
drawback of that approach is the significantly increased computational costs.
In this paper, we focus our attention on numerical simulations of flow
of suspensions of explicitly represented rigid fibres in Newtonian and non-
Newtonian Bingham plastic fluid. We further focus on the accuracy of the
Immersed boundary method for the case of fibres of sub-grid diameters and
propose an empirical function correcting the Immersed boundary method.
Our aim is to numerically simulate a large number of fibres within a
reasonable computational time. This brings a necessity to employ a coarse
discretization of time and the fluid domain and consequently to employ fibres
of a diameter below one lattice unit. The sub-grid size of the diameter of the
immersed fibres brings several sources of error. Lattice Boltzmann method,
as the fluid dynamics solver, is said to be between first up to second order
accurate in space depending on many factors such as boundary condition
implementation (Chen and Doolen, 1998). Similarly, the accuracy of the
Immersed boundary method ranges from first up to second order depending
on the implementation (Griffith and Peskin, 2005). Dynamics of the solid
immersed inclusions is solved by means of the fourth order accurate Runge-
Kutta Fehlberg numerical iteration scheme. All these are expectable losses
in accuracy when employing coarse discretization of space and time.
After a brief introduction to the overall numerical framework in Sec-
tion 3.2, Section 3.3 introduces the reader into the problem of numerical
simulations of rigid fibres having sub-grid sized diameters. Section 3.3.1 in-
vestigates the effect of the diameter of fibres on the accuracy of the two-way
coupled interaction modelled by the Immersed boundary method in a simple
two dimensional flow. In Section 3.3.2, we propose an empirical function cor-
recting the drag forces acting on the immersed fibres of sub-grid diameter.
We further validate the proposed correction function by a distinct example
in Section 3.3.3. The correction function is finally applied in Section 3.3.4
on a practical example of a slump test of fibre reinforced self-compacting
concrete to highlight the importance of the usage of the correction function.
Section 3.4 summarizes the main conclusions of the presented work.
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3.2 Overview of the numerical framework
We have developed and implemented a numerical framework capable of pre-
dicting the free surface flow of a suspension of rigid particles in a non-New-
tonian Bingham plastic fluid. In this section, we briefly summarize parts of
the framework that are relevant to the discussed topic. The reader is referred
to Švec et al. (2012b) for the full description of the framework.
To simplify the description of the complex problem, we divided the overall
numerical framework into the three main levels illustrated in Figure 3.1:
a) Level of fluid: Free surface flow of a non-Newtonian Bingham plastic
fluid is solved at this level. The Lattice Boltzmann method is used as
the fluid dynamics solver whereas the mass tracking algorithm describes
the free surface of the flow. The current state of the fluid (velocity
and pressure field) is sent to the level of fluid - inclusions interaction
where an external force field is calculated and sent back to the level of
fluid. The level of fluid is briefly described in Section 3.2.1 whereas the
free surface algorithm, the implementation of non-Newtonian Bingham
plastic fluid and other details are described in Švec et al. (2012b).
b) Level of inclusions: Dynamics of inclusions of exact analytical shapes
is calculated by solving Newton’s equations of motion. Interactions
among the inclusions and between the inclusions and the boundaries
(such as walls etc.) are also solved. The current state of the inclusion
(position, orientation etc.) is sent to the level of fluid - inclusions
interaction where external interaction forces are calculated and sent
back to the level of inclusions. The level of inclusions is fully described
in Švec et al. (2012b).
c) Level of fluid - inclusions interaction: This intermediate level pro-
vides a two-way communication channel between the level of fluid and
the level of inclusions. We have used the Immersed boundary method
with direct forcing to accommodate the communication between the
two levels Feng and Michaelides (2005). Thus, the communication is
realized via force interactions. No-slip boundary condition between the
fluid and the inclusions is assumed. To satisfy this condition, an in-
teraction force field is created based on the current state of fluid and
the current state of inclusions and sent back to the level of fluid and
the level of inclusions. The level of fluid - inclusions interaction is
introduced in Section 3.2.2 and fully described in (Švec et al., 2012b).
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a) c) b)
State State
Figure 3.1: Layout of the framework. a) Level of fluid, b) Level of inclu-
sions, c) Level of fluid - inclusions interaction.
3.2.1 Level of fluid: Lattice Boltzmann method
The Lattice Boltzmann method is based on Boltzmann equations and thus
on the theory of ideal gases. Contrary to macroscopic fluid dynamics solvers
such as the Finite element method, the Lattice Boltzmann method does
not primarily work with macroscopic quantities but rather with mesoscopic
particle distribution functions. These can be seen as clouds of microscopic
particles, e.g. molecules, chaotically moving in space. Space is commonly
discretized into square (2D domain) or cubic Eulerian cells forming a fixed
Cartesian grid (see Figure 3.2a). Eulerian nodes, xE ∈ ΩE , are placed into the
centre of each cell and a lattice is formed by connecting the nearest Eulerian
nodes. The movement of the clouds of the microscopic particles is restricted
onto the lattice directions, α, which leads into a discretization of continuous
particle distribution functions into only a few particle distributions, fα (xE , t),
associated with lattice velocities, cα. See Figure 3.2b) for a 2D example.
There are several lattice types, differentiated on by the shape of the lattice.
The D2Q9 and D3Q15, where D and Q stand for the dimension of the
problem and the number of lattice velocities, are two of the most common
types adopted.
The vertical and horizontal spacing of the nodes, the reference density
of the fluid, ρf,0, and the length of the time step are usually set to unity
for the most simple and common lattice types and the simulated problem
is scaled accordingly. All the numerical simulations presented in this paper
follow this assumption. The provided description of the Lattice Boltzmann
method is general and independent of the lattice used, provided that the
reference fluid density, time step and spacing of the nodes are normalized to
unity as described above. All the equations presented in this section can be
found e.g. in Latt (2007), if not stated otherwise.
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Figure 3.2: a) Schematic representation of the D2Q9 lattice. Square marks
stand for nodes, grey lines for cell boundaries and dashed lines for the lattice.
b) Set of corresponding lattice velocity vectors, cα, in a node.
An evolution of the particle distributions in space and time is expressed
by the Lattice Boltzmann equation
fα (x
E + cα, t+ 1) = fα (x
E , t)︸ ︷︷ ︸
streaming
+ fExtα (x
E , t)︸ ︷︷ ︸
forcing
+ Ωα (x
E , t)︸ ︷︷ ︸
collision
. (3.1)
The equation consists of the streaming part, the forcing term and the collision
part. The streaming part represents propagation of particle distributions
from one node to another along the lattice links. The lattice velocities are
chosen in such a way that a particle distribution streams from one node to
another node during the unit time step. The forcing term accounts for the
effect of an external force in the following way (Mohamad and Kuzmin, 2010;
He et al., 1997; Guo et al., 2002)
fExtα (x
E , t) = 3wαcα.(F
fluid (xE , t) + Fext (xE , t)), (3.2)
where wα stands for weights defined by the type of the lattice. Ffluid (xE , t)
is a force coming from the level of fluid - inclusions interaction as described
in Eq. (3.10). Fext (xE , t) represents any other external force such as gravity.
The collision part mimics real collisions of the microscopic particles. The
collisions are difficult to express explicitly and, therefore, an approximation
of the collisions in the form of collision operator, Ωα (xE , t), was introduced
into the Lattice Boltzmann method. We used one of the simplest collision
operators, the so-called BGK operator, see e.g. Chen and Doolen (1998). The
BGK operator linearly deforms the actual particle distributions towards an
equilibrium state.
The local macroscopic quantities of the fluid such as densities and veloc-
ities are computed as the first two moments of the particle distributions.
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Further information on the level of fluid including the non-Newtonian
Bingham plastic fluid representation, free surface description and others can
be found in Švec et al. (2012b).
3.2.2 Level of fluid - inclusions interaction: Immersed
boundary method
The Immersed boundary method with direct forcing (Feng and Michaelides,
2005, 2009; Shu et al., 2007; Uhlmann, 2005; Wu and Shu, 2009, 2010) creates
an interface between the level of fluid and the level of inclusions, i.e. a
description of the way the two levels communicate with each other. This
communication is realized via interaction force fields used to mimic the no-
slip boundary conditions.
In the Immersed boundary method, solid particles, p, are discretized by a
set of Lagrangian nodes, n, which are independent of the discretization of the
fluid, as shown in Figure 3.3a) and Figure 3.1c). Position of the Lagrangian
nodes is denoted xLp,n(t). The force field is computed at these Lagrangian
nodes. Velocity of the inclusions and velocity of the fluid should be equal in
these nodes when assuming no-slip contact between the inclusions and the
fluid. Nevertheless, differences in the velocities occur as the system evolves in
discrete time steps. An interaction force is calculated from these differences
and applied back both to the level of fluid and the level of inclusions.
The interaction forces between inclusions and fluid are computed in the
following way. The velocity of the fluid and the velocity of the inclusions
are computed in each Lagrangian node. The velocity of the inclusions in the
Lagrangian nodes is computed as
up,n (t) = up (t) + ωp (t)× (xLp,n(t)− xp (t)), (3.3)
where xp (t), up (t) and ωp (t) denote position and linear and angular ve-
locity of the centre of gravity of the inclusion. The velocity of the fluid at
the Lagrangian nodes, uf
(
xLp,n(t), t
)
, must be interpolated from the Lattice
Boltzmann nodes, xE ∈ ΩE , since the two types of nodes do not coincide.
The interpolation is performed using a Dirac delta function as
uf
(
xLp,n(t), t
)
=
∫
Ω
uf (x, t)D(x− xLp,n(t)) dx (3.4)
≈
∑xE uf (xE , t)D(xE − xLp,n(t))∑xE D(xE − xLp,n(t)) , (3.5)
where D(xE − xLp,n(t)) = D(◦) = d(◦1)d(◦2)d(◦3) is the Dirac delta function.
There exist several different Dirac delta functions (Yang et al., 2009) with
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various shapes and smoothing lengths. We adopted the following cosine Dirac
delta function
d(◦i) =
{
1 + cos
(
pi
2
| ◦i |
)
if | ◦i | < 2
0 otherwise.
(3.6)
The interaction force in the Lagrangian nodes is constructed on the basis
of the difference between the velocity of the fluid and the velocity of the
inclusion at these nodes. The simplest form of the force reads
Ffluidp,n (t) =
ρf,0
∆t
[
uf
(
xLp,n(t), t
)− up,n (t)]∆Vp,n, (3.7)
where ∆Vp,n is a volume associated with the n-th Lagrangian node (see Fig-
ure 3.3b). The reference density of the fluid, ρf,0, and the Lattice Boltzmann
time step, ∆t, are set to unity, see Section 3.2.1.
The total interaction force and the torque between the inclusion and the
fluid exerted on the p− th inclusion are expressed as
Ffluidp (t) =
n∑
Ffluidp,n (t) (3.8)
Tfluidp (t) =
n∑[(
xLp,n(t)− xp (t)
)× Ffluidp,n (t)] (3.9)
Eqs. (3.8) and (3.9) form an output which is sent back to the level of inclu-
sions to the Newton’s equations of motion.
The total interaction force field between the inclusions and the fluid ex-
erted on the Lattice Boltzmann nodes is obtained by an extrapolation of the
forces from the Lagrangian nodes to the Lattice Boltzmann nodes, similarly
to Eqs. (3.4) and (3.5). The extrapolation is performed by means of the same
Dirac delta function as
Ffluid (xE , t) = −
p∑∑n [Ffluidp,n (t)D(xE − xLp,n(t))]∑nD(xE − xLp,n(t)) (3.10)
Eq. (3.10) forms an output that is sent back to the level of fluid to Eq. (3.2).
We refer the reader to Švec et al. (2012b) for the full description of the
numerical framework.
3.3 Study of the level of fluid - inclusions inter-
action
The need to numerically simulate large number of immersed fibres together
with limited computational resources brings the necessity to employ fibres of
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a) b)
Figure 3.3: a) Schematic representation of the Immersed boundary method
at a single Lagrangian node. Black and red quantities are inputs and out-
puts of the method. b) Scheme of the uniform discretization of a circle by
Lagrangian nodes (black dots) and corresponding volumes ∆Vp,n.
diameter below one lattice unit. The following sections will therefore study
the accuracy of the level of fluid - inclusions interaction for immersed fibres of
sub-grid diameters. A function correcting drag forces acting on the immersed
fibres will be introduced and validated.
3.3.1 Accuracy of the level of fluid - inclusions interac-
tion
In this section, we analyse the accuracy of drag forces exerted on inclusions
immersed in an incompressible Newtonian fluid. The correct drag force serves
as the main indicator of the accuracy of the level of fluid - inclusions inter-
action. Similarly to Ben Richou et al. (2004), we investigated a numerical
simulation of a Poiseuille flow of a Newtonian fluid. A rigid cylindrical ob-
stacle was immersed in the Poiseuille flow and the drag force acting on the
obstacle was computed. The computed drag force was then compared with
an approximate solution developed by Faxén (1946).
We simulated an infinite circular cylinder of diameter d fixed in place
midway between two parallel plates (see Figure 3.4). The two parallel plates
positioned normal to the z axis were modelled as a no-slip boundary condi-
tion by means of a bounce-back scheme (Aidun and Lu, 1995). A periodic
boundary condition (Sukop and Thorne, 2005) was applied in y direction.
The flow was driven by a prescribed Poiseuille velocity profile (Latt and
Chopard, 2008) at the left edge of the domain, i.e. at x = 0, and at the right
edge of the domain, i.e. at x = Lx. The Poiseuille velocity profile had the
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Figure 3.4: Geometry of the Poiseuille flow with the infinite circular cylin-
der.
following form (Ben Richou et al., 2004):
ux(z) = ux,max
[
1−
(
z
Lz/2
)2]
, (3.11)
where ux,max is the prescribed maximum speed of the flow and Lz is the
vertical dimension of the domain.
The initial velocity of the flow was set to zero. After initiation of the
simulation, the flow accelerated until it reached a steady state. The steady-
state was assumed when the relative change of the drag force acting on the
circular cylinder in time dropped below 10−8. The drag force acting on the
infinite cylindrical obstacle, Fx,study, was computed by Eq. (3.8) when the
numerical simulation reached the steady state. The numerically obtained
drag force was then compared to an approximate solution (Ben Richou et al.,
2004; Faxén, 1946):
Fx,Faxen(k) =
4pi
f(k) + g(k)
, (3.12)
where k = d/Lz and
f(k) = A0 − (1 + 0.5k2 + A4k4 + A6k6 + A8k8)ln(k),
g(k) = B2k
2 +B4k
4 +B6k
6 +B8k
8
with coefficients set to A0 = −0.9156892732, A4 = 0.05464866, A6 =
−0.26462967, A8 = 0.792986 and B2 = 1.26653975, B4 = −0.9180433, B6 =
1.8771010, B8 = −4.66549. Notice that Eq. (3.12) is valid only for k < 0.5
and for very low Reynold’s numbers, Re 1 (Ben Richou et al., 2004).
A parametric study containing 1000 individual simulations was run to
obtain the accuracy of the drag forces for a range of combinations of the
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input parameters. We have chosen an artificial quantity labelled “time factor”,
tf = d
2/ν, to be the main variable quantity of the parametric study, where
ν is the kinematic viscosity of the Newtonian fluid.
The following parameters of the parametric study were randomly gen-
erated obeying a uniform distribution and bounded by an interval: Time
factor, {tf ∈ R|10−5 ≤ tf ≤ 104} = [10−5, 104]; Reynold’s number of the
problem, Re = ux,maxd/ν in [10−5, 10−3]; Kinematic viscosity of the fluid,
ν in [0.005, 0.2]; Vertical dimension of the domain, Lz in [Lz,min, 3Lz,min],
where Lz,min = max(20, 3d).
The remaining dimensions of the domain were set to Lx = 3Lz, Ly = 1.
Density of the Newtonian fluid was set to ρf = 1. Diameter of the immersed
cylindrical obstacle was computed as d =
√
tfν whereas the maximum speed
of the flow was calculated as ux,max = Reν/d. The selected intervals of the
parameters assured that ux,max < 0.05 and hence that the assumption of
incompressibility was fulfilled.
Figure 3.5 presents individual results of the parametric study in the form
of the relative drag force Fx,rel = Fx,study/Fx,Faxen as a function of the diam-
eter, d, of the immersed infinite cylinder. We split the plot into two parts
by a vertical dashed line at d = 1. The right part of the plot exhibits an
expectable error of the numerical simulation. The error moreover diminishes
with the increasing diameter of the immersed cylinder, proving a correct nu-
merical implementation. The left part of the plot on the other hand shows a
significant decrease of the relative drag force, Fx,rel, i.e. a significant increase
of the error of the numerical simulation.
Our primary aim was to study and correct the drag forces present in the
left part of the plot. All the successive plots and parametric studies will
therefore take into account immersed cylinders with diameter smaller than
1.
Figure 3.5: Result of the parametric study in the form of the relative drag
force as a function of the diameter of the immersed cylinder.
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Figure 3.6 presents the individual results of the parametric study in the
form of the relative drag force, Fx,rel, as a function of the time factor, tf .
The plot is shown twice, both using a log-log scale (black circle marks) and
using a log-linear scale (red cross marks). Contrary to Figure 3.5, the red
log-linear plot in Figure 3.6 reveals a strong dependency of the error of the
drag forces on the time factor, tf . The black log-log plot shows that the
relative drag forces significantly reduce their values following a linear trend
of the slope close to 1 : 1. The linear trend suggests that the relative drag
forces actually tend to zero as the time factor decreases making the relative
error of the drag forces tend to infinity.
Figure 3.6: Result of the parametric study in the form of the relative drag
force as a function of the time factor.
Figure 3.5 highlights that in the case of immersed rigid cylinders the
numerical model, as described in Section 3.2 and in Švec et al. (2012b), is
valid only when the diameter of the immersed cylinders remains above d & 1.
To be able to use the level of fluid - inclusions interactions for immersed
cylinders of diameter d / 1, while maintaining an acceptable accuracy, the
drag forces must be corrected.
3.3.2 Correction of the level of fluid - inclusions inter-
action
As presented in Section 3.3.1, the level of fluid - inclusions interaction is
capable of relatively accurately simulating only immersed cylinders of diam-
eter, d & 1 lattice units. This section therefore aims to correct the level of
fluid - inclusions interaction to allow for coarsely discretized fibres of sub-
grid diameter with an acceptable accuracy.
Figure 3.5 points that the level of fluid - inclusions interaction fails to
properly compute the drag forces when the diameter of fibres falls below
d . 1. Figure 3.6 further reveals that the error of the drag forces is mainly
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dependent on the time factor, tf . We therefore propose to extend Eq. (3.7)
by a correcting value C:
Ffluidp,n (t) = C
ρf,0
∆t
[
uf
(
xLp,n(t), t
)− up,n (t)]∆Vp,n. (3.13)
A parametric study as presented in Section 3.3.1 was run once again, this
time including the modified Eq. (3.13). Each individual numerical simulation
of the parametric study was run several times for different values of C. The
primary goal was to find a value of C which would make the computed drag
forces equal to Eq. (3.12) within an error of 5 %. We employed classical
Newton-Raphson method to find the optimal value of C.
Figure 3.7: The resulting correcting values for all the numerical simulations
of the parametric study.
Figure 3.7 presents the resulting values of C as a function of the time
factor, tf . Similarly to Figure 3.6, the result shows a strong correlation of
the values, C, with the time factor, tf . Based on the resulting correcting
values, we have constructed the following curve fitting function (see red line
in Figure 3.7)
C(tf ) =
5.5
tf
0.89
+ 1. (3.14)
The performance of the correction function, C(tf ), was verified by means
of the very same parametric study, as presented in Section 3.3.1. This time,
Eq. (3.13) together with Eq. (3.14) were employed. Figure 3.8 presents the
relative drag force as a function of the time factor, tf , both for the uncor-
rected state (red cross marks) and for the corrected state (black circle marks).
Notice that the relative error remains below approx. 20% for all numerical
simulations in the parametric study when the correction function, C(tf ), is
used whereas the relative error tends to infinity if no correction is employed.
In this section, we proposed a simple empirical function to correct the
drag forces acting on the immersed cylinders. We managed to convert an
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Figure 3.8: Comparison of the relative drag force for both corrected (black
circle marks) and uncorrected state (red cross marks).
error that tended to infinity to a maximum error of 20% for the investigated
cases. The next section will further validate the correction function on a
more complex problem.
3.3.3 Verification of the correction function
The correction function, Eq. (3.14), was proposed in Section 3.3.2 to correct
the drag forces acting on immersed cylinders of low time factor, tf . The
correction function was calibrated by a simple example containing a single
infinite stationary cylinder immersed in an incompressible Newtonian fluid.
Many industrial processes, such as casting of fibre reinforced self-compacting
concrete, involve non-Newtonian fluids. This section therefore presents the
ability of the corrected model to properly predict the effective viscosity of
rigid fibres immersed in the non-Newtonian fluid undergoing a Couette flow.
The main goal of the study is to compare the numerically obtained effective
viscosity of the fibre suspension with an analytical solution by Ghanbari and
Karihaloo (2009).
We simulated a set of rigid fibres immersed in a non-Newtonian Bingham
plastic fluid undergoing a Couette flow (see Figure 3.9). Couette flow is a
laminar flow of a viscous fluid bounded between two parallel plates where the
two parallel plates move in the mutually opposite directions. The two parallel
plates, positioned normal to the z axis at −0.5Lz and 0.5Lz, were modelled
as a no-slip boundary condition by means of the bounce-back scheme. The
periodic boundary condition was applied in x and y direction. The Bingham
plastic fluid was modelled as a bilinear fluid in the same manner as in Švec
et al. (2012b). The density and plastic viscosity of the Bingham plastic fluid
were set to 2300 kg/m3 and νpl = 10 Pa s, respectively. The length and
density of the fibres was set to 6 cm and 7850 kg/m3. All the real units
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Figure 3.9: 2D and 3D Layout of the Couette flow.
were appropriately rescaled to the Lattice Boltzmann units assuming their
dimensionless equivalents defined in the next paragraph.
A parametric study containing 200 individual numerical simulations was
run to verify the accuracy of the proposed correction term for all possible
combinations of the input parameters. Two distinct simulations, s1 and s2,
having the velocity of the parallel plates set to ux,bc1 = −ux,bc2 = 0.03 and
0.06 lattice units were run for each set of parameters in the parametric study.
The following parameters of the parametric study were randomly gener-
ated following a uniform distribution. Fibre volume fraction was randomly
generated in the interval Φ in [0%, 0.5%]. The discretized length of the fibres,
lf , ranged between 3 lattice units and 12 lattice units whereas the fibre as-
pect ratio, ld, ranged from 40 to 80. Finally, the yield stress of the Bingham
plastic fluid was varied from 0 to 30 Pa. Dimensions of the domain read
Lx × Ly × Lz = 6lf × 3lf × 3lf .
The initial position and orientation of all the fibres were randomly gen-
erated following a uniform distribution leading to an approximately homo-
geneous and isotropic distribution of the fibres. The fibres were not allowed
to change their initial orientation to maintain the isotropic state of the fibre
orientation. Mutual collisions of the fibres were thus deactivated.
The analytical effective viscosity of the fibre suspension, νeff,an, read
(Phan-Thien and Karihaloo, 1994; Ghanbari and Karihaloo, 2009):
νeff,an = νpl
(
1− Φ + piΦl
2
d
3ln (2ld)
)
. (3.15)
The analytical equation is valid only for dilute isotropic suspensions of fi-
bres of maximum fibre volume fraction, Φmax = 2% (Ghanbari and Karihaloo,
2009). The numerically obtained effective viscosity of the fibre suspension
was computed as
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νeff,sim =
σ¯bc,x,s2 − σ¯bc,x,s1
¯˙γs2 − ¯˙γs1 , (3.16)
where σ¯bc,x is the average stress acting on the two parallel plates in x
direction. The average stress was computed from the absolute value of x
component of total force acting on the two parallel plates divided by their
area. The value ¯˙γ is the spatially averaged second invariant of the shear rate
tensor and read
¯˙γ(t) =
1
n
∑
n∈ΩEs
γ˙ (xEn , t) , (3.17)
γ˙ (xEn , t) = 2
√
γ˙ij (xEn , t) γ˙ij (x
E
n , t), (3.18)
where γ˙ij (xEn , t) and γ˙ (xEn , t) are shear rate tensor and second invariant
of the shear rate tensor of Eulerian node, n. Value ΩE represents a set of all
Eulerian nodes in the computational domain as described in Section 3.2.1.
The spatial averaging of the shear rate tensor was conducted in the whole
computational domain with an exception of regions close to the parallel plates
at a distance smaller than the length of a fibre, lf . The reduced spatial
domain was denoted ΩEs .
Figure 3.10: Indication of the wall effect by means of the normalized shear
rate.
Figure 3.10 presents the normalized shear rate, γ˙norm, as a function of
the normalized vertical position of the Eulerian nodes, znorm = z/Lz. The
normalized shear rate was computed as γ˙norm = γ˙
(
xEp , t
)
/max
(
γ˙
(
xEp , t
))
.
Notice that the regions at the vicinity of the two parallel plates have signif-
icantly larger shear rates. This observed wall effect is caused by the fewer
number of fibres occurring in that region. To obtain the representative effec-
tive viscosities, the region in the vicinity of the two parallel plates must be
neglected.
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Before initiation of the numerical simulation, the initial velocity of the
flow was set to zero. After initiation of the simulation, the flow acceler-
ated until it reached a steady state. The steady-state was assumed to be
reached when the spatially averaged second invariant of the shear rate ten-
sor, ¯˙γ, converged to its final value within a certain threshold. The error of
the numerically obtained effective viscosity of the fibre suspension was then
measured in terms of the relative effective viscosity, νeff,rel = νeff,sim/νeff,an.
Figure 3.11: Comparison of the relative effective viscosity both for the cor-
rected and the uncorrected state.
Figure 3.11 presents the relative effective viscosity of individual numerical
simulations of the parametric study as a function of the number of fibres
contained in the computational domain. The relative effective viscosity is
presented both for the numerical simulations without the correction function
(red cross marks) and for the numerical simulations having the correction
function included (black circle marks).
The relative effective viscosity of the fibre suspension for the case of the
uncorrected numerical simulations seems to diminish with an increasing num-
ber of fibres in the computational domain. This results in the error tending
to infinity, similarly to Section 3.3.1. The proposed correction function ef-
fectively reduced the heavily increasing error to the range of ±10% for the
investigated cases.
In this section, the accuracy of the proposed correction function was
shown on a more complex example of fibre suspension in non-Newtonian
Bingham plastic fluid. The next section will indicate the influence of the cor-
rect drag forces and consequently the importance of the proposed correction
function on a practical example.
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3.3.4 Applications - Slump test
Section 3.3.2 introduced an empirical function that corrected drag forces
acting on the immersed cylinders. The correction function was also verified
by a distinct example as presented in Section 3.3.3.
Orientation and distribution of fibres plays an important role of many
industrial processes. The main aim of this section is therefore to show the
impact of the correction function on the orientation and distribution of fi-
bres on a practical example of a slump test. The slump test is a widely
used method to measure workability and yield stress of homogeneous fluids
or suspensions in industrial applications of concrete (Roussel and Coussot,
2005). The spreading nature of the slump test makes the fibres quickly orient
normal to the flow directions. The slump test thus serves as a benchmark
test for the location and orientation of fibres.
0 s 0.13 s 0.25 s
Figure 3.12: 3D and top view of the slump flow at three different time steps.
A free surface flow of a suspension of randomly placed rigid fibres in a in-
compressible homogeneous non-Newtonian Bingham plastic fluid was studied
by means of the slump test (see Figure 3.12 left). A standard slump cone (see
BS EN 12350-2) as well as homogeneous Bingham plastic fluid were assumed
in the numerical simulation. The given problem was initially set up in real
physical units and appropriately rescaled into Lattice Boltzmann units. For
simplicity, we present the discretized Lattice Boltzmann units only.
The slump cone was discretized into height × bottom diameter × top
diameter = 30 × 20 × 10 lattice units. Yield stress, plastic viscosity and
density of the fluid were set to 5 × 10−5, 0.074 and 1, respectively. The
flow was driven by the gravity equal to 4.2× 10−4. Volume fraction, length,
aspect ratio and density of the fibres was set to 0.5 %, lf = 6, ld = 80 and
3.05, respectively. In total, 1038 fibres were generated. The diameter of the
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fibres was computed as d = lf/ld = 6/80 = 0.075 whereas the time factor
was calculated as tf = d2/νpl = 0.0752/0.074 = 0.076. Both collisions and
rotations of fibres were allowed. The correction function read
C(tf ) =
5.5
tf
0.89
+ 1 ≈ 55.5 . (3.19)
Two distinct numerical simulations were run. The drag forces acting
on the rigid fibres were not corrected in the first numerical simulation, i.e.
C(tf , νpl) = 1. In the second case, the drag forces were corrected, i.e.
C(tf , νpl) = 55.5.
The numerical simulations started by an instantaneous release of the
slump cone and terminated after 1000 discrete time steps corresponding to
approx. 1 second. Figure 3.12 presents a 3D view of the slump flow of the
uncorrected numerical simulation at its initial stage and after 0.13 seconds.
A top view of the slump test is shown for the stage at 0.25 seconds after the
initiation of the numerical simulation. The blue colour in Figure 3.12 repre-
sents the shape of the non-Newtonian Bingham plastic fluid and the black
lines are the immersed rigid fibres. Figure 3.13 compares location and orien-
tation of the rigid fibres for the two different numerical cases at the different
time stages. The black lines represent the fibres of the corrected numerical
simulation whereas the red lines stand for fibres of the uncorrected case. The
fluid phase is hidden for clarity.
As seen in Figure 3.13 - left, the fibres were initially at identical positions
and orientations both for the corrected and uncorrected state. As the time
evolved, positional and orientation discrepancies occurred. The side view
of the numerical simulation at 0.25 seconds shows that the red fibres of
the uncorrected case settled significantly faster than the corresponding black
fibres of the corrected case. The top view at 0.25 seconds further reveals
that the majority of the fibres of the two numerical cases were positioned at
mutually different locations and orientations.
The previous section presented validity of the proposed correction func-
tion. This section aimed to present differences in distribution and orientation
of fibres for the numerical cases where the drag forces were either corrected
or remained uncorrected. Without studying whether correct solutions were
obtained, we observed not negligible discrepancies in mutual positions and
orientations of fibres for the two studied cases, as presented in Figure 3.13
- right. This section therefore illustrates the importance of the proposed
correction function.
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0 s 0.13 s 0.25 s
Figure 3.13: Comparison of the orientation and distribution of fibres for
both the corrected (black) and the uncorrected (red) state.
3.3.5 Discussion
In this section we discuss limitations, advantages and disadvantages of the
correction function approach.
The proposed correction function was validated only by means of the
presented numerical simulations. We tested the proposed correction func-
tion only by Poiseuille and Couette creeping flows of dilute suspensions of
thin rigid cylinders immersed in the Newtonian and Non-Newtonian Bing-
ham plastic fluid. The validation was conducted with the primary aim to
allow numerical simulations of steel fibres immersed in fibre reinforced self-
compacting concrete flow. General limits of the proposed correction function
are unknown and are not of a primary concern of the presented study.
The main motivation for the introduction of the correction function is the
inability of the level of fluid - inclusions interaction to accurately represent
fibres of sub-grid diameter. With the proposed correction function, the ac-
curacy of the two-way interactions can be maintained at an acceptable level.
The coarser discretization of the spatial domain on the other hand brings a
reduced accuracy of the overall model even when the correction function is
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employed. In all the practical numerical simulations that we did so far, we
therefore did not go below the discrete length of fibres of 6 lattice units.
Due to the discrete nature of the fluid dynamics solver, lubrication forces
among fibres are also inaccurate. Corrections of the lubrication forces were
therefore proposed by e.g. Yamane et al. (1994). The lubrication forces
become significant when two fibres get into close contact not exceeding the
distance of approx. diameter of the fibre. In case of fibres of sub-grid diame-
ter, the lubrication forces act only for an extremely short period of time. We
therefore usually do not correct the lubrication forces by e.g. Yamane et al.
(1994), but instead, we approximate the effect of the lubrication forces by
plastic collisions among the fibres.
The coarser discretization of the spatial domain further brings coarsening
of the time scale as the time scale scales with square of the length scale,
T ∼ L2. As the time scale gets coarser, the interaction forces acting between
the immersed fibres and the surrounding fluid become more non-linear and
stiffer. The Runge-Kutta time integration scheme, as presented in Švec et al.
(2012b), must then use relatively fine sub-steps to properly follow the highly
non-linear functions. This inevitably leads to higher computational demands
of the numerical simulations per fibre and per time step.
3.4 Conclusions
In the presented paper, we have introduced the problem of accuracy of in-
teraction forces between the immersed rigid cylinders of high aspect ratio
and the incompressible Newtonian and non-Newtonian Bingham plastic fluid.
We have shown that the Immersed boundary method and consequently the
numerical framework as presented in Švec et al. (2012b) is not capable of
correctly simulating immersed fibres of sub-grid diameter. Many industrial
and natural processes, however, contain a large number of the immersed fi-
bres of high aspect ratio. The use of the fibres of the sub-grid diameter is
then inevitable to keep the computational time within reasonable bounds.
Our aim was therefore to correct the numerical framework to allow for an
accurate representation of the fibres of sub-grid diameter. We have suggested
a correction function to recover a correct behaviour of the drag forces acting
on the immersed fibres. We have validated the proposed correction function
by a distinct example and we have discussed the importance of the correc-
tion function to properly simulate distribution and orientation of fibres on a
practical example.
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Abstract
The ability of the Lattice Boltzmann method, as the fluid dynamics solver,
to properly simulate macroscopic Navier’s slip boundary condition is investi-
gated. An approximate equation relating the Lattice Boltzmann variable slip
boundary condition with the macroscopic Navier’s slip boundary condition is
proposed. The proposed relation is validated both for the case of Newtonian
and non-Newtonian fluids. The importance of employing the Navier’s slip
boundary condition is highlighted by a practical industrial problem.
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4.1 Introduction
The no-slip boundary condition for viscous fluids states that at a solid bound-
ary, the fluid has zero velocity relative to the boundary. The no-slip boundary
condition has been a satisfactory representation for majority of the practical
problems especially when dealing with homogeneous Newtonian fluids. Com-
plex fluids such as suspensions of solid particles in the non-Newtonian mul-
tiphase fluid behave at the molecular level in the same manner as the simple
homogeneous Newtonian fluids. The complex fluids are then also commonly
assumed to satisfy the no-slip boundary condition. At the macroscopic level,
effective properties of the complex fluids start to change as the distance to
the solid boundary approaches the size of solid immersed particles. In such a
case it can be advantageous to replace the change of the effective properties
by a simple Navier’s slip boundary condition. The Navier’s slip boundary
condition was first proposed by Navier in Navier (1823) which states that the
component of fluid velocity tangent to the surface should be proportional to
the rate of strain at the surface.
oil
bulk
sand
gravel
fib
re
aggregate
γ˙4
γ˙3
γ˙2
γ˙1
velocity profile
γ˙4
∆ubc = 0
∆ubc 6= 0
a) b) c)
sL
∆uim = 0
Figure 4.1: a) Material composition of a typical cross-section of fibre rein-
forced concrete b) Flow velocities and shear rates of the individual layers c)
Illustration of the Navier’s slip boundary condition de Gennes (2002); Ahmed
and Hecht (2009)
Figure 4.1a, as an example, illustrates a non-Newtonian heterogeneous
fluid used in the structural industry, namely the fibre reinforced self-com-
pacting concrete. Concrete is a highly heterogeneous material as it consists
of multiple phases such as gravel, sand, cement, water or even steel fibres.
Large immersed particles, such as aggregates or fibres, cannot get into close
contact with the solid boundary, which results in the so called wall effect. The
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wall effect together with the various types of the solid boundaries of different
roughness and treatment add up to a high change rate of the effective proper-
ties of the suspension at the vicinity of the solid boundaries. It can no longer
be assumed that the macroscopic properties of the fluid (density, viscosity
etc.) in the bulk of the material and at the boundary layers are identical.
Figure 4.1a, as an example, illustrates composition of the four different layers
of the fluid (oil layer, layer of sand, gravel layer and bulk layer). Figure 4.1b
illustrates velocity profile of the cross-section together with shear rates of the
four individual layers, γ˙1−4. For the case of Figure 4.1a and Figure 4.1b, the
relative velocity between the boundary condition and the adjacent fluid is
zero, ∆ubc = 0, satisfying the no-slip boundary condition.
Highly heterogeneous and complex fluids can be numerically represented
in different ways. The individual methods are often differentiated by the
amount of detail each method provides. The highest resolution is provided
by the nature itself. Any current numerical simulation is only a very low res-
olution approximation of the nature. The larger the structure that we aim to
simulate is, the lower resolution of the numerical simulation can be provided.
The most straightforward and correct way to numerically simulate a flow of
a complex fluid, such as depicted in Figure 4.1a, is to explicitly represent and
simulate all the individual constituents of the fluid, which inevitably limits
the spatial region of interest. We aim to numerically simulate the casting
process of fibre reinforced self-compacting concrete and hence large spatial
regions of interest. The resolution of the boundary layers must be therefore
significantly reduced.
The various boundary layers, such as the form oil layer, sand or gravel
layers, can be then replaced by the aforementioned Navier’s slip boundary
condition (Navier, 1823; Liao and Wang, 2011; Thrane, 2007). The Navier’s
slip boundary condition describes the complex boundary problem by a single
scalar variable - slip length, sL (see Figure 4.1c). Contrary to Figure 4.1a,
the fluid at the vicinity of the solid boundary of Figure 4.1c does not have
zero velocity relative to the boundary, ∆ubc 6= 0. The slip length is then
defined as the distance of the solid boundary to an imaginary point where
the linearly extrapolated relative velocity of the flow is zero, ∆uim = 0.
Navier’s slip boundary condition is commonly incorporated into fluid
dynamics solvers directly, i.e. on macroscopic level (Thrane, 2007). Such
macroscopic implementation has been widely studied both for the case on
Newtonian and non-Newtonian fluids. Lattice Boltzmann method origins
in the microscopic theory of ideal gasses. An alternative microscopic repre-
sentation of the Navier’s slip boundary condition might be therefore in the
framework of Lattice Boltzmann of interest. A combination of bounce-back
boundary condition with specular (mirror like) boundary condition is a very
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simple and widely used method of incorporating various types of slip into the
Lattice Boltzmann method (Lim et al., 2002; Succi, 2002; Guo et al., 2006).
Such a boundary condition deals with reflection behaviour of molecules hit-
ting a solid boundary and thus operates on a microscopic level. To differen-
tiate such a boundary condition from the macroscopic Navier’s slip bound-
ary condition, the boundary condition is in this paper called molecular slip
boundary condition. Ahmed and Hecht Ahmed and Hecht (2009) pioneered
the use of the molecular slip boundary condition to mimic the macroscopic
Navier’s slip boundary condition for the case of Newtonian fluids. As far
as we know, there is currently no paper that shows or validates the use of
the molecular slip boundary condition for the case of non-Newtonian fluids.
As presented in this paper, we further believe that the function proposed
by Ahmed and Hecht Ahmed and Hecht (2009) linking the molecular and
macroscopic Navier’s slip boundary condition is not completely correct.
The primary aim of this paper is therefore to correct the function proposed
by Ahmed and Hecht Ahmed and Hecht (2009) and to validate the corrected
function both for the case of Newtonian and non-Newtonian fluids. In this
paper, we further show that the corrected function results in a very low and
more or less constant error of slip length in the range of 0.015 lattice unit.
This article is a part of a series of articles dealing with development and
implementation of a numerical framework capable of simulating flow of fibre
reinforced self-compacting concrete. The first article (Švec et al., 2012b)
introduced the overall numerical framework. The second article (Švec and
Skoček, 2013a) showed a method to numerically simulate a large number of
rigid immersed fibres. This article presents a method to include the Navier’s
slip boundary condition into the Lattice Boltzmann fluid dynamics solver for
the case of non-Newtonian fluids.
The fluid dynamics solver is briefly summarized in Section 4.2. Sec-
tion 4.2.1 describes the Lattice Boltzmann method. Section 4.2.2 introduces
a concept of integration of the slip length into the Lattice Boltzmann method
by means of the so called molecular slip coefficient. Section 4.3 focuses on var-
ious aspects of the Navier’s slip boundary condition. Section 4.3.1 proposes
a relation linking the molecular slip coefficient to the macroscopic Navier’s
slip length. The accuracy of the relation is presented for the case of Newto-
nian fluids in Section 4.3.1 and for the case of non-Newtonian fluids in Sec-
tion 4.3.3. Section 4.3.2 outlines different methods to compute local shear
rates to be used for the Navier’s slip boundary condition as well as the influ-
ence of the various methods on the accuracy of the proposed relation. The
significance of employing the Navier’s slip boundary condition is highlighted
by a practical industrial problem in Section 4.3.4. Section 4.5 summarizes
the article and discusses the main outcomes of the article.
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4.2 Fluid dynamics solver
Fluid dynamics is traditionally described by macroscopic partial differential
Navier-Stokes equations. Individual methods such as the finite difference
method, the finite volume method, the finite elements method, or the smooth-
particle hydrodynamics method are differentiated only by the way they solve
the Navier-Stokes equations. These approaches formulate the problem by
means of macroscopic quantities such as macroscopic velocity or pressure
fields. We decided to follow a completely different and historically younger
approach called the Lattice Boltzmann method (Wolf-Gladrow, 2000). In
the following sections we introduce the Lattice Boltzmann method and ex-
plain the implementation of the non-Newtonian behaviour together with the
implementation of the Navier’s slip into the Lattice Boltzmann method.
4.2.1 Lattice Boltzmann method
The Lattice Boltzmann method, contrary to the aforementioned traditional
methods, is based on Boltzmann equations and thus on the theory of ideal
gases. One of the advantages of the origin of the Lattice Boltzmann method
is the ability to implement slip in a very simple manner (Succi, 2002; Ahmed
and Hecht, 2009).
As the Lattice Boltzmann method is based on the theory of ideal gases,
the method does not primarily work with macroscopic quantities but rather
with mesoscopic particle distribution functions. These can be seen as clouds
of microscopic particles, e.g. molecules, chaotically moving in space. Space is
commonly discretized into square (2D domain) or cubic Eulerian cells forming
a fixed Cartesian grid (see Figure 4.2a). Eulerian nodes, xE ∈ ΩE , are placed
into the centre of each cell and a lattice is formed by connecting the nearest
Eulerian nodes. The movement of the microscopic particles is restricted
onto the lattice directions, α, which leads into a discretization of continuous
particle distribution functions into only a few particle distributions, fα (xE , t),
associated with lattice velocities, cα. See Figure 4.2b) for a 2D example.
There are several lattice types, differentiated on by the shape of the lattice.
The D2Q9 and D3Q15, where D and Q stand for the dimension of the
problem and the number of lattice velocities, are two of the most common
types adopted.
The vertical and horizontal spacings of the nodes, the reference density
of the fluid, ρf,0, and the length of the time step are usually set to unity
for the most simple and common lattice types and the simulated problem
is scaled accordingly. The provided description of the Lattice Boltzmann
method is general and independent of the lattice used, provided that the
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Figure 4.2: a) Schematic representation of the D2Q9 lattice. Square marks
stand for nodes, grey lines for cell boundaries and dashed lines for the lattice.
b) Set of corresponding lattice velocity vectors, cα, in a node.
reference fluid density, time step and spacing of the nodes are normalized to
unity as described above. All the equations presented in this section can be
found e.g. in Latt (2007), unless otherwise stated.
An evolution of the particle distributions in space and time is expressed
by the Lattice Boltzmann equation
fα (x
E + cα, t+ 1) = fα (x
E , t)︸ ︷︷ ︸
streaming
+ fExtα (x
E , t)︸ ︷︷ ︸
forcing
+ Ωα (x
E , t)︸ ︷︷ ︸
collision
. (4.1)
The equation consists of the streaming part, the forcing term and the collision
part. The streaming part represents propagation of particle distributions
from one node to another along the lattice links. The lattice velocities are
chosen in such a way that a particle distribution streams from one node to
another node during the unit time step. The forcing term accounts for the
effect of an external force in the simplest form in the following way (Mohamad
and Kuzmin, 2010; He et al., 1997; Guo et al., 2002)
fExtα (x
E , t) = 3wαcα · F (xE , t) , (4.2)
where wα stands for weights defined by the type of the lattice. F (xE , t)
represents any external force such as gravity.
The collision part mimics real collisions of the microscopic particles. The
collisions are difficult to express explicitly and, therefore, an approximation
of the collisions in the form of collision operator, Ωα (xE , t), was introduced
into the Lattice Boltzmann method. We used one of the simplest collision
operators, the so-called Bhatnagar-Gross-Krook operator, see e.g. Chen and
Doolen (1998). The Bhatnagar-Gross-Krook operator linearly deforms the
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actual particle distributions towards an equilibrium state. The collision op-
erator reads
Ωα (x
E , t) =
f eqα (uf , ρf )− fα (xE , t)
τ (xE , t)
. (4.3)
where uf = uf (xE , t) and ρf = ρf (xE , t) are the local macroscopic velocity
and density of the fluid, respectively. The equilibrium state is represented
by equilibrium particle distributions, f eqα (uf , ρf ), which are derived from the
Maxwell-Boltzmann equation. The equilibrium particle distributions have in
the simplest case the following form
f eqα (uf , ρf ) = ρfwα
(
1 + 3cα.uf +
9
2
(cα.uf )
2 − 3
2
uf .uf
)
. (4.4)
The local densities and velocities of the fluid are computed as the first two
moments of the particle distributions
ρf (x
E , t) =
α∑
fα (x
E , t) , (4.5)
uf (x
E , t) =
α∑
fα (x
E , t) cα
ρf (xE , t)
.
For isothermal conditions, the local pressure is expressed as pf (xE , t) =
c2sρf (x
E , t) where cs is the speed of sound in the given lattice.
The rate of the deformation of the particle distributions towards the
equilibrium state is introduced by relaxation time, τ (xE , t). The relaxation
time is computed from the local macroscopic kinematic viscosity of the fluid,
ν (xE , t), by the following relation
τ (xE , t) =
1
2
+ 3ν (xE , t) . (4.6)
For a non-Newtonian fluid, the kinematic viscosity is a function of the shear
rate tensor, γ˙ij (xE , t), and the stress deviator tensor, Sij (xE , t). These ten-
sors are approximated, as described e.g. in Boyd et al. (2006), by
γ˙ij (x
E , t) ≈ 3
2τ (xE , t− 1)
α∑
ci,αcj,αf
neq
α (x
E , t) , (4.7)
Sij (x
E , t) ≈
(
1− 1
2τ (xE , t− 1)
) α∑(
ci,αcj,α − δij
Dim
cα.cα
)
fneqα (x
E , t) ,
(4.8)
where δij is the Kronecker delta, Dim is the dimension of the problem and
fneqα (x
E , t) = fα (x
E , t)− f eqα (uf , ρf ) (4.9)
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is the non-equilibrium part of the particle distributions.
Description of other parts of the framework such as the implementation
of the Bingham plastic rheological model, the free surface implementation or
the addition of the immersed solid particles into the fluid dynamics solver
can be found in e.g. Švec et al. (2012b); Švec and Skoček (2013a).
4.2.2 Navier’s slip boundary condition
Navier’s slip boundary condition can be implemented in different ways. One
can follow a macroscopic approach by applying, for example, a shear stress
boundary condition (Thrane, 2007). Another approach is to utilize the fact
that the Lattice Boltzmann method originates from the theory of ideal gasses.
The Navier’s slip boundary condition can be then approximated as a com-
bination of the no-slip boundary condition and the specular (mirror like)
boundary condition, similarly to Succi (2002); Ahmed and Hecht (2009).
Boundary conditions are usually implemented into the Lattice Boltzmann
method by a modification of the particle distributions. As a consequence,
there is no unique modification of the particle distributions that results in
the desired macroscopic boundary condition. Various approaches of different
accuracies therefore exist to model a single boundary condition.
a) b) c)
fbb fspec
fres
xEbc
Figure 4.3: Streaming process of the particle distributions to the node adja-
cent to the solid boundary (filled black square). a) Black and red arrows stand
for known and unknown distributions, respectively b) Bounce-back reflection.
c) Specular reflection.
The simplest form of the no-slip boundary condition is represented by
the bounce-back boundary condition (Sukop and Thorne, 2005). Take Fig-
ure 4.3a as an example. When a fluid node of interest (filled black square
mark) lies next to solid boundary nodes (black cross marks), some particle
distributions (red arrows) should be streamed from the solid boundary nodes
to the fluid node. These particle distributions do not exist and must be re-
constructed. Bounce-back boundary condition provides the simplest possible
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form of the reconstruction of the particle distributions, as depicted in Fig-
ure 4.3b. Particle distribution (red dashed arrow) is during the streaming
process of Eq. (4.1) streamed from the fluid node of interest. The particle
distribution hits the solid boundary and reverts back to the original node
with opposite velocity (red solid arrow). Bounce-back boundary condition
is a very simple boundary condition exhibiting a second order accuracy and
a slight numerical slip (He et al., 1997). More complex no-slip boundary
conditions have been created to eliminate the numerical slip (Inamuro et al.,
1995). The bounce-back boundary condition results in a zero slip length.
Specular boundary condition is illustrated in Figure 4.3c. Particle distri-
bution (red dashed arrow) is streamed from the fluid node adjacent to the
fluid node of interest. The particle distribution hits the solid boundary and
after the specular reflection it reaches the fluid node of interest (red solid
arrow). The specular boundary condition results in an infinite slip length.
Any desired slip length can been reconstructed as a linear combination of
the specular and bounce-back boundary condition as
fres = (1− sc)fbb + scfspec , (4.10)
where fres is the resulting particle distribution arriving to the fluid node
of interest after the streaming process (see Figure 4.3a). Values fbb and
fspec stand for particle distributions obeying the bounce-back and specular
boundary conditions, respectively. The linear combination of the two bound-
ary conditions is determined by slip coefficient, sc. Slip coefficient sc = 0 and
sc = 1 correspond to pure bounce-back and specular reflections, respectively.
As an example, the streaming part of Eq. (4.1) will have for an arbitrarily
chosen particle distribution, f8, the following form
fres = f8 (x
E
bc, t+ 1) = (1− sc)f6 (xEbc, t)︸ ︷︷ ︸
bounce−back reflection
+ scf7 (x
E
bc + c2, t)︸ ︷︷ ︸
specular reflection
, (4.11)
where xEbc is position of the fluid node of interest, as depicted in Figure 4.3c.
The digits in f6, f7, f8 or c2 stand for particular lattice directions, α, defined
in Figure 4.2b.
The described implementation of the variable slip length boundary con-
dition has a completely different origin than the Navier’s slip boundary con-
dition. Navier’s slip boundary condition is a purely macroscopic description
as introduced in Section 4.1 and in Navier (1823); Liao and Wang (2011).
Lavallee in Lavallée et al. (1991) on the other hand showed a direct rela-
tion between the described boundary condition and molecular experiments
conducted by Knudsen back in 1934. The boundary condition therefore in
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certain situations behaves differently compared to the Navier’s slip boundary
condition (Lavallée et al., 1991).
The following section relates the described molecular slip boundary con-
dition to the Navier’s slip boundary condition and highlights the ability of
the molecular slip boundary condition to effectively mimic the Navier’s slip
boundary condition for the specified problems.
4.3 Study of the Navier’s slip boundary condi-
tion
The molecular slip boundary condition, as presented in the previous section,
originates from the theory of ideal gasses which determines the behaviour
of the boundary condition. In the following sections, we therefore, similarly
to Ahmed and Hecht (2009), propose an approximate relation between the
molecular slip coefficient, sc, and the macroscopic slip length, sL. We further
validate the use of the molecular slip boundary condition as the approxima-
tion of the macroscopic Navier’s slip boundary condition both for Newtonian
fluids and non-Newtonian Bingham plastic fluids. We conclude this section
by highlighting the importance of inclusion of the Navier’s slip boundary
condition into the fluid dynamics solver on a practical industrial example.
4.3.1 Newtonian fluids
To validate the molecular slip boundary condition as the approximation of the
Navier’s slip boundary condition, it is necessary to understand the behaviour
of the slip coefficient as defined in Eq. (4.10). The slip coefficient should
preferably behave as a material property, similarly to the macroscopic slip
length. Thus, the slip coefficient should be devoid of dependency on any non-
material property. We have conducted three parametric studies to better
understand the behaviour of the slip coefficient for the case of Newtonian
fluids.
Parametric study 1
Similarly to Ahmed and Hecht (2009), we simulated the Poiseuille flow of
an incompressible Newtonian fluid, i.e. a two dimensional gravity driven
flow bounded by two parallel plates (see Figure 4.4). The two parallel plates
positioned normal to the z axis were modelled as the molecular slip boundary
condition by means of Eq. (4.10). A periodic boundary condition (Sukop and
Thorne, 2005) was applied in x and y directions. The flow was driven by
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the prescribed constant acceleration, gx, applied onto the bulk of the fluid.
Dimensions of the domain were set to Lx = 2, Ly = 1 and Lz = varied
whereas the density of the Newtonian fluid was set to ρf = 1.
Lz
Lx
Ly
x
z
y
ux,bc
ux,bc
gx
Figure 4.4: Geometry of the Poiseuille flow
The Navier’s slip length was computed by a linear extrapolation of the
velocity of the fluid at the vicinity of the boundary condition as (see Fig-
ure 4.1c)
sL,com =
ux,f − ux,bc
2γ˙xz
− 0.5 , (4.12)
where ux,bc is the horizontal speed of the two parallel plates, as depicted in
Figure 4.4. Term ux,f is the horizontal component of the velocity of the fluid
at the node adjacent to the boundary condition and γ˙xz is the xz component
of the shear rate tensor at the node adjacent to the boundary condition. The
approximation of the shear rate tensor was computed by Eq. (4.7).
The initial velocity of the flow was set to zero. After initiation of the
simulation, the flow accelerated until it reached a steady state. The steady-
state was assumed when the relative change of the computed slip length in
time dropped below 10−8.
A parametric study containing 2000 individual simulations was run to
obtain behaviour of the slip length for a range of combinations of the input
parameters. In total 500 individual simulations were run for each of the four
different values of slip coefficient, sc = {0.1, 0.5, 0.9, 0.98}.
The following parameters of the parametric study were randomly gener-
ated obeying a uniform distribution and bounded by an interval: Kinematic
viscosity of the fluid, {ν ∈ R|0.005 ≤ ν ≤ 0.2} = [0.005, 0.2]; Vertical
length of the domain, Lz in [30, 60]; Horizontal acceleration of the fluid, gx in
[0.005, 0.2]; Horizontal speed of the two parallel plates, ux,bc in [−0.03, 0.03].
The selected intervals of the parameters assured that the maximum speed of
the fluid does not exceed 0.05 and hence that the assumption of incompress-
ibility was fulfilled.
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Figure 4.5 presents individual results of the parametric study in the form
of the macroscopic slip length sL,com as a function of the numerical kine-
matic viscosity, ν. The figure illustrates the predominant dependency of the
slip length on the molecular slip coefficient and on the numerical kinematic
viscosity of the fluid. The same observation was also made by Ahmed and
Hecht (2009).
Figure 4.5: Result of the parametric study in the form of the macroscopic
slip length as a function of the numerical kinematic viscosity of the fluid.
We therefore propose the following approximate relation between the
macroscopic slip length and molecular slip coefficient
sL,approx = 3ν
sc
1− sc = 3ν
1− bc
bc
, (4.13)
where bc = 1 − sc is the molecular bounce-back coefficient. The inverse of
the relation then reads
sc =
sL
3ν + sL
, bc =
3ν
3ν + sL
. (4.14)
The parametric study showed that aside from the linear dependency on
the numerical kinematic viscosity of the fluid, ν, the slip coefficient seems to
be devoid of any other non-material property. The conclusion is however
limited only to the scope of the presented parametric study. Extremely
different time or space scales can result in a different conclusion.
Parametric study 2
The same parametric study as in Section 4.3.1 was run once again, to check
the accuracy of the proposed approximate Eq. (4.13) and to validate cor-
rectness of the numerical implementation. This time, the macroscopic slip
length, sL,in, served as an input parameter of the parametric study. The
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slip length was inserted into Eq. (4.14). The output of Eq. (4.14), i.e. the
slip coefficient, was then inserted into Eq. (4.10). The slip length was ran-
domly generated obeying a uniform distribution and bounded by an interval
sL,in = [0, 100]. The numerical simulation terminated when the computed
slip length, sL,com, (see Eq. (4.12)) converged to its final value.
The error of the computed slip length relative to the input slip length
was computed as (sL,com− sL,in)/sL,in. The parametric study resulted in the
maximum error of 5% and the average error of 2%. The accuracy of the
proposed approximate Eq. (4.13) can be further improved by a modification
of the way the local shear rates used in Eq. (4.12) are computed, as presented
in Section 4.3.2.
Parametric study 3
A small parametric study of the same layout as depicted in Figure 4.4 was run
to compare the proposed approximate Eqs. (4.13) and (4.14) to the proposed
approximate solution by Ahmed and Hecht (2009)
sL,Ahmed =
τsc
3(1− sc) . (4.15)
Bounce-back coefficient was the main parameter of the parametric study
and ranged from bc = 0.1 up to bc = 0.999. Numerical kinematic viscosity of
the fluid was set to value ν = 0.05 and ν = 0.1, respectively. Dimensions of
the domain were set to Lx × Ly × Lz = 60 × 1 × 2, density of the fluid was
set to ρf = 1 and the horizontal acceleration of the fluid read gx = 1× 10−3.
Horizontal speed of the two parallel plates was set to ux,bc = 0.
Figure 4.6 presents results of the small parametric study in the form of
the macroscopic slip length as a function of the molecular bounce-back co-
efficient. Result of the parametric study matches the proposed approximate
Eq. (4.13) reasonably well with the maximum error of approx. 4%. The
result of the study, on the other hand, does not match the proposed approxi-
mate relation presented in Eq. (4.15) by Ahmed and Hecht (2009). The main
difference between Eq. (4.13) and Eq. (4.15) by Ahmed and Hecht (2009) is
the use of the kinematic viscosity, ν, instead of the relaxation time, τ (see
Eq. (4.6)). We believe that for any non-zero slip coefficient the slip length
should approach zero, sL,approx → 0, as the kinematic viscosity of the fluid ap-
proaches zero, ν → 0, (i.e. τ → 0.5). The proposed approximate Eq. (4.13)
complies the requirement.
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Figure 4.6: Result of the small parametric study in the form of the macro-
scopic slip length as a function of the bounce-back coefficient.
4.3.2 Study of the shear rates
Navier’s slip boundary condition, as presented in Section 4.1, requires knowl-
edge of shear rate tensors in the vicinity of the boundary condition (see
Eq. (4.12)). The shear rate tensors can be calculated in several ways. The
most common approach is to compute local velocity gradients. In the frame-
work of the Lattice Boltzmann method, the shear rate tensors can be ap-
proximated by Eq. (4.7), where the Eq. (4.7) computes the average shear
rate tensor in the node of interest. Eq. (4.7) therefore computes the shear
rate tensor located at the distance of 0.5 lattice units from the edge of the
Navier’s slip boundary condition. The Navier’s slip boundary condition, how-
ever, requires knowledge of the shear rate tensors at the edge of the boundary
condition. We have therefore constructed yet another approximation of the
shear rate tensor and compared it to Eq. (4.7).
ux1
ux2
γ˙xz,x12
γ˙xz,x01
γ˙xz,x1
x2x1x0
ux0
Figure 4.7: Flow velocity profile in vicinity of the Navier’s slip boundary.
Figure 4.7 illustrates a flow velocity profile at the vicinity of the Navier’s
slip boundary condition. The aim is to obtain the xz component of the shear
rate tensor at the edge of the boundary condition, γ˙xz,x01 , which is unknown.
The value of γ˙xz,x1 can be either computed from Eq. (4.7) or as the average
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of the xz components of the adjacent shear rate tensors, γ˙xz,x01 and γ˙xz,x12 as
γ˙xz,x1 =
γ˙xz,x01 + γ˙xz,x12
2
=
(ux1 − ux0) + (ux2 − ux1)
2
. (4.16)
The value of ux0 and consequently the value of γ˙xz,x01 is unknown. The value
of γ˙xz,x01 can be therefore expressed from Eq. (4.16) as
γ˙xz,x01 = 2γ˙xz,x1 − γ˙xz,x12 , (4.17)
where γ˙xz,x1 is computed by Eq. (4.7) and γ˙xz,x12 = ux2 − ux1 .
Section 4.3.1 presented a parametric study of the Poiseuille flow of the
Newtonian fluid that resulted in the maximum relative error of 5% and the
average relative error of 2%. The relative error was computed as the relative
difference between the numerically computed and the analytically computed
value of the macroscopic slip length. The parametric study computed the
local shear rates by means of Eq. (4.7), i.e. by means of γ˙xz,x1 depicted in
Figure 4.7.
The computed slip lengths, sL,com, (see Eq. (4.12)) of the parametric
study were recomputed by means of the alternatively defined shear rate,
γ˙xz,x01 from Eq. (4.17). Figure 4.8 presents the absolute error of the slip
lengths, sL,com − sL,in, as a function of the input slip length, sL,in.
Figure 4.8: The absolute error of the slip lengths as a function of the input
slip length. Both x and y axes are given in lattice units.
The results are shown both for the traditional shear rates computed by
Eq. (4.7) and for the alternative shear rates computed by Eq. (4.17). Results
of the traditional shear rates indicate a linear dependence of the absolute
error on the input slip length whereas results of the alternative shear rates
indicate a constant dependency of the absolute error on the input slip length.
The average absolute error of the results of the alternative shear rates oscil-
lates around 0.015 lattice units.
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This section presented a modified way of calculation of the shear rates to
be used in Eq. (4.12). The presented modification of the shear rates resulted
in almost constant and very low absolute error of the numerically computed
slip length with respect to the input slip length. The observation further
strengthens the validity of the proposed approximate Eq. (4.13).
4.3.3 Non-Newtonian fluids
In Section 4.3.1, we have introduced the relation between the molecular slip
coefficient and the macroscopic Navier’s slip length. Similarly to Ahmed and
Hecht (2009), we have observed that the molecular slip coefficient is a func-
tion of both the macroscopic slip length and the numerical kinematic viscosity
of the fluid (see Eq. (4.14)). The kinematic viscosity of the fluid is in the
case of the incompressible Newtonian fluids constant both in time and space.
The viscosity is on the other hand in the case of the Non-Newtonian fluids,
such as a Bingham plastic fluid, variable and often shear-dependent. The
molecular slip coefficient therefore becomes variable and shear-dependent as
well. For a typical numerical problem, the macroscopic slip length is prede-
fined and constant both in time and space. The molecular slip coefficient is
then computed from Eq. (4.14) and applied into Eq. (4.10).
We propose in Eq. (4.14) to use a local kinematic viscosity of the fluid
positioned at the same location as the fluid node of interest. As an example,
the local kinematic viscosity of the fluid to be used in Eq. (4.14) and sub-
sequently in Eq. (4.11) can be computed as the average of the two adjacent
local viscosities, ν = 0.5 [ν (xEbc, t) + ν (xEbc + c2, t)].
Parametric study 1
A small parametric study was run to validate correctness of the aforemen-
tioned proposition. Similarly to Section 4.3.1, a gravity driven Poiseuille
flow was used in the parametric study. Dimensions of the domain were set
to Lx × Ly × Lz = 20× 1× 2. Molecular slip coefficient was set to sc = 0.9.
Horizontal acceleration of the fluid read gx = 0.01. Horizontal speed of the
two parallel plates was set to ux,bc = 0 whereas the density of the Newto-
nian fluid was set to ρf = 1. Numerical kinematic viscosity of the fluid cells
directly adjacent to the boundary nodes was set to νouter = 0.05 (see grey
region in Figure 4.9). Four different numerical simulations were run. In each
numerical simulation, the bulk of the fluid had one of the following numeri-
cal kinematic viscosities νinner = {0.05, 0.083¯, 0.116¯, 0.15}, corresponding to
relaxation times τinner = {0.65, 0.75, 0.85, 0.95}.
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Figure 4.9: Velocity profiles of the Poiseuille flow for various numerical
kinematic viscosities in the bulk of the fluid domain.
All the individual numerical simulations of the parametric study ended up
having the same computed macroscopic slip length, sL,com = 1.42. The pro-
posed approximate Eq. (4.13) predicts the following macroscopic slip length
sL,approx = 3ν
sc
1− sc = 3× 0.05
0.9
1− 0.9 = 1.35 (4.18)
indicating approx. 5% relative error between the two macroscopic slip lengths.
The fact that all the numerical simulations resulted in the same macroscopic
slip length, sL,com = 1.42, indicates that the molecular slip coefficient is, aside
from the slip length, dependent only on the local kinematic viscosity of the
fluid nodes directly adjacent to the boundary condition node of interest. If
the proposed approximate Eq. (4.13) was dependent on the kinematic vis-
cosity in the bulk of the fluid, the individual numerical simulations of the
parametric study would result in various different macroscopic slip lengths,
sL,com.
Parametric study 2
A parametric study similar to Section 4.3.1 was run to check the accuracy
of the proposed approximate Eq. (4.13) for the case of non-Newtonian Bing-
ham plastic fluids. The macroscopic slip length, sL,in, served as an input
parameter of the parametric study. The slip length was randomly generated
obeying a uniform distribution and bounded by an interval sL,in = [0, 100].
The yield stress of the Bingham plastic fluid was randomly generated ranging
from Syield = 0 up to Syield = 2×10−5. The numerical simulation terminated
when the slip length, sL,com, computed by Eq. (4.12) converged to its final
value. Eq. (4.7) was used to calculate the shear rate tensors at the nodes
adjacent to the boundary condition.
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The error of the computed slip length relative to the desired slip length
was computed as (sL,com − sL,in)/sL,in. The numerical parametric study re-
sulted in the maximum error of 6% and the average error of 3%.
4.3.4 Application - Plate casting
Previous sections presented the implementation of the Navier’s slip bound-
ary condition into the framework of the Lattice Boltzmann method and high-
lighted its validity for a wide range of applications. This section illustrates the
importance of employing the Navier’s slip boundary condition on a practical
industrial problem. Numerical framework applied in the following section is
a combination of the various parts of the framework presented in this paper
and in Švec et al. (2012b); Švec and Skoček (2013a). Preliminary results of
the work are presented in Švec et al. (2012c).
A growing portion of civil structures are nowadays constructed of self-
compacting concrete. Contrary to an ordinary concrete, the self-compacting
concrete flows and fills the form-work without any need of vibration or other
agitation. Steel reinforcement is often used to improve the behaviour of con-
crete loaded in tension. It is, for example, very advantageous to add steel
fibres into a self-compacting concrete to maintain a simple casting procedure,
yet featuring better tensile properties of the concrete. The immersed steel
fibres very quickly orient due to the flow of the concrete and as such, prop-
erties of the final structural elements are heavily dependent on the flow the
material experienced during the casting process of the elements. Especially
for thin elements, the flow of the material is significantly influenced by the
boundary-fluid interaction.
The following section therefore highlights the importance of inclusion of
the Navier’s slip boundary condition model into the fluid dynamics solver to
properly predict the final orientation of the steel fibres immersed in the self-
compacting concrete.
Plate of dimensions 1.2 m× 1.2 m× 0.15 m and made of the self-compact-
ing fibre reinforced concrete was cast (see Figure 4.10). Rheology of the self-
compacting concrete can be approximated by a Bingham plastic model. Den-
sity, plastic viscosity and yield stress of the fibre reinforced self-compacting
concrete were 2500 kg/m3, 75 Pa s and 25 Pa, respectively. The fibre volume
fraction of the immersed steel fibres was 0.5%. The length of the fibres,
the aspect ratio and the density of the fibres was 6 cm, 80 and 7850 kg/m3,
respectively. The casting was conducted from a rubber tube located at a
distance of 0.25 m from one of the corners of the plate (marked as a blue
cylinder in Figure 4.10). The cast plate was left to harden for a period of 28
days. A beam of dimensions of 0.6 m × 0.15 m × 0.15 m was cut out of the
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Figure 4.10: Geometry of plate casting. Grey denotes the form-work, blue
stands for the rubber inlet and red represents the cut beam.
plate (marked as a red prism in Figure 4.10). The whole beam was after-
wards scanned by a medical computed tomography device to obtain the 3D
view of all the steel fibres located in the beam.
Figure 4.11a depicts the orientation of the immersed fibres located in the
lower half of the beam by means of 2D orientation tensors, i.e. orientation
ellipses (Advani and Tucker, 1987). Each orientation tensor usually replaces
tens or hundreds of the immersed fibres. The more circular the orientation
ellipse is, the more random orientation of the immersed fibres is present in
that area. Elongated ellipses on the other hand represent highly oriented
immersed fibres in that region. Figure 4.11a, as an example, shows both
the immersed fibres and their respective orientation ellipses. Figure 4.11a
indicates that the majority of the immersed fibres are oriented vertically.
A numerical simulation (see Figure 4.12) was run to compare the experi-
mentally obtained orientation ellipses to the numerically obtained orientation
ellipses and thus to highlight the importance of the inclusion of the Navier’s
slip boundary condition into the fluid dynamics solver.
All the parameters of the numerical simulation were identical to the afore-
mentioned experiment. Space was discretized by 1 cm = 1 lattice unit. Time
was discretized by fixing the relation between the numerical kinematic vis-
cosity of the fluid and the effective viscosity of the fluid as 90 Pa s = 0.1 lat-
tice unit. All the sides of the form-work (see grey regions of Figure 4.10)
were modelled by the Navier’s slip boundary condition. In total 3 numer-
ical simulations were run differentiated by the slip length applied, sL =
{0 cm, 8 cm,∞ cm}.
Figure 4.11b,c,d presents the results of the numerical simulation in the
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CT scanner Orientation ellipses - numerical simulation
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a) b) c) d)
fibres orientation ellipses
Figure 4.11: Top view of the lower half of the cut beam. Each ellipse stands
for the 2D orientation tensor and replaces tens of fibres.
form of the orientation ellipses computed at the same location as the orien-
tation ellipses obtained experimentally and presented in Figure 4.11a. If the
simple no-slip bounce-back scheme is used in the numerical simulations, the
Navier’s slip length becomes sL = 0 cm and the orientation ellipses depicted
in Figure 4.11b will be obtained. Notice the big differences in the shapes
of the respective orientation ellipses between Figure 4.11a and Figure 4.11b.
The numerical simulation predicts too random orientation of the immersed
fibres in the region close to the boundary condition when the no-slip bound-
ary condition is employed. This observation suggests that in reality some
kind of the macroscopic apparent slip occurs, as introduced in Section 4.1.
The effect of the apparent slip naturally vanishes with an increasing dis-
tance from the boundary condition. The difference between Figure 4.11a and
Figure 4.11b,c,d therefore shows the importance of employing the Navier’s
slip boundary condition and the importance of correctly estimating the macro-
scopic slip length, especially for the case of thin structural elements, such as
plates or beams.
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Figure 4.12: 3D view of the numerical simulation at an intermediate step.
Left = immersed steel fibres; Right = Bingham plastic fluid.
4.4 Discussion
Spatial discretization of the fluid domain in Section 4.3.4 was set to 1 cm =
1 lattice unit. The immersed steel fibres of length 6 cm are then discretized
into 6 lattice units. Such a discretization was chosen based on our experience.
We have run a range of various numerical simulations with fibres discretized
into 3 lattice units, 6 lattice units, 12 lattice units or 24 lattice units. The
accuracy of the resulting fibre orientation expectably reduced with the re-
duced fibre discrete length. We however found the accuracy of simulations
with fibre discrete length of 6 lattice units satisfactory and comparable with
the finer fibre discretization lengths. For large scale simulations, we there-
fore find 6 lattice units as a reasonable trade-of between the accuracy and
the computational speed.
The proposed representation of the macroscopic Navier’s slip boundary
condition in form of molecular boundary condition was in this paper vali-
dated on a limited set of examples. All the examples were targeted towards
validation of the proposed method to properly mimic various formwork sur-
faces in the building industry, especially for the case of fibre reinforced self-
compacting concrete casting. It therefore remains unclear how the proposed
representation would behave in other situations, such as for the case of curved
surfaces.
4.5 Conclusions
In the presented paper, we have introduced the problem of correctly imple-
menting the macroscopic Navier’s slip boundary condition into the framework
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of the Lattice Boltzmann method. We have proposed an approximate rela-
tion linking the molecular slip coefficient to the macroscopic slip length. We
have validated the proposed relation both for the case of Newtonian and non-
Newtonian fluids. An alternative way to compute local shear rates to be used
for computing the macroscopic slip length was presented. We have shown
that the alternative way to compute the shear rates results in a very low and
almost constant error of the computed slip lengths compared to the input
slip lengths. We have shown the significance of employing the macroscopic
Navier’s slip boundary condition into the fluid dynamics solver on a practical
industrial problem.
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Abstract
Ability to properly simulate a form filling process with steel fibre rein-
forced self-compacting concrete is a challenging task. Such simulations may
clarify the evolution of fibre orientation and distribution which in turn sig-
nificantly influences final mechanical properties of the cast body. We have
developed such a computational model and briefly introduce it in this paper.
The main focus of the paper is towards validation of the ability of the model
to properly mimic the flow of the fibre reinforced self-compacting concrete.
An experiment was conducted where a square slab was filled with the fibre
reinforced self-compacting concrete. A computational tomography scanner
together with an image analysis were used to obtain a field of fibre orienta-
tion tensors. These tensors were compared to the tensors obtained by the
simulation. The comparison shows the ability of the model to predict the
real behaviour of the self-compacting fibre reinforced concrete.
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5.1 Introduction
Concrete is a complex material. Its composition makes it extremely difficult
to predict the final detailed behaviour of structural elements. Adding steel fi-
bres to self-compacting concrete makes the concrete even more unpredictable.
It cannot be assumed to be an isotropic material any more since the fibres
orient and disperse during the flow. The knowledge of the final orientation
and dispersion of fibres in the structural elements could provide a basis for
understanding how the fibres influence the final mechanical properties of the
structural elements.
Experimental work leading to the knowledge of orientation and dispersion
of fibres is often a very time and resource consuming procedure. One has to
do the casting of the elements. The cast element has to be left to harden, cut
into pieces and only then a computational tomography (CT) scanner can be
used to obtain the 3D image of the fibres in the elements. However, only small
parts of the elements can be CT scanned due to the fast overheating of the
device. Another option could be to cut the element into many slices and then
visually compute the number and position of individual fibres along these
sections (Sarmiento, 2011). A completely different approach might be to use
a transparent yield stress fluid such as Carbopol (Švec et al., 2012a) to replace
the fluid matrix of self-compacting concrete. All these approaches are not
simple and, therefore, only a limited amount of information is obtained from
such experiments. On the other hand, numerical simulations are limited only
by the computational power. A simulation tool capable of simulating a flow
of self-compacting concrete together with fibres and the largest aggregates
could provide a sufficient alternative for obtaining the required information.
In this paper, we introduce such a model. We further present a compar-
ison of the simulation model with a real-world experiment. At the end of
the paper, we show that our model predicts the final orientation of fibres
sufficiently well and in a reasonable amount of time.
5.2 Methods
In this section, we present the two-way coupled model for the flow of suspen-
sions of rigid solid particles in a non-Newtonian fluid. The model consists
of the fluid dynamics part used to predict the free surface flow of a homo-
geneous fluid. The model is also capable of predicting the time and space
evolution of the solid particle suspensions.
Due to the diversity of the individual phenomena, the overall model is
separated into three distinct levels (Figure 5.1):
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a) Level of fluid: Flow of a non-Newtonian free surface fluid is solved at
this level. The Lattice Boltzmann method (Wolf-Gladrow, 2000; Sukop
and Thorne, 2005) is used as the fluid dynamics solver whereas the Mass
Tracking Algorithm describes the free surface of the flow. This level is
influenced by the interaction forces coming from the “Level of fluid -
solid particles interaction”.
b) Level of fluid - solid particles interaction: This intermediate level
provides a communication channel between the “Level of fluid” and the
“Level of solid particles”. The communication takes place via force in-
teractions. We have used the Immersed boundary method with direct
forcing (Feng and Michaelides, 2005) to accommodate the communica-
tion between the two levels. No-slip boundary condition between the
fluid and the solid particles is enforced. To satisfy this condition, an
interaction force is created and sent back to the “Level of fluid” and the
“Level of solid particles”.
c) Level of solid particles: Solid particles with an exact analytical
geometry are used at this level. The dynamics of the solid particles
is solved using Newton’s equations of motion. Interactions among the
solid particles and between the solid particles and the boundaries (such
as walls etc.) are also solved. This level is influenced by the interaction
forces coming from the “Level of fluid - solid particles interaction”.
ForceForce
a) b) c)
State State
Figure 5.1: Scheme of the model. a) Level of fluid, b) Level of fluid - solid
particles interaction, c) Level of solid particles.
5.2.1 Level of fluid
Level of fluid solves the flow of a homogeneous non-Newtonian free surface
fluid and thus consists of the fluid dynamics and free surface solver.
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Fluid dynamics solver
In contrast to the traditional computational fluid dynamics methods, where
the problem is formulated by means of macroscopic quantities such as space
and time dependent velocity and pressure fields, the Lattice Boltzmann
method, with its roots in the kinetic theory of gases, treats the fluid as
clouds of microscopic particles (e.g. molecules). Individual microscopic par-
ticles are assumed to be freely propagating through the space while instanta-
neously colliding among each other from time to time (see Lattice gas cellular
automata (Wolf-Gladrow, 2000)). The clouds of particles are approximated
by continuous particle distribution functions (i.e. probability of a particle
occurrence). The particle distribution functions are further discretized by a
set of discrete particle distributions to limit the number of unknowns. Lattice
Boltzmann equation provides rules for mutual collisions and propagation of
the particle distributions. The macroscopic quantities (density, velocity et.)
can then be computed as moments of the particle distributions.
The computational domain is typically discretized by a set of Eulerian
cells1 of a uniform size (see Figure 5.1a). Continuous fields of macroscopic
quantities (such as velocity fields) are then approximated by the mean values
of the quantities in the discretized cells. Similarly, the time is discretized into
uniform time steps.
In a given time step, the state of the fluid in a cell is fully described by
the particle distributions in that cell. The particle distributions in the given
time step at a certain position are computed from the particle distributions
in neighbouring cells in the previous step. This accounts for the propagation
of the particle distributions. Collisions of the particle distributions are in
the simplest case approximated by a linear transformation of the particle
distributions towards the local equilibrium state. Such a transformation is
called Bhatnagar-Gross-Krook collision operator (Chen and Doolen, 1998).
The local equilibrium state is based on the Maxwell-Boltzmann distribution,
and is computed from the local macroscopic velocity and pressure (density)
of the fluid.
Free surface algorithm
A free surface has been implemented in the form of the Mass Tracking Algo-
rithm (Körner et al., 2005). The algorithm makes use of the same Eulerian
discretized domain as the Lattice Boltzmann method where fluid, gas and
interface cells are introduced. The Lattice Boltzmann equation is computed
in the fluid and interface cells, only. Gas cells are empty cells where noth-
1Nodes fixed in space
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ing is computed. Interface cells separate fluid phase and gas phase and are
therefore responsible for a correct implementation of the free surface algo-
rithm and for the correct mass conservation of the fluid. Interface cells are
moreover the only place where the Mass Tracking Algorithm comes into play
in the form of local mass tracking and reconstruction of missing information
from the gas phase.
5.2.2 Level of fluid - solid particles interaction
The Immersed boundary method with direct forcing (Feng and Michaelides,
2005) provides a direct linkage between the “Level of fluid” and the “Level
of solid particles”. The fluid can “feel” the solid particles in the form of a
force field. In the same manner, the solid particles can “feel” the fluid in the
form of forces acting on the solid particles. At this level, the solid particles
are discretized into a set of Lagrangian nodes2 (see black circle marks in
Figure 5.1b). It is assumed that the velocity of a solid particle and the
fluid at the same Lagrangian node are equal due to the no-slip boundary
condition. Non-equal velocities are transformed into a force field acting on
both the particle and the fluid. The force is in the simplest form computed
based on Newton’s second law of motion (i.e. such a force to accelerate a
certain volume of the fluid that is surrounding the Lagrangian node to the
velocity of the solid particle at that Lagrangian node). Since the Lagrangian
nodes usually do not coincide with the Eulerian nodes (coming from the
“Level of fluid”), the velocity of the fluid in the Lagrangian nodes is obtained
by a volume averaging of the velocities at the Eulerian nodes. The volume
averaging is conducted by means of a Dirac delta function (Yang et al., 2009).
The resulting forces are usually extrapolated from the Lagrangian nodes back
to the Eulerian nodes (i.e. to the “Level of fluid”) using the same Dirac delta
function.
The Immersed Boundary Method provides, contrary to other methods
(e.g. bounce-back wall scheme (Ladd, 2006a,b)), smooth and stable time
evolution of all the quantities (i.e. the position of the solid particles or forces
acting on them). The most important feature of the Immersed Boundary
Method, however, is its ability to simulate small objects of only a few lattice
units or even sub-grid sized objects, see (Švec et al., 2011). This results in a
significant reduction of the computational time needed.
2Position of the nodes evolves in time
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5.2.3 Level of solid particles
At this level, the solid particles are assumed to be rigid bodies of a simple
geometric shape (sphere, ellipsoid or cylinder) with the ability to move, rotate
and interact among each other, with fluid, walls and other obstacles. The
dynamics of those immersed solid particles is driven by Newton’s second law
of motion which is discretized with the explicit Runge-Kutta-Fehlberg time
integration scheme with an adaptive time step. The numerical integration
scheme that we adopted ensures the stability and accuracy of the simulation
even for a highly non-linear behaviour.
An accurate and robust treatment of interactions among the solid par-
ticles and between the solid particles and other obstacles such as walls or
reinforcement plays an important role in a proper description of the relevant
phenomena. The model includes two types of interactions, namely mutual
instantaneous collisions of solid particles and continuous forcing of a general
type. The instantaneous collisions were approximated by means of force im-
pulses (Švec et al., 2012b) An example of the continuous forcing could be a
lubrication force correcting the fluid flow between two solid particles in the
case when the two solid particles approach each other to a sub-grid distance
(Nguyen and Ladd, 2002).
5.3 Applications
Any simulation tool should be validated preferably against both analytical
solutions and as many experiments as possible. The in-depth description of
the presented model and its basic validation was performed in Švec et al.
(2012b). The main task of this paper is to show the capability of the model
to properly describe the complex behaviour of fibre suspension in a self-
compacting concrete. To do so, the orientation of fibres as a result of the
simulation model is compared with the orientation of fibres in the real ex-
periment.
5.3.1 Plate experiment
The plate experiment was conducted by the Danish Technological Institute
where a plate of size 1.6 x 1.6 x 0.15 m was cast (see Figure 5.2a). The
casting was performed from a circular inlet with a diameter of 20 cm and
positioned in the corner of the plate at a distance of 300 mm from the sides
of the slab. The speed of filling was 2 m/s. Density of the self-compacting
concrete was approximately 2300 kg/m3 whereas density of the fibres was
7850 kg/m3. Bingham rheology parameters, i.e. plastic viscosity and yield
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stress, of the suspension of steel fibres in the self-compacting concrete were
measured using 4C-Rheometer (Thrane et al., 2010). The averaged resulting
values at the time of casting were 45 Pa and 75 Pa s for the yield stress and
the plastic viscosity, respectively. A volume fraction of 0.5 % of straight steel
fibres with hooked ends (Bekaert Dramix RL 80/60 BN) were used in the
experiment, corresponding to 40 kg/m3.
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Figure 5.2: a) Scheme of the plate. White rectangles represent the standard
beams. Grey rectangles stand for the CT scanned regions. The dashed circle
mark is the inlet. b) An example of a CT scanned slice. White regions
represent sections of the steel fibres whereas dark regions are the air voids.
The casting lasted for approximately 30 seconds. The plate was left to
harden for 28 days and then cut into 24 standard sized beams. “HiSpeed
CT/i” scanner produced by “Ge Medical Systems” was used to scan 12 middle
sections of the chosen standard beams (see grey rectangles in Figure 5.2a).
The dimensions of the scanned volume were 200 x 150 x 150 mm. A set of
DICOM images was obtained as the output of the CT scanner where each
image represented a slice of the specimen (see Figure 5.2b). A 3D model was
reconstructed from the series of slices (see Figure 5.3a). A 3D thresholding
technique was used to remove the concrete and the air voids (i.e. the dark
regions). Subsequently, a 3D skeletonization technique was applied to obtain
a set of 3D lines (see Figure 5.3b).
The orientation of fibres in individual regions was represented by means
of second order orientation tensors similarly to Advani and Tucker (1987).
The orientation tensors were visualized in the form 3D ellipsoids and in this
paper in the form of 2D ellipses (see Figure 5.4). The orientation of the
ellipses represent the mean orientation of fibres in the region. Aspect ratio
of the ellipses represents the alignment of fibres in the region. High aspect
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ratio of the ellipses corresponds to a high alignment of the fibres and vice
versa the circular shape of the ellipses corresponds to a uniformly random
orientation of fibres.
a) b)
Figure 5.3: a) Top view of the 3D model. b) Top view of the thresholded
and skeletonized 3D model of the CT scanned sample.
The main outcome of the experiment was a set of 3D ellipsoids represent-
ing the orientation of fibres in the plate. Figure 5.4 presents two top views
of the plate together with orientation ellipses in the CT scanned regions.
The upper third and the lower third of the plate are shown in the figure to
highlight the differences in ellipses through the depth of the plate.
One may notice that the fibres orient quite significantly. The fibres tend to
orient normal to the flow direction which forms a circular pattern. The longer
the distance from the inlet the more the orientation of fibres increase. The
fibres in the bottom third of the plate seem to be more randomly distributed
in comparison to the upper third of the plate but the difference is not that
pronounced.
This was surprising, as the presented simulation predicted an almost com-
plete randomness of the fibre orientation in the bottom third of the plate. A
reasonable explanation might be a boundary effect as described in Jacobsen
et al. (2010). An apparent Navier’s slip (Thrane, 2007) probably occurred
during the experiment and should be taken into account in the simulation.
5.3.2 Plate simulation
A simulation of the aforementioned plate was run using the model introduced
in the Section 5.2 (see Figure 5.5). All the parameters (geometry, rheology)
were taken from the experiment. Coulomb friction was applied among the
fibres and between the fibres and the boundary condition. The values of static
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Figure 5.4: Top view of the lower (a) and upper (b) third of the plate cut
into standard beams (white rectangles). Ellipses represent fibre orientations
of the CT scanned regions (grey rectangles).
and dynamic friction were both set to 0.3. In addition, all the collisions of
the fibres were assumed to be plastic, i.e. coefficient of restitution was set to
0.
Figure 5.5: A 3D view of the fibres (left) and the fluid (right) during the
simulation.
The computational domain of the fluid was discretized by 1 cm = 1 lattice
units. Length and diameter of the discretized fibres was then 6 and 0.075
lattice units. A correction term of the forcing evaluated by the Immersed
boundary method (introduced in Švec et al. (2011)), which allows for sub-grid
sized diameters of the fibres, was applied during the simulation. The overall
domain was spatially parallelized, i.e. sub-divided into 25 sub-domains (see
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Figure 5.5 right) to speed up the computations. The computation started
with one running sub-domain, adding additional sub-domains as the flow
spread. The total number of fibres reached 72 433, i.e. ca. 2900 fibres per
sub-domain. The simulation was run on 32 cores Intel Xeon X7550 2.00 GHz
with 64 GB RAM and took approx. 1 week of computations. Approximately
95 % of the computational power was spent on solving the “Level of solid
particles” and the “Level of fluid - solid particles interaction”. Only 5 % of
the computation power was spent on solving the “Level of fluid”. The final
orientation of fibres obtained from the simulation is presented in Figure 5.6.
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Figure 5.6: Top view of the lower (left) and upper (right) third of the plate
at the end of the simulation. The grey scale stands for an estimate of the
fibre volume fraction.
As mentioned in the previous section, an apparent slip occurred during
the experiment. There are at least two ways to incorporate the apparent slip
into the simulation model. The most obvious one is to include a thin layer
of a fluid with reduced viscosity near the form-work. This approach creates
troubles with the stability of the model due to high differences in the vis-
cosities in the domain. A numerical time step would have to be significantly
reduced leading to a high increase of the computational time. We have there-
fore decided to use a more “artifical” way of describing the apparent slip, i.e.
the “molecular slip” as described in Lavallée et al. (1991). The advantage
of such an approach is the stability of the model even for high values of the
apparent slip. The disadvantage is that there is no direct relation between
the real apparent slip and the “molecular slip” and, therefore, the value has to
be fitted. We ran the simulation with a slip coefficient of 0.85, 0.9, 0.95 and
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1.0, and observed the best correlation with the experiment with the values
of 0.9 and 0.95. Figure 5.6 presents the results where a slip coefficient of 0.9
was used.
5.4 Comparison
Figure 5.7 presents a comparison of the orientation ellipses obtained from
the simulation (solid red) with the orientation ellipses obtained from the
experiment (dashed black) in the CT scanned regions. There seems to be a
nice correlation between the experiment and the simulation in most places.
Near to the inlet, the ellipses do not match perfectly which is probably caused
by a slightly inaccurate positioning of the inlet in the simulation as compared
to the experiment.
Figure 5.7: Comparison of the CT scanned ellipses (dashed black) and el-
lipses obtained by the simulation (solid red). Top part shows the upper third
of the plate whereas the bottom part present the lower third of the plate.
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5.5 Conclusions
A model capable of simulating the flow of fibre reinforced self-compacting
concrete was presented. An experiment was conducted to show the abilities
of the model to correctly describe the final orientation of fibres. A plate
was filled with the fibre reinforced self-compacting concrete, left to harden,
cut into standard sized beams and scanned by a CT scanner. Ellipses were
then constructed to represent the fibre orientation in different regions. A
simulation was run with the experimentally established parameters and the
orientation ellipses were compared to the experiment.
The comparison showed capability of the model to simulate the flow of
fibre reinforced self-compacting concrete with a sufficient accuracy and in a
reasonable amount of time. It was also pointed out, how crucial a correct
value of the apparent slip is, to obtain the correct orientation of fibres.
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Abstract
An evolution of distribution and orientation of fibres in the fibre reinforced
self-compacting concrete during the casting process is an important matter
as the final orientation and distribution of fibres can significantly influence
mechanical properties of the structural elements. A two-way coupled model
for flow of suspension of rigid solid particles in a non-Newtonian fluid with a
free surface has been developed for such a purpose and is shortly presented
in this paper. Several experiments using an apparent yield stress fluid, i.e.
Carbopol Ultrez 21 Polymer transparent gel, were conducted and analysed
by means of digital image analysis. Orientation tensor fields coming from
the digital image analysis were compared with the simulation to verify the
ability of the model to properly represent the flow of the fibre reinforced self-
compacting concrete.
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6.1 Introduction
Knowledge of the final orientation and distribution of fibres is an important
component in a proper understanding of the behaviour of cast structural
elements. Self-compacting concrete is unfortunately not transparent which
makes the experimental determination of the fibre orientation and distribu-
tion difficult. One approach in the determination of the fibre orientation
might be to cast the structural element and retrieve a 3D image of the fibres
using a CT scanning device Švec et al. (2012c). Another approach might
be to cast the element, cut it into sections and visually count the number
of fibres at the cross-section Sarmiento (2011). In this paper, we present
yet another approach where we, similarly to Boulekbache et al. (2010), sub-
stituted the self-compacting concrete by suspension of fibres in transparent
Carbopol Ultrez 21 Polymer (from now on called Carbopol) allowing a direct
observation of fibres.
Experimental determination of the orientation and dispersion of fibres in
the self-compacting concrete is a time and resource consuming procedure.
A model capable of properly simulating the given problem is therefore de-
sired. We have developed such a model and briefly introduce it in this paper.
Finally we compare the resulting fibre orientation fields coming from the ex-
periment with the fibre orientation fields coming from the simulation model.
The orientation fields of fibres are represented by second order orientation
tensor fields Advani and Tucker (1987).
6.2 Methods
In this section, we present the two-ways coupled model for the flow of sus-
pensions of rigid solid particles in non-Newtonian fluid. The model consists
of the fluid dynamics part used to predict the free surface flow of a homoge-
neous fluid solved using the Lattice Boltzmann method Sukop and Thorne
(2005); Wolf-Gladrow (2000). The other part of the model predicts the time
and space evolution of the solid particle suspension where dynamics of the
solid particles is solved using Newton’s classical equations of motion. Mu-
tual interactions between the fluid and the solid particles are represented
by means of the Immersed Boundary Method with direct forcing Feng and
Michaelides (2005).
Due to the diversity of the individual methods, the overall model is sep-
arated into three distinct levels (see Figure 6.1):
a) Level of fluid: Flow of a non-Newtonian free surface fluid is solved at
this level. The Lattice Boltzmann method is used as the fluid dynamics
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solver whereas the Mass Tracking Algorithm describes the free surface
of the flow. The Lattice Boltzmann method is spatially discretized
into a square / cubic grid of Eulerian nodes (see square marks in Fig-
ure 6.1a). This level is influenced by the interaction forces coming from
the “Level of fluid - solid particles interaction”.
b) Level of fluid - solid particles interaction: This intermediate level
provides a communication channel between the “Level of fluid” and
the “Level of solid particles”. The communication takes place via force
interactions. We have used the Immersed boundary method with direct
forcing to accommodate the communication between the two levels.
Solid particles are discretized by a set of Lagrangian nodes at this level
(see black circle marks in Figure 6.1b). No-slip boundary condition
between the fluid and the solid particles is enforced at those Lagrangian
nodes. To satisfy this condition, an interaction force is created and sent
back to the “Level of fluid” and the “Level of solid particles”.
c) Level of solid particles: Solid particles with an exact analytical ge-
ometry are used at this level (see Figure 6.1c). The dynamics of the
solid particles is solved using Newton’s equations of motion. Interac-
tions among the solid particles and between the solid particles and the
boundaries (such as walls etc.) are also solved at this level. A co-
efficient of restitution has been incorporated to account for elastic to
plastic collisions and a Coulomb friction scheme to approximate the
friction. Another force, which is applied onto the solid particles, comes
from the “Level of fluid - solid particles interaction” to account for the
interaction between the fluid and the solid particles.
Figure 6.1: Scheme of the model. a) Level of fluid. b) Level of fluid - solid
particles interaction. c) Level of solid particles.
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6.3 Level of fluid
Level of fluid solves the flow of a homogeneous non-Newtonian free surface
fluid, such as the self-compacting concrete and thus consists of the fluid
dynamics and free surface solver.
6.3.1 Fluid Dynamics Solver
In contrast to the traditional computational fluid dynamics methods, where
the problem is formulated by means of macroscopic quantities such as space
and time dependent velocity and pressure fields, the Lattice Boltzmann
method, with its roots in the kinetic theory of gases, treats the fluid as
clouds of microscopic particles (e.g. molecules). Individual microscopic par-
ticles are assumed to be freely propagating through the space while instanta-
neously colliding among each other from time to time (see Lattice gas cellular
automata Wolf-Gladrow (2000)). The clouds of particles are approximated
by continuous particle distribution functions (i.e. probability of a particle
occurrence). The particle distribution functions are further discretized by a
set of discrete particle distributions to limit the number of unknowns. Lattice
Boltzmann equation provides rules for mutual collisions and propagation of
the particle distributions. The macroscopic quantities (density, velocity etc.)
can then be computed as moments of the particle distributions.
The computational domain is typically discretized by a set of Eulerian
cells of a uniform size (see Figure 6.1a). Continuous fields of macroscopic
quantities (such as velocity fields) are then approximated by the mean values
of the quantities in the discretized cells. Similarly, the time is discretized into
uniform time steps.
In a given time step, the state of the fluid in a cell is fully described by
the particle distributions in that cell. The particle distributions in the given
time step at a certain position are computed from the particle distributions
in neighbouring cells in the previous step. This accounts for the propagation
of the particle distributions. Collisions of the particle distributions are in the
simplest case approximated by a linear transformation of the particle distri-
butions towards the local equilibrium state. Such a transformation is called
Bhatnagar-Gross-Krook collision operator Chen and Doolen (1998). The lo-
cal equilibrium state is based on the Maxwell-Boltzmann distribution, and is
computed from the local macroscopic velocity and pressure (density) of the
fluid. The difference between the current state of the particle distributions
and the local equilibrium state allows for a simple approximation of the local
shear rate and shear stress tensors Mei et al. (2002).
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6.3.2 Free surface algorithm
A free surface has been implemented in the form of the Mass Tracking Algo-
rithm Körner et al. (2005). The algorithm makes use of the same Eulerian
discretized domain as the Lattice Boltzmann method where fluid, gas and
interface cells are introduced. The Lattice Boltzmann equation is computed
in the fluid and interface cells, only. Gas cells are empty cells where noth-
ing is computed. Interface cells separate fluid phase and gas phase and are
therefore responsible for a correct implementation of the free surface algo-
rithm and for the correct mass conservation of the fluid. Interface cells are
moreover the only place where the Mass Tracking Algorithm comes into play
in the form of local mass tracking and reconstruction of missing information
from the gas phase.
6.3.3 Level of fluid - solid particles interaction
The Immersed boundary method with direct forcing Feng and Michaelides
(2005) provides a direct linkage between the “Level of fluid” and the “Level of
solid particles”. The fluid can “feel” the solid particles in the form of a force
field. In the same manner, the solid particles can “feel” the fluid in the form
of forces acting on the solid particles. At this level, the solid particles are
discretized into a set of Lagrangian nodes. It is assumed that the velocity of a
solid particle and the fluid at the same Lagrangian node are equal due to the
no-slip boundary condition. Non-equal velocities are transformed into a force
field acting on both the particle and the fluid. The force is in the simplest
form computed based on Newton’s second law of motion (i.e. such a force to
accelerate a certain volume of the fluid that is surrounding the Lagrangian
node to the velocity of the solid particle at that Lagrangian node). Since the
Lagrangian nodes do not coincide with the Eulerian nodes coming from the
“Level of fluid”, the velocity of the fluid in the Lagrangian nodes is obtained
by a volume averaging of the velocities at the Eulerian nodes. The volume
averaging is conducted by means of a Dirac delta function Yang et al. (2009).
The resulting forces are usually extrapolated from the Lagrangian nodes back
to the Eulerian nodes (i.e. to the “Level of fluid”) using the same Dirac delta
function.
The Immersed Boundary Method provides, contrary to other methods
(e.g. bounce-back wall scheme Ladd (2006a,b)), smooth and stable time
evolution of all the quantities (i.e. the position of the solid particles or forces
acting on them). The most important feature of the Immersed Boundary
Method, however, is its ability to simulate small objects of only a few lattice
units or even sub-grid sized objects, see Švec et al. (2011). This results in a
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significant reduction of the computational time needed.
6.3.4 Level of solid particles
At this level, the solid particles are assumed to be rigid bodies of a simple
geometric shape (sphere, ellipsoid or cylinder) with the ability to move, rotate
and interact among each other, with fluid, walls and other obstacles. The
dynamics of those immersed solid particles is driven by Newton’s second law
of motion which is discretized with the explicit Runge-Kutta-Fehlberg time
integration scheme with an adaptive time step. The numerical integration
scheme that we adopted ensures the stability and accuracy of the simulation
even for a highly non-linear behaviour. An accurate and robust treatment
of interactions among the solid particles and between the solid particles and
other obstacles such as walls or reinforcement plays an important role in
a proper description of the relevant phenomena. The model includes two
types of interactions, namely mutual instantaneous collisions of solid particles
and continuous forcing of a general type. The instantaneous collisions were
approximated by means of force impulses Švec et al. (2012b). An example of
the continuous forcing could be a lubrication force correcting the fluid flow
between two solid particles in the case when the two solid particles approach
each other to a sub-grid distance Nguyen and Ladd (2002).
6.4 Applications
Verification of a newly developed model is a crucial part of its development
phase. We presented a full description of our model and its basic verification
in Švec et al. (2012b). A comparison of the model with a real-world casting
of a fibre reinforced self-compacting concrete plate was given in Švec et al.
(2012c). In this paper, we aim to compare the presented model with an L-
Box experiment with the use of a transparent yield stress fluid, Carbopol.
6.4.1 Transparent L-Box experiment
In this experiment, we cast a suspension of stainless steel fibres in Carbopol
into a form-work and visually study how the fibres orient and disperse due
to the flow. We have chosen the L-Box form as a primary form-work of the
study. Figure 6.2 shows the shape of the transparent plastic standard-sized
L-Box both in the emptied and filled state.
As mentioned, we have used a gel-like fluid Carbopol which is a transpar-
ent shear thinning polymer with an apparent yield stress. It can further be
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Figure 6.2: Transparent L-Box form (see Section 6.4.2 for the dimensions
and other parameters)
assumed to follow a Bingham rheology model for shear rates between 0 and 5
s−1 Hvilsom and Rasmussen (2011). The two features, i.e. transparency and
Bingham rheology, make Carbopol a suitable substitute for the fluid matrix
in self-compacting concrete. Carbopol has, compared to the self-compact-
ing concrete, a relatively low pH (ca 6.5). We have therefore used stainless
steel fibres Dramix rl 80/30 sn produced by Bekaert Belgium to avoid any
corrosion of the suspended fibres.
The Carbopol was produced according to the guidelines of the Lubrizol
Company. We did not, however, succeed to avoid the creation of a large
amount of air voids in the fluid. A desiccator was therefore used to produce
a high under-pressure and thus to boil the air voids out of the fluid. We
produced two different batches of the Carbopol fluid. One with the 0.125
volume percentage of Carbopol, the other one with double the amount of
Carbopol in the fluid.
The resulting mean values of the plastic viscosity and the yield stress of
the two batches were measured by Advanced Rheometer 2000 produced by
TA Instruments, and read 5 Pa s, 8 Pa and 15 Pa s, 30 Pa, respectively.
Although different values of the Bingham parameters were reached, the final
shapes of the orientation ellipses of the fibres were very similar. We therefore
present results of the first batch only. Each casting was done three times to
account for the natural variance in results. Photographs of the final state
of the three castings together with the orientation ellipses of the fibres are
shown in Figure 6.3.
The orientation ellipses of the fibres serve as a visual representation of the
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Figure 6.3: Top view photographs of the final state of 3 experiments and
their orientation ellipses.
second order orientation tensors as described in Advani and Tucker (1987).
The thinner the ellipses the more oriented fibres occur in the region. Vice
versa, the circular ellipses stand for a random orientation of the fibres in the
region.
To obtain the orientation ellipses, we took high resolution photographs
of the final state of the flow (see Figure 6.3). The photographs were then
transformed by Bradley local thresholding, adaptive smoothing and simple
skeletonization technique to obtain a binary image (see AForge.NET frame-
work). The binary image was then converted into the second order orienta-
tion tensors as described in Hvilsom and Rasmussen (2011) and visualized
by orientation ellipses.
As can be seen in Figure 6.3, there are regions which are very complicated
to analyse due to either spurious elements (e.g. horizontal bar in the upper
part of the figure), decreased transparency of the form due to reinforcement
mounting or due to high fibre volume concentrations. Resulting orientation
ellipses should therefore be treated with caution, especially when compared
to the ideal situation in the case of numerical simulations.
6.4.2 L-Box simulation
An L-Box simulation was run and the results of the simulation were com-
pared to the experimental results. The initial and boundary conditions of
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the simulation were as follows. The height, length and the width of the L-
Box were 0.6 x 0.7 x 0.2 m. Three reinforcing bars of the diameter of 9 mm
were placed into the L-Box. Spacing of the bars was 62 mm, 38 mm, 38 mm
and 62 mm. The density, plastic viscosity and the yield stress of the fluid
were set to 950 kg/m3, 5 Pa s and 8 Pa. A total amount of 0.5% volume
fraction of the fibres was used in the simulation. Straight fibres of the length
6 cm, aspect ratio 80 and density 7500 kg/m3 were used. All the collisions of
the fibres with the surrounding (fibres, walls, reinforcing bars) were assumed
to be plastic, i.e. the coefficient of restitution was set to 0. Friction of the
fibres was assumed to follow Coulomb friction model with the dynamic and
static friction coefficient set to 0.3. The domain was spatially discretized by
1 cm = 3 lattice units. The fibre length was therefore 18 lattice units and
the diameter was 0.225 lattice units. A correction term as described in Švec
et al. (2011) was applied to adjust the force fields in the Immersed boundary
method due to the sub-grid diameter of the fibres. A 3D view of the initial
state, the top view of the final state and the top view of the orientation
ellipses of the final state are presented in Figure 6.4.
Approximately 5 seconds of flow was simulated corresponding to ca 20
000 time steps. The number of fibres in the simulation was 21734. The
simulation took ca 20 days on a single core 2 GHz CPU. Two thirds of the
computation time was consumed by the “Level of solid particles” and the
“Level of fluid -solid particles interaction”. One third of the computation
time was consumed by the “Level of fluid”.
6.5 Results and discussion
We have developed a computational model capable of simulating a suspen-
sion of aggregates and fibres in the non-Newtonian free surface fluid. The
model has recently been parallelized and is therefore presently capable of
simulating ca 100 000 particles in a reasonable amount of time based on the
computational power available. This makes the micro-, meso-up to macro-
scale simulations possible. We have conducted an experimental work with a
transparent yield stress fluid, Carbopol, and analysed the final states of the
fibre orientation by means of orientation ellipses.
The comparison of the orientation ellipses coming from the experimental
work and coming from the simulation indicates the ability of our model to
correctly predict the final orientation of fibres in the fibre reinforced self-
compacting concrete.
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Figure 6.4: 3D section of the initial state of the simulation; Top view of the
final state of the simulation and its orientation ellipses.
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Abstract
The influences of formwork surface on the final orientation of steel fibres im-
mersed in self-compacting concrete and on the resulting mechanical response
of the cast structural elements are investigated. Experimental observations
of fibre orientation within cast slabs, obtained via computed tomography,
indicate that fibres tend to orient according to the flow patterns during cast-
ing, but such tendencies are suppressed near rough formwork surfaces. Fi-
bre orientation, in turn, affects the mechanical properties of the concrete as
demonstrated by the load testing of beams extracted from the cast slabs.
These processes and results are simulated using a computational fluid dy-
namics model of the casting process, in tandem with a lattice model of the
fracture of the beam specimens. The computational fluid dynamics model
determines the coordinates of each fibre within the concrete, which serve
as input to the lattice model. Through comparisons with the experimental
data, it is shown that these simulations correctly predict the phenomena of
interest. We conclude the paper by highlighting a relationship between the
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number and orientation of the immersed steel fibres crossing the fracture
plane and the mechanical response of the structural elements.
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7.1 Introduction
A growing portion of civil structures is nowadays constructed of self-com-
pacting concrete. Contrary to ordinary concrete, self-compacting concrete
flows and fills the formwork without any need of vibration or other type of
agitation. Various forms of steel reinforcement, such as reinforcement bars,
are typically used to improve the behaviour of concrete loaded in tension.
It might be advantageous to replace the traditional reinforcement bars by
steel fibres to achieve a simple execution of the structure, while improving
tensile properties of the concrete. Orientation of immersed steel fibres evolve
in response to the flow of the self-compacting concrete within the formwork
(Stähli et al., 2007; Švec et al., 2012c). In particular, fibre orientations are
affected by shear flow of the material and interactions with the formwork
boundaries (Martinie and Roussel, 2011). The fibre orientation and thus
properties of the structural elements can be then heavily dependent on the
material rheology and the methods of element casting (Stähli et al., 2007;
Ferrara et al., 2008).
Concrete is a multiphase material consisting of cement paste, fine and
coarse aggregates, and possibly fibres. Due to the geometrical constraint
imposed by a solid boundary on particle packing near the boundary, the
distribution of immersed particles (aggregates, fibres, etc.) in that region
becomes non-uniform, which results in the so-called wall effect (Figure 7.1a).
The wall effect thus expresses the fact that the macroscopic properties of the
fluid (density, viscosity, etc.) in the bulk of the material and at the boundary
layers are different.
bulk
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Figure 7.1: a) Material composition of a typical cross-section of fibre re-
inforced concrete in the vicinity of formwork. b) Flow velocities and shear
rates of the individual layers.
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Figure 7.1a, as an example, depicts composition of four different layers of
flowing concrete near an oiled formwork surface. The four layers represent
the oil layer, layer with fines, layer with coarser aggregates and the bulk layer.
The existence of the layered structure is a consequence of the aforementioned
wall effect. Figure 7.1b illustrates a velocity profile of the cross-section of the
flowing concrete. The velocity profile depends on shear rates of the four
individual layers, γ˙1−4. It is likely that the velocity profile in the vicinity of
the formwork has a direct impact on the resulting orientation of the immersed
steel fibres and consequently on the resulting mechanical response of the
material.
The wall effect, together with various types of formwork characterized
by different roughness and treatment, contribute to uncertainties in the be-
haviour of structures made of fibre reinforced self-compacting concrete. Es-
pecially for thin elements, the flow of the material and consequently the me-
chanical response of the elements is significantly influenced by the formwork
- fluid interaction.
In the field of fibre reinforced self-compacting concrete, several authors
discuss the influence of casting process on the orientation of steel fibres (Mar-
tinie and Roussel, 2011; Liu et al., 2012; Laranjeira et al., 2012; Kulasegaram
and Karihaloo, 2013). Others study the impact of fibre orientation on the
mechanical response of the structural elements (Stähli et al., 2007; Boulek-
bache et al., 2010; Ferrara et al., 2011; Zerbino et al., 2012). Jacobsen et al.
(Jacobsen et al., 2009) addresses the impact of the formwork surface on the
pumpability of an ordinary concrete.
The presented paper merges all the problems into one by studying the
influence of the formwork surface on the flow pattern of steel fibre reinforced
self-compacting concrete close to the formwork. The paper further studies
the influence of the final orientation of steel fibres on the resulting mechanical
properties of the material. The study is carried out through the combined use
of physical experiments and numerical modelling. The experimental study
was performed by means of tomographic imaging of slab specimens cast with
fibre reinforced self-compacting concrete and by means of three-and four-
point bending tests of specimens cut from the slabs. The numerical study was
conducted by means of two distinct numerical simulations developed by the
authors: 1) a computational fluid dynamics based procedure to simulate fibre
movement during the casting process, including fluid-structure interactions
at the formwork boundaries; and 2) a lattice model of material elasticity and
fracture, including the explicit representation of individual fibres within the
specimen volumes. Fibre coordinates determined through the computational
fluid dynamics based simulation served as direct input to the lattice modelling
of the flexural test specimens.
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Materials and methods of the presented study are fully described in Sec-
tion 7.2. The casting process and the data analysis process of the exper-
imental study are explained in Section 7.2.1. The two distinct numerical
simulations are introduced in Section 7.2.2. Section 7.3 presents all the ex-
perimentally and numerically obtained results related to the orientation of
steel fibres and related to the mechanical properties of the material. The
aforementioned results are linked together in Section 7.3.3. Discussion of the
results is provided in Section 7.4. Section 7.5 concludes the article.
7.2 Materials and methods
The following subsections describe experiments that were conducted to ver-
ify the hypothesis that formwork surface can influence the orientation of
fibres immersed in self-compacting concrete and, consequently, the mechani-
cal response of the structure. The numerical simulations, which were used to
strengthen and complement the experimental observations, are also briefly
introduced.
7.2.1 Experiments
Six slabs of fibre reinforced self-compacting concrete were cast using form-
work of three different surface types. The following subsections describe the
casting process of the slabs, methods for quantifying the orientations of fi-
bres immersed in the slabs, and the subsequent mechanical testing of beam
specimens cut from the slabs. Further information about the experimental
set-up can be found in Žirgulis et al. (2013b).
Mixture design and casting process
Six slabs of dimensions 1.2 m × 1.2 m × 0.15 m were cast of fibre reinforced
self-compacting concrete. The casting process was conducted from a rubber
pipe inlet positioned near one of the corners of the slab (Figure 7.2). The
point of discharge was located at 0.2 m above the base of the slab.
Mixture design of the self-compacting concrete was: cement = 388 kg/m3,
silica fume = 19.4 kg/m3, natural sand (0 − 8 mm) = 1182 kg/m3, crushed
stone (8 − 16 mm) = 570 kg/m3, super plasticiser = 4.66 kg/m3 and air en-
trainer (1:7) = 0.97 kg/m3. The water cement ratio was 0.505. At the time
of mixing, the fine and coarse aggregates were in the saturated-surface-dry
condition.
Hooked end steel fibres (Bekaert Dramix RL 80/60 BN) were gradually
added to the self-compacting concrete during the mixing process. The fibre
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Figure 7.2: Slab casting with fibre reinforced self-compacting concrete sup-
plied by a rubber pipe inlet.
volume ratio was 0.5 %, corresponding to 40 kg/m3. The fibre length and the
fibre diameter were 60 mm and 0.75 mm, respectively. Density of the steel
fibres was 7850 kg/m3.
Three different formwork surfaces were employed in the experiment, as
shown in Figure 7.3. Two slabs were cast for each formwork surface, pro-
viding a total of six cast slabs. All the formwork surfaces were primed with
a thin layer of a form oil to simplify the demolding process. Details of the
casting process can be observed in the attached video1, which shows the
casting of the fibre reinforced self-compacting concrete into the glue-lami-
nated plywood formwork, ordinary plywood formwork and into the glued-
sand plywood formwork.
a) b) c)
Figure 7.3: Typical surface views of three different formwork types. a) Glue-
laminated plywood. b) Ordinary plywood. c) Glued-sand plywood.
Rheology of the fresh fibre reinforced self-compacting concrete was eval-
1 Double-click here to view or save the video. Format of the video is MP4/H264.
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uated during the casting process by means of the standardized slump flow
test according to EN 12350-2. Spread of the slump was measured and read
620mm. Rheological parameters, following a Bingham plastic rheological
model, were obtained by means of 4C-Rheometer (Thrane et al., 2010). Yield
stress and plastic viscosity of the fibre reinforced self-compacting concrete
were estimated to be 22Pa and 75Pa s, respectively. The measured density
and air content of the fresh concrete were 2318 kg/m3 and 3.5 %, respectively.
After casting, the slabs were covered with cloth saturated with water.
The slabs were then sealed within a polyethylene film and left to harden for
a period of 28 days at ambient temperatures. In total six beam specimens of
dimensions 0.6 m× 0.15 m× 0.15 m were then cut out from each of the slabs,
as indicated by the red and green prisms in Figure 7.4.
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Figure 7.4: Layout of the beam specimens cut out of the cast slabs.
Orientation of the steel fibres present in the beams specimens was studied
by means of the computed tomography and subsequent image analysis. The
resulting mechanical response of the beam specimens was studied by means
of the three-and four-point bending tests.
Computed tomography and image analysis
Computed Tomography (CT) is an advanced radiographic technique for ob-
taining 3D images of the internal structure of an element. The method has
been among others widely used in the field of steel fibre reinforced concrete
Stähli et al. (2007); Barnett et al. (2009); Oliveira (2010); Suuronen et al.
(2012). The CT and subsequent image analyses were employed to obtain
a 3D representation of the steel fibres located in the beam specimens. The
3D representation was subsequently approximated by a set of 3D orientation
tensors (Advani and Tucker, 1987).
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We used a former medical CT scanner, Siemens Somatom Sensation 4,
to scan three beam specimens out of each slab. The three scanned beam
specimens are depicted in Figure 7.4 as red prisms. Sequential spine routine
of the medical CT scanner was employed to interpret approximately 600
successive slices normal to the x axis (Figure 7.4). A typical slice image
produced by the CT scanner is presented in Figure 7.5. The red regions in
Figure 7.5b are the voxels with maximum brightness. The red regions were
obtained by thresholding the image. The zone marked by the green rectangle
in Figure 7.5b reveals that not only fibres but also parts of aggregates are
marked in red. This is caused by a relatively low tube voltage of the medical
CT scanner and results in a more complicated image analysis.
a) b)
Figure 7.5: a) A typical slice image of the scanned beam specimens. b)
Regions with the maximum brightness.
An open-source application Fiji2 was used to crop, threshold and skele-
tonize the sequence of the approximately 600 successive slice images. The
skeletonization technique of the Fiji application outputted a skeleton, i.e. a
large set of 3D line segments located in space. Figure 7.6 as an example
shows a small part of the skeleton.
Red region in Figure 7.6 shows 3D line segments that were probably cre-
ated by skeletonizing aggregates depicted in Figure 7.5b. Figure 7.6 reveals
that although the majority of the 3D line segments represent individual parts
of steel fibres, some of the 3D line segments represent other concrete con-
stituents such as aggregates. The primary interest of the paper is to study
orientation of steel fibres. The 3D line segments were therefore converted into
a set of second-order orientation tensors (Advani and Tucker, 1987). The sec-
2http://fiji.sc/
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Figure 7.6: Result of the skeletonization technique of the CT images. Black
lines are the individual 3D line segments.
ond-order tensors can be visualized by means of 3D ellipsoids in space or by
means of 2D ellipses in plane.
a) b) c)
Figure 7.7: Process for obtaining the second-order orientation tensors:
a) skeleton image of fibres within beam specimen; b) volumetric discretiza-
tion into cubic regions; and c) second-order tensor representation of fibre
orientation within each cubic region.
All the CT scanned beam specimens were volumetrically split into a series
of cubic regions (see Figure 7.7b for a 2D projection). Second-order orienta-
tion tensors were computed for all the 3D line segments located in each of the
cubic regions. Figure 7.7c illustrates the second-order tensors by projecting
the 3D orientation ellipsoids into 2D orientation ellipses. The second-order
orientation tensors can be computed as (Advani and Tucker, 1987):
Department of Civil Engineering - Technical University of Denmark 125
7.2 Materials and methods Journal paper 4
aij =
1
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∑
Lpx py
∑
Lpx pz∑
Lpy py
∑
Lpy pz
sym.
∑
Lpz pz
 , (7.1)
where the summation is taken through all the line segments located in the
cubic region of interest. Values of px, py and pz are components of the normal-
ized vector pointing in the direction of the individual line segments located
in the cubic region of interest. Value of L is the length of the individual line
segments whereas Lt is the total length of the line segments located in the
cubic region of interest, Lt =
∑
L.
The summation of the main diagonal of the orientation tensor must be
equal to unity, i.e., a1,1 + a2,2 + a3,3 = 1. Half lengths and directions of the
axes of the orientation ellipsoids are defined as eigenvalues and eigenvectors
of the second-order orientation tensors, respectively. Results of the computed
tomography analysis are presented in Section 7.3.1.
Three- and four-point bending tests
All the six beam specimens indicated in Figure 7.4 were tested to obtain
their mechanical response in flexure. The beam specimens depicted by green
prisms in Figure 7.4 were tested in four-point bending according to the Nor-
wegian sawn beam test (NSBT) (Sandbakk, 2011). After the CT scanning,
as presented in Section 7.2.1, the beam specimens depicted as red prisms in
Figure 7.4 were saw cut to provide a notch at mid-span and tested in three-
point bending according to EN 14651. During the test, the beam specimens
were oriented in the casting direction, such that the tensile face was the bot-
tom cast surface of the beam which deviates from the EN 14651. Figure 7.8
depicts a typical fracture pattern for each type of bending test.
Figure 7.8: A typical frontal view of the fractured beam specimens. Top:
three-point bending test. Bottom: four-point bending test.
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The three-point bending test results were recorded in terms of load, F ,
and corresponding crack mouth opening displacement, CMOD. For the four-
point bending tests, load and respective midspan deflections of the beam
specimens, δm, were recorded. For the purpose of comparing results of the
different types of beam tests, an effective CMOD for the case of four-point
bending was computed based on Sandbakk (2011) as
cmod4pt =
4h δm
l4pt
, (7.2)
where h (= 0.15 m) is the height of the beam specimen and l4pt (= 0.45 m)
is the distance between the beam supports.
In the case of the three-point bending tests, the flexural stresses of beam
specimens were computed as Kanstad et al. (2011)
σ3pt =
3F l3pt
2 b h2sp
, (7.3)
where b (= 0.15 m) is the width of the beam specimen and hsp (= 0.125 m) is
the distance between tip of the notch and top of cross section (Vandewalle,
2000). Value of l3pt (= 0.5 m) stands for the span between the beam supports.
In the case of the four-point bending tests, the flexural stress of a beam
specimen was computed as
σ4pt =
F l4pt
b h2
. (7.4)
Results of the three-and four-point bending tests are presented in Sec-
tion 7.3.2.
Fibre count local to the fracture plane
Section 7.2.1 described the process of scanning of the beam specimens de-
picted by red prisms in Figure 7.4. For each 3D image of the beam specimens
produced by CT scanning, we selected the image slice located closest to the
fracture plane. The number of steel fibres crossing the fracture plane was es-
timated by manually counting the fibres visible on the slice images similarly
to Zerbino et al. (2012); Žirgulis et al. (2013b); Wuest and Denarié (2009);
Liu et al. (2011).
In addition, all the beam specimens tested by the three-and four-point
bending tests were cut in the vicinity of the main crack. The cut plane was
polished and the number of steel fibres visible at the cut plane was manually
counted. The number of steel fibres crossing the fracture plane or the cut
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plane was related to the flexural stresses of the individual beam specimens at
an arbitrarily chosen crack mouth opening displacement, as will be presented
in Section 7.3.3.
7.2.2 Numerical simulations
Two distinct types of numerical simulation were run to strengthen the ex-
perimental observations and to shed light on the phenomenological processes
observed in the experiments. The first type simulates the flow of the fibre
reinforced self-compacting concrete. Using fibre coordinate data from the
flow simulations, the second type simulates the fracture behaviour of the
hardened fibre reinforced self-compacting concrete.
Numerical simulation of flow
In recent years there have been growing fundamental and practical interests
in numerically simulating the flow of concrete materials, including fibre rein-
forced concrete (Kang and Kim, 2012). Roussel et al. (Roussel et al., 2007)
review the advantages and disadvantages of several strategies for simulating
concrete flow. We have developed a numerical framework capable of predict-
ing flow of explicitly represented rigid particles immersed in the free surface
flow of a homogeneous non-Newtonian fluid, such as fresh concrete. One of
the primary goals of the numerical framework has been to quantitatively pre-
dict the distribution and orientation of the steel fibres immersed in the self-
compacting concrete during casting. The numerical framework is explained
in detail in Švec et al. (2012b). We discussed the implementation of the
immersed rigid fibres into the framework in Švec and Skoček (2013a). The
ability of the numerical framework to properly simulate various formwork
surfaces was introduced in Švec and Skoček (2013b).
Figure 7.9 presents a 3D view of the numerical simulation of slab cast-
ing at an intermediate step. The numerical simulation was run with the
same physical input parameters (fluid density, yield stress plastic viscosity,
fibre type etc.) as presented in Section 7.2.1. The numerical framework
is devoid of any non-physical input parameters. The self-compacting con-
crete was modelled as a free surface flow of a homogeneous Bingham plastic
fluid. The steel fibres were modelled as thin rigid cylinders immersed in the
homogeneous fluid. The steel fibres were modelled explicitly, one by one,
including various features of the numerical framework such as the two-way
coupled interaction between the fluid and the fibres, plastic collisions among
the fibres or plastic collisions of the fibres with the formwork. The formwork
was modelled as Navier’s slip boundary condition of a specific Navier’s slip
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length (Švec and Skoček, 2013b). The fluid domain was discretized as 1 cm
= 1 discrete unit.
Figure 7.9: 3D view of the simulated slab casting at an intermediate step.
Left: immersed steel fibres; Right: Bingham plastic fluid.
In total three different numerical simulations were run differentiated by
the type of the formwork surface used in the numerical simulation. The three
different Navier’s slip lengths were then equal to 0 cm, 8 cm and ∞.
Each numerical simulation was run in parallel on 25 computer cores and
lasted approximately 4 days. The peak number of explicitly simulated steel
fibres was approximately 41 000.
Results of the numerical simulation of flow are presented in Section 7.3.1.
Numerical simulation of fracture behaviour
A lattice-type model is used to simulate the fracture behaviour of the fibre-
reinforced concrete. Both the matrix and fibre element formulations are
based on the concept of a rigid-body-spring model, as described in previous
publications (Li et al., 2006; Bolander et al., 2008; Asahina et al., 2011). The
concrete matrix is assumed to be homogeneous and exhibit bilinear softening
after fracture. Material disorder is solely due to the presence of the short-fibre
reinforcement, which is explicitly represented within the model framework.
Domain discretization is based on the Delaunay/Voronoi tessellation of a set
of nodes (Okabe et al., 2000). Discretization of the fibre-reinforced concrete
specimens is presented in Figure 7.10a.
Stiffness contributions of the fibres before concrete cracking are derived
from elastic shear lag theory. After concrete cracking, fibre contributions
to strength and stiffness across the open crack account for debonding and
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slip at the fibre-matrix interface. The effect of the hooked end of the fibres
was approximated as a frictional force, distributed uniformly over the fibre
embedded length. The pullout behaviour of individual fibres was modified to
account for snubbing effect and the potential for matrix spalling when fibres
are lowly inclined to the fracture plane (Lee et al., 2010).
Figure 7.10: a) Discretization of four-point bend specimen under loading;
and b) fibres within the computational domain for specimen B1a (for the case
of glue-laminated plywood as formwork)
The lattice model was used to simulate fracture behaviour of each of the
four-point bend tests (B1a, B2a, and B3a) for the case of glue-laminated
plywood as formwork. This case exhibited the largest variation in load-
displacement behaviour with respect to beam position in the slab.
The final positions of the steel fibres within the cast slab specimens were
supplied by the aforementioned numerical simulations of flow. Thereafter,
the slabs were sectioned to produce models of the beam specimens, as shown
in Figure 7.4, in a way that mimicked the physical cutting process. Fibres
intersecting the cut planes were cut at the point of intersection, retaining the
portion inside the beam volume. Figure 7.10b as an example illustrates steel
fibres present in one of the tested beam specimens.
Fracture of the beam specimens was restricted to occur along the central
plane within the beam span (see Figure 7.10). This simplification allows for
the grading of nodal point density in the vicinity of the crack plane to reduce
computational expense. As discussed later, however, restricting the location
of cracking can affect the mechanical response of the beams.
Tensile strength of the matrix and the pullout resistance of individual
fibres were adjusted to achieve rough agreement between the load-displace-
ment curve of the model and that of the B1a specimen. The following settings
were used as a result of the calibration process: uniaxial tensile strength σt =
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2MPa; σ1 = σt/4; w1 = 0.05mm; traction-free crack opening displacement
wc = 0.3mm; and frictional resistance τf = 4MPa Bolander et al. (2008).
The same parameter set was then used for the simulations of specimens B2a
and B3a. The results for specimens B2a and B3a can be therefore viewed as
predictive simulations.
The assumptions made herein, including the fitting of parameter values
for the B1a specimen, were deemed reasonable for achieving the primary
goal of the fracture simulations, which is to demonstrate the effects of fibre
distribution on the fracture behaviour of the flexural specimens. Results of
the numerical simulation of fracture behaviour are presented in Section 7.3.2.
7.3 Results
This section presents results obtained by CT scanning and by the three-and
four-point bending tests. These experimental results are then compared to
results obtained from their respective numerical simulations.
7.3.1 Fibre orientation
The following two subsections study the average planar (x-y) orientation
of the steel fibres by means of the second-order orientation tensors. Com-
parisons are made between the orientation of the steel fibres obtained by
experiments and the results obtained by the numerical simulations that we
developed.
Computed tomography and image analysis
Figure 7.11 presents projected top views of the orientation ellipsoids for the
bottom half of the CT scanned beam specimens for the different formwork
surfaces. The positions of the beam specimens (CT1, CT2, CT3) within the
cast slabs are indicated in Figure 7.4.
Figures 7.11a and 7.11b indicate that the ordinary plywood formwork
and the glued-sand plywood formwork provide similar orientations of the
immersed steel fibres in the bottom half of the slabs. Steel fibres in the bulk
of beam specimens CT1 and CT2 seem to be more or less randomly oriented
as there is no prevailing pattern of the orientation ellipses. The steel fibres
become fairly oriented along the y coordinate at the bottom and top edges of
the beam specimens CT1 and CT2, respectively. This is caused by the wall-
effect induced by the vertical parts of the formwork. Beam specimens CT3
of Figures 7.11a and 7.11b reveal a slight degree of orientation of the steel
fibres along the x coordinate.
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Figure 7.11: Top view projection of the CT-based orientation ellipsoids for
the bottom half of the slabs. a) Ordinary plywood formwork. b) Glued-sand
plywood formwork. c) Glue-laminated plywood formwork
By observing Figures 7.11a and 7.11b, we can conclude that the ordinary
plywood formwork and the glued-sand plywood formwork possess similar
apparent slip characteristics. At the bottom half of the slabs, the rough
surface of the formwork seems to result in fibre orientations that are more or
less independent of the flow pattern.
Figure 7.11c on the other hand shows a completely different pattern of
the orientation of the steel fibres. The observation suggests that, within the
bottom half of the slab, the fibres tend to orient under the flow of the self-
compacting concrete when a smooth-surface formwork such as glue-laminated
plywood is applied.
Figure 7.12 presents the experimentally obtained orientation of the steel
fibres for the upper half of the slabs for the three formwork surfaces. Con-
trary to Figure 7.11, all results indicate a similar pattern in which fibres
seem to be oriented according to the flow of the self-compacting concrete.
Figure 7.12c indicates a slightly higher degree of the orientation of the steel
fibres compared to those of Figures 7.12a and 7.12b but the difference is
much less pronounced than for the case of the bottom half of the slabs.
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Figure 7.12: Top view projection of the CT-based orientation ellipsoids for
the upper half of the slabs. a) Ordinary plywood formwork. b) Glued-sand
plywood formwork. c) Glue-laminated plywood formwork
Numerical simulation of flow
The casting process of the slabs of the three formwork surfaces was simulated
by means of the numerical framework that we developed and have described
in Švec et al. (2012b); Švec and Skoček (2013a,b). The formwork of the
cast slabs was modelled using Navier’s slip boundary condition. Numerical
simulations were run for Navier’s slip lengths of 0 cm, 8 cm and ∞. The nu-
merically obtained orientation of the steel fibres was subsequently compared
to the experimental results presented in Section 7.3.1.
Figure 7.13 shows the resulting orientation of the steel fibres for the slab
with Navier’s slip length equal to 0 cm. The orientation of the steel fibres is
depicted as the top view projection of the orientation ellipsoids (marked with
black stroke). Within the bottom half of the slab (Figure 7.13a), the steel
fibres tend to orient in the regions close to the vertical walls of the formwork,
which is primarily caused by the wall effect. In the bulk of the slab, the steel
fibres remain in a more or less random orientation state. In the upper half
of the slab (Figure 7.13b), the steel fibres exhibit a relatively high degree of
orientation following the flow pattern of the self-compacting concrete.
Figure 7.13 also compares the simulated fibre orientations with the exper-
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a) b)
Figure 7.13: Comparison of the simulated fibre orientations (black stroke)
for slip length 0 cm with the CT-based results (red stroke) for the case of
glued-sand plywood formwork. (a) bottom half. (b) upper half of slab.
imentally measured orientations for the bottom and upper halfs of the slab.
The comparison indicates a relatively high degree of agreement between the
experimentally and numerically obtained results. The comparison indicates
that glued-sand plywood formwork or formworks of similar roughness can be
successfully modelled using the Navier’s slip boundary condition with a slip
length of 0 cm.
Figure 7.14 presents the simulated fibre orientations for the slab with
Navier’s slip length equal to 8 cm. In the bulk of the bottom half of the slab
(Figure 7.14a), the steel fibres seem to orient to a higher degree compared to
the slab with slip length equal to 0 cm (see Figure 7.13a). The steel fibres of
the upper half of the slab exhibit a high degree of orientation, following the
flow pattern of the self-compacting concrete. The results of the numerical
simulation agree well with the experimental (CT) results for the slab having
the glue-laminated plywood as the formwork (Figure 7.14).
Figure 7.15 presents the orientation of the steel fibres for the extreme
case of the Navier’s slip length equal to ∞. In such a case the steel fibres
exhibit a high degree of orientation in all the parts of the slab, except for
immediately under the inlet pipe. There were no respective experimental
results for comparison with these numerical results.
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a) b)
Figure 7.14: Comparison of the simulated fibre orientations (black stroke)
for slip length 8 cm with the CT-based results (red stroke) for the case of glue-
laminated plywood formwork. (a) bottom half. (b) upper half of slab.
7.3.2 Mechanical properties
This subsection illustrates the influence of the formwork surface on the me-
chanical properties of the fibre reinforced self-compacting concrete material.
Results of the three-and four-point bending tests are presented. For the case
of glue-laminated plywood formwork, tested under four-point bending, the
experimental results are compared to those of the lattice model simulations.
Three- and four-point bending tests
Figures 7.16, 7.17 and 7.18 present mechanical responses of the beam speci-
mens for the three different formwork surfaces in terms of load-displacement
curves. Two nominally identical slabs were cast for each formwork surface
type and, therefore, two flexural test results are provided for each case. Indi-
vidual plots thus contain results of two beam specimens of the same origin,
e.g. B1,a and B1,b.
Figure 7.16 indicates a substantial difference in the flexural behaviour
of the individual beam specimens, ranging from deflection hardening to al-
most complete loss of residual strength after first cracking. For example,
beam specimens marked CT3 and B3 experience more than 5× and 10×
higher post-cracking strengths compared to beam specimens CT1 and B1,
respectively. The observations suggest that, when using a smooth-surface
formwork, structural elements extracted from different locations can possess
considerably diverse mechanical properties.
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a) b)
Figure 7.15: Results of the simulated fibre orientations for slip length ∞.
(a) bottom half. (b) upper half of slab.
a) three-point bending test b) four-point bending test
Figure 7.16: Response of the beam specimens extracted from slabs having
glue-laminated plywood as the formwork.
Figures 7.17 and 7.18 on the other hand indicate a significantly lower
spread of the flexural stresses of the individual beam specimens. The highest
post-cracking strength of the beam specimens is approximately 2× higher
compared to the lowest mechanical response of the beam specimens. Struc-
tural elements cast into formwork with a rough surface generally seem to
result in considerably less diverse mechanical properties compared to the
structural elements cast into a formwork with a smooth surface.
Relative to the four-point bending tests, the three-point bending tests
exhibit higher peak strengths and somewhat larger variations of the load-
displacement curves. The higher strengths are likely caused by restricting
fracture to occur from the notch at midspan. The four-point loading config-
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a) three-point bending test b) four-point bending test
Figure 7.17: Response of the beam specimens extracted from slabs having
ordinary plywood as the formwork.
a) three-point bending test b) four-point bending test
Figure 7.18: Response of the beam specimens extracted from slabs having
glued-sand plywood as the formwork.
uration produces a larger volume of highly stressed material and allows for
failure to occur at potentially weaker locations. Markovic (Markovic, 2006)
observed less engagement of the hooked end of steel fibres during fracture
of unnotched specimens, compared to notched specimens. The unnotched
case facilitates fracture along paths of least resistance that, to some degree,
avoid full deformation of the fibre hooks during pullout. Such behaviour con-
tributes to lower strength and toughness of unnotched specimens. The larger
variation in the load-displacement curves of the three-point bending tests is
likely due to variations in fibre count and fibre orientation in the ligament
zone above the notch tip. However, additional data points are needed to
make statistically significant conclusions regarding differences between the
three-and four-point bending test results.
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Numerical simulation of fracture behaviour
Fracture behaviour of the four-point bend specimens, taken from the slab
having glue-laminated plywood as the formwork, was numerically simulated
by means of the lattice model. Figure 7.19 presents both the numerically
and experimentally obtained load-displacement curves for beams B1a, B2a
and B3a. As explained in Section 7.2.2, model parameters were adjusted to
achieve close agreement with the load-displacement curve of beam B1a. The
same parameter set was used for beams B2a and B3a, so the correspond-
ing simulations may be viewed as predictions. The trends with respect to
first cracking strength, peak strength, and evolution of post-cracking residual
strength are in good qualitative agreement with the experimental results.
Figure 7.19: Dependence of fracture behaviour on fibre distribution: com-
parison of experimental and lattice model results.
7.3.3 Fibre count local to the fracture plane
This subsection relates the number and orientation of the immersed steel
fibres to the fracture behaviour of the beam specimens in a quantitative
manner. Figure 7.20 presents flexural stresses of the beam specimens as a
function of the number of the steel fibres crossing the cut plane. The flexural
stresses correspond to cmod = 2.5 mm. The number of fibres crossing the
cut planes were manually counted from the prism slices cut from the beam
specimens. The cut planes were located approximately 1 - 3 cm from the
main fracture plane. The trend lines shown in each plot were determined
through linear regression analysis.
To investigate the low value of the coefficient of determination for the
three-point bending tests (R2 = 0.69 in Figure 7.20a), the numbers of fibres
at the fracture planes were determined by an alternative method. This was
done by counting the number of fibres visible on the CT slice images located
at the fracture planes. Figure 7.21 presents results of this alternative counting
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a) three-point bending test b) four-point bending test
Figure 7.20: Relation linking flexural stresses of the beam specimens to the
number of fibres crossing the cut planes. Manual counting of cut and polished
planes.
approach for two cmod values. Comparing the results in Figures 7.20a and
7.21b, it is evident that counting fibres at the CT slice images improved the
linear correlation between flexural stress and fibre count.
a) cmod = 1.5 mm b) cmod = 2.5 mm
Figure 7.21: Relation linking flexural stresses of the three-point bending
tests to the number of fibres crossing the fracture planes. Manual counting
of CT images.
7.4 Discussion
7.4.1 Fibre orientation
Section 7.3.1 presented the orientation of steel fibres both for the case of
the experimental casting and for the case of the numerical simulation. The
experimental results indicate that the formwork surface dictates the final
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orientation of steel fibres in the region close to the formwork. The influence
of the formwork and thus the significance of the formwork surface diminishes
with an increasing distance of the steel fibres from the formwork. A rough
formwork surface results in a more or less random fibre orientation in the
vicinity of the formwork. A smooth surface on the other hand results in a
higher degree of fibre orientation in the vicinity of the formwork. The fibre
orientations predicted by the simulations and those measured through the
experiments are quite similar. Comparison of the results suggests that the
Navier’s slip model employed in the numerical framework properly models
the experimentally observed phenomena.
Numerical simulations were conducted for the two extreme cases of the
formwork surface types. Formwork with high surface roughness can be mod-
elled using Navier’s slip boundary condition with a slip length of zero, which
is equivalent to the no-slip boundary condition. The no-slip boundary con-
dition for viscous fluids states that, at a solid boundary, the fluid has zero
velocity relative to the boundary. The shear rates in the xy plane there-
fore diminish to zero when approaching the boundary, γ˙xy → 0. Changes in
fibre orientation depend on shearing of the fluid and therefore will not be
prominent in the xy plane near no-slip boundaries.
Formwork with highly smooth surfaces can be modelled using the Navier’s
slip boundary condition of an infinite slip length. The relative velocity of the
fluid at the boundary and tangent to the boundary is then not restricted
by the boundary. Fully developed shear rates in the xy plane, driven in
accordance with the flow pattern, are present at the solid boundary, where
|γ˙xy|  0 is possible. The steel fibres located close to the formwork then
orient in the xy plane according to the flow pattern.
Any other type of formwork surface can be seen as a combination of
the two aforementioned extreme cases. Qualitative evidence of the zero and
non-zero relative velocities of the flow of the fibre reinforced self-compacting
concrete at the formwork can be observed in the attached video (footnote on
Page 122).
7.4.2 Mechanical properties
The beam specimens extracted from the slabs exhibited varying degrees of
scatter when subjected to flexural loading. The largest amount of scatter
was observed for fibre-reinforced concrete cast on the glue-laminated ply-
wood formwork. The load-displacement behaviour of this set of beams was
simulated using the lattice model. The positions and orientations of the steel
fibres, which are required as input to the lattice model, were obtained from
the numerical simulation of flow.
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The overall trends in first cracking strength, peak load, and residual (post-
peak) strength have been predicted by the lattice model. Since the model
specimens were nominally identical, except for differences in the statistical
distribution of immersed fibres, the simulation results support the observa-
tions made in Section 7.3.3, i.e., that fibre count and orientation local to
the fracture plane are decisive factors in determining fracture behaviour. We
believe that the underestimation of strength and toughness of beam B3 in
Figure 7.19 was caused by the lower number of fibres obtained from the
numerical simulation of the casting process. Beam B3 is adjacent to the
vertical part of the formwork at a large distance from the inlet position (see
Figure 7.4). An examination of this region found that, although the orien-
tation distribution of fibres was accurately represented, the simulated flow
carried a smaller number of fibres to the vicinity of the formwork wall. The
lower fibre count in this boundary region contributed to the lower strength
prediction of the lattice model, relative to that measured in the four-point
bend test.
The spatial distribution and orientations of the steel fibres are influenced
by the formwork surface. The formwork surface can therefore play a signifi-
cant role in the mechanical response of structural elements, especially when
the depth of the element is not large relative to the depth of the affected
zone near the formwork surface. Although not studied herein, similar con-
cerns would be present when casting fibre-reinforced self compacting concrete
over a concrete substrate (e.g., as a repair layer).
7.4.3 Fibre count local to the fracture plane
Section 7.3.3 presented relations between the flexural stresses at specified
CMOD values and the number of fibres at the fracture plane. The relations
exhibited a strong linear trends similarly to (Zerbino et al., 2012). Contrarily
to (Zerbino et al., 2012), the linear relation intercepted the x axis (represent-
ing the number of fibres intersecting a unit area of the fracture plane) at
approximately 1700 m−2. The apparent non-zero intercepts indicate that, for
the specimens examined herein, there is an apparent critical threshold below
which the effect of the steel fibres is negligible.
Based on the experimental observations and the numerical simulations of
fracture behaviour, we believe that the linear trend, and its apparent non-zero
intercept, is caused by two main factors: a) the number of fibres intersecting
the fracture plane; and b) the inclination of intersecting fibres to the fracture
plane. For the CT2 set of beam specimens, not only are the numbers of
fibres intersecting the fracture plane smaller, but a greater fraction of those
fibres are lowly inclined to the fracture plane. Inclination of fibres to the
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fracture plane can strongly affect the pullout behaviour of individual fibres
(Li et al., 1990; Ouyang et al., 1994; Laranjeira et al., 2010). In particular, for
small entry angles the pullout resistance is greatly diminished due to spalling
of the matrix local to the entry points of the fibres (Lee et al., 2010). We
believe that the combined effects of fibre count and such variations in pullout
behaviour contribute to the shift in the x-intercept from 0 to about 1700 m−2.
Other recent study of beams extracted from fibre reinforced self-compacting
concrete slabs has produced similar linear trends between fibre count at the
fracture surface and residual stress (Zerbino et al., 2012). With reducing
fibre count, however, their trend lines head toward the origin, exhibiting a
different trend than found herein.
Results obtained from the manual counting of the CT slice images show
a linear dependence of residual stress on fibre count with high coefficient of
determination, R2 ≈ 0.86. Results obtained from the manual counting of
fibres on slices cut from the same beam specimens indicate a similar trend,
but with a lower coefficient of determination, R2 ≈ 0.69. The difference
between the two coefficients of determination suggests that the accuracy
of the results is sensitive to the measurement technique. Implicit within
this discussion is the assumption that the distribution of fibres is reasonably
uniform over the depth of the specimen.
7.5 Conclusions
The work presented in this paper involves the combined use of experiments
and numerical modelling techniques to investigate several important aspects
of the fibre reinforced self-compacting concrete. We demonstrated that the
orientations of immersed steel fibres evolve in response to the flow of the
self-compacting concrete within the formwork. We further showed that the
formwork surface, among other factors, plays a significant role in the final
orientation of the immersed steel fibres. Within the casting simulations,
roughness of the formwork surfaces was effectively modelled using Navier’s
slip boundary condition with appropriate slip lengths. Rough surfaces re-
duce the rate of fluid shearing and thus the tendency for fibres to orient
according to the flow direction. Fibre orientation exhibits a greater degree
of randomness near such rough surfaces. Furthermore, flexural tests of ele-
ments extracted from the cast slabs indicated that the final orientation of the
steel fibres can have a strong influence on the resulting mechanical properties
of the fibre reinforced self-compacting concrete. Consequently the formwork
surface also can have a strong influence on the resulting mechanical response
of the structure, particularly if the depth of the elements is not large relative
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to the size of the affected zone.
The proposed use of computational fluid dynamics simulations to deter-
mine fibre coordinates within cast self-compacting concrete, in tandem with
fracture modelling that makes direct use of that information, is a novel means
for connecting methods of processing to the mechanical performance of fibre-
reinforced cement composites. This simulation pathway provided accurate
estimates of first cracking strength, peak strength, and residual strength of
the beam specimens testing in four-point bending. The experimental mea-
surements and model results confirm that there is a linear relationship be-
tween the residual stress carried by beam specimens and the number of the
immersed steel fibres, and their orientation, local to the main fracture plane.
Furthermore, the sample set considered herein included beams in which there
were few fibres intersecting the fracture plane. A relatively larger fraction
of these same fibres were lowly inclined to the fracture plane, which likely
reduced their pullout resistance. The combination of fewer fibres intersecting
the fracture plane and the relatively lower pullout resistance of those fibres
contributed the non-zero x-intercept of the trend lines.
The ability to simulate the casting process of fibre reinforced self-com-
pacting concrete, including the movement of individual immersed fibres in
response to such factors as formwork geometry and surface roughness, has
profound implications toward the effective use of these materials within the
civil infrastructure. As demonstrated herein, the results of such flow simu-
lations can serve as input to mechanical models of material behaviour. To-
gether with physical experimentation, this coupled simulation of concrete
casting and its load resistance in the hardened state presents opportunities
for improving material performance for both ordinary and high-performance
applications.
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Chapter 8
A collection of videos
This section presents a collection of videos of experiments and a collection
of animations of numerical simulations created during the research project.
Each figure or sub-figure contains one video or animation. The video or
animation can be accessed by double-clicking on the the figure or on the sub-
figure. Alternatively, all the videos and animations can be in the case of
Adobe Acrobat Reader accessed from the “Attachments” menu (Figure 8.1).
All the videos and animations are encoded in the standardized MP4/H264
format.
Figure 8.1: Screen-shot of Adobe Acrobat Reader showing the Attachments
menu with the attached videos.
8.1 Slump flow
Section 2.3.1 studied the accuracy of the developed numerical framework on
an example of homogeneous and heterogeneous slump flow experiment. In
this section, animation of one of the numerical simulations is presented. The
145
8.1 Slump flow A collection of videos
presented numerical simulation contains explicitly represented rigid spheres
(i.e. aggregates) and cylinders (i.e. steel fibres) immersed in the free surface
flow of homogeneous Bingham plastic fluid (i.e. self-compacting concrete).
a) b)
Figure 8.2: Numerical simulation of slump flow of fibre reinforced self-
compacting concrete. a) Fluid part (colour by viscosity, red = high, blue =
low). b) Immersed particles.
Plastic viscosity, yield stress and density of the fluid were in the sim-
ulation set to 30 Pas, 50 Pa and 2500 kg/m3, respectively. Fibre density,
length, aspect ratio and volume fraction were 7850 kg/m3, 6 cm, 80 and 0.2 %,
respectively. Aggregate density, diameter and volume fraction was set to
2600 kg/m3, 1 cm and 25 %, respectively. The overall spatial domain of the
numerical simulations was parallelized into 9 sub-domains. The numerical
simulation took almost one month to finish.
Figure 8.2 presents an animation of the slump flow. The animation was for
convenience split into the fluid part (Figure 8.2a) and into the corresponding
immersed steel fibres and aggregates (Figure 8.2b). The fluid part is coloured
by the apparent viscosity of the homogeneous Bingham plastic fluid. Blue
colour denotes liquid regions of low apparent viscosity (≈ 50 Pas) whereas
red colour denotes stiff regions of high apparent viscosity (≈ 200 Pas).
The presented numerical simulation highlights the core features of the
developed numerical framework; namely the free surface, non-Newtonian
rheology, explicitly represented fibres and aggregates, two-way interaction
between the fluid and the immersed particles, interaction among the parti-
cles, interaction between the particles and formwork, coefficient of restitution
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and Coulomb friction coefficient for the collisions and parallelization of the
computational domain.
8.2 L-Box flow
Several numerical simulations of L-Box flow were carried out as part of the
work described in Chapter 6 and compared to experimental results of trans-
parent gel Carbopol. The Carbopol gel was modelled as a free surface flow of
homogeneous Bingham plastic fluid. Various number of reinforcement bars
was placed into the L-Box during the experiments. In this section, one of
the experiments is presented both in the form of experimental videos and
numerical animations.
Plastic viscosity, yield stress and density of the Carbopol gel were in the
simulation set to 15 Pas, 30 Pa and 950 kg/m3, respectively. Fibre density,
length, aspect ratio and volume fraction were 7500 kg/m3, 3 cm, 80 and 0.5 %,
respectively. Three reinforcement bars were used in the L-Box experiment
and in the numerical simulation. The spatial domain was not parallelized.
The numerical simulation took approximately two months to finish.
a) b) c)
Figure 8.3: Experimental L-Box casting using transparent gel Carbopol. a)
Bottom view. b) Side view. c) Detailed view.
Figure 8.3 shows three videos of the casting process of the Carbopol gel
suspension. Figure 8.3a presents a bottom view of the casting process and
highlights the effect of the three reinforcement bars on the global flow pattern
of the immersed fibres. Figure 8.3b presents a side view of the casting process
whereas Figure 8.3c shows a detail view of the casting process with focus on
the region in the vicinity of the reinforcement bars. The detail view reveals
a strong influence of the bars on the local orientation of the steel fibres.
Figure 8.4 presents animation of the corresponding numerical simulation.
Similarly to Section 8.1, the animation was for convenience split into the fluid
part (Figure 8.4a) and fibre part (Figure 8.4b,c). The fluid part is coloured
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a) b) c)
Figure 8.4: Numerical simulation of the respective L-Box casting. a) Fluid
(colour by viscosity, red = high, blue = low). b) 3D view of fibres. c) Top
view of fibres.
by the apparent viscosity of the homogeneous Bingham plastic fluid. Blue
colour denotes liquid regions of low apparent viscosity (≈ 20 Pas) whereas
red colour denotes stiff regions of high apparent viscosity (≈ 100 Pas). Sim-
ilarly to experimental observations in Figure 8.3a, the top view animation
in Figure 8.4c reveals a strong influence of the three reinforcement bars on
the flow pattern of the immersed steel fibres. The reinforcement bars seem
to create thin and long stream shaped regions with almost no fibres. The
presented videos therefore among others highlight the capability of the nu-
merical framework to properly include reinforcement bars into the numerical
simulation.
Both experimental videos and numerical animations indicate significant
and quick orientation of the immersed steel fibres. The orientation is pri-
marily driven by the wall effect and by the shear induced orientation (see
Section 1.1).
8.3 Standard size beam casting
Three numerical simulations of standard size beam (RILEM TC 162-TDF)
casting were run to study the impact of the casting process on the resulting
orientation and distribution of steel fibres immersed in the fibre reinforced
self-compacting concrete and consequently on the mechanical response of the
beams in the hardened state.
Plastic viscosity, yield stress and density of the fluid were in the simula-
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tion set to 20 Pas, 20 Pa and 2300 kg/m3, respectively. Fibre density, length,
aspect ratio and volume fraction were 7850 kg/m3, 6 cm, 80 and 0.2 %, re-
spectively. In the case of Figure 8.5c, the translational speed of the inlet was
1 m/s.
a) Casting from centre
b) Casting from one side
c) Casting movable from side to side
Figure 8.5: Numerical simulation of beam casting with fibre reinforced self-
compacting concrete. Side view of three different casting types.
Figure 8.5 shows side view animations of fibre part of the three numerical
simulations. The fluid part was for convenience removed. The three beam
specimens were cast from a circular inlet positioned in the centre of the beam,
at the right side of the beam and from an inlet movable from side to side.
Te individual animations indicate clearly mutually different fibre orientation
patterns.
The presented videos highlight the significance of the type of casting on
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the resulting fibre orientation and distribution. The three simulations indi-
cate that the casting process of standard size beams might have an influence
on the mechanical behaviour of the hardened beam specimens. The three
numerical simulations therefore accentuate the need to specify the casting
process and have information about the resulting fibre orientation.
8.4 Slab casting
Three numerical simulations of slab casting were carried out as part of the
work described in Chapter 7 and compared to the corresponding experimental
observations. The three slabs were differentiated by the type of the formwork
surface roughness, ranging from smooth glue laminated plywood to rough
glued sand formwork. Videos of the experiments together with animations
of the numerical simulations are presented in this section.
Dimensions of the slabs were 1.2 m × 1.2 m × 0.15 m. Plastic viscosity,
yield stress and density of the fluid were in the simulation set to 75 Pas,
22 Pa and 2318 kg/m3, respectively. Fibre density, length, aspect ratio and
volume fraction were 7850 kg/m3, 6 cm, 80 and 0.5 %, respectively. Navier’s
slip lengths of the three formwork surfaces were 0 cm, 8 cm and ∞. Spatial
domain of the presented numerical simulation was parallelized into 16 sub-
domains. The numerical simulation took approximately one week to finish.
a) b) c)
Figure 8.6: Experimental slab casting of fibre reinforced self-compacting
concrete for three different formwork surface types. a) Glued sand plywood.
b) Ordinary plywood. c) Glue laminated plywood.
Figure 8.6 presents videos of the three experimental castings of the slabs
having the various types of the formwork surface. Figure 8.7 shows an ani-
mation of the slab casting having the smooth glue laminated plywood as the
formwork. Figure 8.8 presents a top view animation of the fibre orientation
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within the bottom half of the three different slabs. The fibre orientation is
illustrated in the form of 3D orientation ellipsoids. Figure 8.8 reveals that
smooth surface results in a considerably higher degree of fibre orientation
compared to rough surface.
Figure 8.7: Numerical simulation of slab casting with boundary condition
corresponding to glue laminated plywood.
The presented animations of numerical simulations highlight the influence
of formwork surface on the fibre orientation in the vicinity of the formwork.
Rough formwork surface generally results in close to random fibre orientation
whereas smooth formwork surface generally results in fairly orientated fibres
in the vicinity of the formwork. The presented animations and especially the
animation in Figure 8.8c clearly indicates the extensional stresses induced
fibre orientation, as defined in Section 1.1.
a) b) c)
Figure 8.8: Top view on orientation ellipsoids within the bottom half of the
slab. a) Slip length = 0 cm. b) Slip length = 8 cm. c) Slip length = ∞
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8.5 Wall casting
Several numerical simulations of wall casting were carried out in collabora-
tion with Norwegian University of Science and Technology to study the effect
of formwork surface roughness and wall stiffeners on the resulting fibre ori-
entation. This section shows the effect of formwork stiffeners on the fibre
orientation.
Dimensions of the wall were 1.5 m × 1 m × 0.15 m. The wall was cast
from circular inlet positioned at the left part of the wall. The circular inlet
was kept 10 cm above the level of concrete. Plastic viscosity, yield stress and
density of the fluid were in the simulation set to 60 Pas, 25 Pa and 2500 kg/m3,
respectively. Fibre density, length, aspect ratio and volume fraction were
7850 kg/m3, 6 cm, 80 and 0.5 %, respectively. Diameter of the wall stiffeners
was set to 20 mm. Navier’s slip lengths of the formwork surface was 8 cm.
Spatial domain of the presented numerical simulation was parallelized into
10 sub-domains. The numerical simulation took approximately 20 days to
finish.
a) b)
Figure 8.9: Numerical simulation of wall casting with fibre reinforced self-
compacting concrete. a) 3d view. b) Side view.
Figure 8.9 presents 3D view and side view animations of the numerical
simulation. Figure 8.9a together with Figure 8.10 reveal a clear influence
of the wall stiffeners on the fibre orientation. Similarly to Section 8.2, each
of the stiffeners creates long stream shaped region with almost no fibres.
Figure 8.10 also indicates the global pattern of fibre orientation in the wall.
Orientation of the steel fibres immersed in the wall is primarily driven by the
wall effect and shear induced orientation, as defined in Section 1.1.
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Figure 8.10: Side view of the final state of steel fibres immersed in the wall.
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Chapter 9
Conclusions and future
perspectives
9.1 Conclusions
One of the most important parts of a design process of fibre reinforced self-
compacting concrete structures is the ability to reliably predict the orienta-
tion and distribution of steel fibres immersed in the concrete. Development
of a numerical framework capable of predicting the fibre orientation and dis-
tribution was therefore the primary aim of the presented research project.
The developed numerical framework allows for simulations of tens of thou-
sands of explicitly represented rigid particles immersed in the free surface
flow of homogeneous non-Newtonian fluid. The non-Newtonian fluid was
simulated by the Lattice Boltzmann fluid dynamics solver. The immersed
rigid particles were two-way coupled with the surrounding fluid by means
of the Immersed boundary method with direct forcing. The rigid particles
were allowed to have an arbitrary shape and surface type. The varying
surface type was simulated by coefficient of restitution and by Coulomb fric-
tion coefficient. We observed that the Immersed boundary method was not
able to correctly predict drag forces acting on fibres of a sub-grid diameter.
A correction function was therefore developed. Boundary conditions such
as formwork are commonly simulated as a no-slip boundary condition. A
method incorporating a variable Navier’s slip boundary condition into the
lattice Boltzmann fluid dynamics solver was proposed. A range of experi-
ments was conducted to validate the ability of the numerical framework to
properly predict fibre orientation and distribution in the fibre reinforced self-
compacting concrete. All the experimental results favourably matched the
corresponding numerical simulations.
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Several other important conclusions were drawn from the experiments
and from the respective numerical simulations:
Fibres orient: Both numerically and experimentally, it was confirmed that
the immersed steel fibres very quickly orient under the flow of fibre
reinforced self-compacting concrete following a combination of all the
basic phenomena described in Section 1.1.
Obstacles affect fibre orientation: Obstacles such as steel reinforcement
bars seem to have a significant effect on the orientation and distribution
of fibres immersed in the fibre reinforced self-compacting concrete. Re-
inforcement bars as an example create stream shaped regions in which
no fibres are present, as shown in the previous section.
Aggregates can be replaced by yield stress: In the majority of the
performed numerical simulations, the fibre reinforced self-compacting
concrete was modelled as explicitly represented steel fibres immersed
in the homogeneous Bingham plastic fluid. The effect of aggregates
present in the concrete was modelled by the yield stress of the fluid. In
all the studied cases, the resulting fibre orientations favourably matched
corresponding experimental observations. These results suggest that
such a simplified representation of the immersed aggregates is often a
reasonable and efficient assumption.
Formwork surface type matters: Both numerically and experimentally,
it was observed that the formwork surface type (such as smooth glue
laminated plywood or rough ordinary plywood) has a strong influence
on the orientation of fibres located near the formwork. It was fur-
ther observed that the effect of formwork surface diminished with an
increasing distance of the fibres from the formwork.
Fibre orientation influences mechanical behaviour: It was both nu-
merically and experimentally observed that the local fibre orientation
has an influence on the mechanical response of structural elements made
of fibre reinforced self-compacting concrete. By two distinct sets of
slab casting experiments we observed that there is a prevailing linear
dependence between the mechanical response of a structure (i.e. flex-
ural stresses) and the respective fibre orientation factor. It was also
experimentally observed that the linear relation does not intersect ori-
gin (i.e. [x = 0, y = 0]). Instead there is an apparent intersection point
[x > 0, y = 0] which suggests that for low but non-zero orientation
factor the mechanical response of the element diminishes.
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The ability to simulate the casting process of fibre reinforced self-com-
pacting concrete, including the orientation of individual immersed fibres in
response to such factors as casting method, formwork geometry and sur-
face roughness, has profound implications regarding the effective use of these
materials. Together with physical experimentation, coupled simulation of
concrete casting and its load resistance in the hardened state presents op-
portunities for improving material performance for both ordinary and high-
performance applications.
9.2 Future perspectives
Although the developed numerical framework is capable of predicting the
flow of fibres and aggregates immersed in the fibre reinforced self-compacting
concrete, there is still a range of potential places for improvements.
The number of explicitly represented immersed fibres and aggregates is
limited by the computational power available. As an example, we have so far
simulated up to one hundred thousand immersed particles, which corresponds
to relatively small scale structures. A further investigation allowing for at
least millions of simulated immersed particles is therefore of a high interest.
Most of the computation power is currently taken by the Runge-Kutta in-
tegration scheme. Investigation of alternative lightweight integration schemes
could potentially increase the computational efficiency of the numerical frame-
work.
Extremely fast single purpose coprocessors such as graphic cards are a
promising alternative to the relatively slow multi-purpose computational pro-
cessors (CPU). The significant increase in the computational power comes
however at the cost of a very restricted programming environment. The
possibility to modify the presented numerical framework to be run on the
coprocessors could be investigated.
The limited computation resources could be alternatively overcome by
simulating the immersed fibres and aggregates on multiple physical scales.
As an example, the general flow of the fibres could be potentially simulated
by their statistical representation, e.g. by fibre orientation tensors. The
local effects such as collisions with the reinforcement, collisions with the
formwork or collisions among the fibres could be then simulated explicitly by
the presented numerical framework.
The presented numerical framework contains a very limited set of fea-
tures, implemented with a primary focus on fibre reinforced self-compacting
concrete. The inclusion and study of phenomena such as deformable fibres,
non-spherical aggregates, arbitrary shaped fibres, concrete thixotropy, con-
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crete hardening, thermal flow, multi-component and multi-phase flow could
be of interest for further investigation.
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Numerical framework capable of predicting fibre orientation and distribution in structural elements 
made of fibre reinforced self-compacting concrete was developed. The developed framework is capable 
of simulating free-surface flow of a suspension of explicitly represented rigid particles immersed in the 
non-Newtonian fluid. The ability to simulate the casting process of the concrete, including the movement 
of individual immersed fibres in response to such factors as casting method, formwork geometry and 
surface roughness, has profound implications toward the effective use of these materials.
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