Abstract. We define quantitative fixpoint logics for reasoning about linear time properties of states in systems with branching behaviour. We model such systems as coalgebras whose type arises as the composition of a branching monad with one or more polynomial endofunctors on the category of sets. The domain of truth values for our logics is determined by the choice of branching monad, as is the special modality used to abstract away branching in the semantics of the logics. To justify our (canonical) choice of syntax and semantics for the logics, we prove the equivalence between their step-wise semantics and an alternative path-based semantics for the fixpoint-free fragments of the logics. Instances of our logics support reasoning about the possibility, probability or minimal cost of exhibiting a given linear time property. We conclude with two examples of logics that have a linear time flavour, namely a logic for reasoning about resource usage in infinitely-running computations, and a logic for reasoning about component interaction. Some non-canonical choices are made for the modalities employed by these logics, and in the latter case this prevents the existence of a path-based semantics. Yet, both logics have clear practical relevance, and illustrate the flexibility of our approach.
Introduction
Linear time temporal logics such as LTL or the linear time µ-calculus (see e.g. [Dam92] ), originally interpreted over non-deterministic systems, have been adapted and used successfully in model checking both non-deterministic and probabilistic systems (see e.g. [BK08] ). These logics share the same notion of linear time behaviour, but depending on the type of branching present in the underlying models (non-deterministic or probabilistic), have either a qualitative or a quantitative interpretation (with {0, 1} and respectively the unit interval [0, 1] as domains of truth values). Despite commonalities between these logics and their associated (automata-based) verification techniques, a general and uniform account of linear time logics and their use in formal verification is still missing.
The present paper attempts to fill this gap, by building on recent work on a coalgebraic account of linear time behaviour in systems with branching [Cîr17] . We model systems as coalgebras whose type incorporates both branching and linear behaviour, and define quantitative fixpoint logics that are parametric in both the branching type and the transition type. The branching type determines the domain of truth values for the logics, and dictates the choice of modality used in the semantics of the logics to abstract away branching, as well as the choice of propositional operators employed by the logics. The transition type canonically induces a notion of observable linear behaviour, together with associated linear time modalities. The canonical choices made in the semantics of the logics allow for an alternative path-based semantics to be defined for the fixpoint-free fragment of our logics, and proved equivalent to the original, step-wise semantics. Moreover, this equivalence result generalises to certain non-canonical choices of modalities for the logics. In addition to non-deterministic and probabilistic branching, our logics also instantiate to systems with weighted branching.
A more detailed outline of our approach and results is given below: • We model systems as coalgebras of endofunctors obtained by composing a branching monad T : Set → Set with a polynomial endofunctor F : Set → Set. The branching monad arises from a partial commutative semiring S = (S, +, 0, * , 1), whose carrier provides the domain of truth values for our logics. The semantics of the logics therefore requires quantitative predicate liftings to interpret both the linear time modalities and the (hidden) branching modality. While canonical choices exist for both types of modalities, noncanonical choices are also allowed.
• A key feature of our logics is their step-wise semantics; that is, the interpretation of a formula is defined by repeatedly unfolding the coalgebra structure, as required by the structure of the formula. This is different from logics such as LTL or the linear time µ-calculus, where the interpretation of a formula on a state depends on its interpretation on the (infinite) paths from that state. In the case of probabilistic branching, defining such a path-based semantics requires the use of measure theory, whereas our step-wise semantics avoids this, while achieving a similar interpretation. In the case of weighted branching, we are not aware of weighted linear time logics similar to the ones proposed here, but speculate (based on related work on weighted Büchi automata [DR06] , see also Section 5) that different technical machinery would be required to define a path-based semantics for such logics. In particular, this makes the quest for a uniform path-based semantics for the full fixpoint logics a difficult one.
• To substantiate the canonical choices made in the definition of our logics, we define an alternative path-based semantics for the fixpoint-free fragments of the logics, which we then prove equivalent to the step-wise semantics. Conditions under which similar, noncanonical logics enjoy the same equivalence result are also studied. Both the definition of the path-based semantics and its equivalence with the step-wise semantics rely on a reformulation of our logics using the framework of dual adjunctions (see e.g. [BK05] for the use of dual adjunctions in defining logics for coalgebras). This categorical formulation allows us to isolate the key requirement for the equivalence result (Lemma 5.12), namely a certain commutativity property between linear and branching time modalities. We also note that the existence of a strong connection between our logics and quantitative parity automata, recently studied in [CSH] (see also Example 4.6), mitigates the lack of a path-based semantics for the full fixpoint logics, by providing additional evidence that our logics subsume known linear time logics. This is discussed further in Section 5.
• While for the majority of the paper we consider coalgebras of type T • F as mentioned above, we conclude the paper by moving to more general coalgebraic types, namely F 1 • T • . . . F n−1 • T • F n , with T as before and F 1 , . . . , F n arbitrary endofunctors. We use two examples to illustrate how a modular approach to defining logics for such complex coalgebraic types can yield logics with a linear time flavour. Only the first of these logics admits an equivalent path-based semantics, as the modalities employed by the second one do not commute as required by our equivalence result. The remainder of the paper is structured as follows. Section 2 introduces partial semiring monads and summarises our previous coalgebraic account of linear time behaviour in systems with branching [Cîr17] . Section 3 defines semiring-valued predicate liftings, which are then used in Section 4 to define quantitative, linear time fixpoint logics for coalgebras with branching. Section 5 provides an alternative path-based semantics for the fixpoint-free fragment of the logics, and proves its equivalence to the step-wise semantics. Section 6 describes how the logics presented earlier can be extended to coalgebraic types arising as arbirtrary compositions of a branching monad with several endofunctors, and describes two specific, non-canonical instances of such logics, one for reasoning about resource-aware, infinitely running computations, and another for reasoning quantitatively about component interaction. Section 7 concludes with a discussion of ongoing and future work.
This paper is based on the conference papers [Cîr14, Cîr15] , which it extends by generalising the type of coalgebraic functors used to model systems with branching and the predicate liftings used in the semantics of the logics. These generalisations substantially widen the applicability of the logics, as emphasised in Section 6. The logics presented here are a slight variant of those in [Cîr15] , see Remark 2.4. Furthermore, the proof of equivalence between the step-wise semantics and the path-based semantics now applies to the full fixpoint-free fragment of the logics, and not just to the so-called uniform fragment, as considered in [Cîr15] .
Preliminaries

Monads and Partial Semirings.
In what follows, we use monads (T, η, µ) on Set (where η : Id ⇒ T and µ : T • T ⇒ T are the unit and multiplication of T) to capture branching in coalgebraic types. The specific nature of the monads we consider makes them strong and commutative. A strong monad comes equipped with a strength map st X,Y : X × TY → T(X × Y ), natural in X and Y and subject to coherence conditions w.r.t. η and µ (see e.g. [Jac16, Chapter 5] for details). For such a monad, one can also define a swapped strength map
where tw X,Y : X ×Y → Y ×X is the twist map taking (x, y) ∈ X ×Y to (y, x). Commutative monads are strong monads where the maps
The monads considered in this paper arise from partial commutative semirings.
Definition 2.1. A partial commutative semiring is a tuple S := (S, +, 0, •, 1) with (S, +, 0) a partial commutative monoid and (S, •, 1) a commutative monoid, with • distributing over +; that is, for all s, t, u ∈ S, s • 0 = 0, and whenever t + u is defined, then so is s • t + s • u and moreover s
The addition operation of any partial commutative semiring induces a pre-order relation ⊑ ⊆ S × S, given by x ⊑ y if and only if there exists z ∈ S such that x + z = y (2.1) for x, y ∈ S. It follows immediately from the axioms of a partial commutative semiring (see [Cîr17] ) that ⊑ has 0 ∈ S as bottom element and is preserved by • in each argument.
Assumption 2.2. We assume that ⊑ is an ω-chain complete as well as ω op -chain complete partial order, and has the unit 1 of • as top element. A partial commutative semiring S induces a semiring monad (T S , η, µ) with
where supp(ϕ) = {x ∈ X | ϕ(x) = 0} is the support of ϕ. We use the formal sum notation i∈I c i x i , with I finite, to denote the element of T S (X) mapping x i to c i for i ∈ I, and x ∈ {x i | i ∈ I} to 0.
The monad T S above is strong and commutative, with strength st X,Y :
We also note that T S 1 = S. In what follows, we will use T S 1 and S interchangeably, in particular T S 1 will be used in contexts where its (free) T S -algebra structure (given by µ 1 : T 2 S 1 → T S 1) is relevant. The relationship between monads and partial semirings was thoroughly studied in [CJ13, Cîr17] . We use semiring monads to model branching, with the semirings in Example 2.3 accounting for finite non-deterministic, probabilistic and weighted branching. In the latter case, we think of the weights as costs associated to single computation steps, with the bounded variant of the tropical semiring capturing the existence an upper limit on the maximum allowable costs.
Remark 2.4. Our earlier work [Cîr14, Cîr15] was parameterised by a so-called partially additive monad. The connection with the partial semiring monads used here is as follows: any commutative, partially additive monad which is, in addition, finitary, is isomorphic to a partial semiring monad (see [Cîr15, Remark 2.4]). While our earlier work also covers the unbounded powerset monad (as an additive monad), we are not aware of any other nonfinitary monads to which the results in [Cîr14, Cîr15] apply. For this reason, the present paper restricts attention to semiring monads.
Generalised Relations and Relation
Lifting. Throughout this section we fix a partial commutative semiring (S, +, 0, •, 1) satisfying Assumption 2.2.
We let Rel denote the category 1 with objects given by triples (X, Y, R), where R : X × Y → S is an S-valued relation, and with arrows from (X, Y, R) to (X ′ , Y ′ , R ′ ) given by pairs of functions (f, g) as below, such that R ⊑ R ′ • (f × g):
S Here, the order ⊑ on S has been extended pointwise to S-valued relations with the same carrier. We write q : Rel → Set × Set for the functor taking (X, Y, R) to (X, Y ) and (f, g) to itself. It follows easily that q is a fibration, with reindexing functors (f, g) * :
We also write Rel X,Y for the fibre over (X, Y ), i.e. the subcategory of Rel with objects given by S-valued relations over X × Y and arrows given by (1 X , 1 Y ).
[Cîr17] shows how to canonically lift polynomial endofunctors on Set (that is, endofunctors constructed from identity and constant functors using finite products and set-indexed coproducts) to the category of S-valued relations. The relation lifting of F : Set → Set is an endofunctor Rel(F ) : Rel → Rel making the following diagram commute:
The definition of Rel(F ) is by structural induction on F and makes use of the partial semiring structure on S:
• If F = Id, Rel(F ) takes an S-valued relation to itself.
• If F = C, Rel(F ) takes an S-valued relation to the equality relation Eq(C) : C × C → S given by
The functoriality of this definition follows from the preservation of ⊑ by •.
It follows immediately from the above definition that
A special relation lifting, called extension lifting is defined in [Cîr17] for any commutative, partially additive monad T. The extension lifting E T : Rel → Rel lifts the endofunctor
in a canonical way. In the special case when T is the partial semiring monad T S , the extension lifting takes R :
with c i ∈ S and x i ∈ X for i ∈ I, and y ∈ Y . We note here that the definedness of i∈I c i together with the unit 1 of S being the top element of (S, ⊑) imply that i c i • R(x i , y) is itself defined.
Remark 2.5. The more general definition of relation lifting maps R :
It is straightforward to check that, for partial semiring monads, the two definitions coincide.
2.3. Linear Time Behaviour via Relation Lifting. We now summarise the definition of the linear time behaviour of a state in a coalgebra with branching, as proposed in [Cîr17] . The approach in loc. cit. applies to coalgebras of functors obtained as arbitrary compositions of a single partially additive monad and a finite number of polynomial endofunctors on Set. For simplicity, here we restrict attention to compositions of type T S • F , with S a partial commutative semiring. Thus, we model systems with branching as T S • F -coalgebras on Set, where the partial semiring monad T S : Set → Set specifies the type of branching, and the polynomial endofunctor F : Set → Set specifies the structure of individual transitions.
Given an arbitrary endofunctor F : Set → Set, an F -coalgebra is given by a pair (C, γ) with C a set (of states), and γ : C → F C a function describing the one-step evolution of the states. The notion of coalgebraic bisimulation provides a canonical and uniform observational equivalence relation between states of F -coalgebras. One of the many (and largely equivalent) definitions of bisimulation involves lifting the endofunctor F to the category of two-valued relations (obtained in our setting by taking S = ({0, 1}, +, 0, * , 1)). A similar approach is taken in [Cîr17] to define the extent to which a state in a coalgebra with branching can exhibit a given linear time behaviour. The definition in loc. cit. differs from the relational definition of bisimulation (for which we refer the reader to [Jac16] ) in two ways: (i) S-valued relations are used in place of standard relations, and (ii) the relation lifting employed also involves the extension lifting E T defined earlier, as the goal is to relate branching time and linear time behaviours, as opposed to behaviours with the same coalgebraic type.
We write (Z, ζ) for the final F -coalgebra. This provides a natural choice as domain of observable linear time behaviours. We will also refer to the elements of Z as maximal traces.
The definition of the linear time behaviour of states in coalgebras with branching (below) is inspired by a characterisation of coalgebraic bisimilarity (i.e. the largest bisimulation) between states of coalgebras of the same type as the greatest fixpoint of a monotone operator on the category of standard relations.
Definition 2.6 ( [Cîr17] ). The linear time behaviour of a state in a T S • F -coalgebra (C, γ) is the greatest fixpoint of the operator O on Rel C,Z given by the composition
Monotonicity of the operator O above is an immediate consequence of the functoriality of Rel(F ), E T and (γ × δ) * . The existence of a greatest fixpoint for O is then guaranteed by the following standard result on the existence of fixpoints in chain-complete partial orders, applied to the dual of the order ⊑. , the greatest fixpoint of O yields, for each state in a S • Fcoalgebra and each maximal trace, the accumulated probability of this trace being exhibited (across all branches). Here we note that, for infinite maximal traces, the associated probability is often 0. One may argue that this has limited usefulness, and that a measure-theoretic definition would in this case be more appropriate. The logics defined later in this paper do not suffer from a similar issue, as they allow reasoning about the probability of exhibiting linear time behaviours that belong to a certain specified set of traces. (3) For S = (N ∞ , min, ∞, +, 0), the greatest fixpoint of O maps a pair (c, z), with c a state in a T S • F -coalgebra and z a maximal trace, to the minimal cost of exhibiting z from c. Intuitively, this is computed by adding the weights of individual transitions along the same branch, and minimising this sum across the various branches. Again, such minimal costs are often infinite for infinite maximal traces, but in this case this simply reflects the fact that infinitely running systems have infinite costs. Section 6.1 will show how resource replenishment can be modelled in our setting through a change of the underlying coalgebraic type.
Semiring-Valued Predicates and Predicate Lifting
The standard approach to defining the semantics of modal and fixpoint logics involves interpreting formulas as predicates over the state space of the system of interest. In the coalgebraic approach to modal logic, individual modal operators are interpreted using so called predicate liftings [Pat03] . In order to follow the same approach for quantitative, linear time logics, we will work with predicates valued in the partial commutative semiring (S, +, 0, •, 1) used to model branching.
We let Pred denote the category with objects given by pairs (X, P ) with P : X → S an S-valued predicate, and arrows from (X, P ) to (X ′ , P ′ ) given by functions f :
S As with S-valued relations, we obtain a fibration p : Pred → Set, with p taking (X, P ) to X. The fibre over X is denoted Pred X , and the reindexing functor f * :
The next definition generalises predicate liftings as used in the semantics of coalgebraic modal logics [Pat03] .
Definition 3.1. An (S-valued) predicate lifting of arity n ∈ ω for an endofunctor F : Set → Set is a functor L : Pred n → Pred making the following diagram commute:
where the category Pred n has objects given by tuples (X, P 1 , . . . , P n ) with P i : X → S for i ∈ {1, . . . , n}, and arrows from (X,
. . , n}. We now restrict attention to polynomial functors F : Set → Set, and show how to define a canonical set of predicate liftings for F by induction on its structure. The next definition exploits the observation that any polynomial endofunctor is naturally isomorphic to a coproduct of finite (including empty) products of identity functors.
Definition 3.2 (Canonical predicate liftings). Let
The set of predicate liftings Λ = {L i | i ∈ I} has elements L i : Pred j i → Pred with i ∈ I given by:
The functoriality of this definition follows from the preservation of ⊑ by •. 
Remark 3.4. One can also define a single, unary predicate lifting Pred(F ) for each polynomial functor F : Set → Set, again by induction on the structure of F :
• If F = Id, Pred(F ) takes an S-predicate to itself.
• If F = 1, Pred(F ) takes an S-predicate to the predicate * → 1.
•
The above definition, which follows [HJ98] , yields logics with limited expressive power. We will show later how Pred(F ) can provide a coinductive interpretation of truth in a system with branching.
Example 3.5. Let F : Set → Set be as in Example 3.3. Then Pred(F ) is given by
As can be seen, the resulting unary modality requires the same property (P ) to hold on both the left-and the right subtree.
As we are interested in linear time logics, a special extension lifting, akin to the extension lifting of Section 2.2, will be used to abstract away branching.
Definition 3.6. Let (S, +, 0, •, 1) be a partial commutative semiring with associated monad T S . The extension lifting E T S : Pred → Pred is the lifting of T S : Set → Set to Pred
with c i ∈ S for i ∈ I being such that i∈I c i defined, and with x i ∈ X for i ∈ I. Remark 3.7. As in the case of E T S , P T S (P ) can alternatively be defined as µ 1 (T S (P )).
Linear Time Fixpoint Logics
We are now ready to define linear time fixpoint logics for coalgebras of type T • F , where T : Set → Set is the monad induced by a partial semiring (S, +, 0, •, 1), and F : Set → Set is a (typically polynomial) functor. Our logics will be valued into the semiring carrier S.
We fix a set Λ of modal operators with associated predicate liftings ( λ ) λ∈Λ for F . A canonical choice for Λ and ( λ ) λ∈Λ is given by Definition 3.2. Examples of non-canonical choices are considered later in this section.
Definition 4.1. Let V be a set (of variables). The logic µL V Λ has syntax given by
with x ∈ V, λ ∈ Λ, I a finite set and c i ∈ S for i ∈ I such that i∈I c i is defined.
For a T S • F -coalgebra (C, γ) and a valuation V : V → S C (interpreting the variables in V as S-valued predicates over C), the denotation ϕ V γ ∈ S C of a formula ϕ ∈ µL V Λ is defined inductively on the structure of ϕ by
, where the extension predicate lifting ext : S ⇒ S T S is given by the action of E T S on objects, and where
) is the least (resp. greatest) fixpoint of the operator on S C taking p ∈ S C to ϕ
, where the valuation V [p/x] : V → S C takes x to p and y ∈ V \ {x} to V (y). (In the second clause, both the formal sum notation and the action of the monad multiplication have been extended pointwisely to functions on C.) We write µL Λ for the set of closed formulas (V = ∅).
The fact that the operator used to interpret fixpoint formulas is order-preserving follows from the functoriality of predicate liftings. Existence of the required least and greatest fixpoints then follows by Theorem 2.7.
The semantics of µL Λ resembles that of coalgebraic fixpoint logics (see e.g. [CKP11]), with two differences: (i) the interpretation of a formula is an S-valued predicate over the state space, and (ii) the extension lifting E T S : Pred → Pred of Definition 3.6 is used to abstract away branching. In particular, the use of E T S is what makes µL Λ a linear time logic.
Remark 4.2. Recall that our logics do not contain ⊤ (for "true"). The formula νx.•x, with • the predicate lifting Pred(F ) of Remark 3.4, can be viewed as providing a coinductive interpretation of truth. For S = ({0, 1}, ∨, 0, ∧, 1), νx.•x holds in a state precisely when there exists a maximal trace from that state, arising from a sequence of choices in the branching behaviour. (Such a path will not exist from a state that offers no choices for proceeding.) For S = (N ∞ , min, ∞, +, 0), the truth value associated to νx.•x in a particular state is the minimal cost that can be achieved along a maximal trace from that state. We write ⊤ as a shorthand for the formula νx.•x, and conclude this remark by noting that its counterpart ⊥ (for "false") is already present in our logics as an empty weighted sum.
We also note that finite conjunctions are missing from the logics, and our step-wise semantics prevents their inclusion. (By this we mean that, with a step-wise semantics, it is not possible to include conjunction operators with the expected meaning, even in the case when S = ({0, 1}, ∨, 0, ∧, 1).) It is worth noting here that fixpoint logics for weighted systems are similar in their absence of conjunctions [Mei09] . For total semirings S, finite disjunctions are present as 1-weighted sums (that is, finite weighted sums with all the weights equal to 1). Their interpretation is as expected: the formula i 1 • ϕ i (written more simply i ϕ i ) measures the extent of conforming to one of the ϕ i s. The next example shows how to include a form of disjunction in the logic also in the case of partial semirings S. 
Thus, the formula [λ]ϕ ⊔ [λ ′ ]ϕ ′ incorporates a disjunction that can be resolved using a one-step unfolding of the coalgebra structure (as each "branch" resulting from a one-step unfolding will match either [λ] or [λ ′ ] or none of them). In the presence of such enhanced modalities, it is not too difficult to see that deterministic parity automata over F -structures 2 can be encoded as formulas of our logic that only use 1-weighted sums 3 .
Remark 4.4. The connection between our fixpoint logics and automata is outside the scope of this paper. An initial study of this connection [CSH] defines a notion of parity T S •F -automaton (as a T S •F -coalgebra equipped with a parity map), and shows that µL Λ -formulas (assuming canonical predicate liftings for modal operators in Λ) can be translated to equivalent T S • F -automata. A translation in the opposite direction also exists, and is a direct generalisation of similar translations in the literature (see e.g. [Ven12] ). The next example compares the resulting logics with known logics for non-deterministic, probabilistic and weighted systems. , and µL Λ -formulas can be interpreted on Fcoalgebras. In this case, assuming canonical choices for both Λ and λ with λ ∈ Λ (see Definition 3.2), the logic µL Λ can be viewed as an existential version of the linear time µ-calculus, wherein a linear time formula holds in a state whenever a trace satisfying the formula can be exhibited from that state. (To see that when F = A × Id, the standard notion of linear time property coincides with ours, note that the former is equivalent to a non-deterministic Büchi automaton, which can, in turn, be captured by a fixpoint formula in our logic -the latter does not require any use of conjunction operators!) Our logics are, however, more general, as they apply to transition structures defined by arbitrary polynomial endofunctors F , and to arbitrary choices for the set Λ of predicate liftings.
(2) For S = ([0, 1], +, 0, * , 1), µL Λ -formulas measure the likelihood of satisfying a certain linear time property. This time, a linear time property in our setting differs somewhat from the standard notion, as our logics use sub-convex combinations of formulas instead of arbitrary disjunctions, and no conjunctions. However, under the assumption that F specifies word-like behaviour (with associated 0-ary and unary modalities only), as used in both LTL and the linear time µ-calculus, one can encode both LTL and linear time µ-calculus formulas into our logics by translating first to deterministic parity automata over F -structures, and subsequently making use of modalities incorporating disjunctions (see Example 4.3) to encode such deterministic parity automata into our logics. Note that, for word-like behaviours, deterministic and non-deterministic parity automata are equally expressive [GTW02] . (3) For S = (N ∞ , min, ∞, +, 0) (and its bounded variant), µL Λ -formulas measure the minimal cost of satisfying a certain linear time property. While we are not aware of any temporal logics on weighted transition systems with a semantics similar to ours, the notion of weighted Büchi automaton [DR06] , parameterised by a totally complete semiring, is an instance of the T S • F -automata of [CSH] , and therefore subsumed by our logics.
Path-Based Semantics for Quantitative Linear Time Logics
This section provides an alternative path-based semantics for the fixpoint-free fragment of µL V Λ , and proves its equivalence to the already-defined step-wise semantics. This is done by (i) rephrasing the step-wise semantics of the fixpoint-free fragment in categorical terms, using dual adjunctions, (ii) defining a path-based semantics for the fixpoint-free fragment, also in categorical terms, and (iii) proving the equivalence of the two semantics, first for the modal fragment of µL V Λ (no propositional or fixpoint operators), and then for the fixpointfree fragment of µL V Λ (with propositional operators now allowed in formulas). The main results (Theorem 5.15 and Theorem 5.23) assume canonical choices for both the branching and the linear time modalities, but a generalisation to non-canonical choices, subject to additional requirements, is also discussed (Theorem 5.17).
Giving an alternative path-based semantics for the full language µL V Λ is difficult at the level of generality considered here. On the one hand, for probabilistic systems (S = ([0, 1], +, 0, * , 1)), a path-based semantics in the case when F specifies word-like behaviour requires measure-theoretic concepts (see e.g. [BK08, Chapter 10]). On the other hand, for weighted systems (where we are not aware of similar logics), defining the behaviour of a weighted Büchi automaton involves taking infinite sums over all successful paths of the automaton over an individual word. This requires the existence of both infinite sums and infinite products in the underlying semiring [DR06] . It is not clear how these two different path-based approaches can be unified. However, following recent results on a close connection between our canonical logics and quantitative parity automata [CSH] , one can argue that a path-based semantics for the full fixpoint language is not needed, as the automata-theoretic semantics described in loc. cit. provides sufficient evidence that our logics coincide with known linear time logics for specific model types.
Coalgebraic Linear Time Logics via Dual
Adjunctions. This section rephrases the predicate lifting approach to defining the semantics of coalgebraic linear time logics in terms of dual adjunctions. Such a categorical presentation eases the proof of equivalence with the (yet to be defined) path-based semantics.
For an endofunctor F : Set → Set, the dual adjunction approach to defining a logic for
, a functor L : A → A and a natural transformation δ : LP ⇒ P F . Given these ingredients and a set V of variables, the free L-algebra (L V , α V ) over V provides a language for F -coalgebras, with formulas built from variables in V and modal operators as specified by L. Given an F -coalgebra (X, γ) and a valuation V : V → P X, the associated semantics
/ / P X To match the syntax and semantics of the modal fragment of our logic µL V Λ (no propositional or fixpoint operators), we consider the dual adjunction Set
with Sp = P = S . The natural transformation of type LP ⇒ P TF required by such an approach is obtained by combining two natural transformations, of type LP ⇒ P F and P ⇒ P T, respectively. These, in turn, are determined by the choice of predicate liftings λ for F , and by the use of the canonical extension lifting ext, respectively. Specifically:
(1) L : Set → Set is given by LX := λ∈Λ X ar(λ) , and δ : LP ⇒ P F is given by
for λ ∈ Λ and p 1 , . . . , p ar(λ) ∈ P X. (2) σ : P = IdP ⇒ P T is given by
for p ∈ P X (see also Remark 3.7). The use of the identity functor to define a syntax for T reflects the fact that, in our logics, the branching modality is hidden from the syntax. The modal fragment of the logic µL V Λ from Section 4 then coincides with the logic L V induced by the natural transformation σ F • δ:
That is, for a TF -coalgebra (X, γ) and a valuation V : V → P X, the map V γ : L V Λ → P X is defined as the unique L-algebra homomorphism from the free L-algebra (L V , α V ) over V to (P X, P γ • σ F X • δ X ) which extends V .
Other choices for a modality that abstracts away branching have been considered in related work: both [Has15] and [KR15] propose using an arbitrary T-algebra structure τ : T 2 1 → T1 instead of µ 1 in the definition of σ. While most of the results in this paper concern the canonical choice for σ (which we believe is precisely what justifies our use of the term "linear time"), we will also explore the more general σs arising from a choice of τ as above. For this, we will need the following lemma.
Lemma 5.1. For any T-algebra (T1, τ ), with induced σ : P ⇒ P T, we have σ T •σ = P µ •σ.
Proof. σ TX • σ X maps a predicate p : X → P 1 to the predicate τ • Tτ • T 2 p, whereas P µ X • σ X maps p to τ • Tp • µ X . The conclusion now follows from the commutativity of
where the left and right squares follow by naturality of µ and by τ being a T-algebra, respectively.
The next definition describes the canonical choice for the corresponding L and δ : LP ⇒ P F , arising from the canonical choice for Λ and ( λ ) λ∈Λ (as given in Definition 3.2).
Definition 5.2. Let L ::= F = λ∈Λ X ar(λ) , with Λ a set of modal operators with specified arities. Also, let δ : LP ⇒ P F be given by
where in the above • Y : (P Y ) n → P Y is given by the transpose of the map
with • : S × S → S the multiplication operation on S (extended to an n-ary operation), and with e λ : P (X ar(λ) ) → P ( λ∈Λ X ar(λ) ) being given by
We proceed by showing how to recover the whole fixpoint-free fragment of µL V Λ (including propositional operators). This requires moving to the category Alg(T) of EilenbergMoore algebras of T.
It follows e.g. from [Jac16, Exercise 5.4.11] that for T a strong monad and (A, α) ∈ Alg(T), the dual adjunction Set 
We then have S =SFree and P = UP , where Free : Set → Alg(T) takes X to (TX, µ X ) and U : Alg(T) → Set takes (B, β) to B:
As before, our choice of (A, α) will be either (T1, µ 1 ) or an arbitrary (T1, τ ) ∈ Alg(T).
Irrespective of this, we can lift the functor L : Set → Set toL : Alg(T) → Alg(T) by takingL = FreeLU . Then, the one-step semantics δ : LUP = LP ⇒ P F = UP F lifts tõ δ ::= δ ♯ :LP = FreeLUP ⇒P F . There is no need for a similar lifting of the identity functor on Set with associated onestep semantics σ to Alg(T), since the components of σ are already Alg(T)-homomorphisms -this follows from an equivalent definition of σ X : (T1) X → (T1) TX as the transpose of the unique extension of eval : (T1) X × X → T1 to a 2-linear map 4 (T1) X × TX → T1, as shown in [Koc12, Proposition 4.1]. We therefore simply writeσ :P ⇒P T for the natural transformation whose components are given by those of σ : P ⇒ P T .
This yields a new logicL Free(V) carrying T-algebra structure, with associated semantics
for each TF -coalgebra (X, γ) and valuation V : V → P X (extending to a T-algebra homomorphism V ♯ : Free(V) →P X). The syntax of the resulting logic contains propositional operators arising from the T-algebra structure. We have therefore recovered precisely the fixpoint-free fragment of the logic µL V Λ from Section 4, as further illustrated by the next example. 5.2. Path-Based Semantics for L V . We first consider the modal fragment of µL V Λ , which coincides with the logic L V of Section 5.1. We define a path-based semantics for this fragment, and prove its equivalence to the step-wise semantics.
For a polynomial endofunctor F and a commutative monad T, one can define a canonical distributive law of T over F as shown below. This will be used to give a path-based semantics for the modal fragment of L V Λ , by delaying the use of the natural transformation σ when defining the interpretation of modal formulas in L V Λ for as long as possible.
Definition 5.4. For F = λ∈Λ X ar(λ) the canonical distributive law λ : F T ⇒ TF is given by
where dst n : (TX) n → T(X n ) is either η 1 : 1 → T1 (if n = 0), the identity map (if n = 1), or defined in the obvious way from the double strength of the monad T (if n ≥ 2).
It follows directly from the above definition that the distributive law λ is compatible with the monad structure, that is:
Example 5.5. In the particular case when T = T S , the canonical distributive law λ :
Unfolding the coalgebra map γ : X → TF X n ≥ 1 times (as required in order to interpret formulas of modal depth n) yields a map (TF ) n−1 γ • . . . • γ : X → (TF ) n X. Alternatively, one can use the distributive law λ to flatten, at each unfolding step, the branching arising from the presence of T in the coalgebra type: Definition 5.6. For a natural transformation λ : F T ⇒ TF and a TF -coalgebra (X, γ), let γ n : X → TF n X with n ≥ 1 be given by
In order to relate the maps (TF ) n−1 γ • . . .
• γ and γ n , with n ≥ 1, we first note that any distributive law λ : F T ⇒ TF yields natural transformations (TF ) n ⇒ TF n :
Definition 5.7. For a natural transformation λ : F T ⇒ TF , let λ n : (TF ) n ⇒ TF n for n ≥ 0 be defined inductively by:
In particular, Definition 5.7 yields λ 1 = µ F • Tλ • TF η = µ F • Tη = id (where the second equality follows by the compatibility of λ with the monad structure).
We can now state the following:
Lemma 5.8. Let (X, γ) be a TF -coalgebra and λ :
Proof. Induction on n. The base case is trivial. The inductive step follows from the commutativity of
which, in turn, follows by the induction hypothesis and the definition of λ n+1 .
In order to define an alternative, path-based semantics for L V , we let F X : Set → Set be given by
The intention is to interpret formulas of modal depth n over variables in V via an intermediate interpretation over paths of depth n, i.e. elements of F n X X. (The use of F X is required to deal with variables.) To this end, we let
We also note that the natural transformation λ : F T ⇒ TF extends to a natural transformation λ X : F X T ⇒ TF X whose components are given by:
Now we can instantiate Definitions 5.6 and 5.7 with λ X : F X T ⇒ TF X and γ X : X → TF X X to obtain maps (γ X ) n : X → TF n X X and (λ X ) n : (TF X ) n ⇒ T(F X ) n for n ≥ 1. In particular, Lemma 5.8 holds for γ X and λ X .
Definition 5.9 (Path-Based Semantics for L V ). Let (X, γ) be a TF -coalgebra, and let V : V → P X be a valuation. Let ρ n : L V n → P F n X X with n ∈ ω be given by:
where we write δ X : LP ⇒ P F X for the natural transformation given by P π 2 • δ. Finally, for ϕ ∈ L V n , the path-based semantics ϕ V γ is given by the image of ϕ under the map
Thus, in the path-based semantics, in order to interpret a formula of modal depth n, the n-step behaviour of a state in a TF X -coalgebra is flattened into branches of n-step F Xbehaviours (using (γ X ) n ), and this results in the natural transformation σ (or equivalently, the extension lifting ext) only being used once, rather than at each unfolding of the coalgebra map.
Our goal now is to show that the step-wise and path-based semantics for the modal fragment of L V are equivalent. For this, we need the following inductive formulation of the step-wise semantics:
Definition 5.10. Let V : V → P X be a valuation. For n ≥ 1, let ξ n : L V n → P (TF X ) n X be defined by:
the step-wise semantics is obtained by post-composing
Proof. Immediate.
The last ingredient required for the proof of equivalence of the two semantics is the following key lemma, which allows us to move from alternating the use of the natural transformations σ and δ (as done in the step-wise semantics) to only using the natural transformation σ once (as done in the path-based semantics).
Since later in the paper we discuss other choices for σ, obtained by replacing (T1, µ 1 ) with an arbitrary T-algebra (T1, τ ), most of the proof of the lemma uses τ instead of µ 1 .
Lemma 5.12. Let δ : LP ⇒ P F and λ : F T ⇒ TF be as in Definitions 5.2 and 5.4, respectively, and let σ : P ⇒ P T be the natural transformation induced by τ := µ 1 : T 2 1 → T1, given by (5.1). Then the following diagram commutes:
Proof. The statement follows by expanding the corresponding definitions of δ and σ: Given (p i ) ∈ ι λ (P X) n (with n = ar(λ) ≥ 2), we have:
where for q i : X → T1 with i ∈ {1, . . . , n},
Thus, the commutativity of (5.2) amounts to the commutativity of
where for simplicity we assume n = 2. For τ = µ 1 , the latter follows easily by naturality of dst (left rectangle) and exploiting the equivalent definition of • as Tπ 1 • dst T1,T1 , as given in [Cîr17] (right rectangle). The proof in the case when ar(λ) = 1 is trivial, whereas the proof in the case when ar(λ) = 0 uses the fact that (T1, τ ) is a T-algebra (and hence τ • Tη 1 = id).
Remark 5.13. The commutativity of (5.3) in the proof of Lemma 5.12 relies on the wellbehavedness of µ 1 w.r.t. the double strength map. Replacing µ 1 : T 2 1 → T1 by an arbitrary T-algebra structure τ : T 2 1 → T1 will not, in general, make this diagram commute. When T is the finite powerset functor (S = ({0, 1}, ∨, 0, ∧, 1)), an example is the -modality τ : T 2 1 → T1, defined from the ♦-modality µ 1 via the swap map swap : T1 → T1: τ = swap • µ 1 • Tswap; an easy calculation shows that commutativity of the previously mentioned diagram fails in this case.
Corollary 5.14. Let δ, λ and σ be as in Lemma 5.12, and let δ X : LP ⇒ P F X be as in Definition 5.9. Then the following diagram commutes:
Proof. Immediate from Lemma 5.12 and the definitions of δ X and λ X .
Using Corollary 5.14, we can now state and prove the announced equivalence result.
Theorem 5.15. Let δ : LP ⇒ P F , λ : F T ⇒ TF and σ : P ⇒ P T be as in Lemma 5.12. Also, let (X, γ) be a TF -coalgebra and let V :
Proof. Since L V = n∈ω L V n , the claim will follow from the commutativity of:
for n ∈ ω, where the right triangle commutes by Lemma 5.8, and the commutativity of the left rectangle is proved below by induction on n. The case n = 0 follows immediately from P η • σ = id.
Using L V n+1 = V + LL V n , the inductive step follows from the commutativity of the following two diagrams:
Commutativity of the former diagram is an easy exercise. For the commutativity of the latter, note that the top arrow is ξ n+1 • ι 2 , the top-left rectangle commutes by the induction hypothesis, the top-middle rectangle commutes by naturality of δ X , the bottom-left rectangle commutes by Corollary 5.14, the top-right and bottom-right rectangles commute by naturality of σ, and finally the long arrow from
• ι 2 as required -the latter follows from:
This concludes the proof.
The next example confirms that by using τ instead of µ 1 to resolve branching for T = T S with S = ({0, 1}, ∨, 0, ∧, 1), Theorem 5.15 does not hold for functors F with associated linear time modalities of arity 2 or greater.
Example 5.16. Let S = ({0, 1}, ∨, 0, ∧, 1). Assume that τ is used to resolve branching, and consider the following T S • (1 + A × Id × Id)-coalgebra (X, γ):
is used for nondeterministic transitions (and thus x 2 is a deadlock state). Under the step-wise semantics, the formula [a]( * , * ) does not hold in x 0 , as although x 2 satisfies * (since it has no outgoing transitions), x 1 does not: according to the definition, for a state to satisfy * , all transitions from that state (if any) must be terminating ones. However, the map γ 2 : X → T S (1 + A × (1 + A × X) × (1 + A × X)) maps x 0 to the empty set: again, this is because x 2 has no transitions and therefore the flattening performed by γ 2 results in an empty set of linear time behaviours of depth 2; as a result, under the path-based semantics, the formula holds.
We note that the proof of Theorem 5.15 only makes use of the specific (canonical) choice of linear time modalities when it comes to applying Lemma 5.12. As a result, a generalisation of Theorem 5.15 to non-canonical choices for both the linear time modalities and the branching modality can be stated. Example 5.18. If L : Set → Set additionally includes modalities incorporating restricted disjunctions (Example 4.3), the associated δ : LP ⇒ P F together with the canonical choice for σ : P ⇒ P T satisfy Lemma 5.12, and therefore Theorem 5.17 applies.
Path-Based Semantics forL Free(V)
. Giving a path-based semantics forL Free(V) (which was shown in Section 5.1 to coincide with the fixpoint-free fragment of the logic µL V Λ ) can be done in much the same way as for L V , since the "logic functor" used to deal with branching is still the identity functor, but now on Alg(T). For completeness, this section sketches the main definitions and results, all very similar to their counterparts in Section 5.2.
As before, we letL
for n ∈ ω. This time however, the coproduct is taken in the category Alg(T). Again, we haveL Free(V) = n∈ωL Free(V) n . Definition 5.19 (Path-Based Semantics forL Free(V) ). Let (X, γ) be a TF -coalgebra, and let V : V → P X be a valuation. Letρ n :L Free(V) n →P F n X X with n ∈ ω be given by:
where, as before, we writeδ X :LP ⇒P F X for the natural transformation given byP π 2 •δ. Now for ϕ ∈L Free(V) n , the path-based semantics ϕ V ♯ γ is given by the image of ϕ under the mapL
Definition 5.20. Let V : V → P X be a valuation. For n ≥ 1, letξ n :L Free(V) n → P (TF X ) n X be defined by:
Lemma 5.21. For formulas inL
Free(V) n , the step-wise semantics is obtained by post-composing ξ n withP γ X • . . . •P (TF X ) n−1 γ :P (TF X ) n X → P X.
The next lemma allows Theorem 5.15 to be lifted to the logicsL Free(V) .
Lemma 5.22. Let δ : LP ⇒ P F , λ : F T ⇒ TF and σ : P ⇒ P T be as in Lemma 5.12, and letδ :LP ⇒P F andσ :P ⇒P T arise from δ and σ as before. Then the following diagram commutes:LP
Proof. By freeness ofLP , it suffices to show that pre-composing the image under U of the above diagram with η LUP commutes in Set:
This, in turn, is a direct consequence of Lemma 5.12.
Theorem 5.23. Let δ : LP ⇒ P F , λ : F T ⇒ TF and σ : P ⇒ P T be as in Lemma 5.22. Also, let (X, γ) be a TF -coalgebra and let V :
Exactly the same as the proof of Theorem 5.15, except that Lemma 5.22 is used instead of Lemma 5.12.
A Generalisation
The logics described in Section 4 apply to coalgebras of type T S • F . However, they can easily be generalised to coalgebraic types F 1 • T S • . . . • F n−1 • T S • F n obtained as finite compositions of arbitrary endofunctors F 1 , . . . , F n and a single partial semiring monad T S . The domain of truth values is still S, and the semantics of formulas makes use of the extension predicate lifting ext and of predicate liftings for each of F 1 , . . . , F n , as required by the coalgebraic type. Rather than making explicit such a generalisation, this section shows that this has useful instantiations. Our first instantiation yields a logic for resource-aware, potentially infinite computations, where resources can be replenished at certain points in the computation. Our second instantiation results in a logic for component interaction, in a setting where the behaviour of different components is modelled using different branching monads; this is problematic since the composition of two (weighted) monads is not usually a monad (yet alone a weighted one).
To cover the above two examples, we consider system types where the "ingredient" functors (the F i s and the monad T S above) play three different rôles:
• Some of these endofunctors (which we denote by F 1 , F 2 , . . .) describe the type of linear behaviour the system exhibits in any particular run.
• A semiring monad T S describes the (main) branching type. This is used to derive the domain of truth values (namely S), and provides a canonical way to abstract away T Sbranching (through the canonical extension lifting ext).
• Other endofunctors (which we denote by G 1 , G 2 , . . .) describe information that is to be abstracted away in a not necessarily canonical way, using a single predicate lifting for each occurrence of such an endofunctor in the coalgebraic type. We note that a similar approach is taken in [KR15] , where branching is abstracted away using arbitrary (as opposed to canonical) predicate liftings. In particular, the last point means that the logics can have a similar syntax as before, with modal operators arising from the structure of the F i s only. However, at the semantic level, additional predicate liftings are involved, corresponding to the presence of the G i s in the coalgebraic type.
Our approach applies to arbitrary compositions of endofunctors of the three types identified above. However, for simplicity of presentation, we restrict to G•T S •F -coalgebras in what follows. With this restriction, our syntax remains single-sorted, whereas in the general case a multi-sorted syntax similar to that of [CP07] would be required. As running examples we consider: (1) (S × Id) • T S • F -coalgebras, with S : Set → Set the constant functor X → S. Thus, G = S × Id. Such coalgebras model weighted systems (with weights being thought of as costs) with linear behaviour specified by F , some of whose states (those for which the first component of the coalgebra map returns a non-zero value) allow for resource replenishment (according to the specified value).
ing. Thus, G = T S ′ . Such coalgebras can model interactions between components modelled as T S ′ • F 1 -and respectively T S • F 2 -coalgebras, with the functor F being obtained as a kind of "synchronous product" of F 1 and F 2 . For example, if F 1 = Id × A models systems with outputs (in A) and F 2 = (B × Id) A models systems with inputs (from A) and outputs (in B), a natural choice for F is B × Id. In this case, a T S ′ • F 1 -coalgebra (C, γ) and a T S •F 2 -coalgebra (D, δ) combine to yield a T S ′ •T S •F -coalgebra, using the strength maps of T S and T S ′ , and a mapping sync :
natural in X and Y , which models synchronisation between F 1 -and F 2 -behaviours:
where sync :
, our logic will again use the canonical predicate liftings λ . In addition,
we fix a monotone predicate lifting ext G : S ⇒ S G , to be used to abstract away Gbehaviour. (Note that when G = T S ′ , the predicate lifting ext G acts on S-valued predicates.) The syntax of the logics is as before, whereas the semantics now interprets modal operators by:
In particular, this definition also ensures the monotonicity of the operators used to interpret fixpoint formulas. We also note that, while the interpretation of propositional operators (formal weighted sums) remains unchanged, the resulting semantics is different, as the actual weighted sums are now computed after the application of ext G . One might expect the result to be the same as when ext G is applied after the computation of the weighted sums, however, this is only true when all the weights are equal to 1, or when the predicate liftings ext G and ext commute. The latter condition fails to hold in our second example below, and therefore formal weighted sums with the weights different from 1 should be used with care in that case.
It is also worth noting that the results of Section 5 do not apply to the second of these instantiations, as in this case the predicate liftings ext G and ext do not commute. Nevertheless, the second logic also has a linear time flavour (with F describing linear time behaviour), which in this case can only be captured using a step-wise semantics.
6.1. A Logic for Resources. The logics obtained by taking S = (N ∞ , min, ∞, +, 0) allow reasoning about the minimal cost of exhibiting a given linear behaviour in states of T S • Fcoalgebras. This has limited usefulness, as infinitely running systems will typically incur an infinite cost to achieve a given (infinite) behaviour. This section shows how suitably instantiating the approach outlined above can address this issue.
We begin by noting that incorporating resource replenishment into the computational monad T S would require negative costs, which would in turn lead to technical difficulties caused by lack of monotonicity of the operators used to interpret fixpoint formulas. Similarly, modelling resource replenishment as part of the linear behaviour would alter the associated notion of trace, if indeed this was possible using only canonical predicate liftings.
Here we take a different approach, namely moving to coalgebras of type S × T S • Fcoalgebras, where the first component in the coalgebra structure provides, for each state, the amount of resources made available when visiting that state. Thus, G = S × Id, and as associated predicate lifting ext S×Id : S Id ⇒ S S×Id we take:
ext S×Id (p)(s, x) = p(x) ⊖ s for p : X → S, where ⊖ : S × S → S is given by:
The operation ⊖ is thus a kind of subtraction operation, capped below at 0 (the smallest element in S). In particular, if there exists no z ∈ S such that m + z ⊑ n, then n ⊖ m = 0. V γ ))) ⊖ γ 1 for each S × T S • F -coalgebra γ = γ 1 , γ 2 : X → S × T S F X. As a result, states x where resources are being replenished (γ 1 (x) = 0), have their future costs offset by γ 1 (x).
Since both ext S×Id and the predicate liftings λ commute with ext, a path-based semantics for the resulting logic can be defined similarly to Section 5, and proved equivalent to the step-wise semantics. In the path-based semantics, finite-depth weighted branching arising from successive unfoldings of the G • T S • F -coalgebra structure is flattened into a weighted sum of "paths" of type G • F . Therefore in this case the qualification "linear time" is fully justified for the resulting logic. yields a logic for reasoning about the interaction between a weighted system and a nondeterministic adversary. If weights model costs, then the semantics of the logic measures, for each formula ϕ ∈ µL Λ , the minimal cost of conforming to ϕ, irrespective of the behaviour of the adversary. As previously mentioned, in this case ext G and ext do not commute, and therefore the resulting logic is not, strictly speaking, a linear time logic.
Conclusions and Future Work
We have described a uniform approach to defining linear time fixpoint logics for systems that incorporate branching behaviour, and have proved the equivalence of the step-wise semantics of these logics with an alternative path-based semantics, akin to those employed by standard linear time logics. While this equivalence result motivates the use of the term "linear time" to describe (the canonical versions of) our logics, the step-wise semantics is more appealing in its simplicity, uniformity and direct connection to automata on infinite structures.
We have also showed that allowing for some arbitrary (rather than all canonical) choices for the predicate liftings employed in the semantics of the logics increases their applicability, while maintaining a certain linear time flavour. We believe that part of the value of the present paper is to allow one to reason systematically about the precise linear time nature of such logics.
Ongoing work concerns the study of the connection between (the canonical versions of) our linear time logics and automata, as well as of the expressiveness of these logics. Preliminary results on an automata-theoretic approach to model checking have already been obtained [CSH] , but further work is needed to relax the current assumptions on the underlying semiring (which require strictly ascending/descending chains in the partial order (S, ⊑) to be bounded in length).
