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摘要：从线性互补问题出发，通过非负矩阵分解问题与线性互补问题的关系，分别提出不动点方程的最速下降算法与最
小梯度算法，证明了这两种算法的收敛性，并进行了数值实验．
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　　非负矩阵分解（ｎｏｎｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ，
ＮＭＦ）［１－２］是近年来提出的一种对大规模非负数据降
维的方法，通过非负的限制，让分解得到的特征矩阵
以及系数矩阵具有明显的可解释性，使得一些潜在的
信息被有效地挖掘出来．ＮＭＦ已经广泛地应用在人脸
识别［３］、图像分析［４］、文本聚类［５］、盲源信号分类［６］、生
物基因探测［７］，以及生物数据挖掘等领域［８］．
近年来，学者从不同角度出发，提出相应的ＮＭＦ
算法．Ｌｅｅ等［２］于２００１年首次提出交替方向的乘性迭
代算法（ＭＵ）．Ｈｏｙｅｒ［９－１０］从罚函数的角度出发，提出
了带稀疏约束条件的ＮＭＦ算法．Ｌｉｎ［１１－１２］则提出了基
于梯度投影的ＮＭＦ算法．但对ＮＭＦ问题算法分析较
多，理论分析较少．本文中从线性互补问题出发，得到
基于不动点方程的ＮＭＦ（ｆｉｘｅｄ　ｐｏｉｎｔ　ｅｑｕａｔｉｏｎ　ＮＭＦ，
ＦＰ－ＮＭＦ）算法，并从理论上证明算法的收敛性．根据
下降方向的不同，分别提出了不动点方程的最速下降
（ＦＰ－ｓｔｅｅｐｅｓｔ　ｄｅｓｃｅｎｔ，ＦＰ－ＳＤ）算法与不动点方程的最
小梯度（ＦＰ－ｍｉｎｉｍａｌ　ｇｒａｄｉｅｎｔ，ＦＰ－ＭＧ）算法，证明了
这两种算法的收敛性．
１　ＮＭＦ问题与不动点方程的关系
本文中考虑如下 ＮＭＦ问题：给定Ｖ∈Ｒｍ×ｎ＋ 以及
正整数ｒ，满足ｒｍｉｎ（ｍ，ｎ），求Ｗ∈Ｒｍ×ｒ＋ 以及Ｈ∈
Ｒｒ×ｎ＋ ，使得
ｍｉｎ
Ｗ，Ｈ
ｆ（Ｗ，Ｈ）＝
１
２‖
Ｖ－ＷＨ‖２Ｆ，
　ｓ．ｔ．　Ｗ ≥０，Ｈ ≥０． （１）
若将目标函数看成是Ｗ 与Ｈ 两个变量的函数，
则式（１）变为一个非凸优化问题，但目标函数对于单
变量Ｗ 或者Ｈ 而言均为凸函数．因此，常用交替迭代
法求解．
固定Ｗ，此时的目标函数可改写为
ｆ（Ｗ，Ｈ）＝
１
２‖
Ｖ－ＷＨ‖２Ｆ ＝
　
１
２∑ｊ ‖Ｖｊ－ＷＨｊ‖
２
２，
其中Ｖｊ 代表矩阵Ｖ的第ｊ列，下同．式（１）等价于求解
ｎ个非负最小二乘问题［１３］，即
ｍｉｎ
Ｈｊ≥０
１
２‖
Ｖｊ－ＷＨｊ‖２２，ｊ＝１，２，…，ｎ． （２）
同理，对式（１）固定Ｈ，可转化为求解：
ｍｉｎ
（ＷＴ）ｉ≥０
１
２‖
（ＶＴ）ｉ－ＨＴ（ＷＴ）ｉ‖２２，ｉ＝１，２，…，ｍ．
（３）
定理１［１３］　设问题（２）存在最优解Ｈ＊ｊ ，则最优解
所满足的ＫＫＴ（Ｋａｒｕｓｈ－Ｋｕｈｎ－Ｔｕｃｋｅｒ）条件为
Ｈ＊ｊ ≥０，
ｇｒａｄ（Ｈ＊ｊ ）≥０，
其中ｇｒａｄ（Ｈ＊ｊ ）＝ＷＴ（ＷＨ＊ｊ －Ｖｊ）， （４）
（Ｈ＊ｊ ）Ｔｇｒａｄ（Ｈ＊ｊ ）＝０．
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由定理１可知，利用交替方向迭代求解 ＮＭＦ问
题时，其ＫＫＴ条件正好为一个线性互补问题；又因问
题（２）关于Ｈ 是凸函数，故求解问题（２）等价于求解一
个线性互补问题（４）．
定理２［１４］　问题（４）与下列不动点方程同解：
Ｈｊ＝（Ｈｊ－ηｊｇｒａｄ（Ｈｊ））＋，ηｊ ＞０， （５）
其中Ｈ＋＝ｍａｘ（Ｈ，０），下同．
类似地，对于问题（３），有以下结论：
定理３［１３］　设（ＷＴ）＊ｉ 为问题（３）的最优解，则最
优解所满足的ＫＫＴ条件为
（ＷＴ）＊ｉ ≥０，
ｇｒａｄ（（ＷＴ）＊ｉ ）≥０，
（（ＷＴ）＊ｉ ）Ｔｇｒａｄ（（ＷＴ）＊ｉ ）＝０， （６）
其中 ｇｒａｄ（（ＷＴ）＊ｉ ）＝Ｈ （ＨＴ（ＷＴ）＊ｉ － （ＶＴ）ｉ）＝
（ｇｒａｄ（Ｗ＊））Ｔｉ，ｉ＝１，２，…，ｍ．
定理４［１４］　式（６）与下列不动点方程同解：
（ＷＴ）ｉ＝（（ＷＴ）ｉ－ξｉ（ｇｒａｄ（Ｗ））
Ｔ
ｉ）＋，ξｉ ＞０．（７）
２　ＦＰ－ＳＤ与ＦＰ－ＭＧ算法
用梯度下降法求解问题（２）与问题（３）．固定Ｗ，按
列计算新的Ｈ：
Ｈｊ∶＝Ｈｊ－ηｊ（ｇｒａｄ（Ｈ））ｊ，
其中ηｊ 是负梯度方向上的步长，ｊ＝１，２，…，ｎ，
ｇｒａｄ（Ｈ）＝ＷＴ（ＷＨ－Ｖ）．
同理，固定Ｈ，按行计算新的Ｗ：
ＷＴｉ∶＝ＷＴｉ －ξｉ（ｇｒａｄ（Ｗ））
Ｔ
ｉ，
其中ξｉ 是负梯度方向上的步长，ｉ＝１，２，…，ｍ，
ｇｒａｄ（Ｗ）＝（ＷＨ－Ｖ）ＨＴ．
分别记问题（２）与问题（３）的Ｈｅｓｓｅ矩阵为Ｇ（Ｈ）
与Ｇ（Ｗ），则
Ｇ（Ｈ）＝ＷＴＷ，Ｇ（Ｗ）＝ＨＨＴ．
现在考虑如何得到最优的步长ηｊ 与ξｉ，使得算法
具有更快的收敛速度．为此，用ＳＤ［１５］优化以下式子：
η＊ｊ ＝ａｒｇ　ｍｉｎ
ηｊ≥０
１
２‖
Ｖｊ－Ｗ（Ｈｊ－ηｊｇｒａｄ（Ｈｊ））‖
２
２，
　ｊ＝１，２，…，ｎ． （８）
同理，固定Ｈ，定义：
ξ＊ｉ ＝ａｒｇ　ｍｉｎ
ξｉ≥０
１
２‖
ＶＴｉ －ＨＴ（ＷＴｉ －
　ξｉ（ｇｒａｄ（Ｗ））
Ｔ
ｉ）‖２２，ｉ＝１，２，…，ｍ． （９）
当步长ηｊ∈ ０，
２
ρ（Ｗ
ＴＷ）（ ）及ξｉ∈ ０， ２ρ（ＨＨＴ）（ ）时，能
够保证不动点算法收敛，因此给出如下基于不动点方
法的ＳＤ算法：
算法１　ＦＰ－ＳＤ
任意给定初始值 Ｗ０ ∈Ｒｍ×ｒ＋ ，Ｈ０ ∈Ｒｒ×ｎ＋ ，误
差ε＞０．
对ｋ＝０，１，…，
１）计算（Ｗｋ）ＴＷｋ 的谱半径ρ（（Ｗ
ｋ）ＴＷｋ）；
２）计算ｇｒａｄ（Ｈｋ）＝（Ｗｋ）Ｔ（Ｗｋ　Ｈｋ－Ｖ），
Ｇ（Ｈｋ）＝（Ｗｋ）ＴＷｋ；
３）对ｊ＝１，２，…，ｎ，
（ａ）计算η＊ｊ ＝
（ｇｒａｄ（Ｈｋ）ｊ）Ｔｇｒａｄ（Ｈｋ）ｊ
（ｇｒａｄ（Ｈｋ）ｊ）ＴＧ（Ｈｋ）ｇｒａｄ（Ｈｋ）ｊ
，
（ｂ）确定下降歩长ηｊ＝ｍｉｎ
２
ρ（（Ｗ
ｋ）ＴＷｋ）
，η＊ｊ（ ），
计算Ｈｋ＋１ｊ ＝（Ｈｋｊ－ηｊｇｒａｄ（Ｈ
ｋ
ｊ））＋；
４）计算Ｈｋ（Ｈｋ）Ｔ 的谱半径ρ（Ｈ
ｋ（Ｈｋ）Ｔ）；
５）计算ｇｒａｄ（Ｗｋ）＝（Ｗｋ　Ｈｋ－Ｖ）（Ｈｋ）Ｔ，
Ｇ（Ｗｋ）＝Ｈｋ（Ｈｋ）Ｔ；
６）对ｉ＝１，２，…，ｍ，
（ａ）计算ξ＊ｉ ＝
（（ｇｒａｄ（Ｗｋ））Ｔｉ）Ｔ（ｇｒａｄ（Ｗｋ））Ｔｉ
（（ｇｒａｄ（Ｗｋ））Ｔｉ）ＴＧ（Ｗｋ）（ｇｒａｄ（Ｗｋ））Ｔｉ
，
（ｂ）确定下降歩长ξｉ＝ｍｉｎ
２
ρ（Ｈ
ｋ（Ｈｋ）Ｔ）
，ξ＊ｉ（ ），
计算（Ｗｋ＋１）Ｔｉ＝（（Ｗｋ）Ｔｉ－ξｉｇｒａｄ（（Ｗ
ｋ）Ｔｉ））＋；
７）若‖Ｖ－Ｗｋ＋１　Ｈｋ＋１‖２Ｆ＜ε，则终止算法；否则
ｋ：＝ｋ＋１，转至第１）步．
注意到式（８）与（９）在选取步长时所用的方法为
ＳＤ方法．当然，也可以考虑使得梯度值最小所对应的
步长的 ＭＧ方法［１６］，为此，考虑以下优化式子：
η＊ｊ ＝ａｒｇ　ｍｉｎ
ηｊ≥０
１
２‖ｇ
ｒａｄ（Ｈｊ－ηｊｇｒａｄ（Ｈｊ））‖
２
２＝
ａｒｇ　ｍｉｎ
ηｊ≥０
１
２‖
ＷＴＷ（Ｈｊ－ηｊｇｒａｄ（Ｈｊ））－
ＷＴＶ‖２２，ｊ＝１，２，…，ｎ． （１０）
式（１０）是关于步长ηｊ 的一个非负最小二乘问题，
解之可得：
η＊ｊ ＝
（ｇｒａｄ（Ｈ）ｊ）ＴＧ（Ｈ）ｇｒａｄ（Ｈ）ｊ
（ｇｒａｄ（Ｈ）ｊ）ＴＧ２（Ｈ）ｇｒａｄ（Ｈ）ｊ
．
同理，固定Ｈ，定义：
ξ＊ｉ ＝ａｒｇ　ｍｉｎ
ξｉ≥０
１
２‖ｇ
ｒａｄ（ＷＴｉ －ξｉ（ｇｒａｄ（Ｗ）
Ｔ
ｉ）‖２２，
ｉ＝１，２，…，ｍ． （１１）
式（１１）是关于步长ξｉ 的一个非负最小二乘问题，
解之可得：
ξ＊ｉ ＝
（（ｇｒａｄ（Ｗ））Ｔｉ）ＴＧ（Ｗ）（ｇｒａｄ（Ｗ））Ｔｉ
（（ｇｒａｄ（Ｗ））Ｔｉ）ＴＧ２（Ｗ）（ｇｒａｄ（Ｗ））Ｔｉ
．
·７２５·
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类似于Ｌｉｎ的方法［１８－１９］将式（１０）与（１１）应用于问
题（１）中，得到如下基于投影梯度方法的 ＭＧ算法．
将第１节的结论结合 ＭＧ算法，给出基于不动点
方程的 ＭＧ 算法．当步长ηｊ∈ ０，
２
ρ（Ｗ
ＴＷ）（ ）及ξｉ∈
０，
２
ρ（ＨＨ
Ｔ）（ ）成立时，能够保证不动点算法收敛．
算法２　ＦＰ－ＭＧ
任意给定初始值 Ｗ０∈Ｒｍ×ｒ＋ ，Ｈ０∈Ｒｒ×ｎ＋ ，误差
ε＞０．
对ｋ＝０，１，…，
１）计算（Ｗｋ）ＴＷｋ 的谱半径ρ（（Ｗ
ｋ）ＴＷｋ）；
２）计算ｇｒａｄ（Ｈｋ）＝（Ｗｋ）Ｔ（Ｗｋ　Ｈｋ－Ｖ），
Ｇ（Ｈｋ）＝（Ｗｋ）ＴＷｋ；
３）对ｊ＝１，２，…，ｎ，
（ａ）计算η＊ｊ ＝
（ｇｒａｄ（Ｈｋ）ｊ）ＴＧ（Ｈｋ）ｇｒａｄ（Ｈｋ）ｊ
（ｇｒａｄ（Ｈｋ）ｊ）ＴＧ２（Ｈｋ）ｇｒａｄ（Ｈｋ）ｊ
，
（ｂ）确定下降歩长ηｊ＝ｍｉｎ
２
ρ（（Ｗ
ｋ）ＴＷｋ）
，η＊ｊ（ ），
计算Ｈｋ＋１ｊ ＝（Ｈｋｊ－ηｊｇｒａｄ（Ｈ
ｋ
ｊ））＋，ｊ＝１，２，…，ｎ；
５）计算Ｈｋ（Ｈｋ）Ｔ 的谱半径ρ（Ｈｋ（Ｈｋ）
Ｔ）；
６）计算ｇｒａｄ（Ｗｋ）＝（Ｗｋ　Ｈｋ－Ｖ）（Ｈｋ）Ｔ，
Ｇ（Ｗｋ）＝Ｈｋ（Ｈｋ）Ｔ；
７）对ｉ＝１，２，…，ｍ，
（ａ）计算ξ＊ｉ ＝
（（ｇｒａｄ（Ｗｋ））Ｔｉ）ＴＧ（Ｗｋ）（ｇｒａｄ（Ｗｋ））Ｔｉ
（（ｇｒａｄ（Ｗｋ））Ｔｉ）ＴＧ２（Ｗｋ）（ｇｒａｄ（Ｗｋ））Ｔｉ
，
（ｂ）确定下降歩长ξｉ＝ｍｉｎ
２
ρ（Ｈ
ｋ（Ｈｋ）Ｔ）
，ξ＊ｉ（ ），
计算（Ｗｋ＋１）Ｔｉ ＝（（Ｗｋ）Ｔｉ －ξｉｇｒａｄ（（Ｗ
ｋ）Ｔｉ））＋，ｉ＝１，
２，…，ｍ；
８）若‖Ｖ－Ｗｋ＋１　Ｈｋ＋１‖２Ｆ＜ε，则终止算法；否则
ｋ∶＝ｋ＋１，转至第１）步．
３　ＦＰ－ＳＤ与ＦＰ－ＭＧ算法的收敛性
引理１［１９］　 设 Ｗ ∈Ｒｍ×ｒ＋ ，且 Ｗ 列满秩．又设
Ｆ（Ｈｊ）＝ＷＴＷＨｊ－ＷＴＶｊ，则对任意Ｈｊ 与珡Ｈｊ∈Ｒｒ＋，
均有
（Ｈｊ－珡Ｈｊ，Ｆ（Ｈｊ）－Ｆ（珡Ｈｊ））≥
　　λｍｉｎ（ＷＴＷ）‖Ｈｊ－珡Ｈｊ‖２２．
证明　由于Ｗ 列满秩，因此ＷＴＷ 是正定矩阵，故
ＷＴＷ 的所有特征值均为正实数．从而对任意 Ｈｊ 与
珡Ｈｊ∈Ｒｒ＋：
（Ｈｊ－珡Ｈｊ，Ｆ（Ｈｊ）－Ｆ（珡Ｈｊ））＝（Ｈｊ－珡Ｈｊ，
　ＷＴＷ（Ｈｊ－珡Ｈｊ））≥λｍｉｎ（ＷＴＷ）‖Ｈｊ－珡Ｈｊ‖２２．
定理５　若非负最小二乘问题（２）的 Ｈｅｓｓｅ矩阵
为正定矩阵，且ηｊ∈ ０，
２
ρ（Ｗ
ＴＷ）（ ），则不动点方程
ＮＭＦ算法所得到的｛Ｈｋｊ｝收敛至问题（２）的最优解
Ｈ＊ｊ ，且Ｈ＊ｊ 是唯一的．
证明　由已知可设ＷＴＷ 的特征值为０＜λ１≤
λ２≤…≤λｒ＝ρ（Ｗ
ＴＷ），则
　　 ‖Ｈｋ＋１ｊ －Ｈｋｊ ‖２＝‖（Ｈｋｊ －ηｊｇｒａｄ（Ｈ
ｋ
ｊ））＋－
（Ｈｋ－１ｊ －ηｊｇｒａｄ（Ｈ
ｋ－１
ｊ ））＋ ‖２ ≤ ‖Ｈｋｊ －
Ｈｋ－１ｊ －ηｊ（ｇｒａｄ（Ｈ
ｋ
ｊ）－ｇｒａｄ（Ｈｋ－１ｊ ））‖２＝
‖Ｈｋｊ －Ｈｋ－１ｊ －ηｊＷ
ＴＷ（Ｈｋｊ －Ｈｋ－１ｊ ）‖２＝
‖（Ｉｒ－ηｊＷ
ＴＷ）（Ｈｋｊ －Ｈｋ－１ｊ ）‖２ ≤
‖（Ｉｒ－ηｊＷ
ＴＷ）‖２‖Ｈｋｊ －Ｈｋ－１ｊ ‖２．
由２范数与谱半径的关系，得‖Ｈｋ＋１ｊ －Ｈｋｊ‖２≤
ｍａｘ
ｉ＝１，２，…，ｒ
｜１－ηｊλｉ｜‖Ｈ
ｋ
ｊ－Ｈｋ－１ｊ ‖２．
记δ＝ ｍａｘ
ｌ＝１，２，…，ｒ
｜１－ηｊλｉ｜，有
‖Ｈｋ＋１ｊ －Ｈｋｊ ‖２ ≤δ‖Ｈｋｊ －Ｈｋ－１ｊ ‖２ ≤ … ≤
δｋ－１‖Ｈ２ｊ－Ｈ１ｊ ‖２．
因ηｊ∈ ０，
２
ρ（Ｗ
ＴＷ）（ ），故δ＝ ｍａｘｌ＝１，２，…，ｒ｜１－ηｊλｉ｜＜
１，从而级数∑
∞
ｋ＝１
（Ｈｋ＋１ｊ －Ｈｋｊ）收敛，即｛Ｈｋｊ｝为一个基
本点列．设｛Ｈｋｊ｝的极限为Ｈ＊ｊ ，由不动点方程ＮＭＦ算
法可知：
Ｈｋ＋１ｊ ＝（Ｈｋｊ －ηｊｇｒａｄ（Ｈ
ｋ
ｊ））＋．
对上式两边的ｋ 同时取极限，得 Ｈ＊ｊ ＝（Ｈ＊ｊ －
ηｊｇｒａｄ（Ｈ
＊
ｊ ））＋，进而Ｈ＊ｊ 为问题（２）的解．
最后证明Ｈ＊ｊ 是唯一的．
假设珦Ｈ＊ｊ 也是问题（２）的解，则珦Ｈ＊ｊ 满足：
珦Ｈ＊ｊ ≥０，
ｇｒａｄ（珦Ｈ＊ｊ ）≥０，
（珦Ｈ＊ｊ ）Ｔｇｒａｄ（珦Ｈ＊ｊ ）＝０，
又有
Ｈ＊ｊ ≥０，
ｇｒａｄ（Ｈ＊ｊ ）≥０，
（Ｈ＊ｊ ）Ｔｇｒａｄ（Ｈ＊ｊ ）＝０，
故有
（珦Ｈ＊ｊ －Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））＝（珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））－
　　（Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））＝（珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））≥０．
同理，（Ｈ＊ｊ －珦Ｈ＊ｊ ，ｇｒａｄ（珦Ｈ＊ｊ ））≥０．结合上面式子
可得：
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（Ｈ＊ｊ －珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ）－ｇｒａｄ（珦Ｈ＊ｊ ））≤０．
再由引理１知：
（Ｈ＊ｊ －珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ）－ｇｒａｄ（珦Ｈ＊ｊ ））≥
α‖Ｈ＊ｊ －珦Ｈ＊ｊ ‖２２，
所以有α‖Ｈ＊ｊ －珦Ｈ＊ｊ ‖２２≤０，即Ｈ＊ｊ ＝珦Ｈ＊ｊ ，故问题（２）
的解唯一．
类似地，固定Ｈ，由式（３）也可以得到关于（ＷＴ）＊ｉ
的类似定理结论．
表１　ＭＵ、ＦＰ－ＳＤ、ＦＰ－ＭＧ算法在不同秩上关于迭代次数、相对误差和运行时间的比较
Ｔａｂ．１　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ＭＵ，ＦＰ－ＳＤ　ａｎｄ　ＦＰ－ＭＧ　ｏｎ　ｔｈｅ　ｎｕｍｂｅｒ　ｏｆ　ｉｔｅｒａｔｉｏｎｓ，ｒｅｌｅｔｉｖｅ　ｅｒｒｏｒ，ａｎｄ　ｒｕｎｎｉｎｇ　ｔｉｍｅ　ｉｎ　ｄｉｆｆｅｒｅｎｔ　ｒａｎｋｓ
ｒ
迭代次数 相对误差 运行时间／ｓ
ＭＵ　 ＦＰ－ＳＤ　 ＦＰ－ＭＧ　 ＭＵ　 ＦＰ－ＳＤ　 ＦＰ－ＭＧ　 ＭＵ　 ＦＰ－ＳＤ　 ＦＰ－ＭＧ
５　 ３　０３２　 ６９７　 ９３５　 ０．０２９　３　 ０．０２８　０　 ０．０２８　２　 ６７１　 ２０３　 ３０２
１０　 ４　２４８　 １　２４６　 ２　６６７　 ０．０２４　２　 ０．０２２　１　 ０．０２２　４　 １　０３１　 ３７５　 ９０７
２０　 ６　９８９　 １　１７４　 １　５７９　 ０．０２０　５　 ０．０１８　０　 ０．０１８　７　 １　９０５　 ４２３　 ６１３
３０　 ８　５６１　 １　０６５　 １　４２１　 ０．０１９　０　 ０．０１６　１　 ０．０１７　２　 ２　７８１　 ３８５　 ５９７
４０　 ９１８　 １　５２２　 ０．０１５　１　 ０．０１６　５　 ５７５　 １　０２３
６０　 ５　２２０　 ８４１　 １　４３１　 ０．０１６　２　 ０．０１４　０　 ０．０１６　０　 ２　９９２　 ５７０　 １　０９６
８０　 ４　２７６　 ７８６　 １　３５５　 ０．０１５　２　 ０．０１３　４　 ０．０１５　７　 ２　６４３　 ４０６　 ８４０
４　数值实验
４．１　实验数据
选取剑桥大学的 ＯＲＬ人脸图库［２０］做数值实验．
ＯＲＬ图库包含４０个人脸的图片，每个人脸从不同角
度拍摄１０张相片，共４００张图片，每张图片的像素为
１１２×９２，其元素值介于０到２５５之间．因此Ｖ 为
１０　３０４×４００矩阵．
４．２　ＫＫＴ剩余量
根据ＫＫＴ条件，（Ｗ，Ｈ）为目标函数ｆ（Ｗ，Ｈ）＝
１
２‖Ｖ－ＷＨ‖
２
Ｆ 的稳定解当且仅当满足：
Ｗ ≥０，
ｇｒａｄ（Ｗ）≥０，
Ｗ．＊ｇｒａｄ（Ｗ）＝０，
和
Ｈ ≥０，
ｇｒａｄ（Ｈ）≥０，
Ｈ．＊ｇｒａｄ（Ｈ）＝０．
上述条件可以等价简化为
ｍｉｎ（Ｗ，ｇｒａｄ（Ｗ））＝０，
ｍｉｎ（Ｈ，ｇｒａｄ（Ｈ））＝０， （１２）
其中式（１２）左边为按元素取最小所得的矩阵．令
δ＝∑
ｍ
ｉ＝１
∑
ｒ
ｋ＝１
｜ｍｉｎ（Ｗｉｋ，ｇｒａｄ（Ｗ）ｉｋ）｜＋
∑
ｒ
ｋ＝１
∑
ｎ
ｊ＝１
｜ｍｉｎ（Ｈｋｊ，ｇｒａｄ（Ｈ）ｋｊ）｜，
则式（１２）成立的充分必要条件是δ＝０．显然δ与Ｗ 及
Ｈ 的阶数有关．为排除阶数的影响，实际计算中，取如
下的标准ＫＫＴ剩余量
Δ＝ δδＷ ＋δＨ
，
作为度量，其中
δＷ ＝＃（ｍｉｎ（Ｗ，ｇｒａｄ（Ｗ））≠０），
δＨ ＝＃（ｍｉｎ（Ｈ，ｇｒａｄ（Ｈ））≠０）．
４．３　实验结果与分析
对数据矩阵Ｖ进行预处理后，分别用 ＭＵ，ＦＰ－ＳＤ
及ＦＰ－ＭＧ算法进行数值实验．相对误差定义为δＲＥ＝
‖Ｖ－ＷＨ‖Ｆ
‖Ｖ‖Ｆ
．每个算法均测试５０组初始矩阵对｛Ｗ０，
Ｈ０｝，将得到的结果取平均．这５０组初始矩阵对均为
随机产生的非负矩阵，且每次测试时，３种算法均采用
同一对初始矩阵对．
表１是以ＫＫＴ剩余量Δ≤０．０１或者迭代步长上
限１０　０００作为停机准则．对每一组ｒ，所有的算法均取
相同的初始矩阵对，迭代次数、相对误差及运行时间
均为５０组初始矩阵对计算后的平均值．
表中空白部分代表迭代次数超过上限１０　０００．观
察表１可知：
１）从迭代次数上看，ＦＰ－ＳＤ以及ＦＰ－ＭＧ算法均
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优于 ＭＵ算法，且ＦＰ－ＳＤ算法表现最佳．当ｒ取２０，
３０，４０，６０时，ＭＵ算法未能在５　０００次迭代内达到停
机准则，ＦＰ－ＳＤ和ＦＰ－ＭＧ均在１　０００步左右达到停
机准则，并且ＦＰ－ＳＤ算法几乎全在１　０００步内达到．当
ｒ为８０时，ＦＰ－ＳＤ以及ＦＰ－ＭＧ算法的迭代次数均不
足 ＭＵ算法的１／３，其中ＦＰ－ＳＤ不足 ＭＵ 的１／５．除
ＭＵ算法外，我们发现一个有趣的现象，即随着ｒ的增
长，迭代步数呈先增后减的倒Ｕ型趋势．
２）从相对误差上看，随着ｒ的增加，３种算法均
呈现下降的趋势．且 ＦＰ－ＳＤ 以及 ＦＰ－ＭＧ 算法均较
ＭＵ算法有较好的表现，其中相对误差平均下降了
７％以上，有的下降了１５％．
３）从运行时间上看，随着ｒ的增加，３种算法均
呈现先增长后下降的趋势．且ＦＰ－ＳＤ以及ＦＰ－ＭＧ算
法较 ＭＵ算法都有明显的提高，运行效率大多提高了
２倍以上，最多的提高了７倍．
下面固定ｒ，对照 ＭＵ，ＦＰ－ＳＤ及ＦＰ－ＭＧ算法的
平均相对误差以及平均ＫＫＴ剩余量．由于ＯＲＬ图库
包含４０个人的人脸图片，所以取ｒ＝４０，对比结果如
图１．
图１　三种ＮＭＦ算法的平均相对误差对比
Ｆｉｇ．１ Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｔｈｅ　ａｖｅｒａｇｅ　ｒｅｌａｔｉｖｅ　ｅｒｒｏｒ　ｏｆ
ｔｈｅ　ｔｈｒｅｅ　ＮＭＦ　ａｌｇｏｒｉｔｈｍｓ
图１对比了３种算法的平均相对误差．从图中可
以看到，ＦＰ－ＳＤ与ＦＰ－ＭＧ算法的相对误差下降较快，
且当迭代次数在２０到４０之间时，这２种算法较 ＭＵ
算法的优势更为显著．ＭＵ算法迭代近１００次后，相对
误差达到０．０２，而ＦＰ－ＳＤ与ＦＰ－ＭＧ算法只需５０次
迭代，相对误差即可达到０．０２，步长减少了一半．图１
从侧面验证了所有算法的相对误差是单调下降的，这
与前面的理论分析相吻合．平均 ＫＫＴ剩余量对比结
果如图２．
由图２可以看出，迭代１５次后，ＦＰ－ＳＤ以及ＦＰ－
图２　三种ＮＭＦ算法的平均ＫＫＴ剩余量对照
Ｆｉｇ．２ Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｔｈｅ　ａｖｅｒａｇｅ　ＫＫＴ　ｒｅｓｉｄｕａｌ
ｏｆ　ｔｈｅ　ｔｈｒｅｅ　ＮＭＦ　ａｌｇｏｒｉｔｈｍｓ
ＭＧ算法的ＫＫＴ剩余量均小于 ＭＵ算法．图中还看
到，要使 ＫＫＴ剩余量达到０．２，ＦＰ－ＳＤ以及ＦＰ－ＭＧ
算法大约需要迭代４０次，而 ＭＵ迭代１００次后仍未
达到．进一步，ＦＰ－ＳＤ算法迭代７０次时，ＫＫＴ剩余量
已低于０．１，而 ＦＰ－ＭＧ 需要迭代１００次．总之，从
ＫＫＴ剩余量看，这３种算法中，ＦＰ－ＳＤ以及ＦＰ－ＭＧ
算法效果较好．
５　结　论
本研究将运筹学中的线性互补问题与ＮＭＦ问题
联系起来，利用ＮＭＦ问题与线性互补问题的关系，将
ＮＭＦ问题转化为求解不动点方程问题，从而设计出
了基于不动点方程ＮＭＦ算法，讨论了算法的收敛性，
并从理论上给予证明．借助这个思路，利用最速下降法
以及最小梯度法选取下降步长，分别得到基于不动点
方程ＦＰ－ＳＤ与ＦＰ－ＭＧ算法．数值实验的结果表明，本
文中提出的两种算法较 ＭＵ算法在收敛速度上有明
显的改进．
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