Abstract-We study a two-user state-dependent generalized multiple-access channel (GMAC) with correlated states. It is assumed that each encoder noncausally knows partial channel state information. We develop an achievable rate region by employing rate-splitting, block Markov encoding, Gelfand-Pinsker multicoding, superposition coding and jointly typical decoding. In the proposed scheme, the encoders use a partial decoding strategy to collaborate in the next block, and the receiver uses a backward decoding strategy with a joint unique decoding at each stage. Our achievable rate region includes several previously known rate regions proposed in the literature for different scenarios of multiple-access and relay channels. We finally consider a Gaussian GMAC with an additive interference which is known noncausally at both of the encoders and construct a multi-layer Costa precoding scheme that removes completely the effect of the interference.
I. INTRODUCTION Willems in [1] studied the discrete memoryless (DM) MAC with generalized feedback and derived an achievable rate region. We refer to this channel as the DM GMAC. The DM GMAC includes several known channel models as special cases, including the MAC with cribbing encoders [1] and the relay channel [2] .
On the other hand, state-dependent channels that have numerous applications in wireless communications, writing on memories with defects and watermarking. For instance, interferences over a wireless link may be modeled as a random parameter (i.e. state). State-dependent MAC with different scenarios are considered in the literature and achievable rate regions are derived, however the capacity regions are known only for some special cases, for example [3] [4] [5] [6] . In particular, state-dependent DM MAC with correlated states and ideal cribbing encoders is investigated in [7] and bounds on the capacity region are derived, that reduce to the capacity region of the asymmetric state-dependent DM MAC with CSI available at an ideal cribbing encoder which is established in [8] .
State-dependent relay channels are also studied based on the knowledge of the CSI at the source and/or at the relay. In [6] an achievable rate is derived for the case that the source knows the full CSI noncausally and the relay knows the CSI partially. In [9] , [10] lower bounds are derived for the case of availability of CSI at the source or at the relay, respectively. By use of compress-and-forward strategy, in [11] , inner bound for the case with partial CSI at the source and the relay is derived.
We, in this paper, study a two-user state-dependent DM GMAC with correlated states such that each encoder has access noncausally to the partial CSI. It is assumed that both of encoders receive feedbacks from the channel and try to cooperate with each other based on the received feedback signals. We present an achievable rate region using ratesplitting, block-Markov encoding (BME), Gelfand-Pinsker coding (GPC), superposition encoding, partial decode-andforward at the encoders and backward decoding at the receiver. Our proposed achievable rate region includes several known results as special cases reported in [1] , [6] [7] [8] [9] [10] , [12] , [13] . In particular, for a Gaussian model, we prove that if full CSI is available at both of the encoders, the effect of the interference is completely removed by constructing a multi-layer Costa precoding.
Organization: The remaining part of the paper is organized as follows. The state-dependent DM GMAC is introduced in Section II. The proposed achievable rate region along with special cases, encoding and decoding strategies are discussed in Section III. The Gaussian GMAC with additive interference with an arbitrary distribution but with a finite variance, that is known at both of the encoders is studied in Section IV, and an achievable rate region is derived. The paper is concluded in Section V.
II. CHANNEL MODEL

Notations:
We use uppercase and lowercase letters to denote random variables and their realizations, respectively. The probability of an event A is denoted by P(A) and the conditional probability of A given B is denoted by P(A|B), and p Y |X (y|x) denotes a collection of conditional probability mass functions (pmfs) on Y , one for every x. We use boldface letters to denote a vector of length n; e.g., x = (x 1 , x 2 , ..., x n ) and
The state-dependent GMAC is depicted in Fig. 1 . The channel is denoted by the triple
where X k and Y k , for k ∈ {1, 2}, are finite sets of alphabets for input and output of encoder k, respectively, S 0 and S k are finite sets of alphabets denoting CSI and Y 3 is a finite set of alphabets for the output of the channel at the receiver. We assume that the statistics of the channel is modeled by the p Y1Y2Y3|X1X2S0S1S2 that controlled by random parameters S 0 , S 1 and S 2 , whose partial knowledge is noncausally available at the encoders. That is encoder k knows noncausally the state pair (S 0 , S k ). We assume that the channel states are distributed over time with the pmf
A length-n code C n (R 1 , R 2 ) for the state-dependent DM GMAC is consisted of
to generate
) and • a decoding function ψ(.) at the receiver to form an estimate the transmitted messages, (m 1 ,m 2 ) = ψ(y 3 ). A rate pair (R 1 , R 2 ) is said to be achievable for the DM statedependent GMAC if there exists a code sequence C n (R 1 , R 2 ) such that the average probability of error, provided that (m 1 , m 2 ) is sent, is defined as
tends to zeros as n → ∞.
III. ACHIEVABLE RATE REGION
We next present our proposed achievable rate region. The proposed coding scheme is constructed using rate splitting (i.e. Theorem 1. For the two-user state-dependent DM GMAC with correlated states, where (S 0 , S k ) is noncausally known at encoder k for k ∈ {1, 2}, the closure of the convex hull of the set R given in (1) is achievable for a pmf of the form given in (2). Here, U, V 1 , V 2 , V 13 , and V 23 are auxiliary random variables with finite alphabets U, V 1 , V 2 , V 13 , and V 23 , respectively.
Proof of Theorem 1:
Since the two encoders have the opportunity to overhear a noisy version each other's signal, they set up a cooperation protocol to help each other in transmitting their messages to the receiver. To furnish the cooperation, we let that each encoder partially decode the other Fig. 2 : Illustration of the three-layer codebook generation at encoder 1. It is shown that for each layer how codebooks are generated and codewords are chosen based on the respective message and given CSIT by GPC technique. In each layer, a row indicates a bin which is determined by a message, then in a selected bin, a codeword is chosen which is jointly typical with a given CSIT.
encoder's transmitted message. So, they can coherently transmit a part of their messages. The other part of the messages are transmitted directly to the receiver. Hence, kth encoder splits its message into two parts as m k = (m k,3−k , m k3 ) that is drawn uniformly from the sets [1 :
Thus, m k,3−k is transmitted to the receiver with the help of encoder (3 − k) by use of BME combined with GPC technique and m k3 denotes the message that is transmitted directly to the receiver by use of superposition coding and GPC technique.
Each encoder transmits B blocks of length n with large enough block length to ensure a reliable decoding at the encoders and the receiver. Encoder k transmits a sequence of B − 1 messages over B blocks. Therefore, for a fixed n, the effective transmitted rate is (R k,3−k + R k3 )(B − 1)/B that approaches R k as B tends to infinity. Moreover, the receiver uses the backward decoding technique [1] to decode the transmitted messages. Although the receiver needs to wait B blocks to use backward decoding, the rate region is larger than that of using sliding window decoding [14] that needs one block delay.
In the following for k ∈ {1, 2} and for each block b ∈ [1 : B], we explain our proposed three-layer code construction at the kth encoder.
Codebook generation: For a fixed pmf of the form given in (2) and a given ǫ > 0, for k ∈ {1, 2} let
• Transmit old information coherently: Generate 2 n(R12+R21) × J 0 codewords u, each with probability p(u) = • Superimpose fresh information: For each pair u(m c , j 0 ), kth user generates
• Direct transmission for the receiver: User k, for each
By use of the codebooks generated for each block, encoders 1 and 2, based on their knowledge about the noncausal CSIT and messages, choose appropriate codewords and generate transmitted signals. In the following, we explain how the encoders generate codewords for block b and the receiver performs the decoding. Decoding: Besides the decoding process at the receiver, each encoder also decodes partially transmitted message of the other encoder, since each encoder receives other encoder's transmitted signals. All the decoding processes are based on the jointly typicality of the sequences as discussed in the following.
• Decoding at encoder 1: Assume that encoder 1 has received y
has already known from the decoding process of the previous block. In other words,m 
• Decoding at encoder 2: Decoding is similar to the decoding at encoder 1 by swapping indices 1 and 2.
• Decoding at the receiver: The receiver uses backward decoding [1] to decode the transmitted messages, i.e., the receiver waits to receive all B blocks, and then starts to decode the transmitted messages from the last to the first ones. In the following, we explain the decoding for block b. From the decoding of block b + 1, the receiver already knowsM 
where
The encoding-decoding flow of encoder 1 and backward decoding flow at the receiver are summarized in Table I . By bounding the probability of errors, the achievable rate region given in Theorem 1 can be derived. 
IV. STATE-DEPENDENT GAUSSIAN GMAC WITH INFORMED ENCODERS
In this section, we consider the Gaussian GMAC with an additive interference as depicted in Fig. 3 . The linear Gaussian channel model is defined by
where Y k is the received signal at the node k for k ∈ {1, 2, 3}, which is corrupted by the AWGN noise Z k ∼ N (0, N k ) and the additive interference S 0 that is noncausally known at both of the encoders. We assume that the additive interference S 0 has an arbitrary distribution but with a finite variance, i.e. ES 2 0 ≤ Q 0 , and the additive AWGN noises and interference are mutually independent. The transmitted signal from the kth encoder is denoted by X k , that satisfies the average power constraint EX 2 k ≤ P k for k ∈ {1, 2}. Proposition 1. For the Gaussian GMAC in (5), the rate region
is achievable, where the union is taken over 0 ≤ ρ k ≤ 1 and
The achievable rate region of the state-dependent Gaussian GMAC, R G , is independent of the additive interference. That is, the effect of the additive interference is completely removed as if there were no interference over the channel. Moreover, the achievable rate region (6) includes that of the partial decode-and-forward Gaussian relay channel with no interference [15] .
Proof of Proposition 1:
To prove the result we use the rate region developed in Theorem 1. Note that we can extend the result in Theorem 1 for the discrete case to the Gaussian model in a similar approach to that in [16, Chapter 23] . Now let
whereŨ ∼ N (0, 1) carries the cooperation message to the receiver, the fresh information and the private message are transmitted viaŨ
, to the receiver by the kth encoder, respectively. The random variablesŨ,Ũ ′ k andṼ k3 are mutually independent for k ∈ {1, 2} and are independent from S 0 . Finally, let the transmitted symbols at the encoders be
To ensure the average power constraint at each encoder, we have P ′ k + P ′′ k ≤ P k . In (7), α 0 , α k and α k3 for k ∈ {1, 2}, are design parameters to be optimized. Optimal precoding coefficients in (7) can be shown to be
α k3 =ρ k P ′′ k
Now by substituting the auxiliary random variables as given in (7) and (8) with the above optimal precoding coefficients, in the achievable rate region of Theorem 1, and noting that ∆ − = δ − 1 = δ − 2 = 0 we obtain the achievable rate region R G in Proposition 1.
V. CONCLUSIONS
We investigated the state-dependent GMAC in which each encoder partially knows the noncausal CSIT. Since each encoder receives a feedback from the channel, both of the encoders cooperates with each other to transmit coherently a part of the messages to the receiver. We constructed a coding scheme using rate-splitting, block-Markov encoding, GelfandPinsker multicoding and superposition coding techniques. To enable the cooperation in our proposed strategy, each encoder partially decodes the message of the other encoder and the receiver employs backward decoding with joint unique decoding at each stage. Finally, we tailored the proposed achievable rate region to a Gaussian GMAC with an additive interference that is available noncausally at both of the encoders. By an appropriate choice of auxiliary random variables and dirty paper coding coefficients, the effect of the interference is completely removed.
