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Datta et al. solved the partial pole placement problem for the sym-
metric deﬁnite quadratic eigenvalue problem where part of the
spectrum is relocated to predetermined locations and the rest of
the spectrum remains unchanged. In this paper, the problem is
solved by a hybrid combination of this result and the method of
receptances. This allows for the partial assignment of desired poles
with no spillover when there is time delay between the measured
or estimated state and actuation of the control.
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1. Introduction
Small vibrations about equilibrium position of viscously damped system are governed by the set of
second order differential equations,
Mx¨ + Cx˙ + Kx = 0, M, C,K ∈ n×n, M = MT , C = CT , K = KT , (1)
where M is positive deﬁnite, C and K are semi-positive deﬁnite, and dots denote derivatives with
respect to time. In applications it is frequently required to rapidly reduce the level of oscillations in
the system. This could be achieved by active vibration control implementing state feedback
My¨ + Cy˙ + Ky = bu(t), (2)
where
u(t) = fT y˙ + gTy. (3)
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The constant vector b signiﬁes the location of the various actuators implementing the control force
and their setting of gains. The function u(t) is the applied control. By (3) the control law is obtained
from a linear combination of the state of the system, i.e., the position and the velocity of the various
degrees of freedom. This explains the terminology state feedback control.
Substituting (3) in (2) gives
My¨ + (C − bfT )y˙ + (K − bgT )y = 0. (4)
Separation of variables
x(t) = veλt , (5)
and
y(t) = weμt , (6)
applied to (1) and (4) gives the quadratic eigenvalue problems,
(λ2M + λC + K)v = 0, (7)
and
(μ2M + μ(C − bfT ) + K − bgT )w = 0, (8)
corresponding to the open-loop system (1), and the closed-loop system (4), respectively. We remark in
passing that in the quadratic eigenvalue problem (8), C − bfT andK − bgT are rank-onemodiﬁcations
to C and K, featured in the quadratic eigenvalue problem (7).
The system (1) is a natural dissipative system that by the laws of the thermodynamics cannot
generate energyperpetually. Thismeans that the real parts of all its 2n eigenvaluesλk , are non-positive.
The objective of the control is to push the real part of these eigenvalues further in negativity, such that
the response y(t) of the controlled system, with its eigenvalues μk , diminishes faster.
It thus follows that predetermining the eigenvalues {μk}2nk=1, the problem of ﬁnding the control
gains f and g such that (8) holds, is an inverse eigenvalue problem. Since the modiﬁcation bfT and
bgT are unsymmetric rank-one update to C and K, arbitrary reassignment of eigenvalues from the set
{λk}2nk=1 of simple eigenvalues to the set {μk}2nk=1 of simple eigenvalues is possible, provided that b is
not orthogonal to any of the eigenvectors vk . Otherwise, the system is said to be not controllable.
However, if the control (2) and (3) is inappropriately applied, the stable system (1) may become
unstable. This means that by applying the control (3), there is a risk for the vibration level to increase.
Inappropriate control may result from uncertainty and incomplete knowledge of the system pa-
rameters. In structural vibration the system (1) is a discretemodel representing a continuous structure.
Such amodel is usually obtained by the ﬁnite element method. For the purpose of accuracy themodel
dimension n should be large. For a largemodel order calculation of all eigenvalues of (1) is not possible.
Without a reference to the complete set of eigenvalues of the open loop system (7) it is not feasible to
assign a reasonable set of eigenvalues for the closed-loop system (8); a set that could be implemented
by amoderate control force thatwould not damage the structure, and at the same timewould improve
the dynamic response of the system.
Attempt to assign only part of the spectrum to given eigenvalues may result in spillover, a phe-
nomenon that poles that are not intended to be changed are relocated to undesired locations that
could increase the vibration level, or even destabilize the system. The problem of spillover was an
obstacle in implementing state feedback control in vibrating structures, as described in [1].
Datta et al. [2] have solved the problem of assigning the desired poles without altering the rest
of the spectrum. This problem is referred to as partial pole placement. Ram and Mottershead [4] have
developed a method for complete assignment of poles by the method of receptance. The assignment
of poles by receptances is restricted to the case where there are no common eigenvalues to the open
and the closed loop systems. To overcome this limitation we ﬁrst develop in this paper a hybrid pole
assignment method that allows partial assignment of poles with measured receptances. Then we use
the hybrid method in Section 5 to solve the partial pole placement with time delay. This problem
cannot be solved by the methods provided in [2], [4] or [5].
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2. Partial pole placement
Datta et al. have shown in [2] that partial pole placement, without spillover, could be made. We
write (7) in the form
MV2 + CV+ KV = 0, (9)
and partition
 = diag{1 2}, V = [V1 V2], (10)
where
1 = diag{λ1 λ2 · · · λm}, 2 = diag{λm+1 λm+2 · · · λ2n}, (11)
and
V1 = [v1 v2 · · · vm], V2 = [vm+1 vm+2 · · · v2n]. (12)
Suppose that the set of eigenvalues in1 is simple, and closed under conjugation. The problem solved
in [2] is:
Problem 1
Given: M, C, K, b,1, V1 and a self conjugate set of simple eigenvalues {μk}mk=1
Find: f and g such that the eigenvalues of the closed loop system are included in the sets {μk}mk=1,
and {μk = λk}2nk=m+1.
The solution to Problem 1 is
f = MV11, (13)
g = −KV1, (14)
where the elements of  are given by
βk = 1
bTvk
μk − λk
λ k
m∏
r=1
r /=k
μr − λk
λr − λk , k = 1, 2, . . ., m. (15)
It follows from (15) that Problem 1 is solvable provided that bTvk /= 0, for k = 1, 2, . . ., m. Note that
the vectors f and g are real vectors, and that the partial assignment of eigenvalues is achieved with no
spillover, based on only a small set of eigenvalues which are required to be changed. This is a practical
solution to the practical engineering problem of pole placement.
Fromnowon by partial pole placementwemean partial pole placementwith no spillover, andwithout
the assumption of knowing {λk}2nk=m+1 or {vk}2nk=m+1; as in Problem 1.
3. The idea behind the partial pole placement
For the purpose of the ensuing analysis it is important to understand the idea behind the partial
pole placement (13) through (15), and in particular the choice of control vectors f and g according to
(13) and (14).
We rewrite (8) in the form
(μ2M + μC + K − bhT (μ))w = 0, (16)
where
h(μ) = μf + g. (17)
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Lemma 1. If hT (λ)v = 0 then (16) has a non-trivial solution
{μ = λ w = v}, (18)
where {λ v} is an eigenpair of (7).
Proof. The proof follows from reduction of the eigenvalue problem (16) to the eigenvalue problem (7)
under the stipulation of Lemma 1. 
It follows from Lemma 1 that if we develop a method of choosing f and g such that h(μ) in (17) is
orthogonal to v then the control would not affect the eigenpair {λ v}. This is done by the selection
of f and g according to (13) and (14), as shown in the following lemma.
Lemma 2. If f and g are chosen according to (13) and (14), with an arbitrary vector , then
hT (λr)vr = 0, r ∈ {k}2nk=m+1. (19)
Proof. From (7)
(λ2rM + λrC + K − bhT (λr))vr = −bhT (λr)vr , r ∈ {k}2nk=m+1. (20)
Since f and g satisfy (13) and (14), respectively, we have
hT (λr)vr = T (λr1VT1M − VT1K)vr = 0, r ∈ {k}2nk=m+1 (21)
by virtue of the bi-orthogonal relation,
VTMV− VTKV = D, D = diag{d1 d2 · · · d2n}, (22)
developed in [2]. 
It thus follows that by choosing f and g according to (13) and (14), with arbitrary , the eigenvalues
{λk}2nk=m+1 become invariant under the control. This idea was seeded by Saad in [6].
The practical advantage of the method is that Eqs. (13) and (14) are not expressed in terms of
{λk vk}2nk=m+1. If, in addition, the vector  chosen as in (15), them poles {λk}mk=1 are relocated to the
desired set {μk}mk=1.
4. Partial pole placement by the method of receptances
For a complex variable s the receptancematrix corresponding to the open loop system (7) is deﬁned
as follows,
H(s) = (s2M + sC + K)−1. (23)
The importanceof the receptance inapplications is byvirtueof itmeasurability. It is possible toevaluate
the point receptance Hkr(s), the k − r element of H(s), by applying a dynamic force to the kth degree
of freedom and measuring its dynamic inﬂuence on the rth degree of freedom. Such a test is called a
modal test [3]. Hence, we may not know the system model,M, C and K, but yet H(s) may be available
from physical tests.
Ram and Mottershead [4] have shown that pole placement can be done by using receptances. Let
Ĥ(s) be thematrix receptance associatedwith the closed loop system (8). Then the Sherman–Morrison
formula gives
Ĥ(s) = (s2M + sC + K − b(gT + sfT ))−1 = H(s) + H(s)b(g
T + sfT )H(s)
1 − (gT + sfT )H(s)b . (24)
For μk the receptance |Ĥ(μk)| → ∞. It thus follows from (24) that
(gT + μkfT )H(μk)b = 1, k = 1, 2, . . ., 2n. (25)
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The equations in (25) may be written in matrix form,⎡⎢⎢⎢⎢⎣
μ1b
TH(μ1) b
TH(μ1)
μ2b
TH(μ2) b
TH(μ2)
...
...
μ2nb
TH(μ2n) b
TH(μ2n)
⎤⎥⎥⎥⎥⎦
(
f
g
)
=
⎛⎜⎜⎜⎝
1
1
...
1
⎞⎟⎟⎟⎠ , (26)
or
G
(
f
g
)
= p, (27)
with the obvious deﬁnition of G and p. Note that for (26) to be solvable the sets {λk}2nk=1 and {μk}2nk=1
of simple eigenvalues have to be distinct in the sense that there is no common eigenvalue λ = μ.
Otherwise, some entries in the matrix in (26) are unbounded.
Then by knowing H(s), b and a complete set of assigned poles, {μk}2nk=1, the control vectors f and g
may be found from (27).
We develop now a hybrid method that combines the results in [2] with the method of receptances
which allows partial assignment of poles and hence overcomes the limitation that prevents the open
and the closed loop system from having common poles. In particular we wish to assign only m < 2n
poles and leave the others unaltered. Then it is required that
G1
(
f
g
)
= p1, (28)
where
G =
[
G1
G2
]
, G1 ∈ Cm×2n, p =
(
p1
p2
)
, p1 ∈ m. (29)
By Lemmas 1 and 2, for an arbitrary vector  the control gains,(
f
g
)
=
[
MV11−KV1
]
, (30)
leave the eigenvalues {μk = λk}2nk=m+1 unchanged.
Lemma 3. An alternative formula for  is given by
 =
(
G1
[
MV11−KV1
])−1
p1. (31)
Proof. The proof is obtained by substitution of (30) in (28). 
Example 1. Consider the open loop system (7) with
M =
[
1 0
0 1
]
, C =
[
1 −1
−1 1
]
, K =
[
3 −2
−2 3
]
. (32)
The eigenvalues and eigenvectors of this system are:
λ1,2 = ±i, v1,2 =
(
1
1
)
, λ3,4 = −1 ± 2i, v3,4 =
(
1
−1
)
. (33)
In the ensuing developments we are not assuming the knowledge of λ3,4 or v3,4.
Let b = (1 0)T . We wish to assign λ1,2 = ±i to μ1,2 = −1 ± i and leave λ3,4 unchanged. Then
by (15)
 =
(
0.5 + i
0.5 − i
)
. (34)
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By (29)
G1 = 1
15
[−7 + i −2 − 4i 4 + 3i −1 + 3i
−7 − i −2 + 4i 4 − 3i −1 − 3i
]
, (35)
and
[
MV11−KV1
]
=
⎡⎢⎢⎣
i −i
i −i
−1 −1
−1 −1
⎤⎥⎥⎦ . (36)
Therefore,
G1
[
MV11−KV1
]
= 1
5
[ −5i −2 + i
−2 − i 5i
]
, (37)
and by (31)
 =
(
G1
[
MV11−KV1
])−1 (
1
1
)
= 1
4
[
5i 2 − i
2 + i −5i
] (
1
1
)
=
(
0.5 + i
0.5 − i
)
, (38)
which is the same as (34). From (30) we have
f =
(−2
−2
)
, g =
(−1
−1
)
, (39)
so that (8) gives[
μ2 + 3μ + 4 μ − 1
−μ − 2 μ2 + μ + 3
] (
w1
w2
)
=
(
0
0
)
. (40)
The characteristic polynomial of (40) is
μ4 + 4μ3 + 11μ2 + 14μ + 10 = 0 (41)
with roots, as requested,
μ1,2 = −1 ± i, μ3,4 = −1 ± 2i. (42)
Themethod described in Example 1 for partial pole placement is useful in the case where themea-
sured receptances from the real structure are combined with an analytical model with uncertainties.
The method presented reconciles the data coming from these two sources.
Here we use this result as a stepping stone for solving the problem of partial pole placement with
time delay.
5. Partial pole placement with time delay
In this section, we extend the hybrid method to solve the partial pole placement with time delay.
This problem cannot be solved by the results in [2], [4] or [5].
In the model of feedback control described by (2) and (3) the time delay between the measure-
ments of the state and the implementation of control was ignored. In practice, time delay between
measurements and actuation, which is depended on the measured data, is unavoidable. With time
delay the model (2) and (3) is changed to,
My¨(t) + Cy˙(t) + Ky(t) = bu(t − τ), (43)
where
u(t − τ) = fT y˙(t − τ) + gTy(t − τ), (44)
and where τ is the known time delay. Separation of variables,
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y(t) = weμt , (45)
gives in this case
(μ2M + μC + K)weμt = b(μfT + gT )weμ(t−τ), (46)
which leads to the transcendental eigenvalue problem
(μ2M + μ(C − e−μτbfT ) + K − e−μτbgT )w = 0. (47)
Ram et al. [5] have shown that 2n poles of the time delayed system may be assigned as follows. Let
H˜(s) be the receptancematrix associatedwith the closed-loop delayed eigenvalue problem (47). Then,
the Sherman–Morrison formula gives
H˜(s) = (s2M + sC + K − e−sτb(gT + sfT ))−1 = H(s) + e
−sτH(s)b(gT + sfT )H(s)
1 − e−sτ (gT + sfT )H(s)b (48)
From the condition |H˜(μk)| → ∞ we have
(gT + μkfT )H(μk)b = eμkτ , k = 1, 2, . . ., 2n. (49)
So that assignment of 2n poles is achieved by solving the linear set of equations⎡⎢⎢⎢⎢⎣
μ1b
TH(μ1) b
TH(μ1)
μ2b
TH(μ2) b
TH(μ2)
...
...
μ2nb
TH(μ2n) b
TH(μ2n)
⎤⎥⎥⎥⎥⎦
(
f
g
)
=
⎛⎜⎜⎜⎝
eμ1τ
eμ2τ
...
eμ2nτ
⎞⎟⎟⎟⎠ , (50)
or
G
(
f
g
)
= q, (51)
with the obvious deﬁnition of q.
Lemma 4. With the control vectors f and g given by (13) and (14), where
 =
(
G1
[
MV11−KV1
])−1
q1, q1 = (eμ1τ eμ2τ · · · eμmτ )T , (52)
the sets {μk}mk=1 and {λk}2nk=m+1 are included in the spectrum of the transcendental eigenvalue problem
(47).
Proof. We ﬁrst write (47) in the form
(μ2M + μC + K − e−μτbhT (μ))w = 0, (53)
where h(μ) is given by (17). Then
(λ2rM + λrC + K − e−λrτbhT (λr))vr = −e−λrτbhT (λr)vr , r ∈ {k}2nk=m+1 (54)
by virtue of (7). From the bi-orthogonal relations (22) we have hT (λr)vr = 0, r ∈ {k}2nk=m+1, as in (21).
It thus follows that the set {λk}2nk=m+1 is included in the spectrum of (46).
By the assignment (13), (14) and (52), stipulated in the lemma, the set {μk}mk=1 is included in the
spectrum of (46) as well. 
Example 2. Consider the system studied in Example 1 with time delay τ = 0.1. As before we wish to
assign λ1,2 = ±i to μ1,2 = −1 ± i and leave λ3,4 unchanged, where b = (1 0)T .
Here (52) gives,
 = 1
4
[
5i 2 − i
2 + i −5i
] (
e0.1(−1+i)
e0.1(−1−i)
)
∼=
(
0.314659 + 0.855150i
0.314659 − 0.855150i
)
, (55)
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by virtue of (38). The control gain vectors are then determined by (13) and (14),
f ∼=
(−1.710301
−1.710301
)
, g ∼=
(−0.629318
−0.629318
)
. (56)
For conﬁrmation
| det(μ2kM + μk(C − e−0.1μkbfT ) + K − e−0.1μkbgT )| < 10−13, k = 1, 2, 3, 4. (57)
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