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Abstract 
In today’s growing of enterprise data, in order to make a full use of the capabilities of hardware, increasing application 
performance, reducing cost of ownership and enabling new scenarios that were not possible before such as are today's developed 
in-memory data platforms is essential. 
In this paper, an in-depth analysis of benefits and features of in-memory database comparing to standard relational database 
management system is presented. Moreover, an implementation of real-time data replication from a production ERP landscape 
system to database is conducted, where the experimental results shows the flow of data replication and the key benefits for an 
enterprise. 
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1. Introduction 
Database systems have become an essential component of every software applications. On-demand world, the ability to 
respond quickly to requests for data has become a significant challenge, therefore, organizations use different database 
technology to manage their corporate data (Grave 2014; Song 2014; Dave 2014). In order to attract and retain customers, 
organizations must deliver consistently positive user experiences. In traditional models, where data lives on disk and is stored on 
disk pages, a lot of overhead is created when you try to access records. When data lives totally in memory, much simpler data 
structures can be used. In-memory index data structures and storage structures are optimized on the basis that when a table is 
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declared memory-optimized, all of its records live in memory that shows huge performance improvements (Microsoft 2014; Hana 
2014).  The idea is based on moving from a partitioned approach, which essentially treated a multicore processor as a distributed 
system, to a latch-free, also called lock-free, design that focuses on removing the barriers to scalability present in current systems 
(Parekh, 2013; Delaney 2014). 
 
In this paper, an in-depth analysis of benefits and features of in-memory database comparing to standard 
relational database management system is presented. Moreover, an implementation of real-time data replication from 
a production ERP landscape system to database is conducted, where the experimental results shows the flow of data 
replication and the key benefits for an enterprise. 
2. Main Memory Database System VS Conventional Database System 
In a main memory database system (MMDB) data resides permanently in main physical memory and may have a 
backup copy on disk; in a conventional database system (DRDB) it is disk resident but may be cached into memory 
for access . The key difference is that in DRDB, even if all data fits in memory, the structures and algorithms are 
designed for disk access (Larson et all 2011; Stonecipher et all 2011; Microsoft 2014). 
.  
The differences in properties of main-memory and disk have important implications on the design and 
performance of the database system such as: Concurrency control, Commit processing, Access methods, Data 
representation, Query processing, Recovery and Performance. Table illustrates the main differences between 
MMDB and DRDB. 
Table 1. MMDB VS DRDB 
 MMDB DRDB 
Concurrency control 
(focus is on locking concurrency 
control since it is the most commonly 
used in practice) 
Access to main memory is much faster 
than disc access which indicates that 
locks will not be held as long in systems 
that use lock-based concurrency controls. 
Lock contention is 
important when the data is 
disk resident. 
Commit Processing Keeping a log of transaction activity and 
having backup copy is required to protect 
against media failures. Logging can 
impact response time, since each 
transaction must wait for at least one 
stable write before committing. 
Although the mentioned 
problems also exist, they 
are less severe when data is 
disk resident. 
Access methods 
(Primary goals for index structure 
design) 
- Reduce overall computation time 
- Using as little memory as possible 
- Minimize the number of 
disk accesses 
- Minimize disk space 
Data representation Relational tuples can be represented as a 
set of pointers to data values 
 
Query Processing Focus on processing costs Focus on minimizing disk 
access 
Recovery Because memory resident databases are 
volatile, backups must be maintained on 
disk or other stable storage to insure 
against loss. 
 
Performance Depends primarily on processing time. Count I/O operations to 
determine the performance 
of an algorithm. 
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3. Research Methodology 
References must be In order to demonstrate the efficiency of In-Memory Replication, the following research 
methods and techniques are used:  
x Empirical Method - used to identify whether the selected methods, tools and techniques will provide more 
efficiency in ERP data replication in SQL Server 2014 replication Tool. 
x  Qualitative descriptive method (how) - used for the detailed description of the objections and challenges in 
data replication. 
x Quantitative descriptive method (how much) - used in describing numerical measurements during data 
replication. 
x Comparative Method - used in the analysis for comparison between standard relational database 
management systems and in-memory database in SQL Server 2014. 
x Method of analysis and synthesis - used for proving the effectiveness and advantages of the in- memory 
database at the enterprise level. 
4. Portal Implementation for comparative analysis between In-Memory and Standard Relational Databases 
The portal used for comparative analysis between In-Memory and Standard Relational Databases is composed of 
4 panels: Login Panel, Management Panel, Data Panel and Analytic Panel. 
Login Panel: In order to use the portal, every user must login to the system. The user is assigned with 
administrator privileges and analyst privileges. The Login Panel is presented in Figure 1. 
 
 
 
Fig. 1. Login Panel 
 
4.1. Main Panel-Dashboard 
Main panel consists of the following tools: 
1. Database Activity - Information on the activities of the selected database, database structure, such as 
the number of records, number of store procedures and other useful information. 
2. Selected Table - Information on the activities of the selected table and her record number. 
3. User Information - Information on current user and his role as well as his past activities.  
4. Information on the use of resources - total CPU, RAM memory and physical memory usage. 
5. Reports – reports of comparative analysis. 
The Dashboard Panel is presented in Figure 2. 
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Fig. 2. Main Panel -Dashboard 
4.2. Data Panel 
Data Panel is composed of Reading, Inserting and Updating Data Panels. For each of them the following tools are 
available: Processing start time, Number of used cores, Table Type, Affected Rows, Processing Time, Number of 
CPU cycles. In order to demonstrate Data Panel we will focus on Order_Details Table which is composed of 
1,059,101 records. Order_Details Table is available in both formats: Relational Database Table and In-Memory 
Optimized Table. Figure 3. shows the results of 1,000,000 read records for In-Memory optimized table. 
 
 
Fig. 3. Data Panel – Read Data Panel 
The findings regarding the above mentioned tools are as follows: 
1. The processing time is set at 11:32 AM for reading and 03:02 AM for inserting. 
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2. Core number used in order to conduct the reading and inserting process is 4. The opportunity to 
choose the core number available in the machine is provided as well.    
3. Table Type – provides information regarding the type of table currently used ( In-Memory and  
Relational Standard Table ), in this case Order_Details Table is put into use.   
4. The number of read and inserted records- One million records have been read and inserted in order to 
demonstrate the efficiency of In-Memory Optimized Tables.  
5. Processing Time- processing time for In-Memory Table appears to be 13.02 seconds whereas the 
processing time for the relational standard table is 137 seconds.   
6. CPU cycle number– The experiment shows the required number of CPU cycles which in the case of 
relational standard table is 235 million rotations. However, the required number of CPU rotations in 
the case of In-Memory Optimized Table is 145 million rotations. 
 
 
4.3. Analytic Panel 
The Analytic panel, which is the most important panel in the portal, provides broad analysis on reading, inserting, 
and updating according to the both types of tables. The results are presented graphically for each process which 
gives the possibility of data comparison between the two types of tables.  The following figures illustrates the 
analytic panel used in our conducted experiment. 
 
 
Fig. 4. Analytic Panel for Insert 
 
According to the chart presented in Figure 4, 16, 14.407 records per second can be read and 6,545 records per 
second can be inserted in Standard Relational Table whereas 76.852 records per second can be read and 18,944 
records per second can be inserted in In-Memory table using a standard processor with 4 cores.   
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Fig. 5. Analytic Panel for Update 
 
For Update shown in Figure 5, the results are almost the same, 16,127 records per second can be updated in In-
Memory table and 14,833 records per second can be updated in Standard Relational Table using the same processor. 
 
5. Analyses and Results 
Experimentation and measurements that will be used to prove the performance of In-Memory database will be 
done on a virtual system destined for the minimum criteria for an ERP system or any software of enterprise. 
 
To illustrate the query processing, MSSQL Server Utility OStress is used. This tool enables to simulate the 
working environment of an ERP system where the data workload is too large. Using this tool auxiliary commands, 
we can simulate the environment in which a query can be executed with a certain number of connections and a 
certain number of iterations, ex. to insert ten million data simultaneously, we would need to initialize 1000 
connections and execute 10 000 an insertion query.  
 
The aim of the experiment is as follows: 
x To determine the improvement in CPU cycles efficiency and how it depends on the size of the request. 
x To measure how many rows per second will be processed on demand. 
The experiments are conducted using Virtual System Architecture which is composed of 4 processors (2.20 GHz) 
and 8 GB of RAM. Within are installed Windows Server 2012 x64 bit, SQL Server 2014 x64, which will use 80% 
of RAM and the implemented portal for testing in-Memory Database performance. The results are presented 
according to the number of cores used, processing time needed for performing select/insert/update and number of 
affected rows. 
Table 2. Experimental Results for Reading Data 
 Nr. Of Cores Read Rows Process Time CPU cycles Reads/Second 
In-Mem. 1 1000000 52.05 580.00 19213.03 
Std Relat. 1 1000000 277.64 820.00 3601.79 
In-Mem. 2 1000000 26.02 290.00 38426.07 
Std Relat. 2 1000000 138.82 410.00 7203.57 
In-Mem. 4 1000000 13.01 145.00 76852.14 
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Std Relat. 4 1000000 69.41 205.00 14407.15 
Table 3. Experimental Results for Inserting Data 
 Nr. Of Cores Read Rows Process Time CPU cycles Reads/Second 
In-Mem. 1 900,080 190.05 740.00 4,736.07 
Std Relat. 1 900,080 550.05 940.00 1,636.37 
In-Mem. 2 900,080 95.02 370.00 9,472.13 
Std Relat. 2 900,080 275.02 470.00 3,272.73 
In-Mem. 4 900,080 47.51 185.00 18,944.27 
Std Relat. 4 900,080 137.51 235.00 6,545.47 
 
Table 4. Experimental Results for Updatingy Data 
 Nr. Of Cores Read Rows Process Time CPU cycles Reads/Second 
In-Mem. 1 500,000 124.01 340.00 4,032.00 
Std Relat. 1 500,000 134.83 364.00 3,708.32 
In-Mem. 2 500,000 62.00 170.00 8,064.00 
Std Relat. 2 500,000 67.42 182.00 7,416.64 
In-Mem. 4 500,000 31.00 85.00 16,127.99 
Std Relat. 4 500,000 33.71 91.00 14,833.27 
From experimental results conducted under conditions previously explained, is very clear that In-Memory tables 
outperform Standard Relational table in all cases. However, there are at all-time cases where the database does not 
and will never fit in memory. For such cases, conventional databases will continue to be important. “Nevertheless”. 
Still, even in these very large applications, it is common classify the data according to their accessibility to: hot data 
that is accessed frequently and is usually with low volume and cold data that is accessed rarely and is more 
voluminous. If this is the case, it is possible to partition the data into one or more logical databases, and to store the 
hot data in main memory.   (1 
6. Conclusion 
This paper provides an overview of In-Memory Database System features, where property differences of main-
memory and disk, which have consequences on the design and performance of the database system have been 
evaluated. In order to proof the efficiency of In-Memory database system, different experiments were conducted as 
well. From analysis and experimental results is obvious that memory resident database systems will become more 
common in the future.  
 
The future work should be focused around the following questions: 
x How different data sources will affect the result? 
x How the current state of a system affects the result?  
x How different data formats affect the result? 
 
 
 
2036   Florije Ismaili et al. /  Procedia - Social and Behavioral Sciences  195 ( 2015 )  2029 – 2036 
References 
Graves, S Funder-Co, CEO, & McObject (2014, March). "An Introduction to In-Memory Database Systems". retrieved April 27 2014, from 
Intelligent Trading Technology Web Site: http://intelligenttradingtechnology.com/article/101-introduction-memory-database-systems 
Song, S (2013, July). "Introduction to In-Memory Data Grid: Main Features". retrieved August 15 2014, from Cubrid Web Site: 
http://www.cubrid.org/blog/dev-platform/introduction-to-in-memory-data-grid-main-features/ 
Dave, P (2014, June, 25). "SQL SERVER – In-Memory Databases and Caching Wars". retrieved July 15 2014, from Journey to SQL Authority 
with Pinal Dave Web Site: http://blog.sqlauthority.com/2014/06/25/sql-server-in-memory-databases-and-caching-wars/ 
Microsoft, (2014). "In-Memory OLTP (In-Memory Optimization)". retrieved July 18 2014, from Microsoft Developer Network Web Site: 
https://msdn.microsoft.com/en-us/library/dn133186.aspx 
Hana, S (2014, January, 30). "In-Memory Computing (SAP HANA) #HANA". retrieved April 17 2014, from Technical hardware specs: SAP 
HANA in-memory computing platform. Web Site: http://www.sap.com/solutions/technology/in-memory-computing-
platform/hana/overview/index.epx 
Parekh, A (2013). Introduction on Data Warehouse with OLTP and OLAP. UK: ISSN:2319-7242. 
Delaney, K (2014, March). "SQL Server In-Memory OLTP Internals Overview". retrieved April 17 2014, from Microsoft SQL Server 2014 Web 
Site: http://goo.gl/q66soh 
Larson, PA Blanas, S, Diaconu, C, Freedman, C, & Jignesh Patel, M (2011). ‘High-Performance Concurrency Control Mechanisms for Main-
Memory Databases’. Mike Zwilling. 
Stonecipher, R Verma, N, Diaconu, C, Freedman, C, & Jignesh Patel, M (2011). Hekaton: SQL Server’s Memory-Optimized OLTP Engine. Las 
Vegas Nevada, USA: Mike Zwilling. 
Microsoft, (2014). "SQL Server Replication". retrieved October 25 2014, from Microsoft Developer Network Web Site: 
https://msdn.microsoft.com/en-us/library/ms151198.aspx 
