In this paper, bear fault is automatically diagnosed by using pattern recognition. To improve the resolution of lower frequency part, we introduce scale factors to discrete wavelet composition (DWT). The modified DWT combined with high order cumulates are used for vibration signal feature extraction. Besides we use principle component analysis to reduce dimension of the feature data. This feature extraction method has a lower dimension and a higher resolution for lower frequency parts. Therefore it can not only reveal the characteristics of non-linear relationship between amounts of features, but also help to improve the speed and accuracy of classification. Finally neural network algorithm is used for fault classification. Result shows that our method can accurately and efficiently identify the type of bearing failures.
INTRODUCTION
Bears, whose qualities affect the running state of the equipment, are important parts for many mechanical devices. Their faultiness could lead to abnormal vibration, moreover the damage of the devices. Therefore, it is very necessary to monitor diagnose the state of bears intelligently.
By using pattern recognition for fault diagnose contain mainly two steps: feature extraction and classification. Selected features could affect the reliability as well as the accuracy, which make it a research hot spot. Until now the features for bear fault diagnoses could be extracted for time domain, frequency domain or wavelet domain. In researches, features from time domain are proved to be most promised [1] . Effective value, peak value, pulse factor, kurtosis, margin factor, waveform factor [2] [3] [4] are widely used as time domain features. The method of extracting time domain features is extremely easy. Moreover, the time domain features are sensible for early failures. However, they are incapable for judging the place, type, and degree of the fault [5] . Faults in bears lead to periodic impulse. In this view, frequency domain features are believed to contain fault information. The impulse is usually be modulated and polluted by noise. Therefore usage of frequency could not cover all the fault information. Time-frequency parameters [6] contain both time-domain and frequency-domain information. However the resolution are fixed, therefore the lower frequency parts which carries important information could be ignored.
Wavelets decomposition offers resolution both in timedomain and frequency domain and adopts special sampling intervals to improve the resolution of details as to be widely used in fault diagnose [7] . Wavelet coefficients represent fault features are high dimensional, if directly be fed to classifier could increase the computational burden.
The vibration signal under faulted bear are nonlinear, therefore should be processed with nonlinear transform. In this paper we combined discrete wavelet decomposition and high order cumulates for feature extraction, and then the features are compressed by principle component analysis before fed to the classifier. By this way the fault can be classified automatically.
FEATURE EXTRACTION

Modified Discrete Wavelet Decomposition
Wavelet composition offers localization in both time domain and frequency domain, and analyzes signals from a multi-scale view, therefore is more suitable for nonlinear feature extraction. A wavelet function can be expressed as in Eql (1):
where, a refers to the scale of a wavelets and b represents the bias. For the continue wavelet transform, a serial of coefficients are generated under the inner product between the signal and wavelets by changing the scale and bias of wavelets. However, in order to extract the features from a digital signal, we use discrete wavelet decomposition. A standard binary discrete wavelet can be expressed as in Eql (2):
The binary discrete wavelet is mostly used because it has both decomposition and reconstruction algorithms. For the standard discrete wavelet decomposition process can be expressed as in Fig. (1) . When the faulted bear rolls in the high speed, a transient force will generate. The force will function on the spring damping system which is composed of a bearing and a bearing block. A broadband vibration signal is then generated. This signal is low frequency and believed as the fault feature. Therefore, the key problem is to design an appropriate filter. In traditional, the filter is mostly designed according to experience. DWT can make up the shortcoming of the traditional method. In DWT, each level of wavelets decomposition is realized by a low-pass and a high-pass filter. For standard DWT, both filters are fixed, that is to say, both the low-pass filter and high-pass frequency have a normalized cut-off frequency of 0.5 Hz. Therefore resolution of high frequency and low frequency are the same, which leads it not suitable for analysis of high-require signals. As useful information for fault diagnosis is contained in the lower frequency parts, we present a modified DWT in this paper. The modified DWT is shown as Fig. (2) . In Fig. (2) , α represents scale factor of the low-pass frequency filter, and β represents scale factor of the high-pass frequency filter, in order to underline the lower frequency part. By introducing the scale factor, the normalized cut-off frequency is changed to 0.5/scale factor. In other words when the scale factor is more than 1, the normalized cut-off frequency will less than 0.5 Hz, means high resolution. In this paper we choose α = 5 6 and β = 0.5 . 
High Order Cumulates
To reveal the nonlinear features, we adopt high order cumulates to statistic wavelets coefficients obtained by modified DWT. The high order cumulates are calculated as in Eql (3).
where, the first and second order cumulates describe the center and the dispersion degree respectively. They just show the basic features of the signals. The third and the fourth order cumulates are used to describe the nonlinear features. Therefore in this paper we used the fourth order cumulates to extract fault features.
Principle Component Analysis
Using modified DWT and high order cumulates, we could obtain the nonlinear features. However the extracted features are of high dimension. As a result it will burden compute load and increase the accuracy, if we send the features into the classifier directly. In this paper we use principle component analysis to compress the features. PCA can visualize the contribution and during the process of mapping the high dimension data into low dimension data, only the features contribute more are kept.
Suppose there are N n -dimensional samples Xk = (x1, x2, xn) T . The PCA process them as bellows:
(a) Get the mean value of all the samples
(b) Calculate the covariance matrix
(c) Calculate the eigenvalue λ1,λ2,λn and the eigenvector ν1,ν 2,ν n of the the covariance matrix.
(d) Sort the eigenvalue, the larger eigenvalue contributes more.
(e) Select the first m components and map the features into a lower dimensional space:
where, V = (ν1,ν 2,ν m)
CLASSIFIER
Neural network is a learning system with ability of adaptive and self-organizing. Hence it is widely used to reveal the relationship between features from vibration signals and the type of the fault. BP neural network is of strong learning ability, extension and generalization [8, 9] . Therefore we use BP neural network as classifier. For a multi-layer neural network, increasing the number of net cannot improve the accuracy obviously, therefore we design a three layer feed neural network contains input layer, hidden layer and output layer, as shown in Fig. (3) .
Input layer Hidden layer Output layer Fig. (3) . The structure of a three layer neural network.
EXPERIMENT
The data of this paper comes from the bear data center of case Western Reserve University. The model of bears are 6205-2RS deep groove ball bearing from SKF. The types of fault include inner race single point fault, outer raceway fault and pitting fault of ball. The fault diameter and depth are 0.1778 mm and 0.2794 mm respectively. During the experiment, the loads are 0HP, 1HP, 2HP and 3HP with speeds of 1797 r/min, 1772 r/min, 1750 r/min and 1730 r/min. Digital data was collected using a 16 channel data recorder at 12,000 samples per second. We classify three types of the data, normal vibration signals, inner race fault vibration signals and outer raceway fault vibration signals. The vibration data is cut to pieces with length of 2048. We use 18 kinds of wavelets to process the pieces. They are 2-8 order Haar wavelets, 2-7 order Daubenchies wavelets and 2-6 order Symlet wavelets.
By using the second, third and fourth order cumulates of the first 8 nodes from the coefficients, we obtain 24 features. Then the 24 features are compressed by PCA to 7 features. Table 1 The training method is BP algorithm. Fig. (4) shows the training result. The results are given by comparing standard DWT and modified DWT under different wavelets, as shown in Table  2 . Table 2 shows that by using modified DWT we can get much higher accuracy when compared to the standard DWT. We can also see that by using the Daubenchies family wavelets we can get the best results with accuracy of 96.48%, specificity of 96.04% and sensitivity of 96.90%.
CONCLUSION
We added scale factors to DWT, and used the modified DWT to extrude the nonlinear features in vibration signals. A scale factor changes cut-off frequency, as a result changes resolution. We set the scale factors less than 1, therefore improve the resolution of the lower frequency parts. Then high order cumulates is imposed on wavelets coefficients to extract the features that related to the fault. We used PCA to map the extracted features into a lower dimension space, and then fed them to a neural network classifier. The result shows that by using Daubenchies we get best results, the accuracy could reach 96.48%, while the specificity and sensitivity reach 96.04% and 96.90% retrospectively. It demonstrates superiority of present method, and besides the method for modifying DWT also provide ideas for processing other kinds of nonlinear signals.
