Following a recent effort [J. Am. Soc. Mass Spectrom. 23, 386-396 (2012)], we continue to explore computational methodologies for generating molecular conformations to support collisional cross sections suggested by ion mobility measurements. Here, adaptively biased molecular dynamics (ABMD) simulations are used to sample the configuration space and to achieve flat-histogram sampling along the reaction coordinates of the first two moments of the gyration tensor. The method is tested and compared with replica-exchange simulations on triplyprotonated bradykinin and on a larger 25-residue peptide. It is found to have a much higher efficiency for producing large sets of conformations in a broad range of diffusion cross-sections, whereas it does not compete with conventional replica-exchange molecular dynamics in locating the lowest-energy structure. Nevertheless, the broad sampling obtained from the ABMD method allows to quantitatively correlate the diffusion cross-section Ω with other geometric order parameters that have simpler interpretation. The strong correlations found between the diffusion cross-section and the radius of gyration, the surface area and the volume of the convex hull suggest an optimal template for accurately mimicking the variations of Ω in a broad range of conformations, using only geometrical information and doing so at a very moderate computational cost. The existence of such a correlation is confirmed on the much larger protein α-lactalbumin.
Introduction

I
on mobility spectrometry (IMS) with mass-selected compounds has recently led to major advances in our understanding of the tertiary structure of peptides and proteins [1] [2] [3] and to the assembly and folding mechanisms of biomolecular complexes [4] [5] [6] [7] [8] in the gas phase. As is the case for spectroscopic analyses, the efficiency of this experimental technique for unraveling molecular conformations is bound to a successful comparison with calculated structures. For small systems, chemical intuition and trialand-error procedures can be sufficient to generate conformations that account for the measurements. However, due to the variety of intramolecular chemical interactions in terms of strength and range, the number of stable isomers in peptides increases very fast with the number of amino acids, and systematic computational approaches are required already for peptides with more than 10 residues. One major difficulty of theoretical chemical methods is their lack of energetic accuracy, even at the sophisticated levels of explicit electronic structure methods [9] [10] [11] . In addition, they are not practical for exploring the potential energy landscape. In this respect, biomolecular force fields, despite lacking chemical accuracy as well [11] , remain inescapable. Current powerful algorithms for sampling energy landscapes include replica-exchange molecular dynamics (REMD) [12] , which is particularly suited to statistical analyses using the weighted histograms method [13] , and flat histogram strategies such as the Wang-Landau method [14, 15] , integrated tempering [16] , self-healing umbrella sampling [17] , or metadynamics [18] . Sampling is not only necessary for locating the stable structures without a priori bias, it is also crucial for producing statistical sets of conformations that are relevant under the finite temperature of the experiment, and to account for specific thermal effects due to conformational broadening.
The second bottleneck of theoretical interpretations is the ability to calculate the measured properties for a given conformation. In the case of IMS, several schemes are available to determine the collision cross-section under realistic drift tube conditions [19] [20] [21] [22] [23] . The projection approximation (PA) of Bowers and coworkers [19] is probably the simplest, as atoms are approximated as hard spheres, neglecting the momentum transfer between the buffer gas and the analyte [19, 20] . The effect of long-range potential can nevertheless be accounted for in this simple frame using the model implemented by Wyttenbach et al. [21] . This approach has been recently improved by treating the atoms as soft spheres and considering concavity corrections [23] . The exact hard-sphere scattering (EHSS) method [20] and the direct trajectory (TJ) method [22] of Jarrold and coworkers both take into account momentum transfer and are based on simulating trajectories of the impinging buffer gas atom. In principle, the trajectory approach is the most realistic and accurate, as it accounts for short-and long-range interactions, including polarization forces. Unfortunately, all these methods require solving computationally expensive numerical integrals, either to evaluate the area of a projected union of disks in the PA method, or to solve the multidimensional collision integral in both the EHSS and TJ methods, the latter being significantly more time-consuming since atom trajectories have to be calculated. In addition, the procedure has to be repeated for each new structure of the analyte, leading to a significant burden in case where chemical intuition fails to produce candidate conformations.
Although increasingly successful for interpreting ion mobility measurements [4, 5, 8, 24] , conventional molecular dynamics simulations may also face difficulties in locating conformations compatible with experiments due to either intrinsic force field limitations, or insufficient sampling time [24] . One useful strategy to facilitate interpretation of IMS measurements consists in guiding the sampling toward the regions of experimental interest, using a dedicated order parameter that hopefully mimics the measured property. The collision cross section itself cannot be used actively in such MD simulations, because it is not an explicit function of the coordinates (no gradient is available), but the gyration radius turns out to be a reasonable approximation [24] . It should be stressed here that the biased MD approach does not aim at approximating the CCS by a geometrical quantity, but to take advantage of the relation between the CCS and the molecular structure in order to save computational time in the production of realistic candidate structures. Indeed, the existence of such a relation is at the basis of the use of IMS as a conformational probe. One straightforward biasing method uses a so-called umbrella potential, in which conformations with prescribed values of the order parameter are favored. However, locating conformations with prescribed values of the collision cross section was still a challenge with this approach, the parameters for the guiding potential having to be adjusted by trial and error [24] .
The present work aims to extend this previous effort along two different directions, both in concern with the theoretical interpretation of IMS data. Instead of the tedious optimization of the umbrella parameters, systematic flathistogram methods are available to sample conformations uniformly over a range of order parameters [18, 25] . Here we use the adaptively biased molecular dynamics (ABMD) approach [26] , which is an extension of the metadynamics method where the biasing potential is stored as polynomials on a grid, rather than a growing series of Gaussian functions in the original version [18] . The ABMD method is used in two dimensions, with the guiding order parameters given by the lowest moments of the gyration tensor. Whereas the first moment is equivalent to the square gyration radius, the second moment provides a measure of the deviation to sphericity, and is expected to capture more structural details. The broad sampling offered by the ABMD approach can be exploited to correlate the key quantity in IMS, namely the collision cross section, to other geometrical or energetic properties. Such correlations could be helpful in designing approximate representations of the collision cross-section that are both accurate and computationally inexpensive.
Following our previous work [24] , we have chosen to test these ideas on selected peptides for which experimental IMS data are available. Triply protonated bradykinin was recently found by the Clemmer group [27, 28] to exhibit three distinct signatures in ion mobility spectrometry upon specific activation. In addition, we have studied a variant of a domain of the M2 trans-membrane protein from influenza virus A (M2TMP), which displays a gas phase bi-stable structure with a competition between helices and more compact structures [29] . These two peptides were modeled using the AMBER force field [28] , which is a good compromise in terms of efficiency and accuracy. Although we do not seek here to interpret specific experiments for these two peptides, they are sufficiently large to provide suitable testing ground for the computational methodologies we wish to explore. In particular, and as will be shown below, they confirm the superiority of flat-histogram methods to sample broad sets of conformations, without requiring specific guiding potentials. Moreover, the statistical correlations found between the collision cross-section and various structural parameters suggest that it is indeed possible to approximate the former property as a direct, purely geometrical quantity. We have verified this conjecture in a broader size range, by performing additional simulations for a realistic protein containing about 2000 atoms, namely α-lactalbumin. Our results for this system confirm the high degree of correlation with purely geometrical quantities, thus paving the way toward more efficient guiding strategies in simulations of large biomolecules for interpretation of IMS data.
In the next section, we briefly describe the main principle of the adaptively biased molecular dynamics method, and the definition of the order parameters based on the gyration tensor. Alternative simulations based on REMD are also discussed. The third section compares the relative performances of the two approaches for sampling the energy landscapes of the two selected peptides. The fourth section discusses the correlations between the collision cross section and various other physicochemical properties of the peptides, and it also includes some results for the much larger α-lactalbumin protein, confirming the general findings obtained on the smaller peptides.
Methods
Adaptively Biased Molecular Dynamics
The standard replica-exchange method accelerates barrier crossing at low temperature by communicating the information from higher temperature trajectories [11, 29, 30] , preserving the overall statistics of the canonical ensemble. In contrast, flat-histogram approaches [12] [13] [14] [15] [16] [17] 31] attempt to populate conformation space uniformly along one or several order parameters, typically by penalizing configurations increasingly as they are being visited. In doing so, the system evolves accordingly with biased statistics, and the canonical ensemble can be recovered afterwards by unbiasing. When the potential energy is chosen as the order parameter, the microcanonical density of states is obtained as an output of the penalty function, with the Wang-Landau method [14] being a typical example. In most cases, explicit order parameters chosen based on intuition guide the sampling, and the Landau free energy is eventually obtained from the bias. Here we use one of such methods as a scheme more systematic than umbrella sampling [32] to explore molecular conformations over a broad range of collision cross-sections. For simplicity we denote by R={r i } the set of atomic positions of the system, and by V(R) the potential energy at configuration R.
The ABMD method [26] is an adaptation of metadynamics [18] , in which a time-dependent biasing potential W(t,R) is added to V in such a way that the distribution along a reaction coordinate Λ(R) will become asymptotically flat. In the original metadynamics method, at every time step t the current configuration R(t) contributes to W by a Gaussian function centered on R and with an adjustable width. The continuous addition of penalty functions make the evaluation of the biasing potential scale poorly at long times, and Gaussians are also particularly costly to compute away from their center. These two drawbacks are cured by the adaptively biased MD method, in which W is described on a grid and the Gaussians are replaced by cubic B-splines with finite support. The full details of the method can be found in the paper by Babin and coworkers [26] , but its main elements are now repeated. W is first written as the sum of basis functions with time-dependent coefficients a k (t), each function acting on a single element of the grid [26] :
with k∈ ℤ an integer, Δλ a kernel width, and B(x) a cubic Bspline defined piecewise as
The biasing function evolves in time according to a simple first-order Equation [26] :
/41 for |x|G2, and 0 otherwise, and τ F is a flooding time [26] . In the above equation, k B and T denote the Boltzmann constant and the temperature, respectively. Whereas the equations of motion are solved by the second-order velocity Verlet integrator, W is updated by a simpler Euler scheme. The two control parameters of the method, Δλ and τ F , must be adjusted to optimize uniform sampling. The basic ABMD method can be extended in various ways, and in the present work we have used multiple walkers sharing a common biasing function [26, 33] . In practice, a number N W of independent walkers are propagated in parallel, but contrary to parallel tempering they do not swap configurations, and instead all contribute to evolving the common biasing function. As done previously [34] , we have also set up a regulation procedure in which the histograms are periodically monitored, and the replica located at the most populated place is deleted, whereas the replica located at the least populated place is duplicated. This replication/deletion scheme is only used during equilibration, but enhances convergence and helps the replicas to spread over the entire range of order parameter.
The ABMD method can also be straightforwardly adapted to multidimensional biasing over sets of coordinates λ ı ,…, λ p , using higher order tensors for the coefficients a k 1 ðtÞ . . . a k p ðtÞ and products of B-splines in the relevant intervals. One concern in molecular dynamics simulations is the need for the gradient of the biasing potential, which requires the order parameters to be differentiable. This is unfortunately not the case for the collision cross-section, which also turns out to be computationally expensive, especially when calculated by the trajectory method.
Order Parameters
As an alternative to the collision cross-section, other order parameters are needed to guide sampling, hopefully leading to broad distributions in Ω as well. The squared gyration radius R 2 g is of primary importance in the physics and chemistry of polymers, and it was used in our previous work together with umbrella sampling biasing [29] . It was then found to be an acceptable approximation to Ω, although a significant effort was required in order to estimate the optimal value of R 2 g meeting a target Ω. As a natural extension to the gyration radius, we have considered higher moments of the gyration tensor for capturing additional structural details that are lacking in the first moment R 2 g . The gyration tensor S=(S αβ ) is defined from its six components as
where N is the number of atoms in the system and α denotes one of the x, y, or z components. Notice that we do not weigh the contribution of each atom by its mass, as we expect little difference in the results by doing so. The trace ξ of S is equal to R 2 g , and we define the tensor D as D=S-(ξ/3)I, where I is the 3×3 identity matrix, so that D is traceless. The asphericity and prolateness parameters A and P are respectively defined from the successive powers of D as: [35] 
With those definitions, A is always positive, vanishes for spherical symmetry and is always lower than 1, whereas −1/8≤P≤1, oblate (prolate) shapes corresponding to negative (positive) values [35] . More importantly for use in biased dynamics, these parameters are all differentiable, even though the expressions for the gradient become increasingly cumbersome as higher moments of D are considered. A multidimensional implementation of the ABMD method was carried out using the variables ξ, A, and P, and it was soon concluded that the additional consideration of the prolateness parameter was not significantly beneficial, as it entailed lower resolutions for each dimension of the histograms without affecting the quality of the sampling in the other two variables. All the results shown hereafter were thus obtained by biasing only on the two first moments ξ and A of the gyration tensor.
Replica-Exchange Molecular Dynamics
The efficiency of the ABMD method in producing conformations with a broad distribution of collision cross-sections is assessed by comparison with replica-exchange molecular dynamics simulations for the same peptides, using N T replicas with temperatures allocated according to a geometric progression in a fixed range T min -T max . Exchanges between configurations from adjacent replicas were attempted with a fixed time period of τ ex . For both methods, a same number of configurations were saved for further structural analysis.
Observables
The conformational analysis was achieved based on several geometrical and physical properties. The collision cross section Ω was calculated using the direct trajectory method [22] . The shape parameters ξ, A, and P were obtained from the successive moments of the gyration tensor. Additional information about the convexity of the molecular structure was inferred from the surface area s and the volume v of the convex hull of the atomic positions, calculated using the quickhull program [36] . It is important to stress here that, contrary to collision crosssections, the convex hull is not computationally expensive and scales favorably with the number of atoms. We also performed an inherent structure analysis, by systematically quenching each saved configuration into its closest stable minimum with energy E min . Local optimizations were carried out using the conjugate gradient algorithm.
Computational Details
Triply-protonated bradykinin (sequence RPPGFSPFR) and the G13L variant of a transmembrane domain of the M2 protein from influenza virus A (sequence SSDPLVVAASII-LILHLILWILDRL) were modeled using the non-polarizable AMBER 99 force field [30] . For both peptides, protonation was assumed at the most basic sites, including arginine, histidine, and N-terminus. We also applied some of the computational methodology to the eightfold deprotonated α-lactalbumin protein (PDB entry 1F6S), to which the disulfide bridges were removed in order to gain flexibility. This much larger molecule was also simulated with the same force field, in the ABMD framework.
The underlying engine of the ABMD and REMD methods is a classical velocity Verlet integrator solving the extended equations of motion with Nosé-Hoover thermostat chosen with mass Q=(3N−6)k B T/Ω 2 , Ω=100 fs -1 being a typical vibrational frequency of the physical system, and a fixed time step of 1 fs. One proper way to combine the Nosé-Hoover thermostat with a velocity Verlet integrator has been derived by Martyna and coworkers [37] . The adaptively biased molecular dynamics trajectories were carried out at 300 K with a biasing function constructed in the bidimensional range 0GξG300 Å 2 for bradykinin, 0GξG 600 Å 2 for the M2TMP variant, and 1000GξG3000 Å 2 for α-lactalbumin, and with 0GAG1 for the three systems. These ranges are broad enough to cover any realistic molecular conformation. Discretization was taken as 100 bins in ξ and 50 bins in A. The width kernels were chosen as Δξ=6 Å 2 for bradykinin, 12 Å 2 for the M2TMP variant and 80 Å 2 for α-lactalbumin, with ΔA=0.02 for all systems. The flooding time was taken as τ F =0.5 ps and N W =10 independent walkers were propagated simultaneously, with the replication/deletion procedure applied every picosecond during the equilibration stage of 1 ns. The simulations were then propagated for an additional 5 ns during which configurations were periodically recorded every 10 ps for each walker. Due to computational limitations, the simulation time was shortened to 1 ns for α-lactalbumin.
The replica-exchange simulations considered N T =32 replicas in the temperature range 200-1000 K and a period for attempting exchanges of τ ex =1 ps. The trajectories were again propagated during 1 ns for equilibration, and an additional 5 ns to accumulate sample configurations. Note that this number of replicas makes the REMD simulations three times more demanding than the ABMD simulations.
Sampling Efficiency of Adaptively Biased Molecular Dynamics
As with many other flat-histogram schemes, the purpose of the ABMD method is to calculate free energies along reaction coordinates, biasing the sampling to enhance barrier crossing. Considering that the biomolecular force field may lack accuracy, we do not seek to characterize relative free energies here. Instead we use the method to explore broad regions of conformational space, comparing it to the more conventional replica-exchange strategy.
Efficiency will be assessed on two key features. By design, both methods are aimed at facilitating barrier crossing, and could thus sample very distant regions of the energy landscape. We will first consider the propensity of each method to locate low-energy structures, and then to contribute to solving the global optimization problem by comparing the energies of the local minima obtained from periodic quenching of the pool of configurations. In replicaexchange MD, the lowest-energy minima are expected to be explored by the low-temperature replicas, whereas at high temperatures (up to 1000 K, which is above the folding temperature) many highly disordered conformations will be sampled. In contrast, using the ABMD method, a single trajectory should be able to sample both the low-and highenergy regions, and spend most time crossing back and forth between them. In the frame of the present work, the second comparison criterion will be the ability of the two methods to sample a large range of collision cross-sections. All distributions presented in the following were calculated based on samples of 10,000 configurations.
We have represented, in Figure 1a , the distributions of inherent structure energies obtained for triply-protonated bradykinin using the ABMD and REMD methods. Replicaexchange MD produces a roughly Gaussian distribution extended over 30 kcal/mol, and a globular lowest-energy structure. Adaptively biased MD, on the other hand, leads to a much wider distribution covering 50 kcal/mol, with broader shoulders on both sides, and a significant shift to higher energies relative to the REMD distribution. The most stable minimum is also globular, differs by some side chain orientation, and is higher by 1.3 kcal/mol with respect to the putative global minimum identified by quenched REMD.
The corresponding distributions for the M2TMP variant are shown in Figure 2a . Again, the REMD method yields a peaked distribution essentially centered at low energies, and with a width of 70 kcal/mol. The most stable configuration has an α-helical backbone at its center and makes two turns [27] are highlighted by vertical blue dashed lines at both ends. It is slightly lower in energy than the putative global minima identified in our previous paper [29] , although it is very similar in shape. The distribution of inherent structures obtained with the ABMD method is much broader (about 150 kcal/mol) and flatter. The lowest-energy inherent structure looks very similar to the REMD minimum, but has a slightly extended helical region and some minor deviations in the backbone angles near the tryptophan residue. It is also higher in energy by about 3.3 kcal/mol.
These results suggest that both sampling methods are efficient for producing low-energy structures, but with some differences. For pure optimization purposes, the REMD approach is generally superior because most time is spent near the physically relevant regions (minima) whereas the adaptively biased approach wanders in the less favorable, high-energy parts of the landscape.
The distributions of collision cross-sections Ω obtained for the two peptides are represented in Figures 1b and 2b , with the experimental values being highlighted. In the case of bradykinin, the absence of any biasing strategy in replicaexchange MD leads to a rather narrow distribution centered near 290 Å 2 and a width of 30 A 2 . However, as expected the adaptively biased MD method covers much more compact configurations (200 Å 2 ) and extended configurations (400 Å 2 ) alike. For this peptide, both methods are able to produce conformations that are compatible with experimental data. In the case of the M2TMP variant, the ABMD method also samples a much wider distribution of collision cross-sections and manages to locate more compact conformations than replica-exchange MD, with a higher helical content. At 1000 K, the conformations explored by REMD are already quite extended and Ω can exceed 700 Å 2 . Of the two experimentally measured collision cross-sections, only the highest value falls in the range covered by REMD. In this case, the more compact conformations not found with the force field are effectively sampled by adaptive biasing, without having to specify umbrella potentials with target values for the gyration radius.
Interestingly, for the two systems the ABMD distributions are mostly flat, even though the biasing did not act on Ω but on the (ξ, A) couple. This confirms that the gyration tensor parameters provide suitable guiding coordinates for exploring a wide range of the collision cross-section.
Shape Correlations
The success of the adaptively biased MD method to generate large sets of molecular conformations covering a broad range of collision cross-sections will now be exploited more systematically in order to determine whether Ω can be approximated by other geometrical quantities that are simpler to evaluate. In their recent projection superposition approximation method [23], Bleiholder and coworkers have introduced a shape correcting term taking the concavity of the analyte into account. Following similar lines, and besides ξ, A and P, we have also considered the surface area s and the volume v of the convex hull as two additional geometrical parameters containing additional information not necessarily captured by the global parameters ξ and A only. In addition, the possible correlation between Ω and the inherent structure energy E min was also investigated. Rather than scatter plots, the data were organized into bidimensional density histograms for better clarity.
We show in Figure 3 the correlation plots between the collision cross-section and the four parameters ξ, A, E min and s, as obtained for triply-protonated bradykinin from the ABMD trajectories. The corresponding data-clouds covered by the REMD configurations fall into subsets of points with much smaller contours. The amount of correlation between the variables can be visualized directly on the bidimensional histograms, and quantified using partial rank correlation coefficients (PRCCs), which are particularly sensitive for monotonic, yet highly nonlinear data [38] . From these plots, and as already pointed out in our previous article [24] , the square gyration radius correlates reasonably well with Ω, and shows at least a monotonic behavior. The asphericity parameter, on the other hand, does not display any particular correlation, except for unfolded structures that are mostly elongated and lie in the upper right part of the (Ω, A) diagram. The prolateness parameter P does not provide a much higher degree of correlation. Neither correlation is found between the inherent structure energy and the collision cross-section for this peptide. Even though the least stable conformations are, expectedly, the most extended, there is no evidence that the most stable structure is the most compact. The highest degree of correspondence between Ω and a single geometric quantity is reached with the surface and volume of the convex hull, as seen in Figure 5d for the case of s, the (Ω, v) diagram being very similar. The PRCCs calculated for the bradykinin data, reported in Table 1 , confirm the trends observed on the histograms, which suggests that correlations are maximum with ξ and s. Figure 6 shows the corresponding histograms obtained for the M2TMP variant, with their PRCCs indices also given in Table 1 . The same general conclusions can be drawn as for the smaller peptide, the degree of correlation with Ω being even higher in the case of the surface area.
Although these geometric parameters are highly correlated to the collision cross-section, visual inspection of Figures 3  and 4 indicates that their relation is clearly non linear. An optimal index χ combining other geometrical quantities can be determined by maximizing the statistical correlation with Ω. Variables presenting systematically low correlation with Ω, such as A or P, can be safely ignored, and the best performance was found for the subset (ξ, s, v) . Using E min did not improve the representation. For the two systems considered, we eventually found a satisfactory model, based on a polynomial relation between the logarithms:
where the eight parameters a 0 , a ξ ,…, a ξsv were adjusted to maximize the correlation between Ω and χ through a linear least-squares procedure. The mathematical template of Equation (7) does not have a clear physical background, because even the dimensionalities of the combined parameters are not preserved when taking the logarithms. However, this form for representing the collision crosssection is surprisingly effective, at least for the two peptides studied here. For these systems, the final values of the parameters are explicitly shown in Table 2 , and the correlation is visualized in Figure 5 . Undoubtly, the phenomenologic parameter χ quantitatively mimics the variations of Ω, the standard relative uncertainty being about 3 % for both peptides. The present results thus show that the collision cross-section can be very well captured by a limited number of purely geometrical quantities. Moreover, the expansion coefficients for both molecules are remarkably similar, which might indicate that some of them could be constrained a priori. We have questioned the validity of this geometrical order parameter by performing ABMD simulations on the much larger α-lactalbumin protein, starting from the PDB structure (ID: 1F6S) from which the calcium cation, the few water (6) molecules, and the disulfide bridges were removed for added flexibility. Moreover, all the acidic residues were deprotonated in order to reach a total charge of −8. From a sample of 3000 configurations, the correlation between the gyration radius, the surface and volume of the convex hull and the collision cross-section was identified using the same template of Equation (7). The parameters of this adjustment, given in Table 2 , are remarkably close to those of the two smaller systems, suggesting that the model could possibly be generalized for a broader class of biomolecules. In the correlation plot, shown in Figure 6 , two particular lowenergy conformations have been depicted. The crystallographic structure, used at the beginning of the simulation, is among the most compact conformations with a collision cross-section close to 1540 Å 2 . Systematic quenching of the conformations sampled during the simulations yields more stable minima, the putative global minimum being lower in energy by more than 300 kcal/mol and exhibiting a rather extended character without significant helical or strand secondary structures, and with Ω=1820 Å 2 . Ion mobility experiments are currently under way in our laboratory in order to confirm the predicted difference in stability between the crystallographic and gas-phase conformations.
This third example further supports the high correlation between the collision cross-section and purely geometric observables. Of course, even more examples would be needed for a robust generalization of this model. However, the possibility to represent the collision cross-section by straightforward geometrical observables could be exploited to design much faster algorithms for estimating Ω in conformational samples of large molecular systems, without having to repeat the tedious calculation of Ω for each structure. A small subset of conformations, generated by hand or by a short, high-temperature molecular simulation could for instance be used only to estimate the fitting parameters for χ, which would be subsequently used in place of Ω. Having a better representation of Ω would greatly help the sampling as well. Because all components of χ are differentiable, this parameter can be used as the single guiding parameter, either in adaptively biased MD or in umbrella sampling targeting specific experimental structures. A straightforward use of this correlation would be to process large samples of structures generated by (unbiased) conventional simulations, and for which the individual calculation of Ω could thus be avoided.
It is also remarkable that the optimal parameters representing Ω show a rather weak dependence on the system, which suggests that the template of Equation (7) Figure 5 . Maximum correlation obtained between the collision cross section Ω and a purely geometrical index χ defined according to Equation (7), for (a) triply protonated bradykinin; (b) the G13L variant of M2TMP. The red lines locate the diagonal χ=Ω corresponding to optimal correlation may be valid for a broader class of biomolecules. More robust values could be obtained by performing a global adjustment on a series of compounds, but this would require additional input from different systems. Also, we notice that the three properties contained in χ have different scalings with the number of atoms, ξ and s behaving as N 2 while v scales as N 3 . These dependencies on size could be explicitly shown in the expression of χ, and systematic exploration of polymers with various lengths could be used to derive new unscaled parameters. Of course, the specific values of those parameters will depend in practice on the numerical details needed to estimate the collision cross-section, such as the temperature or the atomic mass of the diffusing gas, but the limiting factor remains the evaluation of Ω.
Conclusions
Computational modeling can be of great assistance in interpreting ion mobility measurements, as it can locate molecular conformations that are non-trivial, chemically realistic, and highly stable at the same time. From the theoretical point of view, different answers may be provided by different descriptions of the interactions because the intrinsic stability of a molecule depends on a number of factors, including temperature and environment. In the present work, we have presented a computational scheme based on adaptively biased molecular dynamics for producing large sets of conformations that cover broad ranges of collision cross-section, and from which structures compatible with IMS data could be retrieved. Our implementation employed the two lowest moments of the gyration tensor to guide the sampling and achieve flat-histogram sampling in both the square gyration radius and the asphericity parameters, but only the former was found to have a significant effect on the collision cross section. In retrospect, it is thus probably sufficient to bias on the gyration radius to ensure a wide sampling in the collision cross section is achieved. When applied to representative 9-and 25-residue peptides, the adaptive method happens to be clearly more powerful than replica-exchange MD in exploring wide ranges of cross sections, in the two opposite directions of more compact and more extended structures. The ABMD approach is also computationally less expensive because fewer replicas are needed. However, owing to its greater proportion of time spent near barriers, it is not as efficient for solving the global optimization problem.
The large conformational samples gathered by the method were statistically analyzed in terms of the possible correlation between the collision cross section and various geometrical and energetic properties. Although the square gyration radius generally correlates well, an even higher correlation was obtained with the surface and volume of the convex hull. This suggested a phenomenologic way of representing the collision cross section by combining purely geometric quantities with numerical parameters determined by maximizing the overall sensitivity. Although not based on physical grounds, the resulting expression seems generally applicable to peptides and even to proteins. So far, our results indicate that the numerical parameters should be adjusted to each new system, even though they seem to lie in well-defined ranges for the present class of biomolecules. It would be useful to search for more universal empirical relations, possibly involving additional quantities such as the higher moments of the gyration tensor. Determining the parameters appropriate for a new analyte should not pose a significant bottleneck, as this would require only a few very different conformations. The finding of a purely geometric and explicit, hence, computationally very inexpensive, way of capturing the collision cross section for very different conformations should greatly facilitate the systematic evaluation of collision cross-sections for large systems, especially in concern with the need to relate experiments not only to static values but also to statistical distributions [24, 29] . From the computational point of view, this also paves the way to design more efficient exploration algorithms for interpreting IMS data using biased molecular dynamics simulations.
Having a powerful sampling method with a computationally inexpensive substitute for Ω also opens great perspectives for the interpretation of experiments combining ion mobility to other techniques [39] [40] [41] [42] [43] [44] . This task is particularly challenging for optical spectroscopy, the analysis of which requires comparison with high-level, time-consuming calculations. In this case, an efficient computational strategy consists of scanning molecular conformations based on their collision cross-sections before further analysis [42] . Such a procedure can be applied with a restraint potential on χ (rather than Ω) acting as an IMS filter to perform a conformational sampling resolved in ion mobility. Figure 6 . Maximum correlation obtained between the collision cross section Ω and a purely geometrical index χ defined according to Equation (7), for the α-lactalbumin protein. The red line locate the diagonal χ=Ω corresponding to optimal correlation
