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Abstract—Graphomotor impressions are a product of com-
plex cognitive, perceptual and motor skills and are widely
used as psychometric tools for the diagnosis of a variety of
neuro-psychological disorders. Apparent deformations in these
responses are quantified as errors and are used are indicators of
various conditions. Contrary to conventional assessment methods
where manual analysis of impressions is carried out by trained
clinicians, an automated scoring system is marked by several
challenges. Prior to analysis, such computerized systems need
to extract and recognize individual shapes drawn by subjects
on a sheet of paper as an important pre-processing step. The
aim of this study is to apply deep learning methods to recognize
visual structures of interest produced by subjects. Experiments
on figures of Bender Gestalt Test (BGT), a screening test for
visuo-spatial and visuo-constructive disorders, produced by 120
subjects, demonstrate that deep feature representation brings
significant improvements over classical approaches. The study is
intended to be extended to discriminate coherent visual structures
between produced figures and expected prototypes.
I. INTRODUCTION
Neuro-psychological assessments are performance-based
methods which are designed to assess various cognitive
abilities such as memory, attention, reasoning and problem-
solving of an individual [1]. The results obtained from these
assessments are used for the purposes of early detection and
diagnosis of various neuro-psychological disorders, rehabil-
itation and to correlate with other clinical findings. Most
of these tests involve ‘pencil-and-page’ based tasks which
require subjects to reproduce a stimulus either by copying it
or by memory. Trained assessors inspect these graphomotor
responses and score deviations. The extent of deformation
indicates the practitioners to determine various aspects of the
neuro-psychological state of the subject. These tests are non-
intrusive and easy to administer and give an overall picture
of the working of the brain; hence are increasingly gaining
popularity in clinical neuro-psychology.
Graphomotor skills are directly linked with handwriting
and sketches. These graphomotor impressions are a product
of complex cognitive, perceptual and motor skills [2]. They
can give an insight into the ability of a person to interpret,
memorize and reproduce, what he sees and thus are con-
sidered useful indicators in neuro-psychology. Writing and
drawing tests are widely used as psychometric tools for the
diagnosis of a variety of neuro-psychological disorders such
as dyspraxia, visuo-spatial neglect and Parkinson. In addition
to being perceived as screening tools for the presence of any
neuro-psychological disorder, handwriting and hand drawn
impressions have also been linked to the behavior, emotion
and personality of the writer in psychology. Popular tests
involving graphomotor tasks include Bender Gestalt Visual
Motor Test [3], Clock Draw Test [4] and Rey Osterrieth
Complex Figure Test [5] as shown in Figure 1.
Fig. 1. Examples of Neuro-psychological Graphomotor Tests
Bender Gestalt Visual Motor Test [3] is one such pop-
ular screening test that evaluates the visual-motor maturity
and perceptual distortions associated with various neuro-
psychological disorders. The test requires the participants to
copy nine different shapes shown to them. The produced
figures are then analyzed and errors in copying shapes (like
rotation, simplification, inability to overlap etc.) are scored
to assess the neurological state of the subject. Conventional
assessment of this test involves statistical examination of
the completed patient responses by trained assessors. Manual
identification and scoring of errors in these responses is a
time consuming activity. Despite using standard guidelines
for scoring, the presence of human biasness cannot be ruled
out. Studies [6], [7], [8], [9] suggest that development of
a computer-based framework to facilitate analysis of these
tests will not only allow standardization but will also facilitate
the practitioners to focus more on diagnosis and future test
development.
Nevertheless despite its advantages, designing and develop-
ing a reliable and robust computer-based analysis system for
such tests is a challenging task. The first challenge in such an
automation is the localization, segmentation and classification
of the objects of interest from within an off-line, scanned
image of the sample. Despite being a simple task for human
beings, classification of the subject’s intended figure is fairly
complex.
This paper presents the findings of applying Convolutional
Neural Networks (CNN) as feature extractor for recognition
of the Bender Gestalt drawings. Transfer learning with pre-
trained CNNs is employed for feature extraction while classifi-
cation is carried out using Support Vector Machine (SVM) and
Linear Discriminant Analysis (LDA). The high classification
rates realized using the hybrid CNN-SVM and CNN-LDA
models support the use of deep learning in such systems.
The paper is organized as follows. We first briefly discuss
current state-of-the-art in computerized analysis of hand drawn
figures in the next section. Section III describes the proposed
methodology followed by a discussion on the realized results
in Section IV. Finally, we conclude the paper with a discussion
on our further work on this problem.
II. RELATED WORK
Over the past few decades, computerized analysis of hand-
writing has been performed for a variety of tasks like hand-
writing recognition [10], writer identification [11], signature
verification [12] and prediction of writer demographics from
handwriting [13]. Despite the advancements in technology
and maturation of computerized algorithms, prospects of
automated analysis of handwriting and hand-drawn shapes
for health and behavior interpretation of a writer have not
been fully explored. A major factor limiting research in this
area was the hesitation of neuro-psychologists to embrace
applied computer technologies in their work. Nevertheless,
recent years have seen a shift in trends where computer-based
technologies have moved from emergent status to current
acceptance amongst practitioners. According to studies [1],
[7], clinical practitioners agree that computer-based neuro-
psychological assessments have inherent features that are ab-
sent in traditional forms. This encouraged computer scientists
to initiate research ventures in this domain.
Among computerized systems for analysis of neurological
disorders, Remi et al. [6] present a study for the detection
of graphomotor difficulties present in hand drawn samples
of children with learning difficulties. The authors employ
handwritten sentences and a set of geometrical shapes as
stimuli. Straight lines, circles and squares are identified using
Hough transform and the effectiveness of various featuers
in analyzing these primitives is discussed. Authors in [8]
propose a framework that involves data acquisition, analysis
of features and compilation of results covering a number of
drawing and handwriting based test batteries. Two clinical
conditions i.e. visuo-spatial neglect and dyspraxia, are dis-
cussed as case study, and a generic structured approach to
system implementation is demonstrated. In a similar study [9],
analysis of online geometrical sketches is carried out for
visuo-spatial classification. For each shape, a set of interest
points is identified and local descriptors in neighborhood of
interest points are calculated. Dissimilarity between a drawn
sketch and expected prototype is then calculated. Experiments
on geometrical sketches (5 classes) produced by 19 different
individuals reported promising classification rates.
A pilot study on partial automation of the Rey Osterrieth
Complex Figure (ROCF) is presented in [14] where the authors
focus on scoring the parts of drawing including triangles,
rectangles, diamonds and simple lines. These geometrical
sketches are located and identified using fuzzy metrics based
on Gestalt laws. Analysis on 31 ROCF drawings reported
correct localization of 99% of features of interest in the draw-
ings. Recently, the problem of automatic assessment of Clock
Draw Test (CDT) drawings attracted significant attention of the
research community. CDT is considered an effective measure
for early detection of dementia in the elderly. Studies like [15],
[16] present image analysis based systems to analyze the
CDT samples. Contrary to other tests which involve drawings
and sketches, CDT involves recognition of handwritten digits
which represents a mature area of research [17].
In addition to neuro-psychological tests, classification of
hand-drawn sketches has also been investigated for other
applications. These include generalized sketch based retrieval
systems [18], [19], forensic applications [20] and recognition
of domain specific sketches like UML diagrams [21], architec-
tural drawings [22], circuit diagrams [23] and flow charts [24].
The key difference between recognition of general hand-drawn
sketches and those in produced by subjects in neurological
tests is the fact that the samples collected during these tests
come from both healthy and unhealthy participants. While
the healthy subjects produce drawings which are likely to be
similar to the expected models, those produced by unhealthy
subjects may deviate from the anticipated pattern to a great
extent. This results in very high intra-class variation making
classification of these drawings a challenging task. Deep
learning based techniques, therefore, represent an attractive
choice for classification of these visual structures and make
the subject of our study as explained in the following section.
III. PROPOSED METHODOLOGY
This section presents the details of the proposed hybrid
CNN-SVM and CNN-LDA models to recognize the BGT
4343
drawings. We first briefly outline the segmentation technique
that extracts individual drawings from the image produced by
a subject. We then present an overview of CNNs and transfer
learning followed by a discussion on the different pre-trained
models employed in our study.
A. Segmentation of Drawings
The samples produced by subjects comprise drawings on
a single sheet of paper. Since the subjects are provided with
blank sheets without any markers, they may draw the figures
at arbitrary positions on the paper. Consequently, the drawings
first need to be segmented before they can be fed to the
recognition engine. The segmentation technique used in our
study relies on Gestalt laws of Perception [25], [26] and is
presented in detail in [27]. For completeness, we briefly outline
the employed segmentation technique. It can be observed from
the BGT drawings (Figure 1-a) that the figures produced by
subjects can be categorized into three classes [27] based on
rules of Gestalt theory.
1) Group A: Enclosed shapes
2) Group B: Shapes formed by solid lines
3) Group C: Shapes formed by dots or small circles/lines
Fig. 2. (a): Group A - Enclosed shapes (b): Group B - Shapes formed by
solid lines (c): Group C - Shapes formed by dots or small circles/lines
Different segmentation approaches are applied to images
in each of the three groups. Drawings in Group-A represent
enclosed shapes and are distinguished from other drawings on
the basis of enclosed area which is much greater as compared
to other shapes. Group B comprises drawings with solid lines
which are distinguished from Group C using the foreground
(drawing) area while Group C drawings are segmented using a
k-means clustering on the spatial coordinates of the connected
components. Complete details on the segmentation scheme can
be found in [27].
The key contribution of the present study is investigation
of CNN based feature extractors in classification of these
drawings. The next section provides an overview of the CNNs.
B. Convolutional Neural Networks
Convolutional Neural Networks (CNNs) [28], [29], though
introduced in the 1990s, attracted the attention of computer
vision community once the CNN based classification [30] out-
performed conventional techniques by a significant margin in
the ImageNet Large Scale Visual Recognition Challenge [31].
Since then, CNN based techniques have been applied to a va-
riety of recognition tasks and have reported high classification
rates on a number of challenging datasets [32], [33], [34], [35],
[36].
A Convolutional Neural Network [29] typically comprises
a series of convolutional and sub-sampling layers followed
by one or more fully connected layers. Convolutional layers,
in most cases, are followed by a layer of ReLU activation
functions. The convolutional, ReLU and the down sampling
layers together serve as feature extractors while the fully
connected layers represent a trainable classifier similar to a
standard multi-layer neural network. In some cases, the fully
connected layers (performing classification) are removed and
the output of the feature extractor layers is fed to another
classifier. The combination CNN-SVM, for instance, has been
investigated in a number of studies [37], [38], [36], [39] and
outperforms each of the individual classifiers.
Feature extraction is the most critical step in any pattern
classification task. For an effective classification, discrimina-
tive characteristics are sought which tend to cluster objects
of same class in the feature space. In most cases, the choice
of features is driven by domain knowledge where the domain
expert identifies the key discriminating factors among objects
of different classes for a given problem. These attributes are
then mapped to computational features and fed to a learning
algorithm. Identification and extraction of these ‘hand-crafted’
features is not only a tedious task but does not work on raw
images either. Machine extracted features, on the contrary, not
only provide a generalized framework but also allow extraction
of features from raw images directly.
Two issues with CNNs include the huge amount of training
data and the computational time to train the network. Conse-
quently, in practice, it is quite rare to train the network from
scratch. Transfer learning is generally employed to address
the aforementioned issues. Transfer learning exploits a pre-
trained model and adapts it for a given problem using any of
the following strategies.
• Using a pre-trained model as a fixed feature extractor:
In this scheme, the last fully connected layer is removed
and the weights of the feature extraction layers are left
unchanged. A classifier is then trained on the outputs of
the remaining layer using the dataset under study.
• Fine-tuning a pre-trained model: In this case, a pre-
trained model is tuned on the dataset under study by
continuing back propagation.
In our study, we employ transfer learning using a pre-trained
model as a fixed feature extractor. The architectures employed
in our work are discussed in the next section.
C. Architectures Employed
A number of convolutional neural network architec-
tures have gained popularity over the years. These include
LeNet [29], AlexNet [30], ZFNet [40], GoogLeNet [41] and
VGGNet [42] and ResNet [43]. In our study, we have em-
ployed AlexNet and VGG (16 and 19 layer models) as fixed
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feature extractors while classification is carried out using SVM
and LDA. We briefly outline each of the two architectures in
the following.
1) AlexNet: AlexNet [30] is considered to be one of the
pioneer works that lead to the current popularity of CNNs. The
AlexNet architecture comprises of 5 convolution layers, max-
pooling layers, dropout layers, and 3 fully connected layer and
is trained on 1.2 Million images (with 1000 different classes)
of the ImageNet dataset.
2) VGGNet: The Visual Geometry Group (VGG) at Uni-
versity of Oxford released two of their best-performing ar-
chitectures, VGG-16 and VGG-19 having 16 and 19 weight
layers respectively [42]. The architecture comprises of 3x3
filters with stride and pad of 1, along with 2x2 max pooling
layers with stride 2.
In the next section, we present the classification results
of the proposed deep learning based recognition of BGT
drawings.
IV. EXPERIMENTS AND RESULTS
We first present the data set employed in our evaluations
followed by a discussion on the realized classification rates.
A. Dataset
To the best of our knowledge, no existing data set is
available for most of the neuro-psychological tests. Due
to this limitation, creating and labeling a dataset is one
of the vital steps. For this study, we collected samples of
120 subjects varying from 16 to 66 years of age. All the
samples were acquired under expert supervision of trained
psychologists and were later scored. Approximately 65% of
the samples are contributed by healthy subjects while 35%
by subjects with some potential neurological disorders. Since
the present study targets only the recognition part, the scoring
will be vital once the complete system has been developed.
Drawings of 60 subjects were used as training while those
of 60 subjects as the test set. This gives a total of 540 (60×9)
images with 9 classes in each of the training and test sets. The
training and test sets comprise an equal distribution of healthy
and unhealthy subjects.
B. Results
The classification rates using the feature extraction layers of
the pre-trained AlexNet, VGG16 and VGG19 are summarized
in Table I. As discussed earlier, classification is carried
out using SVM and LDA. It can be seen that all three
architectures and both the classifiers realized more or less
similar classification rates. A highest classification rate of
93.52% is realized using VGG16 architecture with LDA.
It should be noted that since the present study targets ex-
ploration of deep learning for classification of BGT drawings,
segmentation results are not presented or discussed. From the
view point of a practical system, the output of segmentation
module is fed to the classification engine. Consequently,
some of the classification errors could be due to incorrect
segmentation of drawings.
TABLE I
CLASSIFICATION RESULTS ON DIFFERENT PRE-TRAINED MODELS
Model SVM LDA
AlexNet 92.50% 91.50%
VGG-16 93.33% 93.52%
VGG-19 92.96% 93.15%
We also present the confusion matrix of the best performing
combination (VGG16-LDA). It can be seen from Figure 3
that most of the classification errors result from the confusion
between Drawing 1 and Drawing 2. This is very much natural
as the two drawings have very similar visual appearance. In
an attempt to study the stability of system performance, we
carried out 5-fold cross validation using 80% of drawings
in the training set and 20% in the test set. Using Alex-Net
with SVM classifier, an overall average accuracy of 92.88%
is reported which is comparable to the values in Table I
indicating the stability of results to different combinations of
training and test sets.
We also implemented the shape context descriptor fea-
ture [44] employed in [27] for classification of same draw-
ings. Using the same experimental protocol, shape context
descriptor realizes a classification rate of 86%. Significantly
improved classification rates using CNN validate the idea that
deep learning based feature extraction techniques outperform
state-of-the-art shape matching descriptors for recognition of
visual structures.
 ϭ Ϯ ϯ ϰ ϱ ϲ ϳ ϴ
 ϱϱ Ϯ ϭ Ϭ Ϯ Ϭ Ϭ Ϭ Ϭ
ϭ Ϭ ϱϱ ϱ Ϭ ϭ Ϭ Ϭ Ϭ Ϭ
Ϯ Ϯ Ϯ ϱϰ Ϭ Ϯ Ϭ Ϭ Ϭ Ϭ
ϯ Ϭ Ϭ Ϭ ϱϵ Ϭ Ϭ ϭ Ϭ Ϭ
ϰ Ϭ Ϭ ϯ Ϭ ϱϲ ϭ Ϭ Ϭ Ϭ
ϱ Ϭ Ϭ Ϭ Ϯ Ϭ ϱϴ Ϭ Ϭ Ϭ
ϲ Ϭ Ϭ Ϭ ϭ Ϭ ϭ ϱϱ ϭ Ϯ
ϳ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ ϰ ϱϲ Ϭ
ϴ Ϭ Ϭ Ϭ Ϯ Ϭ Ϭ ϭ Ϭ ϱϳ
Fig. 3. Confusion Matrix corresponding to the highest classification rate of
93.52%(VGG16+LDA)
V. CONCLUSION
Investigation of deep learning based feature extraction for
recognition of free-hand drawings is presented using the
figures of Bender Gestalt Test (BGT) as a case study. The
hybrid CNN-SVM and CNN-LDA models are explored for
classification. Evaluations on samples contributed by 120
subjects reported high classification rates using AlexNet and
VGG architectures.
The presented work is a step towards development of a
complete clinical decision support system to facilitate neuro-
psychologists. In our further work, we intend to model the
drawings and develop techniques to measure deformation
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from the expected prototype. This will allow automatically
identifying errors and scoring the drawings. This may require
designing and training a novel CNN architecture from scratch.
The major challenge in developing such a system is to have
training data with instances of all possible errors that the
subjects can make. This may require generating synthetic data
and applying data augmentation techniques to allow sufficient
training data. We also plan to propose a generalized framework
that is able to model and measure deviations of hand produced
impressions from expected patterns.
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