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The understanding of people’s communication structure is crucial to answering the 
ongoing debates about whether social media is a “filter bubble”. Focusing on this topic, 
our work investigated people’s preference for homogeneous or cross-cutting 
communications in an online activism setting, also the difference in language use and 
hyperlink use in different communications types. We used the tweets with #Silent Sam to 
classify communication types of user interactions. After the metric generation, 
significance tests, and subgraph mining, we found that people are 15 times more likely to 
communicate with like-minded people. However, cross-cutting communications increase 
simultaneously with homogeneous ones when the activity level rises. Also, homogeneous 
communications significantly use more words related to perception, while cross-cutting 
ones have more words about cognition. We also unveiled the dark side of the cross-
cutting communications as they are generally more toxic and aggressive. The use of 
outside links in the tweets is rare for both cross-cutting and homogeneous 
communications. Nonetheless, the cross-cutting tweets embed more URLs while they 
direct to less diverse domains than the homogeneous ones. Left-leaning media sources 
with mixed to high factuality are linked as the outside source for mostly homogeneous 
interactions. Our work made contributions in the ways of providing the new methodology 
of subgraph mining to research about partisan sharing and rendering new insights to the 













FRIENDS OR FOES: UNDERSTANDING COMMUNICATION AND INTERACTION 




A Master’s paper submitted to the faculty 
of the School of Information and Library Science 
of the University of North Carolina at Chapel Hill 
in partial fulfillment of the requirements 
for the degree of Master of Science in 
Information Science. 
Chapel Hill, North Carolina 





Table of Contents 
Introduction .................................................................................................... 3 
Literature Review .......................................................................................... 8 
Social Media, Online Political Discussion and Cyberactivism ................................ 9 
Cross-Cutting and Homogeneous Communication Spaces .................................... 16 
Digital Traces for Social Media Research .............................................................. 19 
Data & Method ............................................................................................25 
Background & Data Source .................................................................................... 25 
Data Collection, Sampling, & Annotation ............................................................. 28 
Methods of Data Analysis ...................................................................................... 29 
Machine Learning........................................................................................................... 30 
Metrics Generation ......................................................................................................... 31 
Significance Tests........................................................................................................... 33 
Social Network Analysis & Subgraph Mining ............................................................... 34 
Data Analysis ................................................................................................37 
Standpoint Classification ........................................................................................ 37 
N-gram Features ............................................................................................................. 39 
Document Embeddings .................................................................................................. 42 
Word Embeddings .......................................................................................................... 44 
Final Tweets Classification Results & User Standpoint Assignment ............................. 46 
Interaction Type Identification ............................................................................... 49 
User-Communication Type Analysis ..................................................................... 52 
 2 
Significance Tests........................................................................................................... 52 
Social Network Analysis ................................................................................................ 57 
Linguistic & Argumentative Style Analysis .......................................................... 67 
Linguistic Style Analysis ................................................................................................ 67 
Argumentative Style Analysis ........................................................................................ 70 
Hyperlinks Analysis ............................................................................................... 73 
Discussion .....................................................................................................77 
“Birds of A Feather Flock Together” Revisited: Homogeneous Interactions 
Dominate While Cross-Cutting Interactions Co-Exist ........................................... 77 
“Playing A Double Game”: Two-Faced and Inconsistent Language Use in Different 
Communication Types ........................................................................................... 86 
“You Are What You Linked”: Left-Leaning and Credible News as the Primary 
Source for Evidence in Argumentation .................................................................. 94 




Pseudo Code for Subgraph Counting ................................................................... 110 







Social media is continually becoming more and more of a public sphere, which 
Sociologist Habermas defined as an area in social life where individuals come together to 
discuss and identify societal problems (Habermas 1991). Therefore, social media fosters 
the flourishment of online political participation (OPP) and even online activism (Shirky 
2011). As people express their opinions more freely, it is natural for people to encounter 
ideas and opinions uttered from others: Social media prominently is portrayed as the 
facilitator for different information diffusion. Thus, it is also natural for social media users 
to form different virtual communication spaces based on their communication types, 
namely the cross-cutting discussion and the like-minded discussion. Correspondingly, 
cross-cutting communication spaces and homogeneous communication sprang into 
existence, based on people’s standpoints, ideas, and beliefs (Heatherly, Lu, and Lee 2017). 
Cross-cutting communication spaces are often characterized by the exchanges of 
ideas amid people who hold differing political and ideological beliefs (Mutz 2006), such 
as the politically-neutral forum where left- and right-wings could communicate and argue. 
Conversely, similarity seeds connections, stimulating homogeneous communication 
spaces, such as the hub for one specific ideology. Studies of these two kinds of political 
communications abound. Much has been written about their effects on the social 
environment from the scholarship of political science. It is believed that the cross-cutting 
environment provides an important chance to maintain a democratic society (Barber and 
Barber 1984), especially as it is a crucial agent for deliberative democracy since it promotes
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people’s awareness of “legitimate rationales for opposing viewpoints and political 
tolerance” (Lee, Kwak, and Campbell 2015; Price, Cappella, and Nir 2002).  Dissents of 
this idea, however, never subside. Scholars also point out the flip sides of cross-cutting 
communication spaces, as too many arguments would cause frustration and, thus dispirit 
people’s motivation for political engagement (Mutz 2006). On the other side, homogeneous 
communication spaces are thought to be hazardous for democracy. The controversy is that 
stronger ties are more frequent in homogeneous networks. Strong ties could be a double-
edged sword: Like-mindedness could give rise to stronger conviction because it could 
consolidate people’s political beliefs (Mutz 2006; Price et al. 2002), which is healthy for 
community building and development, but at the same time it could serve as a tool for 
excessive reinforcement of a certain belief and cultivate political extremists (Sunstein 
2001). 
The kind of communication spaces that social media is bringing on is yet to be set 
in stone. On one side, social media indeed shatters the limit of communication and provides 
more chances for people to encounter people with different ideas (Shapiro 2013). On the 
other side, social media is forming diverse and wholesome information sharing circles, and 
online communities are often segregated and polarized. There are also studies that observed 
the division of groups of people is widened and augmented due to social media’s hallmark 
as “echo chambers” or “filter bubbles” (Flaxman, Goel, and Rao 2016). Nonetheless, 
existing studies also rebuke this dichotomy. Some studies are skeptical about whether the 
nature of social media is either a homogeneous space or a cross-cutting space (Heatherly 
et al. 2017).  The nature of social media is more sophisticated and complex as two spaces 
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are mixed and layered: Both communication spaces are thriving in social media (An et al. 
2019). 
Research about online activism and the two types of communication patterns are 
not communicated well by scholars. On one side, although the research on online activism, 
cyberactivism, and OPP profuse, the microscopical study of online activists’ 
communication patterns and structures are under further investigation. On the other side, 
from the perspective of selective exposure or partisan sharing, research in this realm suffers 
from the same lack of formal research. Most studies in this topic are big-picture and 
macroscopic—few of them focus on specific forms of online political participation, for 
example, cyberactivism. Also, the study of cross-cutting and homogeneous communication 
spaces is talking about the effects and reasons in general. The study meticulously examines 
how people interact in different communication spaces is still in default. As a result, 
relevant studies about virtual communications, have been focusing on the “what” and 
“why” questions: What are homogeneous and cross-cutting communication spaces and the 
reasons behind their existence? However, the “how” questions, how people behave in 
heterogeneous and homogeneous environments, need more nuanced study. 
This research tries to marry research about online activism on social media with the 
microscopic communication types study. Specifically, we try to understand the main 
interactions on online activism such as advocacy, argumentation, and protest (McCaughey 
and Ayers 2013) in the lens of partisan information and communication behavior patterns 
on Twitter, one of the most popular political contest social media platforms. This study 
focuses on the difference of the interaction and communication patterns between people 
with kindred opinions and divided opinions on social media activism events.  
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Because the focus of this research is apropos to social media, user-generated 
content (UGC) and digital traces are utilized as they are the first-hand material to observe 
people’s communication and interaction patterns. While the user-generated content, the 
text of tweets, is indispensable for understanding the argument the online, digital traces, 
“the evidence of human and human-like activity” (Howison, Wiggins, and Crowston 
2011), the metadata of the human activity, could yield insights about how people 
participate online and how they interact with each other. In this research, the UGC is an 
ideal analyzing material for people’s linguistic patterns and language use. Those patterns 
include their utterance in different language levels, namely the vocabulary level, sentence 
level, and the semantic level. By the same token, digital traces are be used for participation 
types analysis considering this research’s focus - communication and interaction are at the 
heart of participation. Specifically, we follow the previous analysis of participation types, 
computing whether friends interact more or foes argue more. In addition, in the online 
conversation of activism, people will use evidence to support or rebuke ideas. In this 
research, we assume the outside links, such as news, videos, and pictures are the evidence 
for an argument. Therefore, with the availability of UGC and digital traces, it will try to 
answer these questions based on the abstract communication spaces shown in Figure 1.  
1. Is there a significant difference between people’s preference to have homogeneous 
communications or cross-cutting communications? Are people more inclined to 
advocate their “friends” or to argue with their “foes”? 
2. Is there a significant difference in language use when people interact with like-minded 
people and the people they disagree with? Specifically, does the linguistic style and the 
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argumentation patterns show a significant difference when people talk to their “friends” 
and communicate with their “foes”?  
3. Is there a significant difference in the use of outside links as evidence when people 
have homogeneous communications and cross-cutting communications? Do people in 
homogeneous spaces use outside links more often to advocate their “friends” or people 
in cross-cutting spaces use them more to argue with their “foes”? Are the outside links 
they use toward “friends” different from the ones used towards “foes”?  
This paper would develop in the following chapters. First, a literature review would 
be presented to identify the current research progress of relevant topics addressed in this 
paper. Methodology, data collection, and pre-processing would address the specific 
methods that would be used in this research also the dataset concerning the actual online 



















Figure 1 Abstract Model of Communication Spaces and Communication Types 
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Literature Review 
The literature review chapter focuses on three key component topics apropos to this 
research. First of all, the context of this research falls into the realm of online political 
discussion and participation on social media, such as online activism and cyberactivism. 
On top of that, we also want to review the literature about the cross-cutting communications 
and the homogeneous communications, which are decided based on the contradiction or 
the confirmation of people’s viewpoints. In the end, we would cast our sight on the digital 
traces, user-generated content specifically for social media research, since they are the two 
available kinds of data on social media platforms and will be useful for this research. In 
the end, we summarize these current research progress and try to identify the gaps in these 
three realms of research, serving as for the originality for this research. 
Relevant research articles were retrieved by using academic databases, such as 
EBSCO, Springer, and Sage. Keywords used for searching are “cross-cutting”, 
“homogeneous”, “social media”, “online activism”, “digital activism”, “cyberactivism”, 
“political participation”, “digital traces” and others. Boolean operators were adopted for 
better search results as well. We also used citation chasing and footnote chasing as we 
identified the research with high importance and similarity with our own study, such as An 
et al. researched (2019) about the general political discussion on cross-cutting and 
homogeneous spaces. In addition, google scholar had been used to find related articles as 
a supplementary literature gleaning approach. 
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Social Media, Online Political Discussion and Cyberactivism 
Definitions for social media has been uttered by multiple scholars and one of the 
earliest and classic ones is from Kaplan and Haenlein: “Social Media is a group of Internet-
based applications that build on the ideological and technological foundations of Web 2.0, 
and that allow the creation and exchange of User Generated Content” (Kaplan and Haenlein 
2010). This definition points out that social media is not a completely new concept popping 
out to the public’s eyesight from nowhere – it has its foundation, Web 2.0. In more recent 
research, the detailed breakdown of the conception of social media has been proposed. 
“Social media are Internet-based channels that allow users to opportunistically interact and 
selectively self-present, either in real-time or asynchronously, with both broad and narrow 
audiences who derive value from user-generated content and the perception of interaction 
with others” (Carr and Hayes 2015). In this definition, the activities have been more clearly 
identified, which are the interaction and self-presentation; also, timing has been added as 
another dimension as these activities could be real-time or asynchronous; in the end, this 
definition also presents the lumping of the audience and its driving force, the collaborative 
value, and perceptive interactions. Digesting the academic discussions of social media, 
McCay-Peet and Quan-Haase proposed the definition of social media that incorporates 
both the technical and social sides of social media, stating that “Social media are web-
based services that allow individuals, communities, and organizations to collaborate, 
connect, interact, and build community by enabling them to create, co-create, modifies, 
share, and engage with user-generated content that is easily accessible” (McCay-Peet and 
Quan-Haase 2016). Our research would adopt this definition of social media and its 
connotation implied in its definition. We want to investigate the social media as web-
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services that not only focus on personal interaction but also put emphasis on community 
formation and building, which echoes with our research focuses on the group division and 
interaction on social media in the online activism context. Adopting this idea, we are more 
interested in the community or group dynamics within the web-service that people could 
create, co-create, modify, share and engage with other people in the different or same 
community, as the political discussion on social media often are community-based and 
partisan orientated.  
The idea of online political participation stems from the idea of traditional political 
participation. One classical definition of political participation refers to “the activity by 
ordinary citizens that has the intent or effect of influencing political outcomes such as 
policies and government action” (Verba et al., 1995). In their literature, several types of 
political participation have also been identified, such as voting, campaign activities, and 
other organizational or collective activities (Verba et al., 1995). Basically, this concept 
mainly focuses on the interaction of citizens and government. Nonetheless, the connotation 
of political participation has been extended to other aspects of life by other scholars 
followingly. For example, local community engagement and local democratic processes 
(McLeod, Scheufele, and Moy 1999) have also been included in the discussion of political 
engagement. They can not only direct towards to government but also other institutions or 
organizations that are more informal and comprehensive. In summary, the political 
participation we refer to in this research talks about “activity by ordinary citizens that has 
the intent or effect of influencing government action or some political outcomes” 
(Robinson, Shaver, and Wrightsman 1999). 
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While the traditional definition of political participation primarily discusses 
people’s political engagement, the virtual platforms for political engagement have emerged 
and flourished in the era of social media. It is natural for scholars to cast their attention on 
the new forms of political participation and how that is distinguished from the traditional 
forms. Some research has confirmed that people who engaged in online participation are 
significantly different from the citizens engaging in the traditional forms of politics, which 
often include contacting politicians and officials or being involved in organizational 
activities (Best and Krueger 2005; Gibson, Lusoli, and Ward 2005). The emergence of OPP 
proposes the questions that what make the online platforms a stimulus of political 
discussion and participation. Thus, there is an increasing interest among scholars toward 
the reasons behind the emergence of online political participation. One prominent feature 
of the internet is that it offers a manner of chances for people to engage in political issues, 
such as looking for political information, visiting the site of a political organization or 
signing an online petition (Gibson et al. 2005). Another outstanding factor that being the 
catalyst for online political discussion is the lowered participation cost (Earl and Kimport 
2011). Access to the internet is the only necessity and once the connection is built, there 
are no other costs for one to spend on for being an online citizen. This feature of the internet 
removed the barrier for citizens to participate in politics online. Besides the monetary cost, 
the cost of time is reduced as well, for instance, when citizens want to contact elected 
representatives or government officials, email is much quicker and easier than sending her 
or him a letter (Best and Krueger 2005). Timeliness is also a factor for people participating 
in politics online (Tolbert and Mcneal 2003). Barring these investigations, some scholars 
look into social network characteristics. They used the “strength of weak ties” argument 
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that acquaintances or a stranger online could have a huge impact on interpersonal 
interactions (Granovetter 1973). They prove that the larger online networks and weak-tie 
discussion existing on the internet promotes people for online political engagement.  
Research about participation in online political discussions has been approached 
from different perspectives. Some have examined the role of social media’s relationship 
between political opinion expression, especially expressive political participation, “a form 
of political participation that entails the public expression of political orientations” and 
civic engagement (Rojas and Puig‐i‐Abril 2009). Not only the public using social media to 
connect with the government, but government officials also participate in politics by using 
social media. For example, some scholars used the Liberal Democracy model to examine 
the twitter use of Parliament Representatives and find that the main purpose is to 
“disseminate information to electors and provide information on ongoing activities to the 
audience”(ebø 2011). Others also find that people using social media could be an indirect 
way, a leveler, for political engagement (Holt et al. 2013). 
Activism, a specific kind of political participation, has enjoyed the innovations 
brought by the internet and thus the topic of digital activism, online activism or 
cyberactivism has been attracting scholars’ attention. Many similar concepts have been 
brought forward, like “revolution 2.0” or “twitter revolution” (Hutchinson 2019). One of 
the earliest formal definition is from Illia, where online activism is termed as “a process 
similar to activism but is the result of new dynamics that definitely change the pressure on 
corporations”(Illia 2003). Some scholars define it as “the extensive use of the Internet to 
provide counter-hegemonic information and inspire social mobilizations” (Langman 
2005). In this definition, the notion of information providing is foregrounded, so as its 
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function for inspiration. While the opinions of the definition of cyberactivism divided from 
one scholar to another but they all converge to one shared space: the usage of Internet 
communication technologies for different forms of activism. In this research, we also want 
to focus on this character of digital activism and the emphasis Langman has put forward. 
We want to look at the online activism in the general sense—the activism that involves 
using ICT as a channel—but also we want to specifically narrow down the activism that is 
more active, given the situation that much online activism is only slacktivism (Rotman et 
al. 2011) since some people only contribute click effort in the event. 
Social media as a kind of Internet product bears special relationships with online 
activism. There is a growing body of research about how social media support online 
activism in different approaches. Some focus on the logic behind social media and digital 
activism, pointing out the importance of the formative element of ‘sharing’. It is social 
media that enables personalization, which further leads to a widely-distribution of actions 
and content across social networks (Bennett and Segerberg 2012). Social media not only 
creates content online but also allows events and beliefs to be viewed and discussed 
publicly; this transparency is a part and parcel for federal democracy—public participation 
is encouraged and essential for the true democracy. It is also observed that social media 
promotes digital activism in the way of forming a macro-level organization by enabling 
large-scale crowds involving in different social networks. Peer-Production processes are 
identified and the importance of its three components, namely production, curation, and 
dynamic integration (Keegan 2018). Another research also points out the similar analysis 
that social media is conducive to the “sense of virtual community” (Majchrzak, Wagner, 
and Yates 2013), and the promotion of personal and group identity construction, which is 
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a key factor in political behaviors (Dalton, Sickle, and Weldon 2010). Social media use 
also greatly increases the odds that a respondent actually attended the offline protests, 
which echoes with the research about social media lowering the cost of online political 
participation (Tufekci and Wilson 2012). Social media is considered to play a significant 
role in facilitating the mobilization and coordination of direct actions offline, as social 
media’s nature of rapid and abound information dissemination (Gillan 2009). It is also 
argued that online networks “entail greater exposure to weak ties than offline networks”; 
thus, the opportunities to exchange opinions with other people online are increased (Gil de 
Zúñiga and Valenzuela 2011). This feature also considered a bonus for the thrives of online 
activism.  
Despite considering social media as a supportive tool for online activism as the 
research listed above, questioning voices are also sound. The sharing feature of social 
media, which leads to the transparency and deems to contribute to democracy of root grass 
people’s activism, is being questioned. Some researchers think social media, instead of 
providing a democratizing platform, promotes elitism and contributes to information 
overload at the same time (Meraz 2009). Also, if the digital platform is not used properly, 
it could do more harm than good to the activism, just as what Nielson identifies as the three 
interrelated problems with which the activists struggle with based upon participant-
observation: overcommunication, miscommunication, and communicative overload 
(Nielsen 2009). On top of the overwhelming information, a.k.a. information overload 
mentioned above, the misinformation issues are also being recognized by scholars. One of 
them is the spammers, which would likely to turn social media as “spaces for parasitic 
discussions and tools for the promotion of unrelated events and products” (Melki and 
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Mallat 2014). Sometimes, online activism would also be influenced by negative 
information intentionally produced by other parties. The negative information or distorted 
information is believed to hurt activism organization's public image and further, being 
hazardous to the activism itself. Barring the sharing features that are considered as a 
double-edged sword, the low cost of digital activism is also being interrogated. Despite 
providing equal opportunities for people to participate in activism, the digital divide could 
counter that benefits. This factor has been confirmed by other research, which points out 
the observation of wide disparities in online activism among the working class and the 
upper or middle class (Schradie 2018). Digital activism is costly for working-class for 
“organizational resources, individual disparities in access, skills, empowerment and time” 
(Schradie 2018).  It could also apply to other marginalized populations who do not have 
internet access or internet using habit, for example, people in under-developing areas and 
elderly people. Other conceptual concerns on how technologies can contribute to social ills 
include violent escalation of conflicts and the political polarization (Garrett 2006). 
Overall, a lot of studies have been conducted by scholars around the cause, the 
logistics, and the effects of using social media on fueling online political participation and 
digital activism. Nonetheless, the study of how the discussion within these events and the 
patterns of this activism and political interaction and communication is far and few 
between. Current research only dandles a little on the interactions and communication 
patterns. Himelboim et al. (2013) have focused on the discussion structures and patterns of 
interaction. Their findings confirmed that users are unlikely to be exposed to cross-
ideological information from the user groups that they adopted, as they were largely 
politically homogeneous (Himelboim et al. 2013). Another research examines the political 
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bloggers and finds that the discussion oozed deliberate characters which have featured as 
a disparity of discussion, emphasis on non-substantive issues, and unconstructive 
engagement between bloggers (Koop and Jansen 2009), which diminishes the real political 
engagement and democracy. 
Cross-Cutting and Homogeneous Communication Spaces 
From the last section of the literature review, we understand how social media takes 
a progressively significant role in promoting political discussions and online activism. It is 
reasonable to imagine that the information convivence and abundance would further 
increase the odds that people coming across new ideas and differences of opinion or the 
ideas of the same kind.  
On one hand, people are more likely to be exposed to the content of their own 
interests, due to the current high-choice climate that provides better compatibility between 
the exogenous desires of consumers and their media content. Political content is not an 
exception and thus the idea of political homophily should be brought about. Usually, 
individuals with common characteristics are more likely to associate with one another than 
pairs of individuals with disparate characters. This phenomenon comes to be known as 
homophily, and this applies to many different situations, including racial identity, gender, 
age, religion, and education (McPherson, Smith-Lovin, and Cook 2001). Political 
homophily relates to the same kind of tendency of people coming together because of the 
same political preferences. It has been attested that homophily is crucial for interpersonal 
relationships, for example, friendship or marriage (Huber and Malhotra 2016).  
On the other hand, social media has also been examined to provide more 
information encounters from different information resources. It is suggested that social 
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media can promote people’s access to politically dissonant communications (Lee et al. 
2015). Especially, when online networks are compared to the offline congregation and 
offline activism, online networks are thought to be more politically diverse (Lee et al. 
2015). This could be related to the idea of political disagreement.  
Many discussions about political homophily and political disagreement have been 
put forward in terms of the effects on the social environment from the scholarship of 
political science. It is believed that the cross-cutting environment provides an important 
chance to maintain a democratic society (Barber and Barber 1984). It is a crucial agent for 
deliberative democracy since it promotes people’s awareness of “legitimate rationales for 
opposing viewpoints and political tolerance” (Lee et al. 2015; Price et al. 2002). However, 
scholars also point out the side-effects of having cross-cutting communication spaces 
because they would dispirit people’s motivation for political engagement (Mutz 2006). In 
Mutz’s ideal political discussion and political engagement environment, the environment 
should be homogeneous so everyone is encouraged to speak and participate. On the other 
side, homogeneous communication spaces are thought to be a threat to democracy. 
Stronger ties are said to be the culprit, as they are more frequent in homogeneous networks; 
it could serve as a tool for reinforcement of a certain belief and cultivate political extremists 
(Sunstein 2001). In the meantime, like-mindedness could give rise to stronger conviction, 
because it could consolidate people’s political beliefs (Mutz 2006; Price et al. 2002). 
What kind of communication spaces are prevalent on social is debatable. There are 
scholars believing that social media breaks the interaction limit and gives people the 
opportunity to meet various people with different ideas (Shapiro 2013). However, we also 
witnessed the fact that online communities are often segregated and polarized although the 
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place online communities thrive, social media is designed to fostering diverse and 
wholesome information sharing circles. In this kind of circumstances, researches do 
observe that the division of groups of people is widened and augmented due to social 
media’s hallmark as “echo chambers” or “filter bubbles”(Flaxman et al. 2016). Due to the 
complexity of the social media, many scholars keep the unfounded view that social media 
is homogeneous and cross-cutting in space (Boxell, Gentzkow, and Shapiro 2017; 
Heatherly et al. 2017). It's more likely to think the truth is more subtle and nuanced because 
both cross-cutting and homogeneous communications on social media are blended and 
complicated. For example, An et al’s research (2019) thinks that both communication 
spaces are thriving in social media (2019). Other research also suggests that both the public 
sphere and the echo chamber situation are potentially co-existing on Facebook (Batorski 
and Grzywińska 2018). 
While some studies focus on the platform level questions, the others focus more on 
the users’ characters. Although like-minded discussions are positively related to online 
participation, discussions with people who are not of the same kind correlate negatively 
with it (Valenzuela, Kim, and Gil de Zúñiga 2012). In general, Democrats exhibit higher 
levels of political homophily, but Republicans who follow official Republican accounts 
exhibit higher levels of homophily than Democrats (Colleoni, Rozza, and Arvidsson 2014). 
Researchers also find that Twitter users are unlikely to be exposed to cross‐ideological 
content from the clusters of users they followed, as these were usually politically 
homogeneous (Himelboim et al. 2013). 
As the most strikingly attached data from the user, the langue use of users in 
different communication spaces is under-investigated. It is known that in political 
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discussions, the disagreements make them more open to political persuasion, since political 
disagreement may make people more ambivalent (Zúñiga, Barnidge, and Diehl 2018). 
Other language patterns and linguistic features are not shown in the relevant research, 
which gives us opportunities to explore people’s language use differences.  
As has been investigated above, we found the discussion of cross-cutting and 
homogeneous discussions has been put forward for a long time and the topics mainly focus 
on the rationale and the effects. From the level of research, we find that the platform level 
and user level research are extant. However, more research is still needed in regard to the 
activism context. Also, there is a want for discussion-level research: what they are talking 
about in different kinds of discussions and their traits. These gaps are the inspirations for 
our research and will be explored in this paper in the following chapters. 
Digital Traces for Social Media Research 
In this section, we try to ground on the research on the communication patterns in 
the online activism context. We talked about what social media could provide us for 
research. Also, other specifications on the computational methods for politics and 
information science research were reviewed here. 
The first notion we want to focus on is the digital traces. Digital traces are the 
primary resources we will have to conduct the research about social media. The definition 
of digital traces has been discussed by different scholars since the importance of it being 
recognized. In general, digital traces are “records of activity undertaken through an online 
information system” (Howison et al. 2011) —they document the activities humans 
interacted with online systems and services. A similar definition also annotates digital 
traces as the evidence of humans or activity that is electronically documented and preserved 
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(Freelon 2014). For the definitions mentioned above, the characteristics of digital traces 
are focused on its function, a record or document, its content, evidence for human activity, 
and its nature of interaction with systems.  
More discussions about the features of digital traces have been put forward as well. 
Digital trace data are found data, which means it is an activity by-product rather than a 
designed research tool (Howison et al. 2011). This character of digital traces is also 
confirmed by other scholar’s definitions since they think digital traces are “largely in the 
form of content “left behind” as a result of users’ activities online” (Milan 2018). It is also 
event-based, which is the opposite of summary-based (Howison et al. 2011). This feature 
of digital trace requires researchers to infer the relationships and implications of the data, 
for example, combing different digital traces to find trends and pheromones that stand out. 
Also, it is usually longitudinal, since its event background could take over in a period of 
time (Howison et al. 2011).  
The characteristics of digital traces provide huge values for research. The data are 
found, without human intervention thus they can provide researchers a naturalistic view of 
observation of the users. Scholars also argue that digital traces exhibit an expressive 
purpose, thus they can lead to the study of virtual self-expression, self-perception, and self-
representation (Milan 2018). Therefore, the digital traces not only provide naturalistic 
views for human behavior but also provide the naturalistic tool for observing actual human 
behaviors. Furthermore, since the digital traces are usually event-based, that means it is 
convenient for us to track the event using digital traces since the data are clumped and 
clustered based on the event. For research focuses on a specific activity that is event-based, 
for example, online activism, digital traces would be a superior match. In the end, its 
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longitudinal nature makes it possible to transform the data for temporal and chronological 
research. Considering that online activism also develops within a certain period of time, 
using the digital trace data for research fits for the developing, evolving and growing nature 
of activism. 
Distinguishing between different types of digital trace data is essential for 
understanding digital trace data itself and its potential value. Specifically, digital traces 
would be divided into different levels of categories. From the micro perspective, digital 
traces could be “Likes, shares, check-ins, selfies, and other forms of expressivity, 
interaction, and affectivity on social media” (Milan 2018). From the chronological 
perspective, the earliest form of digital traces is the hyperlink, followed by Twitter 
followers and retweet (Freelon 2014). On the other side, some scholars study digital traces 
in a more general and abstract lens. Here we adopt the categories summaries in this way 
by Jungherr (2015). According to his analysis, there are two kinds of digital traces. First, 
by contacting the system with input, we have the data generated directly by the consumer. 
This could be a tweet message posted online. This kind of information is the explicit 
manifestations of the user’s information intent, all of which could be considered as the 
primary part of the digital traces. On the other side, we have the metadata generated by the 
online system or service to contextualize the human-service interaction. Examples of this 
kind of digital traces are time-stamps and user’s location. These data, not explicitly relevant 
to the event, provide a lot of opportunities to understand the first kind of digital traces, 
especially for interaction patterns that would be analyzed in our research. This two-fold 
categorization system has been adopted in other social media research. Researchers use the 
first kind of digital traces as the user-generated content, and the second one traces of user 
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activity (An et al. 2019). We will likely use both kinds of digital traces in our research, the 
user-generated content will be useful for question 2, and the metadata could be utilized for 
question 1 and 3. 
Using digital traces for social media research about politics has been heated since 
recent years. Deducing people’s political opinions or their attentions to politics are assisted 
by digital traces (Jungherr et al. 2017). Some papers even use social media’s digital traces 
for election prediction, given the assumption that digital traces could yield authentic public 
opinions (Anstead and O’Loughlin 2015; Jungherr, Schoen, and Jürgens 2016). Not only 
digital traces have been used to understand public opinions, but some other research also 
studies how public opinions are manipulated by analyzing digital traces (Badawy, Ferrara, 
and Lerman 2018). Digital practices are also studied by scholars in regards to questions 
about how social media activism unfold political participation and political data flows’ 
importance (Barassi 2016). It is also argued by other scholars that digital practices by using 
digital traces are used by social activists to structure and modify their interactions (Milan 
2018). As previous studies have demonstrated, digital traces can illustratively be used to 
analyze political engagement and will be used extensively as data points in our research 
about online activism.  
One important digital traces of social media data are hashtags. We, therefore, 
discuss another concept we want to follow: the “hashtag activism”. Hashtag activism is the 
“act of fighting for or supporting a cause with the use of hashtags as the primary channel 
to raise awareness of an issue and encourage debate via social media” (Tombleson and 
Wolf 2017). We use this definition to emphasize the importance of hashtags for online 
activism. In general, the hashtag symbol (#) is often used as a way of marking a 
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conversation within this platform. Therefore, any topic on Twitter could be attached to 
their hashtags just as a simple topic identifier. Hashtags associated with activism not only 
have the general usage of the hashtag, but it also has its specialty for political discussion. 
We will look at how hashtag functions in general ways and for online activism in the 
following paragraph. 
From the technical side, the hashtag is an index system. Some examined its index 
function in both the “clerical sense” and “semiotic sense” (Bonilla and Rosa 2015). In the 
clerical sense, it allows information about a specific topic to be ordered and retrieved 
quickly, while in the semiotic sense hashtag could foreground the intended meaning of an 
expression that would otherwise not special (Bonilla and Rosa 2015). Also, it is argued that 
hashtags have the potential to gather a broad range of tweets no matter the relationship 
between each tweet users (Bonilla and Rosa 2015). From the rhetoric side, the hashtag 
could give rise to “narrative agency, the ability to create social media stories through the 
use of hashtags in a manner that is collaborative and widely acknowledged (Yang 2016), 
which can further invoke “context, histories, emotions, or calls to action” (Moscato 2016). 
From the information and knowledge management side, the hashtag enables information 
dissemination categorizing posts across specific topics. Also, activism organizations can 
use hashtags to locate tweets on the same subject and support others to find tweets, 
therefore, accumulate the knowledge created by the users (Guo and Saxton 2014). Overall, 
we deem hashtags very important to online activism so we also focus on tracking the 
hashtags in online activisms. 
Research about social media activism could use a hashtag as a way to gain traction 
of social movements (Gerbaudo 2018). Social activists like to create hashtags for activism 
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while users would participate in discussions about social and political issues on social 
media by interacting with hashtagged content, such as commenting, liking, and sharing 
(Yang 2016). Some articles have already tracked the evolution of a political event for its 
function of organizing information around specific topics or events on Twitter (Small 
2011). This demonstrates the possibility of using the hashtag for activism data collection 
and analysis. 
In a nutshell, we find the research about online activism on social media barely 
takes into the political discussion structure, the cross-cutting and homogeneous discussion 
into consideration. While in the research about cross-cutting and homogeneous discussion, 
the investigation about online activism sparse, also there is more need to understand the 
linguistic and hyperlink use in different communication spaces. To address these issues, 
we find using digital traces and user-generated content a good match, and tracing hashtag 
activism is also relevant for the digital activism setting of this research. 
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Data & Method 
In this section, we describe the data sources and analysis techniques used to conduct 
this research.  
Background & Data Source 
We collected data related to existing online activism events on Twitter. As a means 
of political communication, Twitter has acquired particular relevance. There are several 
reasons: First, the tweets, including retweets and comments on Twitter are available to each 
individual by default (unless otherwise specified); the material is easily shared and can be 
quickly spread over the network using all kinds of interaction functions; the hashtags and 
mentions system allows the formation of communities around similar topics without the 
need for community development. In addition, the restriction of 140 characters (now 280) 
allows people to condense the message to the most important and main elements. This is 
different from other social media platforms like Facebook, where the textual interactions 
and communications in activism are longer and scattered. Twitter’s word limits enable the 
text on Twitter about activism to be more communitive effective without much nonsense. 
In sum, based on all the unique features mentioned above, Twitter has been considered as 
an effective tool for online activism. Multiple activism events have been witnessed on 
Twitter: the earliest ones could date back to 2009 (Mungiu-Pippidi and Munteanu 2009), 
only three years after Twitter had been founded. Similarly, another politics-related activism 
discussed on Twitter is the Arab Spring in 2011 (Miladi 2011). Not only the activism or 
social movement is around political issues, but more recent activism events on Twitter also 
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concern about social justice or other aspects of society. For example, following revelations 
of widespread sexual harassment and assault by Hollywood producer Harvey Weinstein, 
the #MeToo hashtag became popular in 2017 and continued to be used with considerable 
intensity (Monica et al. 2018). Another influential example would be the 
“BlackLivesMatter”, which emerged on twitter and became trendy after George 
Zimmerman's acquittal in Trayvon Martin's shooting death (Monica et al. 2018). Overall, 
Twitter has shown its nature as a good platform for observing online activism, no matter 
from the theoretical side or the practical side; therefore, it was chosen as the social media 
data platform that we want to investigate. 
In terms of the specific activism event, we selected #SilentSam as an ideal event 
for data collection. The background of this event is elaborated followingly. As a 
confederate memorial to commemorate Carolina veterans who perished in the Civil War, 
"Silent Sam" was installed on the University of North Carolina at Chapel Hill (UNC) 
campus in 1913 with contributions from the Confederate Daughters and the University and 
their descendants. It relates to UNC’s complex history: it is the first public university in 
the United States; it was founded in the slave-owned South; it operates specifically to serve 
the needs and cultures of its home state; it relies on support from often a hostile state 
assembly. Several graduates and NC state representatives gave speeches in dedicating the 
memorial, highlighting the role of these students in maintaining the "Anglo-Saxon class in 
the North" welfare. While being standing on the campus for a long time, it has faced fierce 
opposition from the student body many times; however, the conflicts have never reached 
this high after the Charlottesville protest. It was toppled by activists in the August of 2018. 
Until now, the event is still developing after the escalation in August 2018. 
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We used this event as a good example of online activism. First, the hashtag use of 
Silent Sam has been echoing with the ups and downs of the protest, in reality, for example, 
the number of tweets exploded right after the statue was taken down in August. This 
alignment with the offline activism progress could provide us with a decent size of the 
dataset for analysis. Second, as a known activism event, many of the messages affiliated 
with this hashtag are available to the public without limitations on anonymity and were 
easily accessible, which ensures the representativeness of the research. 
We also argue that this activism would be suitable to distinguish ourselves from 
other research about political homophily or cross-cutting environment. First of all, most of 
the relevant research is set in a regular political environment, not in an activism or protest 
setting, for example, liberal or conservative (Halberstam and Knight 2014), and left-
leaning or right-leaning (Conover et al. 2012). The data analysis using the dataset from an 
activism event is yet to be conducted. Also, as most research collected data from groups 
with explicit boundaries, that is to say, the cross-cutting environment has been divided by 
forums. For example, one research about the cross-cutting and homogeneous 
communication is about Trump and Clinton supporters and their interactions (An et al. 
2019). The data is collected from two separate forums where people who hold the same 
political views are in the same forum (An et al. 2019). However, even in one political event, 
there could be the co-existence of cross-cutting groups and homogeneous groups. The 
mingling up of different parties under one virtual space is different from the previous 
research setting and is also a research gap that we want to fill. Thus, our data source, using 
data surrounding one hashtag would fit our path of investigation as our research is 
exploring the implicit group's division in one event. 
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Data Collection, Sampling, & Annotation 
The dataset for analysis was collected mainly from three resources. First of all, 
there is an existing dataset available for use. The Principal Investigator of Digital 
Innovation Lab at UNC, Professor Dan Anderson has been collecting the tweets of hashtag 
Silent Sam since 2016 using an automated Tweet scrapper called TAGS1. TAGS uses the 
Twitter API for tweet collection and user information collection. As an all-in-one data 
scraping tool, it could provide a structured, clean, and ready-to-use data source. For now, 
we have collected the tweets with the hashtag #SilentSam and the user information from 
January 2016 to February 2019. Around 50,000 tweets are available for use. We further 
collected data from two other scrappers: Orgneat2 and GetOldTweets3. The two yielded 
similar results and together returned 12,698 tweets. We merged them with the TAGS 
dataset, removed the duplicated tweets, and ended up with a new comprehensive dataset 
with 61,039 tweets. 
We also recognized the limitation of this data collection. As these tools all utilize 
the official API from twitter for scraping, it could only retrieve approximately 10% of the 
total tweets. The escalation of the Silent Sam event in August 2018 might produce more 
tweets than other time periods. However, we think the tool limitation here would only twist 
the distribution of the tweets but not introduce much bias since the scrapper always 
retrieves tweets in a random way. 
The dataset we collected has no ready-to-use labels indicating the standpoint of 
each tweet. Therefore, we manually annotated a subset of the tweets. We first separated the 
retweets from the others. The retweets do not contain any original words of the user who 
retweeted them, thus, they are not useful for the further analysis for linguistic and 
argumentative characteristics. A total of 15,610 original tweets were taken out of the 
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comprehensive dataset. We further sampled 10% of the original tweets with the random 
seed of 2020. The sampled 1561 tweets with original words were then annotated separately 
by two annotators. Each tweet was be assigned with one label, “A”, “N”, or “F”, which 
indicates the standpoint of a tweet being Against, Neutral or For-Silent Sam. For example, 
tweets with the “A” label are likely to express their opinions of taking down the Silent Sam 
for it is a symbol of racism. F-labeled tweets might be the opposite of A-labeled tweets, 
mainly stating more conservative opinions with historical concerns. The N-labeled tweets 
are most likely to be reports or restatements of the activism issue without strong opinions. 
The confidence of each annotation was also recorded for selecting records for training. We 
filtered out the annotation that has zero confidence level on from either of the annotators. 
After this, we had a subset of the annotation dataset of 1,181 tweets. The inter-rater 
agreement between two annotators on this subset reached 71.9%, which is an acceptable 
number for training.  
Methods of Data Analysis 
In this section, we discuss what methods are proposed to use to answer all the 
research questions. Three main methods are used in our research: machine learning, 
significance tests, and network analysis. Machine learning is used for classification as we 
need to identify the pro- and against-Silent Sam groups in this activism communication 
space.  A list of metrics in regards to their linguistic, participation, and referring outside 
links patterns are generated. After these analyses have been conducted, these metrics are 
compared using significance tests to see if there are differences between different 
communication types and whether the difference is statistically significant.  
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Machine Learning 
Machine learning includes designing algorithms that allow trends and patterns to 
be recognized and intelligent decisions based on empirical data-driven evidence. It has 
been extensively used over the past decades to solve complex problems in various research 
fields such as speech recognition, computer vision, and text mining. The power of machine 
learning depends on its ability to learn through training data. We used machine learning 
algorithms in our data sample to automatically detect political content in tweets and 
therefore differentiate tweets by their classified standpoints. Using the training data, a 
supervised learning algorithm assumes a mathematical model that can be used to map new 
data. The training data comprises a corpus of text already labeled as “A”, “N” or “F”. Then 
the learning tasks came in two separates parts. The first part is used to "arm" the algorithm 
for classification. The second part is used to test the ability to properly identify unknown 
labeled samples and thus to evaluate the algorithm.  
The training data is composed of different features to be feed to the algorithm. 
Generally, when running a machine learning task, one big question is to find the best 
feature representation for the data. The details about feature generations are explained in 
the Data Analysis section.  
The algorithms for the classification tasks abound. We would like to use different 
models for testing and will likely settle down on the one that has the best performance. The 
reason that we chose different models is that we use the machine learning outcome only as 
an intermediate result for the following analyses: neither do we concern what features are 
important for prediction nor do we care about why these features are good or bad for 
prediction. We only care about users’ standpoints in the event that could be correctly 
classified. Thus, for the best performance, we tried different models for the best 
 31 
performance. Possible candidates for the classifiers could be learned from relevant 
research, where we found algorithms like Support Vector Machines algorithm, K-nearest 
neighbor algorithm, Logistic Regression, Decision Trees algorithm, Association rule-based 
algorithm, Boosting algorithm, and Naïve Bayes classifier algorithm has been used 
inventively in Twitter classifications (Alabdullatif, Shahzad, and Alwagait 2016).  
The classification was conducted on the tweet level. We opted not to conduct on 
the user level because we understand that people’s standpoints are volatile. They could 
change their viewpoint and tweet from different standpoints. If we mix them together, it 
would be unhelpful for us to get an accurate standpoint since the document is mixed with 
different texts that supposed to have different labels. We first predicted the tweet’s 
standpoint and then grouped the tweets by the users. Next, since we want to know one user 
who has tweeted in this hashtag is against or for the Silent Sam issue, we averaged the 
standpoints of all his or her tweets, so we ended up with a continuous number, not a 
categorical value, for the user standpoint. The technical details about these steps are 
elaborated in the Data Analysis chapter as well. 
Metrics Generation 
Based on the result of the matching learning algorithm classification results, a set 
of metrics addressing different research questions were computed and derived. The metrics 
we derived would be divided into the linguistic style, argumentation patterns, and 
hyperlinks. 
Linguistic style is defined as the manner or style in which a person communicates 
in our research. Studies about linguistic style reveal that “it not only reveals one’s 
personality but also elicits relational perceptions in the communication partner” 
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(Pennebaker 2011). In order to find the differences in linguistic style, we used the 
Linguistic Inquiry and Word Count (LIWC) (Pennebaker, Francis, and Booth 2001), which 
has been utilized as a tool for linguistic style for many studies on text analysis, for example, 
the differences in linguistic style among U.S. presidential candidates (Slatcher et al. 2007), 
and supporter of different presidential candidates (An et al. 2019). 
We addressed the argumentation patterns by using the following features generated 
from perspective API 4 , which is created by Jigsaw and Google’s Counter Abuse 
Technology team in a collaborative research project called Conversation-AI. The models 
and their features are explained as follows: 
Seven features from the Toxicity model were selected in our research: 
1. Toxicity. Rude, disrespectful, or unreasonable comment that is likely to make people 
leave a discussion. 
2. Severe Toxicity. A very hateful, aggressive, disrespectful comment or otherwise very 
likely to make a user leave a discussion or give up on sharing their perspective. 
3. Identity Threat. Negative or hateful comments targeting someone because of their 
identity. 
4. Insult. Insulting, inflammatory, or negative comments towards a person or a group of 
people. 
5. Profanity. Swear words, curse words, or other obscene or profane languages. 
6. Threat. Describes an intention to inflict pain, injury, or violence against an individual 
or group. 
One of the New York Times model features was selected as well: 
1. Inflammatory. Intending to provoke or inflame. 
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For understanding the third question, we summarized what kinds of websites are 
referred to in the tweets by different group members. We used the pydomain5 package in 
python to get the category for the domain. This tool uses a Long-Short-Term Memory 
(LSTM) model with a published domain dataset to predict the category of a domain.  
In addition, as news and media resources are frequently being referenced in the 
tweets, we also gathered media credibility and political leaning dataset to see the difference 
of media source usage between different groups. 
Significance Tests 
Significance tests were conducted to show whether the observed differences are not 
incidental if any. Considering the distribution of social media data, we chose to use non-
parametric statistical tests, a.k.a. distribution-free tests because they are based on fewer 
assumptions on the distribution. Sign Test (Dixon and Mood 1946) or Mann‐Whitney U 
Test (Nachar 2008) were chosen to examine whether the metric of one of two groups or is 
different from the other that is not caused by incidence. This could help us answer the 
research questions: whether people put on colored glasses when they interact with people 
with the same or different opinions. 
Another assumption that common significance tests share is that the variance of the 
groups is equal, which usually requires the same sample size. Consider the nature of 
unbalance data on social media, we also switched to the statistical tests that require no 
equal variance assumptions, for example, the Welch T-test (Welch 1947), a variant of the 
student T-test. 
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Social Network Analysis & Subgraph Mining 
Considering the nature of twitter interactions and communications are intrinsically 
networks, we also adopted the approach of social network analysis and subgraph mining. 
Using this method, we want to focus on the triads, which are subgraphs formed by three 
nodes. Triadic closure is an important topic in the network analysis realm. The triadic 
closure is often called the “strength of weak ties”, which means that two individuals with 
strong social relationships with a common third individual are likely to have a social 
relationship with each other (Granovetter 1973). It has a very important implication for the 
transitivity of the network and its local structure (Anon 2015). We want to see if user 
standpoints would actually influence the creation of triplets locally, and therefore influence 
the network structure globally. 
In summary, we condensed our overall methodology in this flow chart shown in 
Figure 2 Research Methodology. There are in total of four phases in this work. The goal of 
the first phase is to obtain the standpoints of the users and the communication type of their 
interactions using machine learning techniques. The first phase focuses on answering the 
first question using significance tests and social network analysis. The second phase would 
answer the second question about the language use difference between groups and we used 
metrics generation tools and significance tests. In the third phase, we also used the metric 
generation tools for testing.  
Overall, we think the methods we used here have the following advantages. First 
of all, we used machine learning to classify the role in an online activism event on a large 
scale, which is barely feasible to conducted by humans. This approach not only provides a 
far more efficient manner but also decreases human bias. The patterns of interaction, 
language, and using outside links as the reference were examined using significance tests 
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in a systematic way. Using statistical tools enables the pattern observed to have significant 
meaning, also providing new insights on how to understand online activism 
communication spaces. The network analysis approach has not been used in relevant 
research on the topic of communication types. As we introduced here, the approach could 
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Data Analysis 
We layout the procedures and the results using the data and the methods we 
introduced in the previous chapter. Overall, we have five major sections for the data 
analysis. The first two are the classification and the identification of the standpoint for 
tweets and users, and the communication type for the interactions. The result of these two 
stages are used for the following three stages corresponding to our three research questions. 
We next conduct a communication type preference analysis for users using significance 
tests and network analysis. Also, we further investigate the difference in language used by 
these two different kinds of communication. Lastly, we analyze how people use outside 
links in their tweets when they are in homogeneous communications and cross-cutting 
communications. 
Standpoint Classification 
We first want to elaborate on how we classify each user’s standpoint using different 
text features in this section. In order to classify a user’s standpoint on this online activism 
conversation, we need to first classify the standpoint of his or her utterance on Twitter, the 
tweets. We used the human annotation dataset and extracted the tweets whose standpoint 
is agreed by both annotators. Following this filtering action, we had a training set of 1,107 
tweets. To conduct the text classification, a flurry of text preprocessing tasks were 
completed in advance to the model training. First, we removed the URLs, special 
characters, single characters and other irrelevant noise in the texts. Next, we substituted
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multiple spaces with single spaces within the strings. In the end, we had all the words 
lowercased and lemmatized.   
To achieve the best classification result, we tried different feature generation 
methods and different classifiers and then evaluated their performance. The classifiers we 
used here were Logistic Regression and Neural Network. The first one is a popular linear 
classifier while the latter one is often used for deep learning. We also used accuracy as our 
evaluation metric, which is simply just the ratio of corrected predictions to the total number 
of the samples. 




We chose to use accuracy as the evaluation metric because our goal is to assign the 
right class for each tweet and the cost of each wrong prediction, no matter it is wrongly 
predicted as “A” or “N”, weighted the same. Therefore, we did not need to penalize false 
positive or false negative differently. In this scenario, we can just use accuracy as the metric 
to evaluate the model performance.  
For the evaluation methods, we used the 10-fold cross-validation (CV) for all 
classification tasks. For some tasks, we also used hold-out validation with the training-
validating set ratio of 8:2. 
A baseline was set for comparing the model performance of each trial. Here our 
baseline was defined as the accuracy when we always predicted the majority of the class 
for each tweet, which is “N”. This baseline could reach an accuracy of 0.657. The processes 
and the results of these trails are documented as follows. 
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N-gram Features 
An n-gram is a sequence of N words (Manning and Schütze 1999). For example, a 
bigram is a sequence of two words. Using the n-gram model, we can have the whole text 
corpus divided into a set of a sequence of N words. Usually, bigger N would learn more 
about a specific instance because it contains more contextual information, while smaller n 
would be more reliable since it generates more features for training data. Considering the 
nature of the tweet, a small text document that has at most 140 words. We tried the smaller 
N because bigger N would drastically decrease our training features. In the end, we tried 
different N ranging from one to three. 
The feature representations are also important. In addition to just using the word 
counts of each n-gram, we also tried TF-IDF representation, short for term frequency-




𝑡𝑓𝑖,𝑗 is the number of occurrences of I in document j, 𝑑𝑓𝑖 is the number of documents that 
contain I, and N is the total number of documents. Using TF-IDF would highlight the 
important words in the tweets that specifically associate with a document. Using this 
representation, we could decrease the influence of stop words and assign high values to the 
distinctive words of each class of the documents. 
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Table 1 shows the results of the classification using N-gram models. At the first 
batch of trials, we only used the word count as feature representation. Surprisingly, they 
revealed a high level of predictive power and could achieve a very high level of accuracy. 
The best score of all models was the one using hold-out validation. It topped among all 
models with an accuracy value of 0.801. When we switched to the evaluation method of 
cross-validation, the model performance decreased as shown in the second batch of trials. 
Nonetheless, the unigram and unigram with the bigram model still retained a considerable 
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amount of predictive power. From the first two batches of trials, we also observed that the 
trigram model alone did not add much to the classification, both in the cross-validation and 
the hold-out tests. Therefore, we did not build the model using solely trigram features when 
using the TF-IDF features. 
The third and fourth batch of experiments using TF-IDF features did not improve 
the accuracy. The trials using hold-out evaluation only reaches the accuracy level of the 
second batch. The fourth batch using cross-validation for the evaluation turned out to be 
the worst performance batch of the first four ones. It is also worth noting that using TF-
IDF features, the best model performance is the models trained with simple unigram 
models.  
After the trials, we decided to use the unigram and bigram word count features to 
train a neural network. While theoretically, TF-IDF features are more suitable than just 
word counts, our experiment result actually favors the model fed with just word count 
features, so we just used the word count as feature representation. In terms of model choice, 
compared with another highly performed model, the unigram model, the unigram and 
bigram model generated more features and contained more contextual information while 
the simple unigram model might likely have over-fitting issues, so we chose to use the 
unigram and bigram word count features.  
The final NN model was tuned with three layers, with the input layer with 256 
dimensions, the second one 128, and the final one three. The model achieved an accuracy 
of 0.741, which is higher than the model using TF-IDF features. 
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Document Embeddings 
Although the N-gram model is among the most common and efficient ways for 
document feature representations, it has two main deficiencies: the loss of the order of the 
word and the semantics (Le and Mikolov 2014). To cope with these flaws in using N-gram 
models, one common approach is to embed the documents on a vector space, so each 
document would be a vector. This document embedding has been tested to improve the 
predictive performance, especially on capturing the semantics of the texts (Lau and 
Baldwin 2016). Here we also used this approach to classify the tweets. There are two main 
kinds of doc2vec model implementation, one is the distributed bag of words (DBOW) 
model and the other one is the distributed memory (DM) model. The former one is 
analogous to the Skip-Gram model used for Word2Vec, which basically uses the document 
to classify entire words in the document; while the latter one is inspired by the Continuous 
Bag of Words model used for Word2Vec, where it fundamentally just tries to predict a 
center word based the words surrounding the center word, and the full document vector 
(Le and Mikolov 2014). 
In this classification task, we trained the Doc2Vec models using our training set. 
We set the number of dimensions for each document as 800, so each document should be 
transformed into an 800-dimension vector in the end. As we saw the high performance of 
the unigram model in the previous section, we tried to keep the single word for 
classification, so we set the number of counts for the word used for learning as one so that 
we could have more information feed into the Doc2Vec algorithm to learn. 
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 The results using Doc2Vec features are shown in Table 2. In the first batch of trails, 
we used the Distributed Bag of Words Model to generate features for a Logistic Regression 
classifier. The 10-fold cross-validation returned the accuracy of 0.677, which is just slightly 
higher than our benchmark of the accuracy of 0.657. The results from the Distributed 
Memory model are even worse, with a lower accuracy of 0.655, which is lower than the 
benchmark accuracy. These disappointing results could ascribe to the nature of the dataset, 
as the practical usage of Doc2Vec mostly applied to big datasets with millions of 
documents (Lau and Baldwin 2016), our dataset might not be able to unleash its power due 
to the lack of “learning material”. 
Nonetheless, we constructed a neural network classifier using the best-performed 
model: The Distributed Bag of Words Model. The first trail in the third batch, using a 
simple two-layer network could just significantly improve our accuracy, which reaches the 
value of 0.711, 3.4% better than the ones using Logistic Regression. We further tweaked 
the parameters and finally obtained the accuracy of 0.74 using a four-layer network 
structure, with the Rectified Linear Unit Activation Function as the layer activator. 
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Word Embeddings 
In the previous section, we tried to use the document embedding as the document 
representation but the result was not very desirable. Hence, we tried another embedding 
model, the Word2Vec models and evaluated their predictive power. Word2Vec models are 
the prototypes of the Doc2Vec models; they generate the vectors for on the word level, not 
the paragraph or document level. There are two kinds of Word2Vec models, the Skip-Gram 
(SG) model, and the Continuous Bag of Words (CBOW) model. The first one is using the 
target word to predict its context while the other is the opposite, using the context to predict 
the target word.  
In these batches of experiments, we first trained the Continuous Bag of Words 
model and the Skip Gram model using different parameters. We kept the vector dimensions 
as 800, the same as the ones that we used in the Doc2Vec experiments, but here we tried 
different window sizes. Then, we used the word vector derived from the model to ensemble 
a document vector. In total, we tested two common methods, one was to average all the 
word vectors within the same document, and the other was to calculate the document vector 
by summing all the word vectors up. On top of this, we also tried to concatenate the features 
generated by the sum and the average functions. 
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CBOW Sum Window Size 5 Logistic 
Regression 
0.728 
CBOW Mean Window Size 5 0.717 
5 
CBOW+SG Mean Window 
Size 2 
NN 256-3 0.735 
NN 256-128-3  0.756 
The results from all the experiments are shown in Table 3. In the first and second 
batch of trails, we tested the performance Continuous Bag of Words model and the Skip 
Gram model respectively. The classifier here was consistent with the previous trials, the 
ones using the Logistic Regression. We found the results of these two models barely differ, 
and there is no significant difference in the functions of sum and average. In the third batch, 
we concatenated the features generated from two models. Therefore, in the third batch, 
each document had 1,600 dimensions, not 800. The results shows that using two models at 
the same time has similar results, while the vector generated by summing has lower 
accuracy, the one generated by averaging has high accuracy.  
In the fourth batch, we tried to tune the window size of the training data. It turns 
out that in our dataset the bigger window size actually impaired the predictive performance 
of the model. Therefore, we stuck to the previous window size of two. This phenomenon 
might relate to the nature of the tweet because it is a small document with 140 words at 
most. The larger window size will just take the whole document as the context. 
In the end, we chose one of the best feature representations, the 1600-dimensional 
document vector constructing by the two Word2Vec models. Each of the source vectors is 
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calculated by taking the mean value of each word vectors within the document. We 
eventually tuned a Neural Network with three layers, whose first layer has 256 dimensions, 
second with 128 and the final one with 3. The ten-fold cross-validation of the model had 
an average accuracy of 0.756, the highest among all the results from the document and 
word embeddings. 
Final Tweets Classification Results & User Standpoint Assignment 
After the previous three rounds of classification tasks, we chose to use five of the 
models that have the best performance on accuracy in the cross-validations. They are the 
Logistic Regression Classifier with Unigram and Bigram term frequency features, the 
Neural Network Classifier with Unigram and Bigram term frequency features, the Neural 
Network Classifier with Distributed Bag of Words features, the Logistic Regression 
classifier with summed up Skip-gram model features, and the Neural Network classifier 
with both Continuous Bag of Words and Skip-gram features. 
We further measured the inter-rater agreement between these five classifiers to see 
if the classifiers predicted the target in a consistent way even though they had similarly 
high accuracy. We utilized two major methods here. One is the joint probability of 
agreement, which is the most simple and intuitive one; the other one is the Cohen’s Kappa 
Coefficient (Cohen 1960), which measures the agreements beyond that caused by chance.  
Table 4 shows the results of the agreement using these two methods. For each cell 
of the table, the value inside is the joint probability agreement while the Cohen’s Kappa is 
in the brackets. We observed that for the classifiers we chose, every model except the 
Doc2Vec Neural Network one had the inter-rater agreement more around 0.8 in terms of 
joint probability, and 0.6 in terms of Kappa’s agreement. However, the Doc2Vec model 
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produced odd results that were not consistent with the other four models, which only 
reached a Kappa value of around 0.2. According to the convention, the Kappa value from 
0 to 0.2 only indicates slight agreement; 0.2 to 0.4 implies fair agreement; 0.4 to 0.6 entails 
moderate agreement; 0.6 to 0.8 ensures substantial agreement (Landis and Koch 1977). 
Therefore, we chose to drop out the results of the Doc2Vec model due to its low inter-rater 
agreement which only slightly overlaps with the other four classifiers. If not, this array of 
data might corrupt the dataset and added noise to it. We nonetheless kept the other 
classifiers’ results since they performed consistently and echoed with each other, reaching 
a moderate or substantial agreement. 















































To this point, we could assign the standpoint of each tweet in our dataset based on 
the majority vote of the four classifiers. The final tweets dataset has 13,884 tweets; 9,515 
of them are identified as a neutral standpoint, 3,713 are against Silent Sam and the rest 656 
tweets are for the Silent Sam. 
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Finally, we conducted the user-level standpoint assignment by grouping their 
tweets and averaging the standpoint score of their utterance. In our research, tweets with 
neutral standpoints were assigned with the value of 0, against Silent Same tweets have the 
value of 1, and the for Silent Sam tweets are assigned with -1s. In the end, we were able to 
obtain 4,499 users and their standpoint on the activism of Silent Sam conversation in our 
dataset. Figure 3 shows the distribution of the user standpoint. We observed a non-normal 
distribution in this plot as most of the users clumps around 0. Also, there is a considerable 
amount of users at the end of the spectrum, the Against and For party. In general, more 
users that are active in the dataset are Against-leaned. This is understandable because our 
tweets dataset has more tweets classified as “A” and “N” other than “F”. The unbalance 
observed here reflected the inactivity of the For Silent Sam group, the more conservative 
side of the conversation. Considering the overall political atmosphere around the campus 
is more liberal, we think the lesser appearance of the For Silent Sam group a realistic 
representation of the dynamics of the activism on the digital platform. 
 
Figure 3 Distribution of The User Standpoint 
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Interaction Type Identification 
Several kinds of interaction profuse on Twitter. The most commons ones are 
replies, mentions, retweets, and quote tweets. A reply is a response to another person’s 
tweet while mention is a tweet that contains another person’s username anywhere in the 
body of the tweet (Twitter n.d.). To clarify their difference, a reply must have a specific 
parent tweet that it is responding to while a mention could be just an initiation of a 
conversation with someone. Mentions do not have a specific tweet as a communication 
target, but a person. These two kinds of interaction would create a “Conversation” in 
twitter’s system, and therefore within the scope of our research. Retweets, including quote 
tweets, are similar to replies and mentions but they serve a slightly different function. 
Retweets are mainly for sharing. When users retweet, they share the tweet publicly to their 
followers. If a user retweets with a comment, it would be a special kind of retweet called 
quote tweet. Compared with a simple retweet, quote tweets must contain the original words 
by the user who retweets. Therefore, considering our research questions here, we only use 
the quoted tweets of all the retweets and the simple retweets are not considered for the lack 
of informativeness. 
The replies and mentions appeared in the same format in our dataset: no matter it 
is a reply or a mention, the only thing to capture them is to find the “@[username]” pattern. 
Although the “@[username]” pattern must appear at the first of a tweet as a reply while a 
mention’s “@[username]” pattern could be found anywhere, it is hard to distinguish 
whether a “@username” pattern found at the first of the tweet was generated out of mention 
or reply. Thus, we put all the “@username” patterns found in the same “reply/mention” 
category. When it comes to the simple retweets and the quote tweets, we found that every 
quote twitter will have the original tweet URL included in the text. Therefore, we matched 
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all the URLs appeared in the text and extract its corresponding username. In total, we were 
able to find 14,789 times of interactions between the users. 11,055 of them were replies or 
mentions and the rest 3,734 were quote tweets. 
Next, we applied user standpoint results to determine the interaction type between 
different users in the lens of cross-cutting and homogeneous. Now that we had users with 
three kinds of standpoint Against, Neutral, and For the statue standing on the campus. 
There are thereby nine kinds of possibilities they interact with each other as shown in Table 
5. Out of the nine possible interactions, we only considered the interaction between the 
Against Silent Sam user and the For Silent Sam user group (marked in bold), ignoring the 
Neutral users and their interactions. The intentional choice was made taking account of 
several factors. First of all, the neutral group was identified because their tweets were 
dominantly neutral. Neutral tweets, however, in our human analysis, were a melting pot 
for all different tweets, including media reports, ambiguous tweets towards Silent Sam, and 
most importantly irrelevant and random tweets. Bringing them into our conversation would 
blur the true argumentations and communications between the core activists in this online 
activism, thus twist our analysis results. Furthermore, given that the neutral tweets are 
relevant about the Silent Sam activism and the neutral users are the participators and 
opinion expressers, including these interactions into our dataset, would not be useful for us 
to highlight the cross-cutting and the homogeneous idea, thereby they are out of the scope 
of this research. Also, retaining these interactions between neutral users and other parties 
would be likely to bring new problems, for example, the neutral user and the Against Silent 
Sam user is literally different groups and their interaction should be cross-cutting, but by 
the nature of their conversation, this kind of cross-cutting is not at the same level as the 
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cross-cutting between Against and For users. Therefore, to avoid the spurious interaction 
type identification, we eventually put neutral users aside. 
In order to distinguish the type of interaction on Twitter and the type of interaction 
based on standpoint, we used the term “Twitter Interaction Type” to describe the former 
ones and “Communication Type” for the latter ones. 
Table 5 Possible Communication Types 
 A N F 
A Homogeneous Neutral Cross-Cutting 
N Neutral Neutral Neutral 
F Cross-Cutting Neutral Homogeneous 
Additionally, we also observed that in some tweets people would mention some 
users that are not in our dataset. For example, a lot of users who wanted the Silent Sam to 
be taken down urged the chancellor to do so at that time, and in their tweets, they mentioned 
“@ChancellorFolt”. However, the account “@ChancellorFolt” has no original tweets 
talking about the Silent Sam controversy. Therefore, the standpoint data of the one being 
called up, like “@ChancellorFolt”, is missing. In this case, we would label these 
interactions as lost and did not use them for further analysis. In the end, we were able to 
identify 3,117 homogeneous communications, 194 cross-cutting communications, 5,003 
communications involving neutral users, and 6,475 edges with missing user data. The 
qualitative analysis of the lost communication found that more than two-thirds of them are 
just people calling the official twitter account of UNC or the chancellor to take action. 
Considering UNC officials or the chancellor is not highly involved in the direct activism 
of taking down Silent Sam or the parade to preserve the statue. The loss of this amount of 
data will not greatly influence our analysis. 
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User-Communication Type Analysis 
In this section, we analyze the data to answer the first question: do people 
communicate more with their friends or not? Based on our literature review, researchers 
discovered different results about the cross-cutting or the homogeneous nature of an online 
conversation. In this more niched situation, online activism, we want to see the result for 
this specific kind of online communications. Two main approaches are used in this part of 
the analysis, one is the significance tests while the other is the social network analysis. 
Significance Tests 
We first explored our dataset before the significance tests to see if the data 
confirmed the assumptions of different statistic tools. Figure 4 shows the standpoints of the 
users who interacted with each other. Theoretically, if users prefer to only talk with their 
friends, the ones with the same standpoint, the points would likely fall into the upper right 
quadrant and the bottom left quadrant. The rest two quadrants, instead, indicates cross-
cutting communication. It is noticeable that we observed several horizontal and vertical 
lines in the plot, which indicates the interaction between one fixed type of user with certain 
users that have diverse standpoints. Also, we found the majority of the dots fallen in the 
upper right corner, which might be an indicator of the mass homogeneous communications. 
The second most populated quadrant is the upper left one. The density of the dots in this 
quadrant confirmed the existence of cross-cutting communication. The distribution of the 
dots between different interaction types, the quote tweets and the replies and mentions, 
showed no obvious difference in the plot, which might indicate the pattern of cross-cutting 
or homogeneous communication is not selective among different twitter interaction types. 
 53 
 
Figure 4 Scatter Plot of The Standpoints of Interacted Users 
The exploratory analysis was conducted using the user-level data. We counted the 
number of homogeneous interactions and cross-cutting interactions by grouping the tweets 
by users. Table 6 shows the results of the count of the two different interactions. It is 
observed that the interactions between users, no matter the same-minded or opposite, are 
quite sparse. The median of two kinds of interaction is zero, which means at least half of 
the users do not have any cross-cutting or homogeneous interactions. Other statistics shown 
in the table show the leaning towards the homogeneous ones. As we observed the mean of 
homogeneous interactions (M = 1.344, SD = 11.3) in this dataset is nearly 15 times higher 
than the one of cross-cutting types (M = 0.086, SD = 1.200). The range of the number of 
homogeneous interactions also spans wide, as we observed an outstanding maximum of 
562, over 10 times over the highest value for the cross-cutting interactions. 
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Table 6 Descriptive Statistics of User Interactions  
Descriptive 
Statistics 
Number of Cross-cutting 
Interactions 
Number of Homogeneous 
Interactions 
Median 0.000 0.000 
Mean 0.086 1.344 
Std. 1.200 11.374 
Min 0.000 0.000 
25% 0.000 0.000 
50% 0.000 0.000 
75% 0.000 0.000 
Max 58.000 562.000 
To further investigate the difference of the interaction types, we calculated the 
percentage of homogeneous interactions and cross-cutting interactions associated with 
each user. Figure 6 shows that in terms of the relative percentage rather than absolute 
numbers, the distribution of these two kinds of interactions is both extreme. They both tend 
to clump at the ends: the zeros mean they have no cross-cutting or homogeneous 
interactions and ones mean they only have cross-cutting or homogeneous. However, there 
are more values aggregated at the two tails of the cross-cutting interactions, indicating that 
there are more users only interact with people with opposite opinions than with same-
minded users.  
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Figure 6 Cross-Cutting and Homogeneous Interaction Percentage Distribution 
To determine whether the difference in initiating two kinds of interaction has 
statistically significance, significance tests were conducted followingly. Based on the 
assumption of the significance tests, we first tested the normality of our data. Figure 6 
shows the Q-Q Plot for the count for different types of interaction for users. With the line 
deviates from the ideal red line, along with the distribution and descriptive statistics 
mentioned before, we could assume that the counts for the number of different interaction 
types do not conform to the Gaussian distribution. The same non-normality also applies to 
 
Figure 5 Q-Q Plot for the Number of Different Interactions  
(Left for Homogeneous and Right for Cross-cutting) 
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the relative value of the types of interactions, as Figure 7 shown below. Our D’Agostino’s 
K2 Test further confirmed our initial conclusion from visualizing the Q-Q plot that the 
counts for homogeneous interactions, K2 (4,499) = 11,834.82, p = .000, the counts for the 
cross-cutting interactions, K2 (4,499) = 2,437.71, p = .000, the percentage of homogeneous 
interaction, K2 (2,827) = 2,600.43, p = .0, and the percentage of cross-cutting interaction, 
K2 (2,827) = 799.31, p = .000, all have non-normal distributions. Thereby, we can conclude 
that due to their data distribution, they are unsuitable for parametric statistical tests.  
Next, we chose to run the Mann-Whitney U test. This is a non-parametric 
significance test technique that doesn’t assume a normal distribution of the data. As two 
groups are independent and they are not repeated measured at different times, the data are 
not matched or paired data, so U test also fits for our needs and situations. For the count of 
the number of cross-cutting and homogeneous interactions, there is a significant difference, 
U (4,499) = 3,154,232, p = .000, with people have higher homogeneous interactions (M = 
1.344, SD = 11.3) than cross-cutting interactions (M = 0.086, SD =1.200). When it comes 
to the percentage, the results from the U test are also statistically significant, U (2,827) = 
3,138,470.0, p = .000, inferring that users incline to have more higher probability of 
 
Figure 7 Q-Q Plot of the Percentage of Different Types of Interactions 
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forming homogeneous interactions (M = 0.148, SD = 0.298)  than cross-cutting interactions 
(M = 0.013, SD = 0.091).  
Social Network Analysis 
While the significance tests inferred that from the statistical point of view, people 
in an online activism setting tend to interact with their friends, we do not see any nuanced 
insights about how they discriminately interact with each other. To further delve into their 
communication patterns, we want to find more motifs from a network perspective. In this 
subsection, we constructed a network using extracted edges and nodes from our cleaned 
dataset. Specifically, we counted the subgraphs in the real-world network to validate 
whether the “triadic closure” is found or affected in this scenario. Then, we compared the 
result of it with other simulated networks, twerking the probability of two nodes forming 
an edge based on the similarity or difference of their standpoints.  
Network Overview 
An undirected network was constructed using the replies, mentions, and the quoted 
tweets. We chose the undirected network because it is hard to distinguish the source and 
target when it comes to cases of mentions. We filtered out the tweets that either the source 
or the target has no value of standpoint in our user dataset, for example, the tweet that one 
Against Silent Sam user mentioned “@ChancellorFolt” to take the statue down was not 
included since we have no tweets that tweeted by the account “@ChancellorFolt”. 
However, we did keep all the nodes in the network because some tweets are the opinions 
of the users but they did receive no interactions. In the end, we had 4,498 nodes, 4,329 
edges in this relatively small network due to the lack of relevant data. The network statistics 
are shown in Table 7. 
 58 
 
Table 7 Descriptive Statistics of the whole Network 
Category Metric Value    
Node Statistics 
Num. of Nodes 4,498    
Max Degree 886    
Min Degree 0    
Average Degree 1.9249    
Edges 
Statistics 
Num. of Edges 4,329    
Edge Density 0.000428    
Assortativity Degree Assortativity -0.1661    
Cliques 
Largest Clique Size 7    
Number of Largest Clique 6    
Number of Maximal Clique 5,705    
Clustering 
Num. of Triangles 8,442    
Transitivity 0.01762    
Average clustering 0.06329    
Components 
Num. of Connected Components 2,495    
Is Connected False    
Subgraph Mining & Network Simulation 
After we constructed the network encompassing all existing interactions, we 
iterated all the possible triplets in our network to see the interaction motifs between three 
people, not just two people. Triangles are the solid structure that is hard to break, also 
triadic closure, the manifestation of the “strength of the weak ties” would take effects here.  
Other subgraph counting and mining problems are in the settings that nodes and 
edges do not have their own attributes and therefore there is no separation between different 
kinds of nodes and edges. Our scenario is different in the way that we need to distinguish 
the cross-cutting and homogeneous edges and cross-cutting and homogeneous 
communication spaces. Therefore, we need to enumerate 10 types of subgraphs in our 































































Figure 8 Subgraph Types 
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At first, we defined different kinds of subgraphs we wanted to count. We 
categorized the four major kinds of subgraphs based on the number of edges they have, 
ranging from zero to three, labeling with alphabetical letters. Then, in each category, we 
considered the node types, and it could be two scenarios, one is that all three nodes are of 
the same standpoint: they are all Against or For Silent Sam, which indicates they are 
“friends” in our research; the other one is that there are two nodes are of the same 
standpoint while the other one is the opposite, this indicates cross-cutting communication 
spaces. We also considered the edge communication types, for example, in a cross-cutting 
triplet with two edges, there could be two situations, one is that the two edges are all cross-
cutting, meaning that the outsider of the subgraph is communicated with both the “foes”, 
meanwhile it could be one cross-cutting and one homogeneous edge, indicating that one 
communication is between the majority of the subgraph, and the other one is an opponent 
communication.  
The 10 kinds of subgraphs we want to count are described as follows. The first kind 
is a.1, where there are no links in a homogeneous space, indicating that even though people 
are friends, they do not communicate. The second kind, a.2, is also a representation of no 
links, where the communication space is cross-cutting, that is to say, there are two people 
with the same standpoint while the other one’s is different from them. The third kind is b.1, 
where there is a homogeneous edge in a homogeneous space. B.2 and b.3 are all cross-
cutting spaces, where the difference is that b.3 has a cross-cutting edge while b.2 has a 
homogeneous edge. Subgraphs in the C category are all with two edges. The sixth kind, 
c.1 indicates two homogeneous communications in a homogeneous space; c.3, instead, 
contains two cross-cutting edges, indicating the most argumentative scenario. C.2 is in the 
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middle space that is a cross-cutting environment, there are two edges and one is 
homogeneous and the other is cross-cutting, indicating the activity level between both 
friends and friends and friends and foes. Subgraphs in D category have the highest level of 
activity, they are connected complete graph. The eighth kind of triplet, d.1, has three 
homogeneous edges, while d.2 has two cross-cutting edges and one homogeneous edge. In 
summary, when the label moving from a to d, the activity level increases, and when the 
number increases from one to two or three, the cross-cutting communication probability 
increase as well. The social implications of these ten graphs are elaborated in Table 8 
shown below. 
Table 8 Implication of different subgraphs 
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space with more cross-
cutting interactions 
N/A 
Other than frequent graph mining, we want to iterate every possible subgraph and 
assign it with its corresponding subgraph type, therefore, the time complexity of the 
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counting is extremely costly (O = n3), even though our graph is very small. In order to 
reduce the computing expense, we did not count self-looping here, which means the retweet 
action of one’s own tweets. In the end, the number for all possible triplet combinations is 
1,444,275,235. 
We further extracted the graphs that only contain nodes that are not affiliated with 
the Neutral standpoint; we called this graph G. Then we simulated a random graph G_ER, 
using the classical Erdős–Rényi random graph model. A random ER model requires two 
parameters, the node number and the edge formation probablity. Here we set these two 
parameters the same as those of the G: node number of 2,055 and edge formation probablity 
of 0.0083. Therefore, G_ER has the same number of nodes as G, also almost the same 
number of edges as G. The subtle difference of the edge number is due to the float number 
handling issue inherent with the program.  
Then we counted the subgraphs using the criteria defined above for our real word 
graph G and a random graph G_ER. Table 9 displays the results of the subgraph counting 
for the graphs. Overall, the counts of these two graphs is similar, as the Spearman test 
shown, r (10) = 0.95, p = .000. The difference between these two are very subtle when it 
comes to the types of a category subgraphs and b subgraphs, indicating that the distribution 
of the empty graph and low-activity graph are similar. However, our real-world model has 
significantly more c.1 subgraph, c.3 subgraphs, and all d type graph. Although G has more 
c.2 subgraphs, the chance of having more this kind of subgraph compared to having other 
c category subgraphs is less. Our real-world graph has significantly more d.1, the complete 
graph of the same-minded users in a homogeneous space, also a significant more two-edge 
homogeneous graph, the triplet containing two homogeneous edges in a homogeneous 
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space. However, it also shows a tendency of having a cross-cutting edge compared to a 
random graph, as the chance of having c.3 and d.2 is also much higher. This could imply 
that users also have more chances to form a complete triangle or semi-triangle in cross-
cutting spaces. The number of c.2 somehow implies that they have a tendency to both talks 
with their friend and their foes rather than just talking with their friends when the activity 
level is in the middle. 
Table 9 Comparison between Real-world Graph and a Random Graph 
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* Note: Although G_ER has no d.2, we still consider the odds of G and G_ER, assuming G_ER is less than 1 but not 0 
Observing that when users are actively engaging in the conversation, they like to 
both converse to people with the same kind and the people with different opinions, we 
assumed that the probabilities of them conversing to their foes and their friends are actually 
not oscillate with each other. Due to this initial finding, we want to simulate more 
subgraphs by controlling more specifically the probability of the edge formation, based on 
the similarity or difference on the standpoints. Now the basic G_ER model we simulated 
is interpreted as that the probability of initiating an interaction with a friend and the 
probability of forming an interaction with a foe is the same as the overall edge density (p 
(forming an edge) = p (forming an edge with a friend) = p (forming an edge with a foe) = 
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0.0083). Next, we changed the probabilities of forming an edge considering the standpoint 
and compared them with our real-word model. 
We conducted two batches of the trials in total. The details of the experiments are 
elaborated as follows. The first batch of experiments was conducted where we only 
controlled the probability of one of the two variables: the probability of forming an edge 
with a friend and the probability of forming an edge with a foe. The default edge formation 
probability is the density of G, and we manipulate the probability by multiplying the 
probability with a weight of 0.8, 0.9, 1.1, and 1.2. After doing this, we had eight new 
graphs. Four of them are different from the G_ER graph in terms of their homogeneous 
communication probability and the rest four are altered with their cross-cutting probability. 
 
Figure 9 Network Simulation Results when Controlling One Variable  
(The number in the legend is the weight and “H” indicates the homogeneous connection 
probability is weighted while “C” indicates the cross-cutting connection probability is weighted.) 
Figure 9 shows the result of the experiment. We used the subgraph counts derived 
from our real word model as the baseline, and then normalized all the subgraph counts 
from other simulated network using this baseline. It is found that just amplifying one 
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variable’s probability cannot increase the number of subgraphs in the category c and d, as 
we saw the relative value of all the subgraphs in category c and d of are below one. That 
means the two-edged triples and triadic closures decrease significantly. At the same time, 
the subgraphs that increase correspondingly are b.1 and b.3, which indicates the chance of 
having one homogeneous edge and one cross-cutting edge in a mid- to low- level activity 
graph is increased. Note that there is a sudden drop of b.2, which is a cross-cutting 
communication space with only one homogeneous edge. This sudden drop, along with the 
proportional increase in the b.1 and b.3 actually indicates a polarization phenomenon, as 
b.1 represents homogeneous communication spaces with only homogeneous 
communications while b.3 represents cross-cutting communications spaces with only 
cross-cutting communications. 
It is also interesting to see that increasing the probability of having cross-cutting 
connections is less effective than decreasing the probability of having homogeneous 
connections, as we observed that in the b.3 category—all networks labeled with 
homogeneous changes have higher b.3 even though the homogeneous connection 
probability decreases. On the other hand, even when the cross-cutting connection 
probability increased to 1.2, the number of having b.3 subgraphs in the network is still less 
than the baseline model. This might somehow indicate that to promote cross-cutting 
connections in a cross-cutting communication space, which is the social implication of b.3, 
it is more effective to control the homogeneous connections than to control the cross-
cutting ones. 
Lastly, we simulated four additional networks by increasing the probability of 
homogeneous edges and cross-cutting edges at the same time. We only conducted 
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experiments where both probabilities are increased simultaneously because previous 
findings indicate that the co-existence of these two kinds of communications in the real 
world model. For the parameters, we used the same configuration as the trials that only 
change on the variable; we changed the probability of both probabilities by weighting them 
from 0.8 to 1.2. 
 
Figure 10 Network Simulation Results When Changing Two Variables 
(The number in the legend is the weight and “H” indicates the homogeneous connection 
probability is weighted while “C” indicates the cross-cutting connection probability is weighted.) 
Figure 10 is the result of the last batch of the trial. Through the graph, we observed 
that the simulation by changing two variables at the same time did not improve the 
similarity of the subgraph counts a lot. The appearance of the c and d category subgraphs 
are still very rare, and the b.1 and b.3 subgraphs numbers are still inconsistent with the 
original graph. However, though the relative counts for the d category subgraphs did not 
changed a lot, the simulated graph with 1.2 times both cross-cutting and homogeneous 
communication probability (G_ER_12HC) produced 2 triadic closures on both d.1 and d.2 
subgraphs. This is the best simulation results we can achieve in all the simulation trials. 
Also, the probability of having more c and b category subgraphs is similar to our real-world 
model using G_ER_12HC. Although we did not perfectly simulate the original graph, the 
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trend of how subgraph structures change could be captured here. As the probabilities of 
both forming cross-cutting and homogeneous communications increase, the more likely 
that it would resemble our real-world model in the way of creating more triadic closures. 
Linguistic & Argumentative Style Analysis 
In this part, we display the results of text mining for the tweets. Two kinds of text 
mining are conducted to answer the second research question, namely the linguistic style 
and the argumentative style. Combining the results of these two results with the 
communication type information, we could find the patterns of language use when in 
different communication spaces. 
Linguistic Style Analysis 
We followed the previous research in terms of the methodology of linguistic style 
analysis. LWIC was used as we have described in our method part. Here we used the newest 
version of the LWIC dictionary, the 2015 version, which contains 93 categories. We first 
filtered out the categories that occurred rarely; we set the threshold for only if the mean 
value of this category is greater than 5%. Therefore, we were able to retain the 23 categories 
for further analysis. 
Due to the fact that we had an unequal sample size for cross-cutting and 
homogeneous tweets, we changed to use the Welch T-test instead of the Student T-test. 
Unequal sample size often brings the problem of unequal variances, which violates many 
parametric significance tests and will greatly influence our test metrics (Rusticus and 
Lovato 2014). The test results for the 23 variables are shown in Table 10. 
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(n = 194) 
  
  M SD  M SD T 
Sig.* 
(Corrected) 




Analytic 85.21 18.36  76.80 21.06 -5.44 0.000 
Clout 65.77 20.15  58.54 27.83 -3.56 0.000 
Authentic 14.60 22.60  20.50 23.04 3.46 0.000 
Emotional Tone 38.64 33.38  30.20 34.91 -3.276 0.006 
Words/Sentence 16.60 10.03  14.23 8.66 -3.657 0.000 
Words > 6 
Letters 
30.47 11.20  24.16 11.87 -7.188 0.000 
Dictionary 
words 





26.486 15.734  34.825 14.030 7.972 .000 
Total pronouns 5.551 5.395  7.866 5.956 5.282 .000 
Prepositions 9.027 6.107  8.831 4.578 -0.564 1.000 





6.745 5.424  7.968 5.754 2.881 .002 
Cognitive 
processes 
5.154 5.331  7.890 5.333 6.934 .000 
Perceptual 
processes 
8.089 6.557  6.830 6.337 -2.679 .032 
Hear 7.006 6.512  5.498 3.566 -5.357 .000 
Drives 8.798 6.407  9.060 5.837 0.602 1.000 
Present focus 5.540 4.888  7.228 5.240 4.367 .000 









(n = 194) 
  













Period 9.874 5.646  7.603 6.115 9.929 .000 
Other 
Punctuations 




* Note: Considering that we are performing multiple tests here, we used the Holm–Bonferroni correction (Holm 1979) to counteract 
the problem of multiple comparisons. 
Out of 23 variables that have the mean value of more than 5%, only two of them 
are not significant statistically, indicating the difference of the linguistic style of two 
different kinds of interaction is disparate. Their specific linguistic difference is detailed as 
follows. 
In terms of the words per tweet, cross-cutting interactions have more words per 
tweet, but at the same time, their words are less complex and their sentences are shorter. 
The interactions between friends are probably more confident, affective, and analytical. 
However, we also observed the surprising result that the cross-cutting tweets are more 
authentic and honest. On the linguistic dimension, cross-cutting words used more common 
verbs and function words, especially the pronouns like I, you, and them but it contains 
fewer prepositions. We should also focus on the social dimension, as it matches the 
lexicons like talk, mate, meet, which are strong indicators for communication. It is shown 
that cross-cutting interactions have more social words, implying there is some calling for 
actions when cross-cutting parties communicate. It is also important to examine the 
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cognitive process since it relates to argumentations on social media. it is also 
understandable that cross-cutting interactions use more cognitive words, indicating the 
process of argumentation and persuasion. While logical reasoning is more prevalent for 
cross-cutting interactions, perceptive words are more common among the homogeneous 
connections, especially about hearing something. Focusing on the present is also more 
observed among cross-cutting interactions and there are a lot more mentions for relativity 
like space and motions for them. About the formality of the language, although the twitter 
language use is pretty informal as a whole, homogeneous interactions are more informal 
than the cross-cutting ones. There is also a significant difference in the way of punctuation 
use, homogeneous interactions generally have more punctuations, including periods and 
other kinds. More analysis will be elaborated in the Discussion section. 
Argumentative Style Analysis 
LWIC analysis provided us with a comprehensive overview of the language used 
by different kinds of communication types in an online activism setting. Considering the 
controversy of our case specifically, however, we desire to investigate more about their 
argumentation styles.  
We chose to generate seven metrics that are closely related to argumentations that 
would probably show differences based on the communication type, namely toxicity, 
severe toxicity, identity attack, insult, profanity, threat, and inflammatory. Their definitions 
have been explained before in the Method chapter. 
We first explored the data returned from the API by generating exploratory plots. 
Figure 11 shows the box plot of the argumentative style score of homogeneous and cross-
cutting interactions. From the visual analysis, we found that out of the seven metrics, all of 
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them have similar means and distributions, though we observed the variance of them are 
seemingly different. We also observed many whisks within the box chart. This is an 
indicator of outliers and high variance within the same kind of communication type. 
 
Figure 11 Boxplot of Argumentative Styles 
Figure 12 elucidates the distribution of the seven variables. There are two findings 
stand out from this graph. The first one is the distribution nature of the scores. We can see 
that all the distributions, no matter from different metrics or from different communication 
types, are not conforming to the normal distribution. The other finding is about the 
difference of the distribution between cross-cutting and homogeneous groups. The curve 
of cross-cutting communications is slightly more right-skewed, indicating the values of 
cross-cutting communications are more condensed on the higher value range. On the other 
hand, the values for the homogeneous communications are more likely to clump at the left 
side, indicating that the majority of the homogeneous communications have lower values 
on these metrics. 
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Figure 12 Histogram of Argumentative Styles 
Then we conducted the significance tests for these seven metrics. The data that was 
divided into different groups also confronted the problem of unequal sample size as the 
LWIC dataset, therefore, we also used the Welch’s T-test which is exempt from the same-
variance assumption. 








(n = 194) 
  
 M SD  M SD T Sig. 
Toxicity 0.254 0.191  0.332 0.178 5.882 0.000 
Severe 
Toxicity 
0.199 0.160  0.232 0.155 2.882 0.004 
Identity Attack 0.262 0.178  0.328 0.174 5.115 0.000 
Insult 0.210 0.165  0.264 0.188 3.918 0.000 
Profanity 0.182 0.160  0.206 0.165 1.930 0.055 
Threat 0.290 0.136  0.371 0.135 8.121 0.000 
Inflammatory 0.254 0.213  0.417 0.196 11.148 0.000 
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Using the significance level of 0.05, we only found one metric, the profanity, is not 
significant in the test as Table 11 shown. The other six metrics all pass the significance test 
and showed a statistical difference between the two different types of interactions. It is 
shown that when people are engaged in cross-cutting communication, in other words, 
talking with their foes, their language usage is more toxic, inflammatory, and profane. They 
are more likely to be insults, identity attacks, or treats.  
When looking at the in-group statistics, we also found that for homogeneous 
interactions, the most common feature is the threat, followed by inflammatory and toxicity. 
However, in the cross-cutting groups, the most top-ranked language style is inflammatory, 
then threat and toxic. Nonetheless, overall, we could see that the twitter communication in 
this activism is more placid, as the mean probability for having one of these seven 
argumentative features all below 0.5 and center around 0.3.  
Hyperlinks Analysis 
In the last phase of the analysis, we want to see the difference between users using 
hyperlinks in different communication modes. We first extracted the URLs in the tweets 
and were able to generate 3,671 links that were embedded in the communications.  
At first, we compared the number of URLs embedded in the homogeneous 
communications and the cross-cutting communications. In total homogenous 
communications have more URLs in their tweets than the cross-cutting ones; the number 
of URLs in the homogenous communications is 3,117 while the number for cross-cutting 
ones is only 194.  
However, this difference is primarily the result of the sample size. By conducting 
the Welch T-test, we found the average URLs in different types of communications is 
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significantly different. Cross-cutting communications have a higher number of embedded 
links in general (M = 1.11, SD = 2.28) than that number of the homogenous ones (M = 0.50, 
SD = 3.08), t (3,671) = 3.502, p = .001.  
Next, we run the domain categorization tool to get their domain categories. We 
found a drastic difference in the number of edges, as there are only 23 domains being 
referenced in the cross-cutting edges, while 685 domains are found in the homogeneous 
communications. Nonetheless, when we normalized the number of domains by the number 
of tweets, we found the that homogenous communications used more domains with an 
average of 0.21 while the cross-cutting ones only have the average value of 0.11. This 
might indicate that the diversity of the domains used in the homogeneous communications. 
Our Chi-square test further confirmed that statistically, cross-cutting and 
homogeneous interactions are more likely to reference different kind of sources, X2 (685) 
= 560.45, p = .000, df = 91.  
With the homogeneous interactions, the most common websites they referenced in 
the tweets are almost all about regional news and media. While there are also some sports 
and video sharing sites are included, indicating the sharing not just only news but also 
multimedia like videos. 
Table 12 Top 10 Categories for Homogeneous Interactions 
Categories Counts 
Top/News/Newspapers/Regional/United States/North Carolina 68 
Top/Regional/North America/United States/North 
Carolina/Localities/R/Raleigh/News and Media/Newspapers 
50 
Top/Regional/North America/United States/North Carolina/Metro 




Top/News/Colleges and Universities/Newspapers/United States/North 
Carolina 
26 
Top/Reference/Education/Colleges and Universities/North America/United 
States/North Carolina/University of North Carolina/Chapel Hill/News and 
Media 
26 
Top/Regional/North America/United States/North 
Carolina/Localities/C/Chapel Hill/News and Media 
26 
Top/Sports/Basketball/College and University/NCAA Division I/Atlantic 
Coast Conference/University of North Carolina 
26 
Top/Arts/Television/Stations/North America/United States/North Carolina 17 
Top/Regional/North America/United States/North 
Carolina/Counties/Wake/News and Media 
16 
Top/Regional/North America/United States/North 
Carolina/Localities/D/Durham/News and Media 
15 
Top/Computers/Internet/On the Web/Web Applications/Video Sharing 14 
The same situation also applies to cross-cutting interactions. Table 13 shows the 
most popular categories in the cross-cutting sites. It is interesting to see not only news and 
newspapers, but also government sites are included. 
Table 13 Domain Source for Cross-cutting interactions 
Categories Counts 
Top/Regional/North America/United States/Government/Executive 
Branch/Department of the Interior/National Park Service 
4 
Top/Science/Environment/Biodiversity/Conservation 4 
Top/Regional/Europe/United Kingdom/News and Media/Newspapers 3 
Top/News 2 
 Due to the fact that the majority of the hyperlinks referenced here are news and 
media, it would be helpful to discover the nature of the media. Here we used a 
comprehensive list of media and their factuality and political leaning scrapped from the 
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website mediabiasfactcheck 6 . In total, this dataset contains 1,066 sites and their 
corresponding information.  
We matched the URL in our tweet dataset with the mediabiasfactcheck dataset and 
successfully retrieved 115 domain information, consisting 22.16% of all the links.  
Table 14 Media Factuality & Bias of All the Links 
Factuality High High High High  Mixed Mixed Mixed 











0 0 3 0  0 0 0 
Homogeneo
us 
12 13 78 1  3 3 2 
Table 14 shows the pivot table of the media factuality and bias check. Among the 
results, we did not find any media source that has low credibility, and most of them all 
referenced the high-quality source. In terms of the bias of the news source, the majority of 
them are left-leaning, which echoes with the fact that the major active users in our dataset 
have the standpoint of against Silent Sam. In the cross-cutting edges, we only found three 
domains, and they all of high-quality and center-to-left leaning.  
Overall, the analysis of hyperlinks greatly suffered from a lack of information. Due 
to the fact that people in this Silent Sam activism online conversation have very low 
probability to embed links (11.6%), and also the low chance for cross-cutting (28.4%) and 
homogeneous interactions (14.9%) to have hyperlinks. The results we presented here are 
only for case study referenced and would be spurious for generalization.
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Discussion 
In this chapter, we use the results from the data analysis to generalize the activists’ 
communication type preferences and styles to answer our three research questions. We 
compare our results with previous literature and try to interpret the result using established 
social theories. 
“Birds of A Feather Flock Together” Revisited: Homogeneous 
Interactions Dominate While Cross-Cutting Interactions Co-Exist 
Our first research question focuses on people’s preference for forming a 
homogeneous connection or a cross-cutting connection, and we specifically want to 
concentrate on the online activism setting. By using this unique setting, we hoped to get 
more relevant data about partisan behavior because the online activism scene is usually 
more politically involved and people’s discussions on controversial topic would be 
distinctively different. Our analysis did find a disparate communication preference that 
happens in this setting, which contributes to enriching the research about the 
communication preference and styles via intertwining with the research about online 
activism and digital activism. The highlights of the results are elaborated as follows. 
For the first question, we used two different approaches, the significance tests, and 
the network mining by generating an interaction type dataset with classified user 
standpoints. The significance tests could answer the questions about what kind of 
communication types are more likely to form in an online activism conversation. Our 
results revealed two major findings: first of all, there is a significant difference between the 
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number of homogeneous or cross-cutting interactions one user would create; also, when 
we zoom into the difference, we found that the chance of having homogeneous interactions 
is 15 times higher than having a cross-cutting interaction.  
We then compared these two findings with other relevant empirical research. It is 
noticeable that much research has been conducted taking similar approach in different data 
collection and analysis procedures. From the perspective of user platforms, our results 
contradict similar twitter research, where their data is collected from surveys (Campbell 
and Kwak 2011; Park and Kaye 2017). They also disagree with the research about general 
social media or social networking sites which supports the idea that cross-cutting 
communication is more prevalent (Dimitrova et al. 2014; Kim 2011). However, there is 
also one piece of research using survey data whose results echo with ours, where they used 
the tweets about political events (Zheng and Shahin 2020). The interpretation of their 
findings would be insightful for us: individuals are likely to bring their repulsion for 
opposing political parties to other members within their social network (Zheng and Shahin 
2020). In our research setting, it is only likely that people extend their dislikes for the 
opposing standpoint and reduce their overall probability for a cross-cutting interaction. 
Nonetheless, our research supports the conclusion form Hilmelboim’s (2013) 
research that twitter users are more politically homogeneous and unlikely to encounter 
cross-ideological content. This kind of agreement was also found on research using the 
same data collection method. For example, our results share similarities with another 
research using scraped tweets, not surveys responses. Researchers in this research found 
that twitter users do like to segregate and cluster with people with the same ideology and 
opinions (Williams et al. 2015). In their research, they scraped the tweets of 
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#globalwarming which is similar to our hashtag data collection method. Specifically, our 
research echoes with one of their findings: there is a strong homophily between the 
“activist” communities (Williams et al. 2015). Considering the nature of our work and the 
scope of our dataset, we could confirm this proposition because our users in this online 
activism conversation, who are naturally “activists”, do show more tendency to form the 
homogeneous connection.  
Our results also fortified the findings of other research that not only used similar 
data collection but also data analysis methods. Another research found the prevalence of 
homogeneous communications on twitter using machine learning for the classification 
(Koohang and Yerby 2018). While this research conducted the classification on the user-
level using sentiment analysis and SVM classifier, ours differs with this research in the 
way that our classification has lesser granularity. Our classification tasks were conducted 
in the tweet-level, then elevated into the user level with the group by functions. We do not 
think our approach is inferior to theirs, though their classifier achieved an extremely high 
accuracy of nearly 100%. Those extremely high accuracy numbers are very rare in real 
settings and might indicate the problem of over-fitting. Nonetheless, their results showed 
that Twitter users do not frequently utilize Twitter as a debating platform for arguments 
and controversies (Koohang and Yerby 2018). This is also implied by our results that cross-
cutting communications are far less frequent than homogeneous ones. 
Besides the major findings from the significance tests that homogeneous 
communications are more likely to occur in an online activism setting; we also have some 
minor findings that are worth our attention. It is observed that users with extreme 
standpoints might have many connections with a diverse range of people, which is shown 
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as the several horizontal and vertical lines in Figure 4. This finding did not imply people’s 
general preference for cross-cutting or homogeneous communications but it is more about 
the activity for the “extremists”. The diverse conversation somehow indicates that people 
with relatively extreme standpoints are more likely to be exposed and therefore maintain a 
higher level of activity. This phenomenon might show that the controversy in an online 
conversation could draw attention from the diverse size of the population. This “straight 
line” phenomenon is also found in Koohang and Yerby’s research where they tried to find 
the correlation between user standpoints (Koohang and Yerby 2018). 
Another side note of the minor finding relates to the distributions of the percentage 
of having homogeneous interactions and cross-cutting interactions. The distribution of both 
kinds of interaction type is skewed and non-normal but there is a decent amount density on 
the ends of the distribution spectrum. This somehow indicates that people in this online 
activism setting have some extreme cases that people communicate and only communicate 
with people with the completely same or opposite standpoint. This also echoes with the 
polarization effects on social media dynamics found in previous research (Yardi and Boyd 
2010).  
The testing objects of the significance tests are the interactions between two users; 
they are the simplest interaction structure in a network. To get more nuanced details about 
the communication type preference in our research, we initiated a network mining approach 
that has not been exploited by previous research. It is true that the network analysis has 
been used previously in other research about homogeneous and cross-cutting 
communication spaces, but they are mostly descriptive analysis and community detections 
(Modani et al. 2014; Williams et al. 2015). Our approach set an example that subgraph 
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mining could also be applied to the understanding of communication spaces and 
communication types, and our results actually showed that this approach could be more 
useful and reliable. 
Specifically, this novel approach contributes in the way that could combine the 
information about user activity, indicated by the density of the subgraph, the information 
about the communication spaces, indicating by the standpoint of the nodes in a sampled 
subgraph, and the information about the actual communication types, indicating by the 
communication type of the edges. These 10 types of subgraphs could be counted by 
sampling every possible triplet in a social network without replacement. We haven’t seen 
other relevant research using this subgraph mining approach in our best knowledge. 
Our first outstanding result from the network counting reinforced the results from 
the significance tests: people are more likely to form homogeneous communications in the 
online activism setting. Within the same alphabetic category, which means that the number 
of total edges is the same with respect to every kind of subgraph in this category, there are 
more triplets that have more homogeneous edges. This finding is understandable 
considering the fundamental mechanism of triadic closure is the social homophily. This 
kind of phenomenon is observed in much other social media research involving 
investigating the triadic closures. For example, in another network analysis paper, they 
found the ethical homophily promoted the creation of triadic closure (Grund and Densley 
2015). Another research also highlighted that “sharing social context is important for 
triadic closure” (Mollenhorst, Völker, and Flap 2011). Our research is similar to this paper 
in the way that we all conducted the research in the online setting, while our research is on 
twitter and theirs is on the forum. Also, we all tried to inquire about the explanation of the 
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network structure for triadic closures. Their finding that incorporated the social context 
shares similarities with our research, as the standpoint on activism could also be considered 
as a social context or a social property embedded in their online activity in the virtual world. 
Our research indicates that having the same standpoint as s social property could boost the 
chance that the subgraph structure differs from the random graph where people’s edge 
formation has no selection criteria. However, we do want to mention that we did adopt 
another slightly different way of investigating the explanation. As their research only 
focused on the closure of the triplet, we concentrated on the tendency of closing the triplets 
in one of the two scenarios: moving to a more homogeneous state or cross-cutting state. 
This is because we divided the triplets into more kinds of the subgraphs to count. As we 
observed in the b, c and d categories of the subgraph counting, our real-world model all 
have the tendency to outnumber the subgraph having more homogeneous edges, despite 
the nature of the subgraph is homogeneous or cross-cutting. If we just focus on the closure, 
the results from subgraph mining will be hardly comparable and understandable: our graph 
is very sparse and sparse graph usually contains few complete triplets. 
Another major finding is that cross-cutting communications are boosted and 
favored when the triplet has more edges. This means that when the activity level is higher, 
there is a higher chance to have more cross-cutting interactions, given that homogeneous 
interactions are still the most common types. This result gave us more insights into how 
homogeneous interactions and cross-cutting interactions take place. Out of our expectation 
that people’s tendency to interact with friends and foes are exclusive, the result of subgraph 
counting belied it. It actually showed us that the cross-cutting activities are more prevalent 
in the high activity subgraphs. This could be interpreted in two ways. First of all, this could 
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be the case that active users are more likely to have both cross-cutting communication and 
homogeneous interactions, so as long as they appear in the subgraphs, they would bring up 
the value of total edges in the subgraphs, and also result in higher cross-cutting interaction 
counts. However, there could be another situation that people might choose to actively 
engage in more cross-cutting interactions so when they are encountered with their foes, 
they would have a higher probability of having interactions with them, given that they 
already frequently have interactions with their friends. In this way, they could increase the 
chance of having cross-cutting activities and therefore also increase the activity level of the 
subgraph. We currently have no further ideas about which explanation fits for the real 
reasons; however, we can nonetheless confirm that in the observation that more cross-
cutting activities and more activity levels are related. Also, the cross-cutting activities in 
the high activity graphs and the homogeneous activities in the high activity graph do not 
follow the wax-and-wane relationship. Both of them are more frequent than the random 
ER graph we simulated in the data analysis sections.  
The second major finding provided us with more information about the context of 
different types of communication types. We found this result challenging other research 
that measures similar metrics. Other research found out that cross-cutting conversation will 
not be desirable for users to engage in online SNS conversations as a whole, therefore, they 
should have a negative relationship with the usage and activity level of the social media. 
However, our finding is the opposite (Heatherly et al. 2017). The reason for the 
disagreement might be ascribed to the way for data collection, as they used surveys while 
we used their utterances in an unobtrusive way.  
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There are also several minor findings here. We observed the density for the graph 
as a whole is very low. The density of the graph is so low that the whole graph is noted 
even connected. This indicates the overall activity level on this online activism 
conversation, which echoes with another research result that people elude interpersonal 
activities in controversial topics. (Koohang and Yerby 2018). We also observed a negative 
small value of Assortativity from Table 7. Assortativity is the measurement of the tendency 
that nodes with the same magnitude of the degree to connect to each other, or the other way 
around (Arnaboldi et al. 2015). The Assortativity (r = -.166) we calculated here indicates 
that the connection between nodes is diverse: nodes with high degree communicate with 
those with low degrees and the vice versa. However, the absolute value of this metric is 
less than 0.5, indicating that this kind of tendency is not very prominent. As other research 
showed that Assortativity is the measurement for user happiness (Bliss et al. 2012; Bollen 
et al. 2011), our result indicates that the overall communication on the online activism does 
not exhibit a happy atmosphere. Clique is a closely linked group of nodes. In real life, the 
cliques of the network could be a clan or gang of close friends. From the perspective of 
cliques, we found the maximal clique to be seven, and we have six of this kind of clique. 
Also, our real-work network contains 5,705 maximal cliques. Compared with other real 
word networks from social media (Greetham and Ward 2014), our network has more 
cliques. This could indicate that people are clumping together and it could be the case of 
homogeneous communication spaces since the connectivity of the whole graph is very low. 
Transitivity is an important property in relation to the triadic closure, it is the number of 
transitive triads to the total number of triads in a network. As the network grows, the density 
and the transitivity all decrease (Stephens and Poorthuis 2015), and our network has an 
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actual higher level of transitivity, indicating a higher level of triadic closure. This might be 
interpreted by the high value of d subgraphs compared to an ER graph. The average 
clustering coefficient is also very low in our graph, indicating the low level of interactions 
between the nodes. 
Additionally, we want to address the results of network simulation. First of all, our 
simulations results are not very close to the original real-world model, especially on the 
subgraph counts of the c and d category subgraphs. In the simulations, we found that by 
manipulating the edge formation probability, the most direct effect is the change of the b 
category subgraphs, which are the triplets with only one edge. However, the simple edge 
change does not translate to more complete triplets. As we observed all c and d categories 
subgraphs counts are way much lower than the real-world model. There are no chaining 
effects of adding edge in regards to the triplet structure. Based on this result, we can say 
that the dynamics of the real-world model is more complicated than just controlling the 
social property of the cross-cutting and homogeneous edges. There might be some other 
factors that specifically catering to the formation of more active communication spaces, 
which are the c and d subgraphs. Nonetheless, we did somehow capture the patterns of the 
subgraphs change as we change the parameters in our simulations. The results from only 
changing one of the two parameters might indicate that the decrease of probability of 
forming homogeneous communications can result in more cross-cutting communications 
than just increasing the probability of forming cross-cutting communications. This 
somehow implies the overshadowing effects of the homogeneous communications as they 
can distort the distribution of the subgraphs more easily. This would be interesting to social 
scientists who are researching problems like whether punishment and discipline or 
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encouragement and motivation are more effective in changing social network structures. 
The results from the changing the two variables at the same time indicate that increasing 
both the probability of forming homogeneous communications and cross-cutting 
communications are most likely to recreate the real-world model as they return the most 
similar results in the c and d categories subgraph counts. It somehow confirmed with our 
assumption that both homogeneous and cross-cutting communications exist, and they both 
thrive in the high-activity level communication spaces.  
“Playing A Double Game”: Two-Faced and Inconsistent Language Use 
in Different Communication Types 
Our analysis using text answered the second research question related to people’s 
way of communication when they talk with friends or foes. We used high-level metrics 
indicating the linguistic styles and argumentative styles of the text returned by different 
tools. In this analysis, we confirmed that there is a language use difference between the 
two kinds of communication types. The outstanding differences are discussed followingly. 
In terms of linguistic styles, we first found that cross-cutting interactions have more 
words. This is the opposite of the result from An et al’s (2019), where they found 
homogeneous interactions contains more words. This result difference could be attributed 
to the platform difference, as their research collected data from Reddit, while our data were 
collected from Twitter. Compared with Reddit posts, the texts of tweets are more 
condensed considering the 140-word limit of twitter. However, the exact mechanism of 
why the platforms difference caused this opposing result or whether there are other 
prominent factors affecting the length of the post still needs more investigations. 
The use of pronouns is another interesting topic. Scholars in linguistics and 
communication have found the pattern of using pronouns having social or psychological 
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implications. It is said that in terms of personality, people using more first-person singular 
pronouns are more likely to have neuroticism while the ones using more second-person 
pronouns are negatively associated with the characteristics of openness (Sylwester and 
Purver 2015). While in our research, we did not find the exact difference in specific 
pronouns, however, the number of total pronouns is significantly different: the cross-
cutting tweets are more likely to use more pronouns. Pronouns are a part of the function 
words, which implies the allocation of attention (Tausczik and Pennebaker 2009). Based 
on our results, we can see that in the cross-cutting conversations, there is more attention 
manipulation as more function words are included, including pronouns. Due to the fact that 
we did not see the specific difference in the first personal pronounce or the second personal 
pronounce, which implies the self-referencing and self-branding or attacking and finger-
pointing (Gunsch et al. 2000). We would like to assume that both of the references of self 
are not significantly different in homogeneous interactions and the cross-cutting 
interactions. The same applies to the situation of finger-pointing using second personal 
pronouns.  
We also found more verbs in cross-cutting interactions. Verbs are essential 
disclosure of actions. The previous study found that the use of verbs is correlated with 
“sensitive disclosure” (Houghton and Joinson 2012). We think this could be one reflection 
of nature for cross-cutting interactions because the conversation between different parties 
is sometimes more fierce, sensitive, and controversial.  
The psychological processes categories from LWIC results rendered us more 
opportunities to see their interactions when having different types of communication. The 
first dimension is social processes. Our finding of cross-cutting interactions having more 
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social actions are in line with An et al.’s research (2019), where the social process is one 
of the dominate categories for cross-cutting groups. The existence of the higher level of 
social processes is because of the calling for actions to the related parties and the possible 
arguments and trolling. It could also reflect the nature of online conversations about 
activism. As online activism serves as a promoting platform for off-line activism, it often 
contains the words about actual social gatherings and protests, for example, the plan and 
the agenda for the offline protests. Also, it is also used as a tool for real-time live of the 
offline protests, considering the nature of twitter is more informative and news-like. These 
two situations of using twitter for offline activism are frequently found in our corpus and 
probably contributes to the number for social processing words. In addition, there is a 
considerable number of tweets criticizing the other party’s actions or police actions during 
the protests. The direct grilling or verbal attacking is likely to increase the number of cross-
cutting interactions. However, it should be considered that there should be more support or 
condolence for the peers who have the same standpoints and also the homogeneous links 
are more prevalent than the cross-cutting ones. Therefore, the low value of the mean for 
homogeneous communications actually further confirmed that the cross-cutting 
communication of the activism and social events about the activism is common. 
Nonetheless, we have to point out that the overall level of social processes is relatively low 
compared to other case studies on twitter (Kitzie and Ghosh 2015); this could indicate the 
low level of activities that permeates among all the parties.  
Cognitive and perceptual processes are the other two important psychological 
processes categories that we want to discuss. We found that cross-cutting interaction is 
more likely to have more cognitions than affections, while the homogeneous ones are more 
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perceptual and emotional. This result partially agreed with other research about digital 
activism on twitter, where they found both categories are more prevalent for digital 
activism (Choudhury et al. 2016; Kow et al. 2016). However, they did not adopt the cross-
cutting and homogeneous communication space lens, so it is hard to distinguish what kind 
of interaction within the digital activism really contributes to the high cognitive and 
affective processes. The cognition words are found more frequently in the cross-cutting 
interactions could be an indicator of reasoning, argumentation, and persuasion. They would 
like to get involved in conflicts when they have different opinions and standpoints. There 
is also research showing that the use of cognitive words can be an indicator of satisfaction 
or dissatisfaction, and usually, the dissatisfaction would result in higher value for the 
cognitive words (Yang and Srinivasan 2016). In light of this finding, we can see that among 
the cross-cutting interactions, there are more grunge and dissatisfactory atmospheres while 
the homogeneous conversation is more peaceful.  
The perceptual process emphasizes feelings. We observed that homogeneous 
interactions re more profuse with this kind of words. This result is similar to An et al’s 
(2019) research while they also found homogeneous interactions are more perceptual in 
their language use. It is likely that people in the same group trying to incite the feelings of 
the others and call for their attention or actions. However, we do need to mention the most 
outstanding perpetual process is “hear”, which contains the lexicons of listening and 
hearing. They could be the case that people are referencing the news or word of mouth 
from others as the evidence for argumentation. 
It is surprising that we do not observe a high level of the affective process as it fails 
to pass our category selection criteria. While in other similar research, affective processes 
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are prevalent (Kitzie and Ghosh 2015; Stieglitz and Dang-Xuan 2012). Nonetheless, we 
can see the emotional tone of the homogeneous is significantly more positive. Overall, 
more sentimental or emotional tweets are more likely to receive attention and would result 
in more interactions like retweets (Suh et al. 2010). We could interpret the same scenario 
in our research that people are using more emotional and sentimental words, especially 
positive emotions to attract more attention and promote activism so that they can have the 
upper hand on social media. The observation of perceptual and emotional tone among these 
groups also echoed with the social identity theory (Tajfel 1978). A social identity is “a 
person's awareness of belonging to a social category or group, together with the value and 
emotional significance of belonging” (Tajfel 1978). In our research, people in the activism 
setting would like to form this kind of collective identity which could reinforce group 
cohesion. Using perceptive words and emotions is often as a way for the formation of the 
group identity in other cases (Stieglitz and Dang-Xuan 2012). 
There are also more occurrences of the words about relativity among the cross-
cutting groups. This could be interpreted as the same for the common verbs. As our 
research is in an activism setting, it is really common for people to talk about conditional 
information for offline protest, so they will mention places more often.  
The formality of the language use is also of importance. According to previous 
research, the conversations between friends or people of the same kind are generally more 
informal (Payne 2007). Also, the use of informal langue is a more indicator of relevance, 
which means whether the content relevant to the audience (Xu and Zhang 2018). 
Confirming this theoretical background, our research advocated these propositions since 
we observed a higher value of informal language use among the homogeneous groups. It 
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could indicate that the lighter conversational atmosphere between the people with similar 
standpoints. However, as informal languages also encompass personal attacks like swear 
words and profanity, we expected to see the informal language use to be more frequent in 
the cross-cutting communications, specifically, we wanted to see these subcategories being 
stood out. However, the subcategories containing swear words did not populate in our data 
as they also failed to pass the selection criteria. It further indicates that in terms of informal 
language use, the more common situation is that people using informal or casual tone 
talking with their friends, not talking rudely towards tot their foes. However, we do want 
to suggest that the insignificance of the latter situation could be ascribed to the lack of 
relevant data, as the available cross-cutting edges are far rarer in our dataset. Our result 
also did not align with other research using the twitter data (An et al. 2019; Kitzie and 
Ghosh 2015). Their research results did not find the use of informal language a very 
important factor influencing the construction of the conversation on twitter.  
In regards to the punctuations, our results somehow contradicted the results about 
the language formality. As the researcher has pointed out, the use of punctuation increases 
the formality of the text (Pavlick and Tetreault 2016). Therefore, since we have observed 
that the more informal language use in the homogeneous groups, we were also expecting 
these interactions to have less punctuation use. However, the result is the opposite. This 
could somehow indicate that the punctuation functions less as a way to address formality 
in the online activism setting. This could be just an indicator of their average sentence 
length and the number of sentences in the tweets. 
In the closing notes of the linguistic styles for different communication styles, we 
want to address other high-level linguistic features generated by LWIC, namely the clout, 
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analytical, and authentic. An et al.’s research (2019) finds that homogeneous interaction is 
more authentic, however, our result is that cross-cutting interactions have higher average 
authentic scores. Based on the definition of this category (Pennebaker et al. 2015), we 
would interpret that people are more “authentic” in the way they reveal more personal 
stories than defended. This could be the case that people using their personal experience to 
argue with their foes or have strong personal feelings when they talk about this online 
activism issue. The analytical feature was interpreted as informational and richness in other 
research (Xu and Zhang 2018). Using this idea, we could see that the interactions between 
the like-minded people have more information to share about, and perhaps reach a higher 
level of information richness. This observation could also be learned from the fact that the 
informational richness is a result of talking about the setting and plans for the offline 
protest, which has similar effects on the categories like common verbs and relativity. 
In terms of argumentative style analysis, we would like to address the major 
insights. Because other relevant research did not use the same perspective API for analysis, 
we could not have a direct comparison with them in terms of the nuanced argumentation 
style. However, our research could reflect some general ideas. 
Firstly, in this online activism setting, the conversations, regardless of 
homogeneous and cross-cutting are relatively polite, which is different from some 
observation of the twitter hashtag conversation that was polluted with spams and trolling 
(Filer and Fredheim 2016). The general problem that might corrupt the conversation is the 
inflammation, similar to trolling in the academic lingua. This could be that the overall 
atmosphere for this online activism is more civil and polite, or it just an indicator of the 
low level of activity within this conversation. 
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We also found the significant difference among the probabilities of being toxic, 
severe toxic, insulting, inflammatory or being an identity attack or threat between the two 
different groups of the interactions. This supported the previous research about partisans 
on social media where people using different language styles, especially partisans would 
respond to their dissents in vitriolic and unproductive ways (Munger 2017). It also 
confirmed with our expectation that when people are encountering people with different 
ideologies, they will appear to be more aggressive.  
Among all the argumentative categories, we found that for homogeneous 
interactions, the most common issues are toxic, identity attack and threat while in the cross-
cutting groups the categories outstood are the threat and inflammatory. This could be 
illuminating in the following ways. First of all, toxicity is similar to inflammatory but the 
result is different, toxicity would repulse people phasing out of the conversation while 
inflammatory will troll people into a fightback. Since the inflammations are the most 
common in the cross-cutting interactions, it could somehow help to understand why in the 
high activity level cross-cutting interactions are more common. Since the most common 
dark side of the cross-cutting interactions is actually attracting more and more replies and 
conversations, the cross-cutting conversation is likely to raise the activity level. On the 
other side, the homogeneous ones, the toxicity will make people reluctant to continue the 
discussion.  
The appearances of threat are very common among the two categories. It often 
inflicts pain and violence. Considering the nature of our online activism, it is 
understandable why it would have a high ranking here. The offline protests usually have 
things about violence and pain involved, taking out Silent Sam as an example, we did 
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observe a lot of tweets talking about the police mishandle the protest situation and the other 
party physically attacked people in the protest scene. Considering the group difference, 
threating is also more common with the people talking with people they disagree with. This 
could be the case as we explained the social and cognitive processes in the LWIC result. 
The only category that is not evident is profanity. This means that there is no group 
difference in using profane language in this activism conversation. This result also 
advocated the LWIC results about informal language, as we did not see subcategories like 
swear words being prominent and show group differences. 
“You Are What You Linked”: Left-Leaning and Credible News as the 
Primary Source for Evidence in Argumentation 
In the last part, we want to discuss the results from the hyperlink analysis. We 
assume that the hyperlinks in the tweets are used as “evidence” when people argue with 
others in the online activism setting. Our result for this question is highly restricted by the 
availability of enough data. Nonetheless, we would discuss interesting finds derived from 
this part. 
First of all, the use of outside links is very rare in our dataset. It indicates that the 
people in this controversial conversation do not have the propensity to use outside 
information as support for their ideas. It could be that people don’t need other materials for 
boosting or it is just simply they don’t have the habits to reference or cite other resources. 
Secondly, we foundthat news domains are the most referenced links. While the news is one 
of the more reliable resources for information, we could see that the individuals in this 
activism conversation are more logical and reasonable. It is usually the case that when their 
URLs are used by the bots and spams to spread malicious viruses or wrong information 
(Onarlioglu et al. 2012). In our case, we did not observe this situation. This could be the 
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result of a civil communication environment, or just the popularity of this activism is not 
enough to attract bots and spam activities. 
However, when comparing the average numbers of the URLs and the domains 
directed towards from these URLs, we found the significant difference. It is shown that the 
homogenous ones use less URLs on average while the cross-cutting ones use more URLs. 
However, the lots of the URLs in the cross-cutting communications direct to the same 
domain so the average domain number of the cross-cutting communications are lower than 
the homogeneous ones. This difference is interesting because it reflects the choice of the 
hyperlink preference in online activism. It could be the situation that people are using more 
consistent categories of the URLs when they argue with people of different standpoints, or 
it could be case that they used less diverse and more biased source when arguing. 
 Next, among the media used by the users, most of them have mixed to high 
factuality, which also endorses our assumption that the user quality and the communication 
quality for this activism is above the average. The media and news sources being referenced 
have a general left-leaning political preference, and we do not see conservative or right-
leaning media resources being used here. This result is similar to the research about the 
news on Twitter during an election event (Bovet and Makse 2019), where they found the 
news sources by influential opinion leaders are left-leaning. Lastly, we did find the 
difference of using hyperlinks in the tweets between the homogeneous and cross-cutting 
interactions. However, due to the limited number of samples available, the actual reliability 
of the different needs more data to validate. 
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Conclusion & Future Work 
The knowledge of the characteristics of the people’s communication types on social 
media is a stepping stone for us to better understand the information ecology of social 
media as a whole. In this work, we extended the current research on homogeneous and 
cross-cutting communication spaces into the realm of online activism, a specific situation 
with more swordplay and argumentations. Therefore, this research tried to enrich our 
current understanding of the nature of online activism and partisan information sharing 
theoretically. Also, our approach to data analysis introduced new methods and tools for 
researching people’s cross-cutting and homogeneous communication. Machine learning 
tasks for classification decreased the bias of surveys and questionnaires induced in the 
previous study. The use of subgraph mining also provided a new approach for comparing 
cross-cutting and homogeneous communication, bringing nuanced results that have not 
been fully discussed before. The analysis of argumentative style, which bears specific 
relationships with online activism scenarios, also explored the language style that has not 
been frequently investigated. The analysis for URLs and domains would be illuminating 
for directing the research focus on the field of “evidence-based” argumentation and 
communication. In addition, we used the regional activism dataset for analysis, which 
would be the first comprehensive quantitative analysis for the whole event under the field 
of information science and computational social science. It is promising that our results 
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would benefit the social science researchers and activists who are interested in this specific 
local event. 
Our findings in this research are intuitive and reflective. Our significance tests 
approach yielded that people in online activism are 15 times more likely to communicate 
with like-minded people. Also, the people holding extreme standpoints are likely to attract 
more interactions, and there is also a considerable number of users who only talk with 
friends or foes, indicating polarization on social media. Our subgraph mining provided 
nuanced details about the communication types. It supported the finding that homogeneous 
communication is preferred by users. Also, it led to the findings that cross-cutting 
communication is simultaneously increasing with homogeneous ones when the activity 
level increases. This illustrates that people’s preference for homogeneous and cross-cutting 
connections are not mutually exclusive. They co-exist in active communication spaces. Our 
linguistic and argumentative style analysis confirmed that people in cross-cutting 
communications used more function words and common verbs, indicating the presence of 
attention manipulation. They are also more self-revealing, logical, and reasoning-based, 
while homogeneous ones are more emotional and perceptual, implying the manifestation 
of social identity theory. However, in general, cross-cutting communications are more 
toxic, offensive, inflammatory and have a significantly higher chance to be an identity 
attack and a threat. Our domain analysis implied that people in the online activism using 
left-leaning media source with mixed to high factuality in their tweets as their 
argumentation evidence, implying the civic atmosphere of the conversation. 
We would like to close this paper by recognizing the limitations of our work and 
pointing out the paths for future work. First of all, although the case of Silent Sam is 
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relevant and representative of activism, it is still regional activism. This means that the 
available amount of data is limited. In the actual execution of our research, we faced the 
issue of data quality. For example, the actual meaningful tweets, the ones that are replies, 
mentions, and quote tweets are only one-sixth of the whole dataset. Also, the data were 
initially unlabeled, and we only have limited time and human resources for data annotation. 
Due to the fact that the size of our dataset is small, we have a discrepancy of the sample 
size between the cross-cutting and homogeneous groups. Although we used methods that 
compensate for the issue of unequal sample size and non-normality, the results are 
somehow hard to generalize. The data issue influenced the most on our hyperlink analysis 
part, where we had a very small sample to compare and to analyze, and the results are likely 
to be case-specific. Future work could learn from our approach and apply it to other 
activism datasets, especially the ones that have national impact, which would be useful to 
have a more generalizable conclusion. Second of all, the machine learning tasks we 
conducted here are all supervised learning. Also, we had a very small training set and a 
relatively huge predicting set, which is due to the limits of human resources for annotation. 
Future research could take the approach of a semi-supervised learning framework. 
Research has shown that the semi-supervised and self-training algorithms would benefit 
the model performance and cope with the cold start problem. Lastly, the subgraph mining 
here is an initial trial. The algorithm we used is just an iteration of all possible subgraphs—
it has very high time complexity and took a long time to get the result. Future work could 
use the established algorithms in the field of subgraph mining and try to twerk more 
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Appendix 
Pseudo Code for Subgraph Counting 
 Algorithm I: Counting All Possible Subgraphs 
 Inputs: 
userArray is the array containing user standpoints, and N is the length of the 
userArray. For each i, 0 ≤ 𝑖 ≤ 𝑁, 𝒖serArrayi ∈ [0,1] 
 G is the two-dimensional adjacency matrix of the graph to be iterate and count 
 Outputs: 
subGraphs is the map contains the subgraphs results, where its maximum length is 
10 
 procedure COUNT (G, userArray) 
  for nodeA in dim(userArray) do  
  aNeighbour ← {Gii, Gii+1, …, Gin}, where i = nodeA, n = 
dim(userArray) 
  for nodeB ∈  aNeigbour do  
   bNeigbour ← {Gii, Gii+1, …, Gin}, where i = nodeB, n = 
dim(userArray) 
   if GnodeAnodeB = 1 then  
    for nodeC ∈ bNeigbour do check 
     if GnodeBnodeC = 1 then check 
      if GnodeCnodeA = 1 then check 
       if |sum(useArraynodeA, 
userArraynodeB, userArraynodeC)| = 3 then 
        update subGraphs with 
‘d.1’ += 1 
       else 
        update subGraphs with 
‘d.2’ += 1 
       end if 
      else check   
       if |sum(useArraynodeA, 
userArraynodeB)| + |sum(userArraynodeB, userArraynodeC)| = 4 then 
        update subGraphs with 
‘c.1” += 1 
       elif |sum(useArraynodeA, 
userArraynodeB)| + |sum(useArraynodeB, userArraynodeC)| =2 then 
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        update subGraphs with 
‘c.2’ += 1 
       else  
        update subGraphs with 
‘c.3’ += 1 
       end if 
      end if 
                else check 
      if GnodeCnodeA = 1 then check 
       if |sum(useArraynodeC, 
userArraynodeA)| + |sum(userArraynodeA, userArraynodeB)| = 4 then  
        update subGraphs with 
‘c.1” +=1 
       elif |sum(useArraynodeC, 
userArraynodeA)| + |sum(userArraynodeA, userArraynodeB)|= 2 then 
        update subGraphs with 
‘c.2’ +=1 
       else  
        update subGraphs with 
‘c.3’ +=1 
       end if 
      else check 
       if |sum(useArraynodeA, 
userArraynodeB, userArraynodeC)| = 3 then 
        update subGraphs with 
‘b.1” +=1 
       elif |sum(useArraynodeA, 
userArraynodeB, userArraynodeC)| = 1 and |sum(useArraynodeA, userArraynodeB)| = 2 then 
        update subGraphs with 
‘b.2” +=1 
       else  
        update subGraphs with 
‘b.3’ +=1 
       endif 
      endif 
    end for 
  else   
  for nodeC in bNeigbour check 
   if GnodeCnodeB = 1 then check 
    if GnodeCnodeA = 1 then check 
       if |sum(useArraynodeB, 
userArraynodeC)| + |sum(userArraynodeC, userArraynodeA)| = 4 then 
        update subGraphs with 
‘c.1” +=1 
       elif |sum(useArraynodeB, 
userArraynodeC)| + |sum(userArraynodeC, userArraynodeA)| = 2 then 
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        update subGraphs with 
‘c.2’ += 1 
       else  
        update subGraphs with 
‘c.3’ += 1 
       end if 
      else check 
       if |sum(useArraynodeA, 
userArraynodeB, userArraynodeC)| = 3 then 
        update subGraphs with 
‘b.1” += 1 
       elif |sum(useArraynodeC, 
userArraynodeA)| + |sum(userArraynodeB, userArraynodeC)|= 2 then 
        update subGraphs with 
‘b.2” += 1 
       else  
        update subGraphs with 
‘b.3’ += 1 
       end if 
   else check 
    if GnodeCnodeA =1 then 
       if |sum(useArraynodeA, 
userArraynodeB, userArraynodeC)| = 3 then 
        update subGraphs with 
‘b.1” += 1 
       elif |sum(useArraynodeC, 
userArraynodeA)| + |sum(userArraynodeC, userArraynodeA)|= 2  then 
        update subGraphs with 
‘b.2” += 1 
       else  
        update subGraphs with 
‘b.3’ += 1 
       end if 
    else check 
       if |sum(useArraynodeA, 
userArraynodeB, userArraynodeC)| = 3 then 
        update subGraphs with 
‘a.1’ += 1 
       else 
        update subGraphs with 
‘a.2’ += 1 
     end if 
    end if 
  end for 
 end if 




 end procedure 
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Network Visualizations 
Although we did not utilize the visual analytics techniques for the network, we still 
generated some visualizations for references.  
 
Figure 13 Whole Network Visualization without Pigmentations 
This is the whole network visualizations where nodes are showed in grey color and 
edges are showed in black color. The size of the nodes are scaled by the degrees they have. 
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Figure 14 Whole Network Visualization with Node Pigmentations 
Figure 14 shows the visualization with nodes being colored based on their 
standpoints. The red ones mean they are holding the Against Silent Sam viewpoint, the 
green ones is the opposite and the purple ones are the Neutral users. 
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Figure 15 Network Visualization with Only A and F users and without Edge Pigmentation 
This is the subgraph where the users are only those who are identified as A or F. 
The neutral users are filtered out in this graph. The edges are not colored and are showed 
in black color. The normalization of the degree size is the same as the previous ones. 
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Figure 16 Network Visualization with only A and F Users and Edge Pigmentations 
Figure 16 shows the network that only contains A and F users. Also, the edges are 
colored based on the edge type. The red is used for homogeneous communications, the 
blue is for the cross-cutting ones. 
1 Available at: https://tags.hawksey.info/ 
2 Available at http://www.orgneat.com/ 
3 Available at https://github.com/Jefferson-Henrique/GetOldTweets-python 
4 More information about the model and the procedures of producing features can be found at: 
https://github.com/conversationai/perspectiveapi/blob/master/api_reference.md 
5 Available at: https://pydomains.readthedocs.io/en/latest/pydomains.html#using-pydomains 
6 Available at: https://mediabiasfactcheck.com/ 
 
