Abstract-This paper analyzes the performance of blind equalization using the complex cepstrum of third-order moments applied to 4-QAM time division multiple access (TDMA) indoor radio communication systems. In particular, we have modeled a dispersive indoor channel with Rice statistics. We used the blind algorithms to estimate the channel-impulse response, and from this, we computed the equalizer coefficients using a classical minimum mean square error (MMSE) algorithm. In order to evaluate the system performance, we calculated the bit error rate (BER) of a decision feedback equalizer (DFE) that uses a tricepstrum algorithm to estimate the channel-impulse response. The results are compared with those obtained using a least sum of square errors (LSSE) algorithm as a channel estimator and considering the exact channel response. The results obtained show that this kind of blind equalizer performs better than the more classically trained equalizer when Rice channels with a strong direct path and signal-to-noise ratios (SNR's) lower than 20 dB are taken into account. However, some problems relating to the length of time needed for convergence must be solved.
I. INTRODUCTION

D
IGITAL indoor radio communication systems have become an attractive proposal because they could provide the user with high-quality voice and medium-rate data services with total mobility. However, such systems are affected by frequency-selective fading caused by the multipath timedelay spread that produces intersymbol interference (ISI), thus resulting in an irreducible bit error rate (BER) and imposing an upper limit on the data symbol rate. Consequently, for time division multiple access (TDMA) systems, adaptive equalization has traditionally been adopted in order to counteract the degradation introduced by the channel. In general, most equalizers have two modes of operation: training and decision-directed [1] . In the training mode, the algorithm uses a known sequence to ensure that the equalizer coefficients achieve the appropriate values to reduce the ISI. However, the use of these training bits involves a major reduction of the payload efficiency; for this reason it is very interesting to investigate algorithms that allow equalization of the indoor channel without needing a training sequence. Even though there are several works that analyze the behavior of blind equalization [2] - [4] , they deal with theoretical channels that do Manuscript received March 4, 1995;  revised December 1, 1995 . This paper was supported by the CICYT, Spain, under Grant TIC 93-1079-CE.
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not offer a realistic vision of a transmission system in indoor environments.
In this work, we used the properties of the complex cepstrum of higher order cumulants to obtain an accurate estimation of the impulse response of the channel. The subsequent calculation of the equalizer coefficients is done analytically. We simulated an indoor channel as a Rice statistics channel on the basis of measurements carried out in various environments [5] . We will assess the performance of 4-QAM (quadratureamplitude modulation) indoor radio systems with a decision feedback equalizer (DFE), whose coefficients are computed from the estimation of the impulse response by using the minimum mean square error (MMSE) criterion. We limited our study to the DFE structure because linear transversal equalizers cannot compensate frequency zeros that might appear in the transfer function of the mobile radio channels, resulting in performances that are worse than those obtained for DFE structures [1] .
In order to evaluate the performance of the tricepstrum algorithm, we calculated the BER of the system as a function of the signal-to-noise ratio (SNR) and also of the delay spread that measures the channel dispersion. We also compared the difference in the performance of the blind system and a system that uses the least sum of square errors (LSSE) channel-estimation algorithm [6] . This algorithm is based on a correlation procedure with a training sequence and has been chosen for the universal mobile telecommunication system (UMTS) [7] , [8] . Finally, we will evaluate the degradation introduced by the channel-impulse response estimation by computing the performance achieved by a system that uses the exact impulse response. Fig. 1 shows the low-pass equivalent model of the transmission system. In general, the transmitted -QAM signal can be formulated as (1) where and are independent data sequences for the in-phase and quadrature channel. These data sequences take their values from the set 1 3 1 with for 4 QAM. The overall filtering transfer function is a raised-cosine-type with a rolloff factor equal to 0.5, which is split equally between the transmitter and receiver. The function models the 0018-9545/97$10.00 © 1997 IEEE channel behavior that introduces selective fading in the radio link. The received signal can be expressed as (2) where is the Gaussian filtered noise added by the channel and is the overall impulse response given by (3) where (4) and (5) being the inverse Fourier transform operator, the rolloff factor of the raised-cosine function, and the symbol period.
II. TRANSMISSION MODEL
In this paper, we have considered a quasi-static Rice channel model. In order to generate the channel-impulse response, we can formulate this impulse response as (6) where models the dispersive part of a Rice channel represented by a Rayleigh stochastic process. We have assumed that the dispersive Rayleigh part of the model could be represented by means of a wide-sense stationary uncorrelated scattering (WSSUS) model, and it is represented by a unique correlation function referred to as the power-delay profile, , [1] . From the power-delay profile function, a sample of the dispersive part of the channel-impulse response can be constructed using the following formula [9] : (7) where and are zero-mean Gaussian random variables with variance 2, where is the time between samples and is the number of samples needed to represent the indoor mobile channel in an accurate form. The value of depends on the shape of the power-delay profile, , and on its rms delay spread [1] . The most common shape for the power-delay profile in indoor environments is the oneside exponential profile. In order to compute the minimum value of in the channel model necessary to characterize the channel behavior, we should consider that the mean value of the received symbol energy must be equal to one, that is, we normalize the energy of the received signal. Then, computing from the channel model the mean of the symbol energy against the number of samples per symbol period and considering different values of the rms delay spread, we can conclude that the minimum sample period must be . Furthermore, it is sufficient to consider a time duration of a one-side exponential profile approximately equal to 14 , that is, is equal to 28. To generate the Rice channel, we added a constant value to the first sample [10] . This constant value is represented in (6) by the delta function, whose amplitude is a function of a magnitude , defined as the ratio between the directed ( ) and reflected ( ) power of the channel-impulse response components. That is (8) Taking into account that the mean power of the received signal can be formulated as (9) and considering that the SNR is given by SNR , where is the noise power, then the noise-standard derivation used in the simulation procedure can be computed as SNR (10) Finally, the received and sampled signal at the input equalizer can be formulated as (11) where is a complex Gaussian random uncorrelated process [9] , with variance equal to , and is the sampled response of the channel model given by (12) with (13) and (14)
III. HIGH-ORDER STATISTICS EQUALIZER
The technique used to compensate the fast and selective fading effects of the mobile channel is based on the calculation of the equalizer coefficients using the MMSE algorithm from a channel-impulse estimation obtained with the tricepstrum algorithm.
The impulse-response estimation can be calculated by means of the algorithm that follows. First, we calculate the fourth-order cumulant given by (15) where is the sequence of the received signal samples. It is important to emphasize that the estimation of the fourthorder cumulant requires a long sequence in order to compute this function with sufficient accuracy to obtain the required precision on the impulse-response estimation. Next, using the properties of cumulants [11] and assuming that the channel can be modeled as (16) where we have divided the impulse response in a minimum and maximum phase impulse response with 1 and 1; the cepstral equation [11] can be reached (17)
In the above expression, and are the minimum and maximum phase-differential cepstrum coefficients, which are related to the zeros of the transfer function of as follows:
and being the coefficients of the transform of impulse response defined in (16). The values of and determine the number of estimated samples of the channel as 1 [11] and therefore affect both the system performance and computational complexity.
Finally, the values of and are obtained from (17) by resolving a linear overdetermined system of equations, as shown in [2] , and then, by means of a recursive procedure, the minimum and maximum phase impulse responses are computed as (19) (20) where
. From these sets of values, the components of the global estimate response are obtained as follows: (21) where (22) and is the convolution operator.
We used the MMSE criterion in order to obtain the coefficients from the impulse-response estimation because it performs better than the zero-forcing criterion in mobile communications environments. When quasi-static radio channels are assumed, a set of linear equations can be posed to obtain the optimum tap values [12] , as shown in (23) at the bottom of the page, and (24) where is the set of the equalizer tap, are the values of the impulse-response estimation at the sampling instant , is the data-standard deviation, and is the autocorrelation matrix of the noise given by (25)
IV. RESULTS
We have examined the effectiveness of the counteracting tricepstrum adaptive equalization technique in the multipath indoor radio channel. The objective is to determine the datarate limitation for indoor communication systems. The criterion used to evaluate the system quality is the BER. In order to test the performance of the proposed algorithm in typical indoor environments, a simulation was performed. For every (23) Fig. 2 . BER versus the normalized delay spread for a channel with low direct path. Fig. 3 . BER versus the normalized delay spread for a channel with high direct path. environment condition considered, which is specified by the SNR, the normalized delay spread, and the factor of the Rice channel model; a set of 1000 different impulse responses are generated, and the equalizer coefficients are calculated. Then, for each impulse response assumed, the equalizer tap values are calculated, the BER values are evaluated using the Levy method [13] , and from these values, the mean value of the bit error probability is obtained for a given environment. Four different receiver structures were analyzed. First of all, we considered a system without an equalizer and compared the results obtained with the performance of a system with DFE's, where the estimated channel-impulse response is obtained from the tricepstrum channel estimation or from the LSSE channel-estimation algorithm, or, in the best case, from an ideal channel-estimation procedure. Specifically, 10 000 received symbols per different channel environment were used to compute the tricepstrum algorithm, and from it, the equally time-sampled values of the channel-impulse response are estimated. We estimate nine taps of the sampled channel-impulse response for both the tricepstrum and LSSE because this is the value used in the UMTS approach [7] .
In Figs. 2-7 , we compare the results obtained with a DFE with five forward taps and four feedback taps and consider a 4-QAM modulation scheme. Figs. 2 and 3 show the mean-value evolution of the bit error probability against the normalized delay-spread value , where is the symbol period, for a Rice environment with two values of the directed-to-reflected power ratio ( dB and dB), and 15 dB of SNR. These figures show that for very low dispersive channels ( 0.1), the tricepstrum algorithm has almost the same performance as a system with an equalizer, whose coefficients have been calculated from a perfect (ideal) estimation of the channel-impulse response. It can be noticed that when the dispersion grows, the tricepstrum algorithm does not reach the minimum obtained by the exact equalizer, and the system degradation increases mainly for channels with low power in the direct path, that is, with small values of the parameter. If we compare the above results with those obtained using the LSSE algorithm, it is also clear that the higher order algorithm performs considerably better than the LSSE estimator for low dispersion channels and with a small directed path. It should be emphasized that for low values of the SNR, the LSSE algorithm causes major degradation of the BER performances, even for a very low dispersion channel, due to the noisy estimation of the sampled impulse response. The fact that the performances of a system with this kind of algorithm are even worse that those obtained for a system without an equalizer prevents us from using the LSSE algorithm in such an environment. However, in high dispersive channels, e.g., in Fig. 2 , the tricepstrum performs worse than the LSSE procedure. This is due to the poles and zeros of the channel-transfer functions that are placed near the circle unit in the plane, that is, values of and modules near one. However, when we have a high directed path ( dB), as is usual in indoor environments, the tricepstrum algorithm works considerably better than the LSSE algorithm, with low losses in relation to the ideal situation, even for values as high as 0.5, as is shown in Fig. 3 . Notice that, in this case, the tricepstrum algorithm produces BER values of one order of magnitude better than the more classical LSSE algorithm. It is also important to emphasize that for dB, the system performance for both receiver algorithms is better than that obtained for a lower direct-path power, dB, as could be expected, but the improvement obtained is greater when the tricepstrum algorithm is used.
The BER evolution versus SNR is depicted in Figs. 4 and 5 for the same values of , where we can see that for an SNR lower than 15 dB, the tricepstrum algorithm does not produce significant losses in comparison with the ideal system, whereas the LSSE algorithm produces a degradation on the required SNR value, for a given BER value, ranging from 2 to 4 dB. However, for channels with a high direct path, for instance, and high SNR's (SNR 20 dB), the LSSE algorithm clearly outperforms the tricepstrum algorithm.
In Fig. 6 , the BER evolution, as a function of the number of symbols used to train the equalizer, is shown for two channel environments. From these results, we can conclude that a large number of symbols, around 3000, is necessary to achieve BER values similar to the ones obtained with the LSSE algorithm. This is due to the need for a good estimation of the fourth-order cumulant. When the number of symbols is increased to 10 000 or more, the BER falls to final values of around 10 for and SNR dB and 5 10 for and SNR dB; values very near to those obtained when we compute the system performance with the ideally estimated impulse response (see Fig. 5 ). That is, this algorithm needs at least 8000 or 10 000 symbols to achieve a good channel-impulse response estimation.
We also obtained results for the BER against the factor. In Fig. 7 , we show the system performance for SNR 
and
. We observe that LSSE works better when we do not have a direct path, that is, in Rayleigh environments, but the tricepstrum algorithm is more suitable when the channel has Rice statistics, even for values of as small as 3 dB, performing near an ideal impulse-response channel estimator for high values of .
It is important to notice that the above results were obtained with a quasi-static channel model. This approximation is valid in indoor environments, where we have a maximum Doppler shift of 10 Hz and at a high data rate. In Fig. 8 , we show the differences in the results of the simulation of the indoor channel caused by considering or underestimating the Doppler effect. It can be seen that there is minimal deviation in the curves, and it is produced at a low rate when the effect of the equalizer is almost null.
V. CONCLUSIONS
In this paper, the performance of high-order statistical techniques in an indoor radio environment has been analyzed. It has been shown that the algorithm offers effectiveness for adaptive equalizing in the situation analyzed and provides a viable solution to the problem of channel distortion in indoor digital communication systems. This algorithm does not need a training sequence, but it does need a long data sequence to achieve a good estimation of the channel. Therefore, we can use this algorithm mainly for blind equalization in the downlink (base-to-mobile), where the receiver can use the continuous data frame in order to estimate and equalize the distorted channel, but usually not in the uplink (mobile-tobase), due to the discontinuous nature of the burst structure in most of the systems envisaged.
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