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Despite the significant geothermal resource in the UK, only one small scale scheme in Southampton 
is presently operating. Few wells have been drilled to target deep resources, particularly in the 
Cheshire Basin where only two wells have penetrated depths approaching 3 km. As a result, the 
knowledge of aquifer quality in the more central parts of the basin is limited, meaning there is a high 
geological risk associated to any geothermal development. To investigate this, a single well model 
was designed to simulate the extraction of fluid from the Collyhurst Sandstone Formation. 
Simulations of a range of geological and engineering parameters highlighted hydraulic conductivity 
could be the most significant obstacle to production, however, it could be minimised by altering 
engineering parameters (i.e., production rate, length and position of the well screen). A key issue 
with conventional extraction only methods is the disposal of waste water. To circumvent this issue, 
innovative deep borehole heat exchangers and standing column wells were modelled. Results 
indicated that both methods can produce heat loads up to 3.7 MW for short periods. Further analysis 
was also undertaken on heat exchangers, highlighting significant savings could be made from 
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years and 20 years, (b) changes in temperature in the confining beds around the wellbore at the 
surface level (S.L), 1500 m and 2700 m, (c) temperature distribution of the pipe, grout and 
surrounding rocks with time during the depletion scenario and (d) recharge scenario. Note in 
figure d the pipe and grout have a similar temperature decline to the rock, such that the minor 




Figure 5.15: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying porosity (a – b), (c) shows the change in production temperature 
and (d) is the zone of influence. Porosities shown for the base case BC (15%), S1 (10%), S2 (20%) 
and S3 (30%). 
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Figure 5.16: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying salinities (a – b), (c) shows the change in production temperature 
and (d) is the zone of influence. Salinity shown for the base case BC (0.08 ppm/10
6
), S1 (0.04 
ppm/10
6
), S2 (0.16 ppm/10
6






Figure 5.17: Well screen temperature (T) and head (H) variations with time during depletion and 
recharge phases for varying thermal conductivities (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Thermal conductivity shown for the base case BC 
(3.41 W/m/°C), S1 (2 W/m/°C), S2 (4 W/m/°C) and S3 (5 W/m/°C). 
 
162 
Figure 5.18: The final production temperature at the wellhead and drawdown versus the total 
energy produced. The four outliers which reach the cut-offs for shorter lifetimes are for reservoir 
temperature (17 °C/km thermal gradient), production rate (40 l/s) and hydraulic conductivity 
(1e-2 and 3e-2 m/day). The cross represents scenario 1, the circle scenario 2 and the diamond 
scenario 3 for each parameter, respectively. 
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Figure 5.19: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying reservoir thickness (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Reservoir thicknesses shown for the base case BC 
(700 m), S1 (630 m), S2 (840 m) and S3 (770 m). 
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Figure 5.20: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying hydraulic conductivities (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Hydraulic conductivities shown for the base case 
BC (1e-1 m/day), S1 (1e-2 m/day), S2 (3e-2  m/day) and S3 (5e-2 m/day).  
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Figure 5.21: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying thermal gradients (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Thermal gradients shown for the base case BC (25 





Figure 5.22: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying well screen position (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Well screen position shown for the base case BC 
(top HSA (2.8-2.87 km)), S1 (upper middle of the HSA (2.94-3.01 km)), S2 (lower middle of the 
HSA (3.29-3.36 km)) and S3 (base of HSA (3.430-3.500 km)).  
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Figure 5.23: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying production rates (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Production rates shown for the base case BC (15 
l/s), S1 (20 l/s), S2 (30 l/s) and S3 (40 l/s). 
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Figure 5.24: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying well screen lengths (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Well screen length is shown for the base case BC 
(penetrating 10 % of the HSA), S1 (100 %), S2 (40 %) and S3 (20 %). 
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Figure 5.25: Well screen temperature (T) and head variations (H) with time during depletion and 
recharge phases for varying wellbore radii (a – b), (c) shows the change in production 
temperature and (d) is the zone of influence. Wellbore radii shown for the base case BC (0.106 
m), S1 (0.05 m), S2 (0.15 m) and S3 (0.2 m). 
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Figure 5.26: Well screen temperature (T) and head variations (H) with time during the depletion 
phase for different hydraulic conductivities compared to varying length of the well screen (a) 
and production rates (b). In the plot (a) S1 is 0.01 m/day v fully penetrative well screen (FWS), 
S2 is 0.01 m/day v 50 % penetrative well screen (HWS), S3 is 0.05 m/day v FWS, S4 is 0.05 
m/day v HWS. In plot (b) S1 is 0.01 m/day v 10 l/s, S2 is 0.01 m/day v 5 l/s, S3 is 0.05 m/day v 10 








Figure 5.28: Variations in well head and temperature in the reservoir extraction nodes for 
varying scenarios: (a) depletion for 6 months and recharge for 6 months, (b) depletion for 8 
months and recharge for 4 months, (c) depletion for 10 months and recharge for 2 months. 
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Figure 5.29: Variations in production temperature (temperature at the top of the wellbore) for 
seasonal variations of 6 months depletion and 6 months recharge, 8 months depletion and 4 
months recharge, 10 months depletion and 2 months recharge. 
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Figure 5.30: Localities of the zone of influence around potential wellbore areas in the Crewe 
area. Phase 1 targets the high demand central town centre, whilst phase 2 and 3 link Leighton 




Figure 6.1: Schematics of (a) deep single well scheme where fluid is extracted and injected 
seasonally, (b) a deep closed loop borehole heat exchanger (BHE) where fluid is constantly 
circulated and (c) a standing column well (SCW) where the majority of fluid is circulated and 
some is discharged as bleed to induce a groundwater flow towards the borehole. 
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Figure 6.2: Schematics of the finite-difference meshes for the respective model set ups of (a) 
deep single well scheme where fluid is extracted and injected seasonally, (b) a deep closed loop 
borehole heat exchanger (BHE) where fluid is constantly circulated and (c) a standing column 
well (SCW) where the majority of the fluid is circulated and some is discharged as bleed to 





Figure 6.3: (a) Temperature profile of the injection-extraction model after 2 months of injection 
and (b) 10 months of extraction. 
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Figure 6.4: (a) Cross-section profile of the injection-extraction model showing the change in 
temperature from static conditions after 2 months of injection and (b) 10 months of extraction. 
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Figure 6.5: Single well models: (a) annual variations in wellhead (production) temperature, (b) 
cumulative energy production and (c) recovery factors of energy. Note the different intercepts in 
(b) and (c) on the x-axis indicate the period from when production starts following injection.  
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Figure 6.6: Long term (10 year) simulations showing (a) annual variations in wellhead 
(production) temperature and (b) wellbore head. 
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Figure 6.7. (a) Annual variations in injection / extraction rates and (b) the cumulative water 
production during the 10 years of simulation. In figure (a) a negative value indicates the fluid is 
removed from the aquifer, whilst a positive value means it was injected into the aquifer. 
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Figure 6.8: (a) 3D temperature plot of the subsurface for the 15 l/s borehole heat exchanger 
(BHE) model and (b) the 2D cross line through figure a. 
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Figure 6.9: Wellbore performance of borehole heat exchangers under different flow rates: (a) 
temporal variations in outlet temperature, (b) specific heat load variations with depth, (c) 
temporal variations in heat load over 30 days and (d) temporal variations in heat load over the 
last 6 days of the model. 
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Figure 6.10: Borehole heat exchanger performance for varying heat loads: (a) temporal 
variations in inlet and outlet temperature and (b) spatial variations in the borehole for the inlet 




Figure 6.11: Modelled specific heat loads under predetermined demand heat loads. 
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Figure 6.12: (a) 3D temperature plot of the subsurface for the 15 l/s standing column well (SCW) 
model scenario with 20 % bleed model and (b) the 2D cross line through figure a. 
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Figure 6.13: (a) Outlet temperatures for a bleed of 10 %, (b) outlet temperatures for a bleed of 
20 %, (c) heat load for a bleed of 10 % and (d) heat load for a bleed of 20 %. 
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Figure 7.1: Schematic of co-current flow and counter-current flow regimes for different heat 
exchanger configurations. Tc is the temperature of the circulatory fluid and Th is for the 
geothermal fluid. The addition of ‘out’ and ‘in’ refer to the inlet or outlet temperatures. 
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Figure 7.2: Comparison of output temperatures for (a) counter-current and (b) co-current flows 
in heat exchangers across a range of surface areas, with their respective efficiencies (c). The 
input temperature for the geothermal fluid was 86 °C. 
 
220 
Figure 7.3: Comparison of output temperatures for (a) counter-current and (b) co-current flows 
in heat exchangers across a range of surface areas, with their respective efficiencies (c). The 
input temperature for the geothermal fluid was 67 °C. 
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Figure 7.4: Varying net profit and capital investment versus heat transfer area for different 
input geothermal temperatures (a) 67 °C and (b) 86 °C. The optimal surface area is the 
maximum difference between these two values. 
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Figure 7.5: Varying net profit versus heat transfer area for different heat exchanger costs (a) 
and interest rates (b). The input temperature of the geothermal fluid was 67 °C and the clean 




Figure 7.6: Varying net profit versus heat transfer area for different heat exchanger costs (a) 
and interest rates (b). The input temperature of the geothermal fluid was 86 °C and the 
circulating fluid 30 °C. 
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Figure 7.7 Change in geothermal fluid and circulating fluid output temperatures for different 
heat exchanger transfer areas across the 60-95 °C input geothermal fluid temperature range.  
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Figure 7.8: (a) Variation in net profit and optimal transfer area as a consequence of changes in 
input temperature of the geothermal fluid. (b) Variation in output of circulating fluid in 
comparison to the geothermal fluid input temperature.  
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Figure 7.9: Variation in energy (a), circulatory fluid output temperature (b) and net profit (c) 
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NOMENCLATURE FOR NUMERICAL MODELLING 
Symbol Parameter Units 
𝑡 Time seconds 
𝜆 Thermal conductivity W/m/°C 
𝑇 Temperature °C 
𝑞 Heat flow W⋅m−2 
𝐶 Specific heat capacity J/kg °C 
𝜌 Density kg /m3 
∅ Porosity % 
𝛼 Thermal diffusivity m2/s 
𝑅𝑑 Retardation factor - 
𝐾 Hydraulic conductivity m/s 
𝑣 Darcy velocity m3/s 
𝑆𝑠 Storage coefficient - 
ℎ Hydraulic head m 
𝑃𝑟 Penetration ratio - 
𝑃𝐶 Pricketts penetration 
constant for additional 
drawdown 
- 
𝐴 Area m 
𝑢 Fluid velocity in the pipe m/s 
𝑏𝑝𝑔 Reciprocal of thermal 
resistance between pipe and 
grout 
W/m2 °C 
𝑄 Production rate m3/s 
𝑊 Source or sink m/s 
𝑟𝑤 Radius of the well in the 
reservoir (screened interval) 
m 
𝑟𝑒 Extrapolated radius m 
Subscripts   
𝑏 Bulk - 
𝑠 Solid phase - 
𝑓 Fluid phase - 
𝑝 Pipe - 
𝑔 Grout - 
𝑝𝑟𝑜𝑑 Production temperature - 
𝑟𝑒𝑗 Rejection temperature - 
i Inlet pipe - 








CHAPTER 1 - INTRODUCTION 
This chapter outlines the key aims and objectives of the thesis, as well as summarising each chapter. 
1.1 Introduction 
Globally, the renewable energy market is growing with the utilisation and development of 
geothermal energy considered as a clean, efficient alternative to fossil fuels. Fossil fuels are a limited 
resource with approximately one-third of reserves being depleted due to a sharp increase in their use 
since the 1950s (Ringrose, 2017). Therefore, it is important that in order to meet the growing 
demand for energy a suitable alternative resource is found. Heat energy within the Earth’s crust can 
be produced as geothermal energy. Typically, this is exploited by shallow ground source heat pumps 
within 100 m of ground level where the Earth’s surface is heated by the sun, or through deep 
geothermal wells extracting fluid that has been heated by the Earth’s geothermal gradient. Deep 
geothermal schemes (>1 km) are currently being used to produce energy around the world, as both 
power and heat, usually focusing on high-enthalpy resources where temperatures exceed 150 °C 
(e.g., Iceland (Elders et al. 2014)). Low-enthalpy systems, such as the deep, Mesozoic sedimentary 
Wessex and Cheshire Basins in the UK, could generate useable geothermal energy; however, they 
typically cannot produce the +125 °C temperatures required for economic electricity generation and 
would be better suited to district heating schemes (+75 °C)  (Arup, 2013).  
Deep geothermal resources can be classified as (DiPippo, 2012): 
- Hydrothermal – the most commonly developed geothermal resource where brines are extracted 
from permeable formations. This includes hot sedimentary aquifers (HSA); 
- Hot Dry Rock (HDR) – where low permeability, high temperature systems are stimulated creating 
an artificial reservoir allowing fluid to be injected and extracted in a multi-well system; 
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- Geopressured – where reservoirs have very high pressure, high temperature and dissolved 
methane; and, 
- Magma energy – where cold fluid is injected at high pressure into high temperature magma and 
then circulated back to the surface.  
In the UK, deep geothermal resources include hydrothermal and hot dry rock (Downing and 
Gray, 1986a,b) with hot sedimentary aquifers (HSAs) being the focus of this thesis’s research. There 
are four major Mesozoic sedimentary basins in England and Wales which have the potential to yield 
low-enthalpy geothermal resources from HSAs. These include the Worcester, East England, Wessex 
and Cheshire Basins (Busby, 2010, 2014) (Fig. 1.1). The Cheshire Basin is the focus of this thesis; 
however, analysis was also undertaken for the Wessex Basin, which currently has the only 
commercial scheme presently operating in the UK (Lund et al., 2005, 2011). The Cheshire Basin is 
located in the northwest of England and contains high-quality, Permo-Triassic sandstones, whilst the 




Figure 1.1: Map of the UK highlighting key Mesozoic basins and granitic intrusions (after Downing and Gray, 
1986b; Busby, 2010; Pasquali et al., 2010). Low-enthalpy HSAs are confined to Mesozoic basins, whilst hot dry 
rock prospects are related to high heat flow igneous intrusions. Brown Mesozoic basins highlight other minor 
basins in the UK. 
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Deep geothermal Mesozoic basins in the UK are estimated to hold between 201 and 327 x 
1018J of energy as low-enthalpy resources (Downing and Gray, 1986b; Rollin et al., 1995; Pasquali et 
al., 2010; Jackson, 2012; Busby, 2014). Around 23 % (75 x 1018 J) of this is estimated to be contained 
in the Cheshire Basin (Table 1.1) (Rollin et el., 1995). This is the equivalent of nearly 3 billion barrels 
of oil (Hirst et al., 2015) or 4.6 million GWh of energy (Busby, 2010). Most of the low-enthalpy 
resources in the UK are untapped, although there has been some exploitation from a single well 
scheme in Southampton (Wessex Basin) (Price and Allen, 1984; Gluyas et al., 2018). In contrast to 
countries with more developed district heating schemes supplied by deep geothermal energy, such 
as Paris, France  (Busby et al., 2014), many of the major cities in the UK do not overlie Mesozoic 
basins (Fig. 1.2). This has led to a lack of deep geothermal exploration in the UK. Despite this, there is 
still a large supply of energy but the risk of investment in such schemes is perceived as being 
relatively high, both financially and geologically. With the aim of de-risking prospects and reducing 
uncertainty in the geological and engineering characteristics of target reservoirs in UK Mesozoic 
basins, a modelling approach has been adopted that utilises a low-cost single well strategy that can 
potentially match low-enthalpy geothermal resources (<100 °C) to nearby, smaller towns and cities 
with high heat demand (Fig. 1.2).  
Basin Total geothermal resources (x 1018 J) 
 Triassic  Permian 
East England 122.2 x 
Wessex 27.2 x 
Worcester 8.2 60.3 
Cheshire 36.2 38.5 
Northern Ireland 35 x 
Table 1.1: Identified resources of low-enthalpy schemes across the UK (Downing and Gray, 1986b; Rollin et al., 




Figure 1.2: (a) Outline of major Mesozoic basins and granite batholiths in England and Wales. (b) Heat demand 
in England and Wales (red - high heat demand (up to 46 KWh/m
2
), blue – low heat demand (down to 0 
KWh/m
2
)). Images modified after NHP (2017), Downing and Gray (1986b) and Busby (2010).  
 To reduce the financial and geological risk associated with deep geothermal wells in the UK, 
both closed and open loop borehole heat exchangers have been proposed as alternative methods of 
heat extraction (Law et al., 2015). Borehole heat exchangers operate by circulating fluid within a 
borehole. The fluid is injected at the surface at a cool temperature which heats with depth before 
being returned to the surface. Closed loop boreholes are sealed from the surface to the base with no 
fluid flux out of the borehole (Fig. 1.3b). This significantly reduces the geological risk (e.g., from poor 
hydraulic properties). Open loop borehole heat exchangers, often referred to as standing column 
wells (Fig. 1.3c), have an open (lined or perforated) section allowing fluid fluxes with the surrounding 
rocks. Although both closed loop borehole heat exchangers and standing column wells are not a new 
or novel idea, they are usually used to exploit shallow geothermal energy. Thus by using them at 
depth, the temperature will be higher and more heat and energy can be extracted. Both 
configurations are explored in this thesis as alternatives to conventional extracting only wells (Fig. 
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1.3a), such as the ‘Marchwood’ and ‘Western Esplanade’ geothermal wells in Southampton which 
exploit the HSAs in the Wessex Basin (chapter 4). 
 Standing column wells are usually used in shallow surroundings with much of the borehole 
interval perforated or lined. In contrast, heat extraction from deep geothermal systems using this 
method must be based on near fully-sealed boreholes (i.e., not perforated) with a small screened or 
perforated interval present at the target aquifer depth (Fig. 1.3c). This is to prevent potentially saline 
water contaminating the fresh shallow aquifers. This method has been referred to as a ‘deep 
geothermal single well’ in current UK literature (Collins and Law, 2017; Westaway, 2018). This 
terminology is ambiguous and to avoid confusion will be referred to as a standing column well (SCW). 
 
Figure 1.3: Different forms of single well geothermal schemes: (a) normal configuration, extraction only 
geothermal well, (b) closed loop coaxial borehole heat exchanger (e.g., Law et al., 2015) and (c) standing 
column well or deep geothermal single well configuration (e.g., Collins and Law, 2017). 
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1.2 Aims and Objectives 
The overall aim of this thesis is to investigate the impacts of geothermal extraction from a 
single well scheme in the Crewe area of the Cheshire Basin, UK. Although a significant amount of 
research has been undertaken to quantify the total energy resource in the basin, minimal attention 
has been given to the exploitation of this resource. This thesis bridges that gap by modelling a range 
of geological and engineering scenarios for a geothermal well in the Crewe area.  
The first objective of the research was to develop a numerical simulation model using 
existing methods from the literature which can replicate a range of borehole configurations of a 
single well. This model is intended for practical use by the PhD sponsor, Cheshire East Council, who 
wish to develop a district heat network in the Crewe area of the Cheshire basin supplied by a deep 
geothermal well. As such, it should capable of being run on a standard computer with modest to low 
computational performance. 
 Currently, the geology underlying the Cheshire Basin is lacking hydro-physical data from 
deep boreholes, with only two boreholes penetrating depths of ~3 km (Prees-1 and Knutsford) (Plant 
et al., 1999; Hirst et al., 2015; UKOGL, 2019). Therefore, the second key objective was, to identify any 
potential geological and engineering risks for the Cheshire Basin and to evaluate their impacts on 
well performance (i.e., lifetime, energy production, drawdown and production temperature).  
The third objective was to investigate new novel methods of production aiming to minimise 
geological and engineering risks. Different wellbore configurations (Fig. 1.3) were modelled with the 
goal of reducing the risk associated with geothermal development and reducing the amount of waste 
water requiring disposal. The different well configurations modelled include injection-extraction 
single wells, deep borehole heat exchangers and standing column wells.  
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The final key objective was to investigate heat exchanger performance and the economic 
benefits of using a geothermal fuelled district heat network in comparison to a fossil fuelled boiler 
fed network. This involved analysing the effectiveness and costs of heat exchangers. 
These objectives were met through a series of modelling studies using data from literature 
for the Cheshire Basin and UK. Models were developed on MATLAB using both numerical and 
analytical solutions (chapters 4-7). Geological and engineering risks were identified by undertaking a 
parametric study (chapter 5), whilst the new novel methods of extraction were investigated by 
testing the performance of different wellbore configurations (chapter 6). The performance of a heat 
exchanger and heat network was evaluated by modelling a range of potential production 
temperatures and economic conditions (chapter 7). 
1.3 Thesis overview 
Chapter 2 and 3 present a review and evaluation of the published research on the geology of 
the Cheshire Basin, geothermal resources in the UK and modelling techniques. Chapter 3 also 
outlines the key governing equations for the models, whilst discussing the rationale for their use. 
Chapter 4 presents a modelling study using the techniques developed in the previous chapters 
including error analysis and a comparison to analytical solutions and case studies. The model is used 
to forecast production in the Wessex Basin, Southampton, under different borehole configurations, 
including: an extraction only well, standing column wells and deep borehole heat exchangers.   
Chapter 5 investigates the extraction of fluid and heat from the Crewe area of the Cheshire 
Basin from a single extraction well. A parametric study is undertaken to highlight the key parameters 
that influence well performance. These are determined by evaluating the energy extracted, 
production temperatures and drawdown. The most significant parameters that inhibit production are 
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also modelled under further scenarios to investigate mitigation strategies. The impact of seasonal 
effects is also considered.   
Chapter 6 models a range of extraction scenarios aiming to limit the amount of waste water 
produced during development of deep geothermal resources in the Cheshire Basin. This includes the 
modelling of standing column wells and borehole heat exchangers, whilst also considering a single 
well injection-extraction method which is modelled as an aquifer thermal energy storage scheme.  
Chapter 7 provides an outline of heat loss in heat exchangers and considers the economic 
benefits of using a geothermal energy fed district heat network, rather than the use of conventional 
fossil fuel boilers. The optimal surface area and maximum net profit for counter-current flow heat 
exchangers is identified for a range of temperatures. 
Chapter 8 discusses the impacts and limitations to the development of geothermal resources 
in the Cheshire Basin. The limitations include, but are not restricted to; waste water disposal from 
single well schemes, public perception and the protection of the resource. 










CHAPTER 2 - AN OVERVIEW OF THE GEOTHERMAL DEVELOPMENTS IN THE UK AND THE GEOLOGY 
OF THE CHESHIRE BASIN 
This chapter provides an outline of the types of deep geothermal energy in the UK, outlining 
extraction methods and current developments. A review of the geology of the Cheshire Basin is then 
discussed. 
2.1 Introduction 
 The Cheshire Basin is one of a series of Permo-Triassic basins located across England which 
formed during the collapse of part of the Variscan Orogenic belt. It is located in the northwest of 
England and is one of three major basins in the area, the others being the Carlisle and East Irish Sea 
Basins (Abdoh et al., 1990). It covers an aerial extent of 3,500 km2 and is estimated to reach a 
maximum length and width of 100 km and 55 km, respectively (Hirst et al., 2015). The basin is 
dominated by clastic sediments with a thick succession of mudstone overlying Permo-Triassic 
aeolian- to fluvial- sandstones. The underlying basement is considered to be either Carboniferous 
sandstones (e.g., Hirst et al., 2015) or meta-sedimentary Palaeozoic strata (Abdoh et al., 1990; 
Mikkelsen and Floodpage, 1997). 
In the 1970s the Arabian oil embargo triggered national research into alternative energy 
sources (Dunham, 1974; Downing and Gray, 1986a). The Cheshire Basin was investigated as a low-
enthalpy hydrothermal resource since it has a thick succession of sandstones that retain favourable 
hydraulic characteristics at depth. It is widely acknowledged that the heat flow underpinning the 
basin is similar to that of the national average of 52 - 55 mW/m2 (Burley et al., 1980; Downing and 
Gray, 1986a, 1986b; Busby, 2014). Although this is relatively low, the combination of low-moderate 
heat flow combined with the thick succession of high-quality aquifers could prove the basin to be 
suitable for deep geothermal energy exploitation. Variations in heat flow are also expected to occur 
due to groundwater movement in aquifers which could result in areas of higher heat flow (Downing 
and Gray, 1986b). At present, geothermal exploitation focus remains on Mesozoic sandstones with 
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little consideration of deeper Palaeozoic geothermal aquifers. The quality and thickness of the 
Palaeozoic rocks underlying the Cheshire Basin are unknown, untested and deemed to have a high 
level of geological risk for exploration. In this chapter the geothermal resources in the UK are 
outlined, followed by the geology of the Cheshire Basin, including basin infill and underlying 
basement.   
2.2 Geothermal developments in the UK  
2.2.1 Types of deep geothermal resources in the UK  
Heat energy is transferred from the high temperature core of the Earth, and radiogenic 
elements in the crust, toward the cooler surface of the Earth. Within the crust, heat flow is driven by 
conduction within solid rocks and advection within fluids. Deep geothermal energy schemes aim to 
extract water from deep, permeable rock at temperatures where energy extraction is economic 
(Burley et al., 1980). To determine the viability of the system, the enthalpy or total heat in place must 
be defined, which is done so using the classification scheme utilised by other authors when 
investigating UK geothermal resources (Muffler and Cataldi, 1978). Low-enthalpy systems are 
generally considered at temperatures below 100 °C, whilst high-enthalpy schemes are over 150 °C 
(Adams et al., 2010). The total heat in place can be estimated by calculating the geothermal resource. 
Thorough investigatory work has been undertaken in the UK to determine the geothermal resource 
in Mesozoic basins. In the UK, it is estimated that a total of 327 x 1018 J is stored in place (Rollin et al., 
1995), with 23 % of this located in the Cheshire Basin (Table 1.1). 
Low-enthalpy schemes involve wells penetrating hot sedimentary aquifers (HSA) heated by 
conductive and convective heat flow (Fig. 2.1). In the UK, most low-enthalpy geothermal schemes 
being explored aim to target HSA’s in Mesozoic basins. This however, is not always the case, as the 
Slitt Vein targeted by the Weardale borehole aimed to explore natural fractures in a hydrothermal 
vein (discussed further in section 2.2.2) (Manning et al., 2007; Busby, 2010). In the UK, high-enthalpy 
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schemes targeting temperatures over 150 °C are being investigated in granitic batholiths and are 
generally referred to as hot dry rock (HDR) schemes or enhanced geothermal systems (EGS) (Fig. 2.1) 
(Downing and Gray, 1986b; DiPippo, 2012 etc). HDR schemes refer to rocks at high temperatures that 
are impermeable and contain no water. They are hydraulically stimulated un-naturally or ‘fracked’ 
with water pumped down boreholes and heated by the rock material, then pumped back to the 
surface. An EGS refers to the stimulation and fracturing of rock to artificially create a reservoir. The 
main Mesozoic basins in the UK include the Wessex, Cheshire, Worcester, East England, Lough 
Neagh, Rathlin and Larne (Fig. 1.1). The main HDR prospects include the Cornubian, Lake District, 
Weardale and Eastern Highlands Batholiths. 
 
Figure 2.1: Schematic of potential deep and shallow geothermal schemes in the UK, including: hot dry rock 
(HDR), enhanced geothermal systems (EGS), hot sedimentary aquifer (HSA) extraction via doublet or single well 
schemes and shallow heat extraction via borehole heat exchangers (BHEs). 
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Shallow geothermal schemes are also utilised; these can involve the extraction of heat 
through either closed or open borehole heat exchangers (BHEs) (Fig. 2.1). Shallow systems operate in 
the upper 100 m of the subsurface and can be made up of a BHE array to meet a given demand 
predefined by a ground source heat pump.  
Deep geothermal energy in the UK will be used for two primary applications – electricity and 
spatial heating. Three types of geothermal power plants are used to produce electricity: dry steam, 
flash and binary power plants (Feili et al., 2013). Binary power plants could be used for HSAs, as they 
target low-temperature systems, whilst dry steam and flash plants target higher temperature 
systems. A binary power plant produces energy by heating a fluid with a lower boiling point which 
evaporates, expands, condenses and returns to the evaporator through a feed pump (Fig. 2.2) 
(DiPippo, 2012). The efficiency of current power plants is ~10 % (Huddlestone-Holmes and Hayward, 
2011). Basal temperatures for Permo-Triassic sandstones in the Cheshire Basin (<100 °C) would be 
uneconomic to convert to electricity, as it is estimated that the geothermal fluid needs to be in 
excess of 125 °C for economic electricity conversion (Arup, 2013). At present, it is expected that heat 
energy extracted from the Cheshire Basin will be utilised directly, with district heating being the 
primary use. A district heating scheme distributes heat from a central location (i.e., the geothermal 
extraction borehole) and, dependent on the temperature, the heat may be increased using a heat 
pump or additional boiler. The geothermal fluid passes through a heat exchanger and is then 
distributed using a heating grid to substations. A cascade system, where the heat of the geothermal 
fluid is utilised sequentially at different temperatures, can increase the application of the energy 
(Rubio-Maya et al., 2015). A typical system may include electricity generation (if possible), then 





Figure 2.2: Schematic of the processes in a binary power plant (after Clauser, 2006). 
 




2.2.2 Overview of current UK schemes 
Currently, the only deep geothermal energy scheme is in the Wessex Basin, Southampton, 
where it contributes to district heating. Two wells were drilled for exploration, the Western 
Esplanade and Marchwood Wells, both targeting the Sherwood Sandstone Group as a low-enthalpy 
resource. The Marchwood Well targeted sandstone at a depth of 1,660 m finding the sandstone to 
be 59 m thick, whilst the Western Esplanade Well targeted sandstone at a depth of 1,725 m (Knox et 
al., 1984; Downing and Gray, 1986b). Southampton Council have been utilising the resource from the 
Wessex Basin for a small-scale district heating scheme for over 25 years. 
In recent years, potential geothermal prospects have been investigated in the UK focusing on 
the Weardale and Cornwall Granites. The Eastgate-1 borehole (Durham), drilled in 2004, targeted a 
low-enthalpy system focusing on natural fractures filled with water (Busby, 2010). The borehole 
penetrated the Slitt Vein (Fig. 2.4) reaching a depth of 995 m with a bottom-hole temperature of 46 
°C (Manning et al., 2007). Water infiltration into the borehole was recorded at a series of intervals. 
Further investigation at a second borehole drilled 700 m away in 2010 identified the high 
permeability in the fractures was unique to the 2004 borehole (Younger et al., 2012). A third 
exploratory well targeting the Fell Sandstone Formation has also been drilled recording an elevated 
heat flow associated with the Weardale Granite. The well was drilled to a depth of 1,821 m in the 
Newcastle region proving a geothermal gradient of 37 °C/km and 300 m thickness of sandstone 
(Younger et al., 2015) 
Mid- to high-enthalpy projects are being pursued in Cornish granites by EGS Energy Ltd and 
Geothermal Engineering Ltd. Both schemes plan to exploit granite at temperatures of 190 °C at 4.5 
km depth and can be used for direct heat use or electricity generation. The United-Downs project led 
by Geothermal Engineering Ltd has just finished drilling (mid 2019), whilst drilling at the Eden Project 
(EGS energy Ltd) is yet to begin, with funding still to be secured (as of mid-2019). Geothermal 
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Engineering Ltd (GEL) has also conducted investigations into low-enthalpy resources from closed and 
open sources (Law et al., 2014, 2015). This novel method aims to extract heat from a deep closed 
loop BHEs or standing column well (Fig. 1.3), where fluid is circulated within a well. Simple 
preliminary modelling has been undertaken on this concept providing positive results (e.g., Law et al., 
2015). 
  
Figure 2.4: Schematic of the Slitt Vein through the Eastgate-1 borehole (after Manning et al., 2007). 
A smaller project in Cornwall has been undertaken by GEL to supply 35 °C heat to a 
swimming pool (Jubilee pool, 2019). Geothermal drilling has been completed (Fig. 2.5), however, well 
failure at 0.4 km due to high fluid velocities likely from intercepting fractures has limited the project 
(BBC, 2019) – such that additional heating is likely to be required. The resource will be exploited 




Figure 2.5: Example drilling rig for the Jubilee Pools project (Arup, 2018a).  
Shallow ground source heat pumps are also using energy from the subsurface (3000 – 5000 
installations per year in the UK) (Lund et al., 2016), but are commonly associated to small-scale use 
and application (e.g., domestic, retail, public buildings).   
2.2.3 Heat flow of the UK 
Heat flow in the UK is relatively low due to much of the land area being covered by low 
thermal conductivity sedimentary rocks of Palaeozoic to Mesozoic age. Thermal anomalies are 
identified in the UK and tend to be constrained to areas where high heat-flow (HHF) granites have 
been identified (Fig. 2.6). The arithmetic average of heat flows calculated for the UK is 68±26 mWm-2, 
which is skewed due to the inclusion of HHF granites (~15 % of heat flow measurements) (Rollin, 
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1995). The exclusion of HHF granites gives a mean value of 52 – 55 mWm-2 (Burley et al., 1980; 
Downing and Gray, 1986a, 1986b; Busby, 2014). 
 
Figure 2.6: Heat flow map of the UK (modified after Busby, 2010). 
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Heat flow (𝑄) is calculated using Fouriers law (Allen et al., 1985; Busby, 2010, 2014 etc): 
 𝑄 =  − 𝜆 
𝛿𝑇
𝛿𝑧
       2.1 
where 𝜆 is the thermal conductivity and 
𝛿𝑇
𝛿𝑧
 is the thermal gradient. The value is always negative to 
represent the transfer of heat from high to low temperatures. 
Thermal conductivities of sedimentary rocks vary across the country ranging from 0.31 to 5.4 
W/m °C (Downing and Gray, 1986a). The higher conductivities are within salt deposits, limestones 
and sandstones, whilst the lower conductivities are found in mudstones and coals. HDR prospects 
tend to have a higher heat flow as granitic rocks have higher thermal conductivities and radiogenic 
heat production than sedimentary rocks. 
 Busby et al. (2011a) modelled temperature distribution across the UK. They identified an 
average geothermal gradient of 28 °C/km for the upper 1 km of crust over the whole country, which 
is higher than that proposed by previous authors (e.g., Downing and Gray, 1986a). Cooler 
temperature gradients are associated with Mesozoic sedimentary basins, whilst hotter temperatures 
are constrained to areas of HHF granites. The buried Weardale, Carnmenellis and Scottish Granites all 
have elevated geothermal gradients and high heat production, with a geothermal gradient closer to 
40 °C/km (Downing and Gray, 1986a; Busby et al., 2011a). The sedimentary rocks overlying the 
granites have lower thermal conductivities and insulate the granites causing a geothermal anomaly. 
This ambiguity in thermal gradients, and thus heat flow, must be considered when modelling as it can 
lead to over- or under-estimations of temperatures. 
There are eight major deep sedimentary basins in the UK, four in England and Wales, and 
four in Northern Ireland. The four Mesozoic basins in England and Wales considered to have 
potential for geothermal development include the Cheshire, Wessex, Worcester and East England 
Basins (Busby, 2010), whilst Northern Ireland has three basins of Permo-Triassic age and one of 
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Carboniferous age: Lough Neagh, Larne, Rathlin and North West Basins, respectively (Fig. 1.1) 
(Pasquali et al., 2010). The basins identified have: high to moderate heat flows, significant reservoir 
thickness, high transmissivities and are buried to sufficient depths to exceed 40 °C (Jackson, 2012).   
The Wessex, Worcester and East England Basins have relatively high gradients of 30 °C/km, 
20 – 25 °C/km and 26 – 30 °C/km, respectively (Allen et al., 1985). The basins in Northern Ireland 
have far higher geothermal gradients up to 38 °C/km (Jackson, 2012). The Cheshire Basin has a low 
heat flow (52 mWm-2) and geothermal gradient (20 °C/km) compared to the average of the UK 
(Burley et al., 1980; Downing and Gray, 1986a). Recent further analysis, aiming to correct the thermal 
gradients of uncorrected wells, has suggested the geothermal gradient in the Cheshire Basin could be 
closer to 27 °C/km (Busby, 2014). 
2.2.4 Data from existing deep boreholes in the Cheshire Basin 
Two boreholes have been drilled to depths exceeding 3 km in the Cheshire Basin; these 
include Prees-1 and Knutsford which were drilled in excess of 3.73 km TVDSS (True vertical depth 
subsea) and 3 km TVDSS, respectively (UKOGL, 2019). The Knutsford borehole was drilled to the 
north of the Cheshire Basin, whilst the Prees-1 borehole was drilled to the southwest of the basin. 
The Prees-1 and Knutsford boreholes have a significant thickness of sandstones, 1,623.1 m TVDSS 
and 1,921.3 m TVDSS, respectively (UKOGL, 2019). Boreholes in the central part of the basin rarely 
exceed 1 km depth (e.g., Burford and Elworth), with ~95 % of wells being either confidential or drilled 
to depths of less than 50 m (Hirst, 2017). Uncorrected temperature plots from the deepest wells 
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Table 2.1: Uncorrected temperatures for the Prees-1 Well (Plant et al., 1999; Hirst et al., 2015). For well 
locations see figure 2.8. 
Knutsford   







Table 2.2: Uncorrected temperatures for the Knutsford Well (Plant et al., 1999; Hirst et al., 2015). For well 




Figure 2.7: Graph showing uncorrected temperature variation with depth for a selection of deep wells. 
Limited thermal modelling has been undertaken for the Cheshire Basin; however, the 
modelling which has been undertaken focuses on static models at the base of the Permo-Triassic 
infill and highlights an increase in temperature towards the basin depocentre (Fig. 2.8) (Downing and 
Gray, 1986; Plant et al., 1999; Busby, 2011b). Initial modelling depicted an increase in temperature to 
the northeast (Downing and Gray, 1986b), whilst Plant et al. (1999) suggested an increase to the 
southwest. The most recent thermal modelling by Busby (2011b) shares similarities between the 
two, however, estimates higher temperatures. This could be due to it being based on further work 
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Figure 2.8: Temperature variations at the base of the Permo-Triassic within the Cheshire Basin (images modified 




Hydro-physical data for Permo-Triassic sandstones shows that in large diameter borehole 
flow rates for the Sherwood Sandstone Group of 100 l/s and up to 30 l/s for the Collyhurst Sandstone 
Formation can be attained (Plant et al., 1999; Griffiths et al., 2003; Hirst et al., 2015). In core plug 
studies, porosity ranges from 13 to 30 % for the Sherwood Sandstone Group and 20 to 24 % for the 
Collyhurst Sandstone Formation, whilst hydraulic conductivities can be found from 0.006 to 10 m/day 
and from 3.7 x 10-5 to 10 m/day respectively (Allen et al., 1997). It is also worth noting that analogous 
data can be used from the East Irish Sea, with a detailed study undertaken by Hirst (2017). The large 
variations in the range of data are likely to be due to different facies within the rock being tested. 
The lack of physical data in the centre of the Cheshire Basin makes it difficult to constrain the 
geology. Seismic data is available and has been analysed, giving structural maps for lithological 
formations (Downing and Gray, 1986b; Plant et al., 1999). Seismic data is of poor quality at depth in 
areas due to dissolved halites in the Mercia Mudstone Group causing collapse of the overlying strata 
(Evans et al., 1993).  
2.3 Geological history of the Cheshire Basin 
The Cheshire Basin consists of a sequence of sedimentary clastic rocks dating from the 
Permian to the Jurassic, with minor Quaternary superficial deposits. The Mesozoic sandstones are 
the focus of this study; however, the Permo-Triassic infill is underlain by Palaeozoic rocks which were 
deformed during the Caledonian and Variscan Orogenies. Both tectonic events are described here as 
they are responsible for the formation of structural and sedimentological controls within the basin, 
and are also responsible for much of the basin development across the whole of Northwest Europe 
(Butler, 1990).  
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2.3.1 Caledonian Orogeny  
The earliest sediments encountered in the deep wellbores within the Cheshire Basin are from 
the Silurian (Prees-1 borehole) (UKOGL, 2019). In addition, the major structures in the Cheshire Basin 
are believed to have first formed during the Caledonian and Variscan Orogenies (Smith, 1999; Hirst et 
al., 2015), before later reactivation during Permo-Triassic extension. The Caledonian Orogeny 
occurred from the Cambrian to the Devonian (540 - 400 Ma) and is related to the closure of the 
Iapetus Ocean between Laurentia, Baltica and Avalonia (Fig. 2.9) as a sequence of 5 orogenic events; 
the Penobscotian, Grampian, Shelveian, Scandian and Acadian (Rast and Crimes, 1969; Fitches and 
Campbell, 1987; Hutton and Murphy, 1987; Dewey and Mange, 1999; McKerrow et al., 2000; 
Mendum, 2012). 
 
 Figure 2.9: Positions of the UK and major continental terranes prior to the Caledonian Orogeny (after 
McKerrow et al., 2000). 
Although the Caledonian Orogeny is not directly associated with the creation of the Cheshire 
Basin, it does have significant local implications. During the closure of the Iapetus Ocean the position 
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of the UK was spread between Laurentia and Avalonia, with the Cheshire Basin located on the 
northern margin of Avalonia in a continental shelf area (Fig. 2.9). As a result, Silurian age sediments 
underlying the Cheshire Basin are expected to consist of deep marine deposits (shales) evolving into 
shallow marine tropical limestones when Avalonia drifted to lower latitudes (Cocks, 1989).  
After the collapse of the Caledonian Orogeny, the Devonian ‘Old Red Sandstone’ Formation 
was deposited in extensional basins across much of the UK (McClay et al., 1986; McKerrow et al., 
2000). However, the lateral continuity of these Devonian sediments across the UK is unpredictable, 
particularly in the Cheshire Basin where there are no wells penetrating rocks of this age. Some 
authors suggest that  the Cheshire Basin was located on a regional high at this time with no regional 
sedimentation (Mikkelsen and Floodpage, 1997), whilst others suggest sediment was removed during 
transtension during Devonian extension (Soper and Woodcock, 2003). 
2.3.2 Variscan Orogeny 
The Variscan Orogeny occurred during the late Carboniferous, when Gondwana moved 
northward colliding with Laurasia, forming the supercontinent Pangaea (Fig. 2.10a). The collision was 
continuous at an oblique angle between the two continents, causing rotation and major structures 
across the UK (Waters and Davies, 2006; McCann, 2008). The Variscan Front stretched from 
Pembroke to Kent (Fig. 2.10b) (Leveridge and Hartley, 2006) and the Cheshire Basin was located to 
the north of this in the Variscan Foreland. Faults in the region are oblique to the Variscan Front, with 




Figure 2.10: (a) Plate tectonic reconstruction for the Carboniferous showing the position of the UK (after Waters 
and Davies, 2006) and (b) the position of the Variscan Front in the UK during the Carboniferous (Rippon et al. 
2006). 
 Two late phases of uplift occur in Westphalian strata; the first at the end of Westphalian A – 
C strata (identified by an unconformity) and the second during Westphalian C – D strata (identified 
by structural features) (Smith, 1999), leading to the erosion of Carboniferous strata (Fig. 2.11). To the 
end of the Carboniferous fold thrust structures are associated with crustal shortening due to the 
Variscan Orogeny. East to west compression occurred late in the Variscan Orogeny, with the event 
being restricted to Britain, accounting for block rotations within the foreland (Peace and Besly, 1997; 
Smith, 1999).  
2.3.3 Permo-Triassic extension 
The Variscan compression in the late Carboniferous was followed by the extensional collapse 
of the orogeny in the early Permian (Fig. 2.11) (Woodcock and Strachan, 2009). Due to the instability 
of Pangaea, rifting and separation of continents occurred soon after the formation, with the North 
Atlantic forming in the Early Cretaceous (Glennie, 1995). From the Carboniferous to Jurassic, rifting 
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occurred across Europe associated with the breakup of Laurasia (Rowley and White, 1998). The East 
Irish Basin, West Lancashire Basin and Cheshire Basin make up a larger basin system with similar 
stratigraphy and basinal settings. Two dominant rifting periods have been documented in the 
Dinantian to Westphalian and then further rifting throughout the Permian to Triassic (Rowley and 
White, 1998). 
 
Figure 2.11: Schematic of the tectonic history of the Cheshire Basin (after Plant et al., 1999).  
Permian extension after the Variscan Orogeny created tilted fault blocks and initiated the 
extensional sedimentary basins seen across the UK, with major extension in the mid-late Triassic 
followed by further thermal subsidence (Ruffell and Shelton, 1999). It has also been stated that most 
Triassic extension occurred early in the Triassic (Evans et al., 1993). East to west extension resulted in 
reactivation of Caledonian NW-SE and NE-SW structures in the Cheshire Basin (Hirst et al., 2017). 
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Sediments deposited in the Permian extensional sequence are initially of terrestrial origin, 
with fluvial and aeolian processes responsible for sedimentation. The late Triassic to Jurassic period 
represents a transgression from terrestrial to marine sediments (Rowley and White, 1998). The 
Triassic Sherwood Sandstone Group is sourced from remnants of the Variscan highlands, whilst the 
Mercia Mudstone Group comprises of sediment derived from reactivated footwall sides of Variscan 
faults (Ruffell and Shelton, 1999). Fault controlled subsidence on the eastern margin in the upper 
Triassic resulted in the Cheshire and Worcester Basins being connected as a single drainage basin, 
with upper Triassic sediment sourced from France (Naylor et al., 1989). 
2.4 Present structure of the Cheshire Basin 
The modern Cheshire Basin is an asymmetrical half graben, with Permo-Triassic fill, 
constrained to the east by the Wem Red Rock Fault (WRRF) and then to the west by onlapping strata 
onto basement (Fig. 2.12) (Bloomfield et al., 2006). The WRRF is a reactivated basement structure, 
and the major constraining fault in the west (East Delamere fault) is a reactivated structure 
(Brenchley, 2006). The basin stretches 100 km north to south and 55 km east to west, covering an 
area of 3,500 km2 (Plant et al., 1999; Hirst et al., 2015), with up to 4.5 km in thickness sediment infill 




Figure 2.12: (a) Geological outcrop map of the Cheshire Basin (after Plant et al., 1999; Hirst et al., 2015; UKOGL, 
2019). Permo-Triassic sandstones are the dominant infill (Appleby and Sherwood Sandstone Groups), capped by 
a sequence of thick mudstones (Mercia Mudstone and Lias Groups). (b) Cross-section of the basin (after Plant et 
al., 1999), with the potential extent of Carboniferous strata in the subsurface. 
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More than 600 faults have been identified from seismic data in the region with most of them 
being sub-planar, small and extensional, with dips ranging from 55 ° - 80 °, and throws ranging from 
100 - 500 m (Chadwick, 1997; Plant et al., 1999). The authors of the studies also suggested larger, 
deeper faults, with throws ranging from 500 – 2,500 that, divide the basin into a series of tilted fault 
blocks and identified three principle fault orientations in the basin (faults intersecting through the 
base of the Permian):  
1.) NE to SW – concentrated to the south of the basin with orientations parallel to the WRRF. 
2.) N to S – dip-slip faults located in the central part of the basin, with fault orientation 
perpendicular to the major extensional direction in the Permian and Triassic. The larger faults are 
likely to be associated to pre-existing Caledonian and Variscan sutures. 
3.) NW to SE – the dominant trend in the northeast of the basin and most likely to be 
associated with basement given that the Carboniferous rocks have a similar fault. 
Permo-Triassic sedimentary infill is dominated by thick successions of fluvial and aeolian 
sandstones sourced from the Variscan Orogeny (Rayner, 1981; Naylor et al., 1989), with the 
Sherwood Sandstone Group (SSG) deposited following a brief marine incursion at the end of the 
Permian (Fig. 2.13). The SSG retains high porosity and is considered key to geothermal exploration 
due to favourable thermal and hydro-physical parameters. The late Triassic and Jurassic sediments of 
the Merica Mudstone, Penarth and Lias Groups represent a major marine transgression and change 
to fully marine setting (Naylor et al., 1989; Williams and Eaton, 1993; Wilson, 1993). Quaternary 










2.5 Pre-Permian strata 
Silurian aged rocks consisting of sandstone and shales (Fig. 2.13) (Jones, 1925, 1949; Dineley, 
1960; Cocks et al., 1984; Brenchley, 2006; Howells, 2007) are the earliest encountered below the 
Cheshire Basin (Prees-1 borehole) (Mikkelsen and Floodpage, 1997). The extent and lateral continuity 
is unknown; however, they are overlain by an unconformable carbonate sequence of Dinantian 
limestones (Mikkelsen and Floodpage, 1997; Smith et al., 2005) and clastic Namurian sandstones and 
shales (Williams and Eaton, 1993; Smith, 1998). After the Caledonian Orogeny, extension in the 
Dinantian created a series of basins and platforms with mixed carbonate and clastic input, followed 
by subsidence in the Namurian and Westphalian, dominated by deltaic depositional environments 
(Fig. 2.14) (Waters et al., 2006; Andrews, 2013; Hirst, 2017).  The thick deltaic sequence of 
Westphalian aged rocks comprises of ‘coal’ and ‘barren’ measures (Warwickshire Group) which make 
up the wider Pennine Basin (Gibson, 1901; Powel et al., 2000).  
 The succession of pre-Permian strata in the central parts of the basin (i.e., Crewe area) is 
heavily debated due to the absence of borehole data at depth, with some authors suggesting that 
the Coal Measures (and possibly Barren) were removed due to Variscan thrusting (Mikkelsen and 
Floodpage, 1997; Plant et al., 1999), such that Permian rocks rest unconformably on Lower 
Palaeozoic metamorphic rocks (Fig. 2.15). The implications on modelling of the equivocal nature of 




Figure 2.14: Paleogeography throughout the Carboniferous (modified from Cope et al., 1992, Waters et al., 
2009 and Andrews, 2013). (a) Depositional setting at the start of the Visean, (b) at the end of the Visean, (c) in 
the early Namurian, (d) in the early Westphalian and (e) an overview of basin and platform formation for the 




Figure 2.15: (a) Map highlighting the extent of Coal Measures in the Cheshire Basin and (b) a cross-section 
highlighting the limits of Palaeozoic rocks underneath the Cheshire Basin (after Mikkelsen and Floodpage, 
1997). PW = Prees-1 Well, BW = Burford Well, KW = Knutsford Well, MMG = Mercia Mudstone Group, SSG = 
Sherwood Sandstone Group, MMF = Manchester Marl Formation, CF = Collyhurst Sandstone Formation, CM = 




2.6 Permo-Triassic stratigraphy of the Cheshire Basin 
2.6.1 Permian Appleby and Cumbrian Coast Groups 
Permian strata are considered as two formations, the Collyhurst Sandstone Formation and 
the Manchester Marl Formation. They are part of the Appleby and Cumbrian Coast Groups 
respectively. The previous formation names are listed in Table 2.3. 
Formation/Group Previous name(s) 
Mercia Mudstone Group Keuper Marl, Keuper Saliferous beds (split 
between different formations as upper and 
lower) 
Helsby Sandstone Formation Keuper Sandstone, Bulkeley Hill etc. 
Wilmslow Sandstone Formation Upper Mottled Sandstone 
Chester Formation Chester Pebble beds, Bunter etc. 
Kinnerton Sandstone Formation Lower Mottled Sandstone 
Manchester Marl Formation Manchester Marl 
Collyhurst Sandstone Formation Lower Mottled Sandstone, Permian Sandstone, 
Lower Permian Sandstone 
 Table 2.3: Previous names typically used in the Cheshire Basin for current formations (after BGS, 2019).  
2.6.1.1 Collyhurst Sandstone Formation 
The Collyhurst Sandstone Formation is an arenaceous sandstone that lies at an angular 
unconformity to Westphalian strata (Mikkelsen and Floodpage, 1997; Griffiths et al., 2003). The 
unconformity is overlain by discontinuous fluvial – alluvial fans, which are likely to be a result of mass 
flows into the subsiding basin (Macchi, 1981). The Collyhurst Sandstone Formation is similar in 
character and depositional environment (aeolian) to the Kinnerton Sandstone Formation, but shows 
occasional fluvial sediments (Hull, 1864; Evans et al., 1993). The formation varies in thickness 
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dramatically and often includes thin bands of breccia (Rayner, 1981). The formation consists of cross-
bedded sandstone with minor siltstone inclusions. The sandstone is ‘fine- to medium- grained, well-
sorted and poorly cemented with high hydraulic conductivity’ (Allen et al., 1997). 
 Not only does the Collyhurst Sandstone Formation have favourable intergranular features, 
but also has high-quality macroscale features. When the rock is silicified, cross-bedding splits along 
foresets, creating hydraulic pathways (Hull, 1864; Hughes, 2003). The distribution of cemented zones 
are, however, relatively unknown (Waugh, 1970; Arthurton and Wadge, 1981).  
The Collyhurst Sandstone Formation forms the lowest stratigraphic unit within the basin and 
has porosities up to 33.6 % (Allen et al., 1997). Recorded permeabilities vary between 2 x 10-14 to 1.8 
x 10-11 m2 (Harvey and Gray, 2013) with the higher values likely to be caused by increased flow 
through fault or fracture intersection. The mean hydraulic conductivity of the Collyhurst Sandstone 
Formation (and Kinnerton Sandstone Formation) has been recorded as 0.4 m/day, with the majority 
of tested samples exceeding 0.1 m/day (Table 2.4). These high-quality properties were interpreted as 
being due to the aquifer having medium- to coarse- grains with limited cementation (Allen et al., 
1997).  
  Permeability (m2) Hydraulic conductivity (m/day) Porosity 
Helsby Sandstone Formation 8.3853E-12 20 2-35 % 
Wilmslow Sandstone 
Formation 9.869E-13 2.353881595 6-35 % 
Chester Formation 2.46725E-12 5.884703987 20-30 % 
Kinnerton Sandstone 
Formation 1.9738E-12 4.707763189 9-17 % 
Collyhurst Sandstone 
Formation 4.19265E-14 0.1 13-32 % 
Table 2.4: Typical hydraulic properties of aquifers (Downing and Gray,1986b; Allen et al., 1997; Gray and 
Harvey, 2006; Kinniburgh et al., 2006; Harvey and Gray, 2013). Converted assuming fluid is 80 °C. 
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2.6.1.2 Manchester Marl Formation 
The Manchester Marl Formation represents a minor marine incursion in the mid Permian 
(Naylor et al., 1989), with sediments thinning to the south, leaving the Collyhurst Sandstone and 
Kinnerton Sandstone Formations in hydraulic continuity (Fig. 2.16). It was identified in Manchester as 
the ‘Upper Permian’ Formation, consisting of marls interbedded with limestone and ironstone (Hull, 
1864), with the formation becoming siltier to the south (Evans et al., 1993). Rare fossils are also 
found at the base of the formation such as marine bivalves and formanifera (Rayner, 1981).  
 




The Knutsford borehole indicates the thickness of the Manchester Marl Formation to be 148 
m (Fig. 2.17) (Downing and Gray, 1986b), with thicknesses in the Crewe area reaching up to 500 m 
(from depth contours from Downing and Gray, 1986b and Plant et al. 1999).  
 
Figure 2.17: Correlation between the Prees-1 and Knutsford boreholes after Mikkelsen and Floodpage, (1997). 
Various authors suggest the presence of Manchester Marl Formation at Prees-1 (Evans et al., 1993; Plant et al., 
1999), whilst others suggest it does not reach that far south in the basin (Downing and Gray, 1986b; Mikkelsen 
and Floodpage, 1997). For locations of Prees-1 and Knutsford boreholes see figure 2.15. 
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2.6.2 Triassic Sherwood Sandstone Group 
2.6.2.1 Kinnerton Sandstone Formation 
The Kinnerton Sandstone Formation is an arenaceous sandstone deposited in an aeolian 
environment, consisting of fine- to coarse- grained red bed sandstone with muddier, interdune 
lenses (Ambrose et al., 2014). It is largely pebble free, but does have a brecciated base and tends to 
thin to the north, pinching out before the Manchester region (Evans et al., 1993). Many consider the 
Kinnerton Sandstone and Collyhurst Sandstone Formations to be one entitiy due to the thinning of 
the Manchester Marl Formation southward, leaving the two in hydraulic continuity (Downing and 
Gray, 1986b). Shallow boreholes in the south have demonstrated high intergranular porosity, 
particularly in the upper stratigraphy (Lovelock, 1977; Downing and Gray, 1986b). Further analysis 
indicates horizontal permeabilities that exceed 2 x 10-12 m2 (over 50 % of that analysed), whilst 
geophysical logs indicate porosity ranging from 9 - 17 % (Downing and Gray, 1986b). 
2.6.2.2 Chester Formation 
The Chester Formation consists of fluvial orthoquartzitic sandstones and conglomerates, 
previously called the Chester Pebble Bed Formation (Table 2.3) (Mikkelsen and Floodpage, 1997; 
Ambrose et al., 2014). Clast-supported, red, conglomerate and coarse-grained, cross-bedded 
sandstone lithofacies dominate (Fig. 2.18) (Downing and Gray, 1986b). The pebbles are sourced from 
the south of the basin with palaeocurrent data indicating flow was to the NNW (Smith, 1998). The 
conglomeratic unit is separated by laterally discontinuous 1 metre thick mudstone bands, which act 
as baffles to flow (Griffiths et al., 2003). Cross bedding, point bar migration and ripples are often 
identified in outcrop studies. The Chester Formation was deposited in the early Triassic and are 
believed to mark a fault-controlled period of subsidence within the basin, with deposition within 
braided river systems (Naylor et al., 1989). The formation lies conformably on the Permian strata 




Figure 2.18: Various images of the Chester Formation. (a) Channel highlighted with coarse pebbles bound by 
sandstone sheets, (b) clast supported conglomerate with rounded pebbles, (c) large cross bedding with smaller 
pebbles still seen, (d) 1 m foresets in sandstone lenses within the formation, (e) minor sandstone wedges in a 
thick conglomeratic sequence and (f) close in section of ripples in a sandstone lens. Photo from Hulme Quarry. 
The Chester Formation is observed to have 20 – 30 % porosity in the Cheshire Basin. Across 
the UK it is observed to be as low as 7 % (Gray and Harvey, 2006) and as high as 35.3 % (Allen et al., 
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1997).  Permeability is observed to be up to 2.5 x 10-12 m2 (Harvey and Gray, 2013). The formation is 
also likely to yield high secondary porosity and permeability if cemented – leading to the rock having 
high strength and potentially open joints and fractures (Griffiths et al., 2003). Although this is good 
for the creation of hydraulic pathways, it may suppress primary porosity. The highly heterogeneous 
nature of the formation (Fig. 2.18) also leads to problems predicting fluid flow and the thermal 
regime.  
2.6.2.3 Wilmslow Sandstone Formation 
The Wilmslow Sandstone Formation lies conformably on the Chester Formation (Mikkelsen 
and Floodpage, 1997) and was deposited in an aeolian setting, thickening to the south east and 
centre of the basin (Ambrose et al., 2014). It is a red/orange coloured, fine- to medium- grained poor 
quality sandstone with high clay content, with argillaceous laminae (Downing and Gray, 1986b; 
Bloomfield et al., 2006). Originally the Wilmslow Sandstone Formation had been interpreted as sheet 
flood deposits in the East Irish Sea (Meadows and Beach, 1993), until further work by Mountney and 
Thompson (2002) proved the sandstone to be deposited in an aeolian sabkha environment.  
The formation is poorly cemented (Barker and Tellam, 2006), but when cemented, it consists 
of ‘authigenic quartz overgrowths enclosing iron sulphides’, with fluids at the time of mineralisation 
predicted to be up to 150 °C, and with a high salinity derived from upper Triassic salt deposits (Naylor 
et al., 1989). The poorly cemented nature of the rock often causes fractures to be closed (Griffiths et 
al., 2003). Silicified layers dominate the lower parts of the formation (Evans et al. 1993), leading to 
greater porosity in the upper part (Downing and Gray, 1986b). The Wilmslow Sandstone Formation is 
of similar quality to the Helsby Sandstone Formation. The minimum and maximum values for 
porosity in literature are 6 – 35 % (Kinniburgh et al., 2006). The permeability is seen to be up to 9.9 x 
10-13 m2 (Gray and Harvey, 2006).  
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2.6.2.4 Helsby Sandstone Formation    
The Helsby Sandstone Formation marks the top of the Sherwood Sandstone Group and 
overlies the Wilmslow Sandstone Formation on the Hardegson Unconformity. The Unconformity is 
regionally extensive (Downing and Gray, 1986b), with up to 900 m of erosion in the basin due to 
Triassic uplift (Evans et al., 1993). The Helsby Sandstone Formation formed under aeolian conditions 
with large outcrops seen to the north of the Cheshire basin. The formation is characterised by large, 
cross-bedded sandstone separated by fine-grained sandstone with high clay content / mudstone 
interdunes (Fig. 2.19) (Mountney and Thompson, 2002). Periodic fluvial sandstones are also seen 
with a high quantity of coarse, rounded pebbles included as matrix-supported conglomeratic layers. 
Ambrose et al. (2014) and Thompson (1970) described it as a brown, pebbly sandstone, identifying 
three members based on the concentration of aeolian and fluvial facies: Frodsham, Delamere and 
Thurston Members. The Frodsham and Thurston Members being aeolian in origin whilst the 
Delamere Member is fluvial (Mountney and Thompson, 2002). 
The Delamere Member is composed of fluvial sandstone, conglomerate and intervals of 
aeolian dune strata (Thompson, 1969). Porosity and permeability are greatest in the mid Cheshire 
Basin where the Delamere Member is absent, leaving the more permeable aeolian members 
(Lovelock, 1977; Downing and Gray, 1986b). The late Frodsham Member represents an aeolian 
succession which ended as a consequence of the marine incursion of the Tarporley Formation. The 
early Thurston Member represents a period of aeolian deposition with minor, low sinuosity fluvial 




Figure 2.19: Various images of the Helsby Sandstone Formation, Delamere Member. (a) Shows fractures along 
the foresets of cross beds and (b) showing highly weathered faces, whereas (c) is a close up section with rootlet. 
 The Helsby Sandstone Formation has the best aquifer characteristics throughout the 
Cheshire Basin. Porosity ranges from 2 – 35 % (Allen et al., 1997).  The large range in porosity is due 
to the variable quality of sediment through facies changes. High porosities represent clean fluvial 
sandstones or aeolian sandstones whereas the low porosities are indicative of interdune or flood 
plain deposits. Equivalent formations across the UK have even higher recorded porosities (up to 36.2 
% in the Staffordshire Basin) (Allen et al., 1997). Hydraulic conductivity reaches up to 20 m/day (Allen 
et al., 1997). It is also worth noting that the Bulkeley Hill Formation is now classed as the Helsby 
Sandstone Formation (BGS, 2019). 
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2.6.3 Triassic Mercia Mudstone Group 
2.6.3.1 Tarporley Formation 
The Tarporley Formation represents a major marine transgression that is seen across Europe 
(Williams and Eaton, 1993; Wilson, 1993). In the Cheshire Basin, the formation ‘consists of fine 
grained sand and silt deposited in intertidal conditions’ (Naylor et al., 1989). 
The Tarporley Formation was reclassified as the lower most unit of the Mercia Mudstone 
Group (Unit A) (Howard et al., 2008). The Tarporley Formation is sometimes described as the Malpas 
Sandstone. Mikkelsen and Floodpage (1997) suggested that the Malpas Sandstone was deposited in a 
lobe stretching from the southwest of the basin to just south of Boots Green borehole (Fig. 2.20). 
Local sandstone channel successions observed in the East Irish Sea could also occur in the Cheshire 
Basin (Colter and Ebburn, 1978; Downing and Gray, 1986a). In areas across the basin when the 
formation consists of sandstone, permeability and porosity are up to 4 x 10-13 m2 and 21 %, 
respectively (Downing and Gray, 1986b). The Mercia Mudstone Group is predicted to reach a 
thickness of 1200 m in the Crewe area (Plant et al., 1999). 
2.6.3.2 Sidmouth Formation 
The Sidmouth Formation dominates the Upper Triassic and succeeds the Tarporley 
Formation. It consists of mudstones that were deposited as intertidal flats which were restricted 
from the sea and endured periodic incursions (Naylor et al., 1989). The Mercia Mudstone Group was 
reclassified by Howard et al. (2008), with the Wilkesley, Byley, Northwich and Bollin Formations now 
classified as the Sidmouth Formation (for previous descriptions see Evans, 1970; Evans et al., 1993; 




Figure 2.20: Map showing the extent of the Malpas sandstone lobe in the Tarporley Formation in the Cheshire 
Basin (after Mikkelsen and Floodpage, 1997). EIS = East Irish Sea. 
2.6.4 Triassic Penarth and Jurassic Lias Groups 
The Triassic Penarth and Jurassic Lias Groups are only found in outliers within the Cheshire 
Basin. The Penarth and Lias Groups overly the Mercia Mudstone Group and consist of marine 
mudstones interbedded with minor limestones and sandstones (Cox et al., 1999; BGS, 2019). The 
Penarth Group is situated on an erosional unconformity and is Rhaetian in age (Mikkelsen and 
Floodpage, 1997). Both the Penarth and Lias Groups form fault-controlled outliers at Firth Farm and 
Prees. The Firth Farm outlier is controlled by the west-southwest oriented Firth Fault and the Prees 
outlier by the Wem Red Rock Fault (Mikkelsen and Floodpage, 1997). Both the Penarth and Lias 
47 
 
Groups are only of importance locally to the southwest of Crewe. The maximum thickness observed 
is 500 m (Plant et al., 1999).  
Summary 
 The Cheshire Basin is an extensional sedimentary basin with Permo-Triassic infill covering an 
area of 3,500 km2 with burial depths of up to 4.5 km. The Manchester Marl Formation is an aquiclude 
that prevents the Permian Collyhurst Sandstone Formation and the Triassic Sherwood Sandstone 
Group from being in hydraulic continuity. The Sherwood Sandstone Group is succeeded by the 
Mercia Mudstone Group, Triassic-Jurassic outliers and Quaternary deposits. It is, however, debated 
which basement strata underlie the basin, with some suggesting it to be Carboniferous sandstones 
(e.g., Hirst et al., 2015), whilst others suggest meta-sedimentary Palaeozoic strata (Abdoh et al., 
1990; Mikkelsen and Floodpage, 1997). 
The moderate heat flow of 52 mWm-2 (Burley et al., 1980) combined with thick deposits of 
sandstone and high-quality hydraulic properties (up to 10 m/day hydraulic conductivities) (Allen et 
al., 1997) make the Cheshire Basin an area with significant potential for the development of deep 
hydrothermal resources. Recent corrections to bottom-hole temperatures indicate gradients may 
reach 27 °C/km (Busby, 2014); meaning the geothermal resource may be far greater than previously 
estimated. Thermal modelling also indicates that the highest temperature at the base of the Permo-
Triassic is in the basin depocentre to the east of Crewe (Downing and Gray, 1986; Busby, 2011b). 
  Although there is a vast amount of data available for the Cheshire Basin, local conditions at 
depth to the Crewe area are uncertain, in terms of both the stratigraphy and the hydro-thermal 
parameters. Seismic data, outcrop studies and core plug analysis can help with correlation of 
stratigraphy in the subcrop and give good estimations of likely physical properties, including porosity, 
hydraulic conductivity etc. 
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CHAPTER 3 - NUMERICAL METHODS AND GOVERNING EQUATIONS 
In this section the key governing equations and numerical methods are discussed, giving a rationale 
for the modelling technique used. 
3.1 Introduction 
Multiple analytical and numerical solutions can be found for the simulation of heat and fluid 
fluxes in the reservoir and wellbore of a geothermal system. Analytical solutions are usually 
simplified or constrained to 1D or 2D, focusing on either the wellbore or reservoir. For instance, in 
the commonly used doublet system, the time of thermal breakthrough in a hot sedimentary aquifer 
can be established using the well-known solution by Gringarten (1978), whilst pressure difference 
can also be identified (Muskat, 1946). In low-enthalpy single well systems, the change in head can be 
established by modelling fluid extraction using the Theis solution for fully penetrative wells (Theis, 
1935) or the adapted Theis solution for partially penetrative wells (e.g., Sternberg 1973). All of these 
methods involve simplifications but can be useful for initial investigation and for the specific 
verification of numerical modelling results. Numerical models can retain the detail of the geothermal 
system but can be computationally demanding, particularly for 3D problems. Numerical models can 
also allow for a greater range of parameters to be incorporated into the simulation giving more 
realistic results. 
For practical use, any model solution must be designed to be flexible (such that varying 
geological and engineering conditions can be modelled), simple to use and efficient on standard 
computers allowing the model to be used further after the PhD (e.g., by the industrial partner). The 
key components of a low-enthalpy geothermal model include fluid and heat flux, and to a lesser 
extent mechanical stresses and contaminant or solute transport. As the primary aim of this research 
is to simulate the extraction of hot, deep fluids from a single well without any enhancement 
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(fracturing) or injection of a fluid with varying salinity, the focus of the modelling is on simulating 
fluid and heat flux within the geothermal reservoir. The key governing equations and numerical 
methods for this approach are discussed in the chapter with justification and rationale provided for 
their use.  
3.2 Key governing equations for heat and fluid fluxes in a geothermal system 
 Fluid flux is modelled in an aquifer or reservoir that is assumed to be fully saturated below 
the water table with pores filled with groundwater. Groundwater models are derived from two 
principles: conservation of mass, such that water is not destroyed or created, and Darcy’s Law, where 
fluid flows from areas of high to low head (Anderson et al., 2015). Darcy’s Law and the Darcy velocity 
(𝑣) can be expressed as (e.g., Bear et al., 2010): 
𝑄 = 𝐾. 𝐴 
(ℎ1−ℎ2)
𝐿





= −𝐾∇ℎ       3.2 
where 𝑄 is the rate of fluid flux, 𝐾 is hydraulic conductivity, 𝐿 is the distance between two different 
piezometric heads (ℎ) and 𝐴 is the area. Assuming the fluid is a constant density and the rock is non-
deformable (i.e., porosity is constant) the groundwater flow equation can be derived by substituting 




+  𝜌∇(∅𝑉) = 𝑊      3.3 






      3.4 
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where ∅ is the porosity, 𝑉 is the average fluid velocity, 𝑊 is a source or sink and 𝑡 is time. To 
establish the governing equation for groundwater flux, a further assumption must be made; there is 
a linear relationship between porosity and pressure change. The time derivative can therefore be 






 (Sachse et al., 2015). Substituting in 
the Darcy velocity where ∅𝑉 = 𝑣 = −𝐾∇ℎ, the governing equation for groundwater flux in an 




−𝑊      3.5 
Hydrodynamic dispersion is not modelled as it is assumed that for the single well schemes modelled 
in this thesis that only the original fluid in the aquifer will be present and dispersion is most 
influential when two fluids with different solute concentrations come into contact (Todd and Mays, 
2005). 
 Heat flux in low-enthalpy systems (temperatures <100 °C) will be transferred in two-phases; 
a saturated fluid component and the solid rock component. Both phases rely on different 
mechanisms to transfer heat; advective forces that transmit heat in the fluid and conduction in the 
solid and fluid phases. Heat flow (𝑞) within a rock, where heat transfer is purely conductive, can be 
determined by the thermal conductivity (𝜆) and temperature gradient (∇𝑇) (e.g. Rühaak et al., 
2015): 
𝑞 = −𝜆𝑠∇𝑇𝑠       3.6 
The energy balance of the solid phase (subscript 𝑠), using Fourier’s Law can be described as (e.g. 




− [(1 − ∅)∇. (𝑞)] = 0    3.7 
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where ∅ is the porosity, 𝜌 is the density, 𝐶 is the specific heat capacity, 𝑇 is the temperature and 𝑡 is 




2(𝑇)       3.8 




       3.9 
Transient heat transfer in the fluid within the pore space (subscript 𝑓) can be modelled as both 




+ ∅𝑉𝜌𝑓𝐶𝑓∇. (𝑇𝑓) − ∅∇. 𝜆𝑓∇𝑇𝑓 = 0   3.10 
Assuming both solid and fluid components are in equilibrium (𝑇𝑓 = 𝑇𝑠 = 𝑇), and that heat 
transfer in the conductive and advective phases occur instantaneously such that there is no heat 
transfer between phases, the combined continuity equation for heat transfer can be written as (Nield 
and Bejan, 1992): 
((1 − ∅)𝜌𝑠𝐶𝑠 + ∅𝜌𝑓𝐶𝑓)
𝜕𝑇
𝜕𝑡
+ 𝑣𝜌𝑓𝐶𝑓∇. 𝑇 − ∇. ((1 − ∅)𝜆𝑠 + ∅𝜆𝑓)∇𝑇 = 0  3.11 
3.3 Numerical methods for solving heat and fluid fluxes 
 Presently, the most commonly used numerical techniques for solving fluid and thermal fluxes 
in the literature include finite-difference, finite-element and finite-volume methods (Fig. 3.1). Finite-
difference methods solve partial differential equations using an approximation of their derivatives on 
a discretised (usually rectangular) grid (Zhou, 1993). The finite-element method solves the same 
governing equations but is more flexible geometrically than the finite-difference method and allows 
the original structure of the physical domain (e.g., the reservoir) to be divided into individual 
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elements to produce a better fit to the true physical boundaries (Bofang, 2018). The finite-volume 
method is similar to the finite-difference method with the exception that it evaluates the thermal 
and fluid fluxes on the faces of discretised finite-volumes before solving the fluxes as a series of 
algebraic equations (Moukalled et al., 2016; Rapp, 2016). The finite-volume method also has the 
additional benefit that it can be solved on unstructured polygonal grids (e.g., Chow et al., 1996; 
Lipnikov et al., 2007). Typically, finite-element and finite-volume techniques use finite-difference 
approximations when discretising the time domain as other methods add unnecessary complexity 
(Griffiths, 1986). All three of the numerical methods listed above are currently used to evaluate 
geothermal systems in modern industrial computational programs. MODFLOW is based on the finite-
difference method (and later the finite-volume) (Anderson et al., 2015), TOUGH 2 on the finite-
volume method (O’Sullivan and O’Sullivan, 2016), whilst FEFLOW and COMSOL are based on the 
finite-element method (Zimmerman, 2006; Diersch, 2013; Dickinson et al., 2014). 
 
Figure 3.1: Comparison between the spatial discretisation of different numerical methods (a) the finite-
difference method, (b) the finite-element method and (c) the finite-volume method. Note that the mesh of the 
finite-element method does not have to be triangular. 
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The model developed in this thesis uses the finite-difference method to approximate the 
temporal and spatial derivatives of fluid and thermal flux. The modelled scenarios have regular 
geological boundaries (e.g., planar aquifer) and do not need to incorporate more detailed reservoir 
architectures and/or irregular boundaries. This is because the models simulate borehole heat 
exchangers and standing column wells over time periods that typically only affect the subsurface in 
close proximity to the wellbore. Longer ‘parameterisation’ simulations are modelled which affect a 
larger spatial domain (e.g., chapter 5); however, these are designed to evaluate the impact of 
changing geological and engineering parameters, rather than variations in reservoir geometry. A 
novel approach is also undertaken to model the borehole as a series of 1D nodes (after Al-Khoury et 
al., 2005; Al-Khoury and Bonnier, 2006; Saeid et al., 2013), rather than complex finely shaped 
elements to meet the boundaries. As such, the finite-difference method was preferred as it has the 
added benefit of being able to produce complex models on high resolution grids without the need of 
a high performance computer (Anderson et al., 2015). In contrast, the finite-element method can be 
computationally expensive for large domains in comparison (Chapra and Canale, 2010, Pang et al., 
2016). It has also been shown when using MATLAB the finite-difference method has similar errors 
and accuracy in comparison to the finite-element and finite-volume methods (Ng, 2011), with studies 
for heat flux suggesting the same (Mazumder, 2017).  
3.4 The finite-difference method 
 The finite-difference method uses a series of nodes to represent the modelled space, where 
i,j,k are indices for the directions x,y,z respectively (Fig. 3.1a) (Anderson et al., 2015). The node 
represents the average modelled parameter (i.e., head or temperature) within the cell where the 
node is located (e.g., shaded area in figure 3.1a). The partial derivatives in the key governing 
equations can be replaced by approximates of the derivatives. The space or time domains can be 
divided into a series of discrete points which can then be solved numerically. The finite-difference 
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scheme is largely based on the Taylor series approximation of the spatial/temporal derivatives 
operating across neighbouring nodes (Causon and Mingham, 2010). The approximation contains a 
truncation error (i.e., a residual) and the magnitude of which reduces with decreasing time and space 
steps (Fletcher, 1988). When ignoring the truncation error, a first order derivative in space (𝑥) can be 







































The first-order forward and backward differences can be used for time marching schemes; 
however, the central difference should not be used as it is unconditionally unstable (Remson et al., 
1971). When using forward differences for temporal approximations, the variable at the next time 
step (𝑇𝑛+1) is evaluated for known values of 𝑇 and is referred to as the explicit finite-difference 









There is a strict stability criterion that has to be applied for transient solutions that are solved 
explicitly which is discussed in chapter 4.  
In contrast to explicit approximations, implicit approximations evaluate all the variables of 𝑇 
at the next time step rather than known values of 𝑇 (Wang and Anderson, 1982). A series of 
equations in the form of a matrix must be solved at each time step, which can increase the 
computational time, particularly for 3D problems (Chapra and Canale, 2010). When using the 












  3.18 
when 𝑆 =  
∆𝑡.𝛼𝑠
∆𝑥2
 the equation can be re-written as (e.g., Chapra and Canale, 2010): 
𝑇𝑖
𝑛 = −𝑆. 𝑇𝑖+1𝑗𝑘
𝑛+1 + (1 + 2. 𝑆) 𝑇𝑖
𝑛+1 − 𝑆. 𝑇𝑖−1𝑗𝑘
𝑛+1   3.19 
which can then be written in matrix form. Assuming a 5 node system where 𝑇1 and 𝑇5 are constants 
equation 19 can be re-written in matrix form as (for nodes 2-4):  
[
(1 + 2. 𝑆) −1 0
−1 (1 + 2. 𝑆) −1















}   3.20 
The matrix is tridiagonal and the first square bracket represents the matrix of the coefficients. The 
second bracket represents the array of unknown temperatures whilst the final bracket represents 
the known variables. The matrix equation can then be solved using direct or iterative methods. A 
combination of explicit and implicit methods can be used to model the partial differential equations 
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with a higher temporal order of accuracy, with the Crank-Nicolson Method the most popular of these 
(Chapra and Canale, 2010). 
3.5 Solution methods 
Typically, the algebraic set of governing equations for a matrix in the form of [𝐴]{𝑥} = {𝑏} 
(e.g., eq. 3.20) can be solved using direct or iterative methods. Direct methods use matrix solvers to 
give an exact solution but are subject to round-off errors as computers can only store a finite number 
of digits. They also require large amounts of computer memory and are most suitable for small 
spatial domains or steady-state models (Anderson et al., 2015). Iterative methods use a general 
finite-difference approximation for all nodes (or cells) and solve them consecutively for the given 
problem (Wang and Anderson, 1982). They can be used effectively for large spatial domains due to 
their operational simplicity; however, they also result in round off errors due to iterations requiring a 
large number of calculations (Anderson et al., 2015). As a result iterative solvers, or iterative solvers 
combined with direct methods, are more suited to transient simulations for faster computational 
speed. 
In this thesis, fluid flow and thermal fluxes in the aquifer and overburden will be modelled 
using explicit approximations, whilst the 1D wellbore is modelled using implicit methods solved for 
each time step using direct methods. This is due to the aquifer and confining beds being comprised 
of up to a few million nodes, whilst the wellbore is a series of 1D nodes generally reaching up to a 
few kilometres in length (e.g., for a 10 m nodal spacing for 2 km then 201 nodes would be required). 
To implicitly solve a computational domain containing a few million nodes using direct methods 
would take vast amounts of computational time and current industry software tends to only be able 
to model up to about 1 million nodes effectively (e.g., FEFLOW) (Anderson et al., 2015). In contrast, 
the small amounts of nodes in the wellbore lead to an implicit scheme being suitable (chapter 5). The 
implicit scheme also gives stability as a range of flow rates will be modelled. The implicit scheme can 
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be solved using the Thomas Algorithm or the Tridiagonal Matrix Algorithm (e.g., Chapra and Canale, 
2010). This is effectively a Gaussian elimination for tridiagonal systems which can be solved by 
forward elimination and back substitution (Wen-mei, 2011). One of the benefits of using MATLAB is 
that a predefined function can be used to implicitly  solve equations in the form of [𝐴]{𝑥} = {𝑏} (e.g., 
eq. 3.20) which allows for a relatively fast computational time for the 1D finite-difference equations 
(Ford, 2014). 
The explicit solutions for the groundwater flow in the aquifer can be solved using a forward 
in time and central in space scheme (e.g., Causon and Mingham, 2010). When modelling the 
advective component of the governing equation for heat flux (eq. 3.11), an upwind scheme is used 
(e.g., Patankar, 1980).  Explicit modelling allows for the temporal domain to be modified to have 
smaller time steps for time periods of interest or dramatic changes in the operational/performance 
functions (e.g., at the start of production when there is a rapid drawdown in the well). Implicit 
schemes using direct solvers are more limited in this respect in MATLAB as component ‘A’ (the matrix 
in eq. 3.20) can only be stored in the memory as fixed time steps and therefore, requires multiple 
matrices to be stored for different time steps, using more computer memory. When modelling the 
wellbore this is not an issue as the small amount of nodes modelled (in comparison to the reservoir) 
will only require a relatively small matrix. 
Summary 
The key governing equations for groundwater flow and heat transport in the aquifer have 
been outlined. Numerical methods have also been reviewed and the finite-difference method was 
chosen to develop the model with. Although the finite-volume and finite-element methods can aid in 
spatial discretisation, the models in this thesis use simple geometrical boundaries. In addition, the 
software used (MATLAB) has built-in functions to enhance computational speed and accuracy when 
using the finite-difference method.  
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When using numerical methods it is important to validate the models and test their accuracy. 
This can be done by comparing numerical results to analytical solutions and checking the code 
against real case studies (Anderson et al., 2015). In chapter 4 an extensive verification study is 


















CHAPTER 4 - MODELLING GEOTHERMAL SINGLE WELLS: INSIGHTS FROM THE GEOTHERMAL WELLS 
IN SOUTHAMPTON, UK 
This chapter outlines the numerical model utilised in the thesis, verifying the model against analytical 
solutions and case studies. Standing column wells and coaxial borehole heat exchangers were then 
modelled for the Southampton Marchwood Well case study. 
4.1 Introduction 
The most recent focus of numerical modelling techniques for simulating deep geothermal 
systems has been on developing ‘doublet’ well models using the finite-element (e.g., Blöcher et al., 
2010; Saeid et al., 2013, 2015; Major et al., 2018), finite-difference (e.g., Mottaghy et al. 2011) or 
finite-volume techniques (e.g., Le Brun et al., 2011), with little attention paid to modelling the 
potential of lower cost deep single well schemes. For low-enthalpy systems, a doublet scheme may 
be considered efficient for yielding high flow rates from the aquifer, however, such schemes have a 
high initial capital expenditure. For this reason, a single well scheme (where fluid is only extracted 
out of the reservoir without replenishment (Fig. 4.1a)) may be a viable option in the UK where the 
potential investment risk is high. Most single well schemes will have the problem of disposing of the 
extracted brines at surface level, which for the case study of the Southampton scheme was solved by 
disposal to the sea. This is a fortunate and unique situation as it allowed for a cost-efficient and 
simple disposal scenario to be adopted. Such measures are not suitable for the rest of the UK’s 
‘inland’ Mesozoic basins and the disposal of brine needs to be considered carefully if single well 
schemes are to become feasible across the UK.  
An alternative method of dealing with the produced brine is considered in this study. Closed 
and open loop borehole heat exchangers (Fig. 4.1b) where fluid is circulated in the well are 
investigated, with modelled production data compared to the Marchwood Well, Southampton. In 
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this study, closed borehole heat exchangers (BHEs) with central coaxial pipes will be referred to as 
coaxial BHEs (Diersch et al. 2011a,b), whilst BHEs with an open base, interacting with groundwater 
will be referred to as standing column wells (SCWs). Coaxial BHEs allow the fluid to be re-circulated 
within the wellbore, therefore removing the issue of brine waste water disposal above ground. For 
SCWs, in peak periods where more energy and thus higher production temperatures are required, 
hot water in the aquifer can be drawn into the well and discharged elsewhere. This concept is called 
bleed flow (Rees et al., 2004; Pasquier et al., 2016). Although the production temperature is likely to 
be less than standard single well schemes, the associated waste water disposal costs of single well 
schemes are removed. Recent studies on deep BHEs and SCWs in the UK suggest they provide a cost 
benefit to doublet schemes as they allow minimal costly exploratory work and can operate in poor 
geological scenarios (e.g., low hydraulic conductivities (Law et al., 2015)). As such, deep SCWs and 
coaxial BHEs may be used in areas where energy demand dictates the placement of wells, rather 
than the geology. Currently, few deep geothermal wells utilise the SCW configuration, with only few 
modelling (Law et al., 2015) and exploratory studies (Cho et al., 2016) undertaken on their operation 
and feasibility. Although there has been more attention to closed loop deep BHEs in the past few 
years (Fang et al., 2018; Liu et al., 2019), few numerical studies have investigated the concept of a 
deep SCW with the potential to be open at depth. However, many shallow-to-medium depth closed 
loop BHE studies (<500 m) have been undertaken (e.g., Nguyen et al., 2015) and recent work by 
Westaway (2018) focusing on deep closed loop BHEs, highlighted the need for a validated model that 
is based on physical assumptions designed to match BHEs against the heat load. The work of 
Westaway (2018) presents a useful analytical solution; however, it fails to incorporate the more 
complex thermal changes present in the working fluid within the central pipe and annulus. In 
contrast, the model used here investigates the thermal response of all the components of the model 




Figure 4.1: (a) Schematic of a normal configuration deep single well, (b) schematic of an open standing column 
well, (c) cross section example of standard single well configuration in comparison to (d) standing column well. 
In this study, a single well geothermal model was designed and simulated using MATLAB 
software (produced by Mathworks), based on the finite-difference method to simulate advective and 
conductive heat transfer. The model was discretised using an orthogonal 3D mesh and explicit 
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approximations of derivatives (Fig. 4.2). Although the reservoir and surrounding confining beds were 
modelled in 3D, the wellbore was simulated in 1D. The thermal wellbore model was modified for the 
finite-difference method and coaxial BHE/SCW application from that of Al-Khoury et al. (2005), Al-
Khoury and Bonnier (2006), Al-Khoury (2011) and Saied et al. (2013). Tests against analytical 
solutions and case studies of the Southampton wells were conducted to validate the model as these 
were the only examples of a single well deep geothermal scheme targeting a hot sedimentary aquifer 
(HSA) in the UK. The model was then used to assess the potential of geothermal extraction in the 
Wessex Basin. Previous models of the Marchwood Well have focused on a multi-layered analytical 
solution (Barker, 1981), without matching production data exactly (Price and Allen, 1982). Here, both 
Southampton wells were modelled numerically in 3D (Marchwood and Western Esplanade – page 
92/93), and incorporated thermal and hydraulic interactions in the wellbore and reservoir. Further 
validation was undertaken by matching modelling results for the coaxial BHE example against real 
inlet and outlet data from China (Wang et al., 2017). This was chosen as a case study as no data for 
deep coaxial BHE is currently publicly available in the UK. 
4.2 Method of numerical modelling  
Heat within a geothermal system can be transferred through conduction in the solid phase of 
the system and by convection or diffusion through the fluid phase. Initially, the conductive transfer of 
heat can be useful for modelling a geothermal system as it helps identify potential regional thermal 
barriers (Cacace et al., 2010). The coupling of heat transfer through advection and conduction can 
help predict thermal changes in a reservoir, the lifetime of a well and the recharge of a system. The 
system was considered to only include single phase fluid flow within a fully saturated reservoir. All 




Symbol Parameter Units 
𝑡 Time seconds 
𝜆 Thermal conductivity W/m/°C 
𝑇 Temperature °C 
𝑞 Heat flow W⋅m−2 
𝐶 Specific heat capacity J/kg °C 
𝜌 Density kg /m3 
∅ Porosity % 
𝛼 Thermal diffusivity m2/s 
𝑅𝑑 Retardation factor - 
𝐾 Hydraulic conductivity m/s 
𝑣 Darcy velocity m3/s 
𝑆𝑠 Storage coefficient - 
ℎ Hydraulic head m 
𝑃𝑟 Penetration ratio - 
𝑃𝐶 Pricketts penetration 
constant for additional 
drawdown 
- 
𝐴 Area m 
𝑢 Fluid velocity in the pipe m/s 
𝑏𝑝𝑔 Reciprocal of thermal 
resistance between pipe and 
grout 
W/m2 °C 
𝑄 Production rate m3/s 
𝑊 Source or sink m/s 
𝑟𝑤 Radius of the well in the 
reservoir (screened interval) 
m 
𝑟𝑒 Extrapolated radius m 
Subscripts   
𝑏 Bulk - 
𝑠 Solid phase - 
𝑓 Fluid phase - 
𝑝 Pipe - 
𝑔 Grout - 
𝑝𝑟𝑜𝑑 Production temperature - 
𝑟𝑒𝑗 Rejection temperature - 
i Inlet pipe - 
𝑜 Outlet pipe - 
Table 4.1: List of parameters used in the numerical model for deep geothermal wells. 
A 3-D orthogonal mesh, which can either be uniform or non-uniform, was used. The finite-
difference method is defined with a Cartesian coordinate system, with (x,y) representing horizontal  
limits and (z) the vertical limits or depth (Fig. 4.2). The lateral extent (boundary) of the model was set 
to extend as wide as possible so that the boundary conditions of the model were inconsequential to 
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the modelling of the well itself (which was placed in the centre of the 3D computational grid). The 
governing equations used in the model incorporate both fluid and thermal changes within the 
reservoir and are commonly used in shallow (e.g., Nabi and Al-Khoury, 2012a, 2012b) and deep 
geothermal modelling (e.g., Saeid et al., 2013, 2015; Poulsen et al., 2015).  
 
Figure 4.2: Example 3D Cartesian grid with uniform nodal spacing. 
4.2.1 Governing equations for modelling reservoir interactions 
The solid and fluid components in a reservoir can be modelled to give the advection-diffusion 
equation (e.g., Saeid et al., 2013): 
𝜕𝑇
𝜕𝑡
= −𝑅𝑑 . v. ∇T + α𝑏∇
2T + 𝑄𝑇     4.1 
where T is the temperature, 𝑡 is time, 𝑄𝑇 is the source input term for SCWs, v is the Darcy velocity 
and 𝑅𝑑 represents the thermal retardation factor, which signifies the change of temperature based 
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on the specific heat capacity (𝐶) for both the fluid and solid phases of the system (subscript f and s 




     4.2 







    4.3 
where 𝜌 is density, ∅ is porosity and 𝜆 is the thermal conductivity. The Darcy velocity is equal to: 
𝑣 = −𝐾(𝛻ℎ)      4.4 
where K is the hydraulic conductivity.  
The fluid flow in the system is a function of hydraulic head and Darcy velocity, which can be 




+ 𝛻 ∙ (𝑣) = 𝑊     4.5 
where Ss is storativity, ℎ is hydraulic head and 𝑊 is a sink (i.e., the amount of fluid extracted).  
4.2.2 Governing equations for modelling thermal borehole interactions 
The boreholes were modelled to account for thermal interactions between the wellbore and 
the surrounding rock. The model proposed by Al-Khoury et al. (2005) and Al-Khoury and Bonnier 
(2006) was used, which consists of a series of 1D nodes designed to simulate heat flow in a borehole. 
It incorporates the outer solid rock, grout material, the pipe and the geothermal fluid in a closed loop 
system and has been widely used and verified for shallow systems (e.g., Al-Khoury et al., 2010; 
Diersch et al., 2011a, 2011b; Nabi and Al-Khoury, 2012b; Haslam, 2013). However, few studies 
utilised it in a deep geothermal setting, particularly for SCWs. The 1D borehole model has been 
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developed further to focus on heat flow in deep, low-enthalpy, open systems by Saeid et al. (2013, 
2015). The model includes the heat exchange between the grout and the solid rock for the 1D 
wellbore and was adopted for use in this study (Figs. 4.1a, 4.1c & 4.3). However, it is worth noting 
the model can be simplified further when there is no interest in recording thermal changes within 
the grout (Saeid et al., 2015).  
 
Figure 4.3: Heat fluxes between the different components in governing equations 4.6-4.8.  
The governing equations for the heat flux in the wellbore (including the grout material) are 


























𝐴𝑠 = 𝑏𝑠𝑔(𝑇𝑔 − 𝑇𝑠)2𝜋𝑟𝑔     4.8 
The subscript 𝑝 is representative of the respective property of the piping, subscript 𝑔 is for the 
grout, subscript s for the solid rock mass, 𝑇𝑝 is the temperature of the pipe, 𝜆𝑓 is the thermal 
conductivity of the fluid, 𝑏𝑝𝑔 is the reciprocal of thermal resistance between the wellbore pipe and 
grout, 𝑏𝑠𝑔 is the reciprocal of the contact thermal resistance between the grout and rock, 𝐴𝑔 is the 
area of the grout etc, whilst other symbolic notations are as described in the reservoir formulation 
(e.g., used in equations 4.1-4.3). When investigating the thermal interactions in a coaxial BHE or SCW 
with a central co-axial pipe, equations 4.6-4.8 are modified to include the heat exchange between 




















𝐴𝑝𝑖 = 𝑏𝑝𝑜𝑖(𝑇𝑝𝑜 − 𝑇𝑝𝑖)2𝜋𝑟𝑝𝑜 + 𝑏𝑝𝑖𝑔(𝑇𝑔 − 𝑇𝑝𝑖)2𝜋𝑟𝑝𝑖 














𝐴𝑠 = 𝑏𝑠𝑔(𝑇𝑔 − 𝑇𝑠)2𝜋𝑟𝑔     4.12 
where the subscript 𝑜 is for the outlet pipe (central pipe) and 𝑖 is the surrounding annulus. For SCWs, 
the wellbore configuration is considered identical to that of the coaxial BHE, however, is assumed to 
have a liner penetrating the HSA (Fig. 4.1b).  
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The heat transfer coefficients for the thermal wellbore models can be described using an 
analogy to electrical circuits (as described by Al-Khoury et al. (2005), Al-Khoury and Bonnier (2006), 
Al-Khoury (2011) and Saied et al. (2013)).  
 For the standard configuration borehole (Eq. 4.6-4.8) the thermal resistance between the 
central producing pipe and surrounding grout is made up of the advective flux of the fluid and the 




      4.13 
where 𝑅𝑝𝑔 is calculated as: 




𝑟𝑜 ln (𝑟𝑜 𝑟𝑖⁄ )
𝜆𝑝
     4.14 
where ℎ̅ = 𝑁𝑢 𝜆𝑓/𝐷 and 𝐷 is the inner diameter of the producing wellbore pipe.  𝑁𝑢 is the Nusselt 
number which can be calculated using the Dittus Boelter correlation (e.g., Saeid et al., 2013). The 





    4.15 
where 𝑅𝑔𝑠 is calculated as: 
𝑅𝑔𝑠 = 𝑅𝑔𝑟𝑜𝑢𝑡 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 
𝑟𝑔 ln (𝑟𝑔 𝑟𝑜⁄ )
𝜆𝑔
    4.16 
The formulation of thermal resistance in the SCW / coaxial BHE is similar to that of the single 
extraction only well, however, the transfer of heat between the central pipe and annulus involves 
advective heat transfer from both central pipe and annulus, and conductive heat transfer through 
the pipe (Diersch, 2011a) (Fig. 4.4b). 
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𝑅𝑝𝑖𝑝𝑜 = 𝑅𝑝𝑜𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 + 𝑅𝑝𝑖𝑝𝑒 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 + 𝑅𝑝𝑖𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛    4.17 
 
Figure 4.4: Cross sectional areas of boreholes showing (a) thermal resistance of standard configuration deep 
single well and (b) thermal resistance of an SCW well (Al-Khoury, 2011). 
4.2.3 Governing equations for modelling head in the borehole 
The method for calculating head in the wellbore in this model is commonly used in 
groundwater finite-difference models (e.g., Halford and Hansen, 2002; Konikow et al., 2009), and 
similarly to calculate pressure in the wellbore (e.g., Peaceman, 1978; Dogru, 2010). Neglecting 
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where 𝑄 is the volume of fluid produced and ∆𝑥 or ∆𝑦 are the nodal spacing around the source 
points (Trescott et al., 1976). The source function (𝑊) allows an estimate of head to be solved within 
the reservoir. The head in a fully penetrative wellbore can then be modelled using the Thiem 
equation (Thiem, 1906; Prickett and Lonnquist, 1971; Akbar et al. 1974; Anderson and Woessner, 
1992; Chen and Zhang 2009): 






)         4.18 
where ℎ𝑤 is the well head, 𝑟𝑤 is the wellbore radius and 𝑟𝑒 is the effective nodal radius equivalent to 
the head in the reservoir which is equal to that in the well (Konikow et al., 2009). The effective radius 
is calculated using the equation 𝑟𝑒 = 
𝑟1
4.81
 where 𝑟1 is the mesh spacing (∆𝑥 = ∆𝑦) (Prickett, 1967). 
This method provides a higher level of accuracy for finer mesh sizes in the reservoir, with a closer fit 
to the analytical solution (Afshari et al., 2003).  
Additional drawdown in partially penetrative wells, caused by the well extracting fluid from a 












− 1     4.19 
where ∆ℎ𝑝𝑝 is the change in head due to partial penetration (where the wellbore is only in contact 
with a predefined thickness of the aquifer), 𝑃𝐶 is an additional penetration constant, ∆ℎ𝑡ℎ is the 
change in head in the wellbore calculated from the Thiem equation and 𝑃𝑟 is the penetration ratio, 
calculated as the length of the well screen divided by the thickness of the aquifer. When calculating 
wellbore head for partially penetrative systems, the average head at nodal source points in the 
reservoir along the well screen are used to calculate the wellbore head.  
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4.2.4 Energy output from a geothermal well 
It is important to consider both the total energy in a system and the energy that can be 
produced in a system prior to the geothermal resource reaching its economic cut off point. Currently, 
most authors calculate the geothermal resource basin-wide prior to modelling (e.g., Muffler and 
Cataldi, 1978; Allen et al., 1985; Downing and Gray, 1986b; Campbell et al., 2016a, 2016b). Whereas 
numerical models allow the calculation of the total energy produced from a single well in a system 
(modified from Crooijmans et al., 2016): 
𝐸𝑝𝑟𝑜𝑑 = ∑ 𝑄. ∆𝑡. 𝑐𝑓𝜌𝑓 . (𝑇𝑝𝑟𝑜𝑑 − 𝑇𝑟𝑒𝑗)
𝑛
𝑡=1     4.20 
where 𝐸𝑝𝑟𝑜𝑑 is the total amount of energy produced per time increment of production, ∆𝑡 is the 
change in time, 𝑛 is the number of time steps, 𝑄 is the production rate and 𝑇𝑝𝑟𝑜𝑑  and 𝑇𝑟𝑒𝑗  are the 
production and rejection temperatures, respectively. The rejection temperature is the point that the 
fluid is no longer viable in a district heating scheme, which can be as low as 30 °C (Downing and Gray, 
1986b).  
The total energy in the system can also be estimated (Crooijmans et al., 2016): 
𝐸𝑡𝑜𝑡𝑎𝑙 = ∑ 𝐿
3. ∅. 𝑐𝑓𝜌𝑓 . (𝑇𝑖 − 𝑇𝑟𝑒𝑗) +
𝑚
𝑡=1 𝐿
3. (1 − ∅). 𝑐𝑠. 𝜌𝑠. (𝑇𝑖 − 𝑇𝑟𝑒𝑗) 4.21 
where 𝐸𝑡𝑜𝑡𝑎𝑙 is the total energy in the system, 𝐿 is the distance between each node, 𝑇𝑖 is the initial 
temperature and 𝑚 is the number of nodes. By calculating the total energy in a system it can allow us 
to identify the recovery factor for the resource and determine whether the prospect will be 
economic or not. 
4.2.5 Boundary and initial conditions 
The effects of lateral boundaries were designed to be insignificant by increasing the horizontal 
spatial domain of the model for any given problem (Poulsen et al., 2015), however, were assigned 
constant temperatures/heads. This was checked to ensure they had no influence on model outputs. 
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The confining beds were considered as ‘no flow’ boundary conditions (i.e., fluid cannot pass through 
the impermeable seal) (e.g., Anderson et al., 2015). The base of the model was assigned a constant 
temperature boundary condition, whilst the surface level was initially assigned a fixed surface 
temperature with the heat flux set to zero. The temperature input to the base of the production well 
was the averaged well screen temperature. 
Initially, the temperature at time (t=0) at any node of the model was considered to be in a 
steady state condition (Saeid, 2015): 
𝑇(𝑥, 𝑦, 𝑧, 0) = 𝑇(𝑥, 𝑦, 𝑧)     4.22 
The temperatures of the borehole components were assumed to be in equilibrium with the 
system at initialisation, where at time (t) = 0: 
𝑇𝑠 = 𝑇𝑔 = 𝑇𝑝       4.23 
By substituting Darcy velocity into the continuity equation for head (Eq. 4.5), the initial head 
conditions can be expressed as: 
∇2ℎ = 0        4.24 
The initial aquifer temperature was established by taking a linear gradient and set using the 
equation (e.g., Saeid et al., 2013): 
𝑇(𝑧) = 𝑇(0) + ∆𝑇. 𝑧      4.25 
where 𝑇(0) is the initial surface temperature, typically set at 10 – 12°C (BGS, 2011). 
4.2.6 Discretisation, grid convergence and stability  
 The partial differential equations (Eq. 4.1, 4.5, 4.6-4.12) were solved using the finite-
difference method using an orthogonal grid mesh to define each node point (e.g., Smith, 1985; 
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LeVeque, 2007). The orthogonal grid has fixed Cartesian coordinates (i,j,k relating to x,y,z in space) 
and the approximations can be solved for both uniform and non-uniform grids using forward 
differences in time and central differences in space (FTCS). Boundary conditions, however, employ 
forward and backward differences where appropriate to the nature of the boundary. The explicit 








        4.26 




≤ 1        4.27 
where the parameters are: 𝛼𝑏is the bulk diffusivity, 𝑡 is the temperature, ∇𝑥 is the nodal spacing, 𝑅𝑑 
is the thermal retardation factor and 𝑣 is the Darcy velocity. The ratio between advection and 







        4.28 
The Peclet number is stable for 3-dimensional problems such that the stability criteria can be 
written as (Dehghan, 2004): 
𝐶𝐹𝐿2 ≤ 𝛽 ≤
1
6
        4.29 
or 
6𝐶𝐹𝐿 ≤ 𝑃𝑒 ≤
1
𝐶𝐹𝐿
       4.30 
It can be seen (Table 4.2) that the diffusion stability component can remain stable for a large 
range of mesh sizes and for time steps greater than a day. The advective component is, however, 
more prone to causing oscillatory behaviour and if the stability criteria is not met the solution will not 
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converge. Stability in a solution is achieved when the criteria is met, thus reducing errors, otherwise 
these errors are amplified and may not grow, but oscillate instead (Chapra and Canale, 2010). As a 
result, the stability criterion controls the time step and nodal spacing in the model (Table 4.2). For 
both the Southampton (Marchwood and Western Esplanade) examples, Peclet numbers throughout 
the simulation were always within the stability criteria (Eq. 4.30). The nodal spacing around the well 
screen and wellbore was also set to 1 m. It is also worth noting that the equivalent diffusive stability 





Marchwood Western Esplanade 
 
 Diffusive CFL Peclet  Diffusive  CFL Peclet 
1 1.28E-05 2.75E-06 2.14 1.21E-06 1.94E-06 1.6 
2 3.22E-07 1.37E-06 4.27 3.03E-07 9.69E-07 3.2 
4 8.04E-08 6.87E-07 8.54 7.57E-08 4.85E-07 6.4 
8 2.01E-08 3.44E-07 17.09 1.89E-08 2.42E-07 12.8 




 Diffusive  CFL Peclet Diffusive  CFL Peclet 
1 second 1.29E-06 2.75E-06 2.14 1.21E-06 1.94E-06 1.6 
1 minute 7.72E-05 1.65E-04 2.14 7.27E-05 1.16E-04 1.6 
1 hour 0.0046 0.009 2.14 0.0044 0.007 1.6 
1 day 0.1112 0.24 2.14 0.1047 0.17 1.6 
Table 4.2: Stability parameters compared under different time steps and nodal spacing. Diffusive stability 
parameter, Courant Friedrich Levy (CFL) number and Peclet number for a range of mesh sizes and time step 
variations for both Southampton scenarios, Marchwood and Western Esplanade. Stability parameters were 
calculated for heat flow in the advective -diffusive equation. 
4.2.7 Implementation of the finite-difference model in a computational environment  
 The finite-difference model was programmed using MATLAB software (R2016a) and the 
systematic sequential solution is simplified as a flow chart in figure 4.5. MATLAB was selected for this 
investigation as it provides high-level programming functions and high-quality 3D images of the 
system at various time steps, whilst also providing various other data visualisations. Although 
75 
 
MATLAB is slower than other programming languages (such as C++) it is easier for program 
development and adaptation.  
The model is initialised with hydraulic- and thermal- parameters defined within the model 
and a static set-up is undertaken. The static set-up establishes initial conditions and is set up to meet 
equations 4.22-4.25. The iterative solution consists of four main processes: 
1.) Solving fluid flow at the points of the wellbore extraction. 
2.) Solving fluid flow in the reservoir. 
3.) Solving the thermal interaction between the wellbore and confining beds. 





Figure 4.5: Flow diagram of a model run for the finite-difference based single wellbore simulation. 
The data (e.g., drawdown in the well, production temperature, 3D plots of the mesh at 
specific pre-determined time intervals etc.) is then stored and can be displayed in a format as 
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determined by the user. The final saved model files can vary in size depending on the amount of 
variables stored (and the frequency of storage). In this study, the file size ranged from a few MBs to 
40 MBs. The speed of the code is determined by the nodal quantity and the size of the time step. On 
an Intel Core i5-4590 3.3 GHz PC, the CPU time when modelling heat and fluid fluxes in the reservoir 
for an area of 224 m by 224 m by 64 m, took 21,278 seconds to run for a simulation period of 2 year 
(mesh analysis case study). This was for an hourly time step and a nodal spacing of 1 m (i.e., 
3,290,625 nodes). If the nodal spacing is increased to 16 m (i.e., 1,125 nodes), the same simulation 
took 14 seconds (Table 4.3 and Fig. 4.6). The simulation time is therefore proportional to the amount 
of nodes used. For a typical simulation of the lifetime of a geothermal system (25 years), 
computational times can be kept below 2 hours. 
 
  
Figure 4.6: Computational time plotted against (a) nodal spacing and (b) number of nodes.   
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Table 4.3: Table of simulation time and nodal spacing. The simulation time increases when a greater quantity of 
nodes is used by refining the size of the finite-difference mesh. The simulation uses the same parameters and 
set up as for the reservoir in the mesh analysis study.  
4.2.8 Utilising non-uniform grid meshes 
In areas of high pressure/ temperature contrast (e.g., around the borehole), the mesh must 
be fine enough to reduce error and retain stability. However, to produce an explicit model across a 
fine, uniform mesh with a spatial domain of a few kilometres will be computationally intensive. To 
solve this, the mesh can be discretised to coarsen away from the borehole using discretisation 
approximations after Turkel (1986), Sanmiguel-Rojas et al. (2005), and Kajishima and Taira 
(2017).  It is likely that by increasing the mesh sizes with distance from thermal and hydraulic 
contrasts, any errors can remain low even with larger nodal spacing. Using the Marchwood case 
study as an example (Sect. 4.1), a non-uniform grid (Figs. 4.7 and 4.8) had little impact on the 
results in comparison to the uniform grid (1 m spacing (e.g., Fig 4.2)). In figure 4.7, there is near 
identical fit between the uniform and non-uniform meshes for both temporal change in head 
within the wellbore (Fig. 4.7a) and spatial changes of head within the reservoir (Fig. 4.7b). The 
mesh sizes outlined in figure 4.7b show for the same nodal quantities you can have a far greater 
spatial domain (150 m radially away from wellbore for uniform and 2370 m for non-uniform). 
Errors can be minimised further by having small expansion factors discretising away from the 
wellbore at a rate of 1.2-1.5 (Barrash and Dougherty, 1997). The graduation can be user 
definable, however, in this thesis the mesh was always set to expand by 1.2, unless otherwise 




Figure 4.7: Comparison of non-uniform and uniform mesh performance for hydraulic head both (a) temporally 




Figure 4.8: Example non-uniform mesh used for the Marchwood case study. 
4.3 Analytical validation and mesh analysis of the finite-difference model 
4.3.1 Validation of the reservoir model for temperature 
The reservoir model was validated thermally against an analytical solution for advection and 
diffusion. The model was simplified to a 1D uniform mesh, neglecting viscosity and density changes 
and had an imposed head gradient in the reservoir that imitated head drop during production. 
Temperature was assumed to be initially constant in the reservoir and the time taken for a cold fluid 
moving from high to low head in the reservoir was measured. The boundary conditions were set as 
(𝑧, 0) =  𝑇𝑖  and 𝑇(0, 𝑡) =  𝑇𝑢. The analytical solution was simulated as (Lapidus and Amundson, 
1952; Ogata and Banks, 1961; Van Genuchten and Alves, 1982): 












))  4.31 
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𝑇𝑖 is the initial temperature of the reservoir, 𝑇𝑢 is the temperature where the reservoir meets the 
upper confining beds, 𝑒𝑟𝑓𝑐 is the complimentary error function term and 𝑉 is the true velocity of the 
fluid:  
𝑉 = 𝑅𝑑 . (𝐾. ∆ℎ)       4.32 
𝑅𝑑 is the retardation factor and 𝐾 is the hydraulic conductivity. 
Reservoir - temperature Parameters Units 
Initial temperature (Ti) 70 °C 
Depleted temperature (Tu) 30 °C 
Retardation factor (Rd) 1.4019 - 
Bulk thermal diffusivity (α) 9.55 E-7 m²/s 
Hydraulic conductivity (K) 2 E-9 m/s 
Wellbore - temperature   
Flow rate (u) 0.015 m/s 
Initial temperature (Ti) 10 °C 
Fluid injection temperature (Tin) 50 °C 
Thermal diffusivity (α) 1.6 E-7 m²/s 
Reciprocal of thermal 
resistance and  
surrounding rock (bpg) 
8.0856 - 
Radius of pipe (A) 0.15 m 
Reservoir - head   
Initial head (Hi (x,t)) 1000 m
 
Depleted head (Hi (0,t)) 900 m 
Storativity (Ss) 1E-5 - 
Hydraulic conductivity (K) 4.32E-7 m/s 
   
Table 4.4: Parameters used for the analytical comparisons to the numerical model. 
The reservoir was assumed to be 100 m thick (𝑧), with a bulk diffusivity (Eq. 4.3) of 9.5527e-
07 m²/s (Table 4.4). The hydraulic conductivity (𝐾) was set at 2 e-9 m/s and the retardation factor 
(𝑅𝑑) was set at 1.4019. The initial temperature of the reservoir was assumed to be constant at 70 °C 
and a temperature of 30 °C was imposed at the top of the reservoir to emphasise the spread of 




Figure 4.9: Analytical versus the numerical solution for the reservoir temperature change. The temperature 
distribution over the reservoir after 20 years is shown with the cold water front moving away from the axis 
origin. Mesh sizes of 1, 2, 10 and 20 m were used for a reservoir thickness of 100 m. 
The analytical and numerical solutions both predicted similar thermal drawdown times for 
the modelled data. The numerical model showed a higher accuracy and closer match to the analytical 
solution with a higher quantity of nodes and finer mesh. The 1D model was simulated for a mesh size 
of 1, 2, 10 and 20 m using 101, 51, 11 and 6 nodes, respectively. After 20 years’ simulation with 
hourly time steps, it can be seen that the spatial difference in temperature change was minor 
between a 1 m and 20 m mesh size (Fig. 4.9). The most noticeable difference is between depths of 40 
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and 100 m (Fig. 4.9) within the 20 m nodal spacing. In comparison to the 1 m spacing the maximum 
error is 2.5 %. 
4.3.2 Validation of the borehole model for temperature 
 The accuracy of the thermal borehole model was verified by comparing the numerical 
solution to a 1D analytical solution. The analytical approach (of van Genuchten and Alves, 1982) gives 
the solution to convective-dispersive, solute transport. The borehole model was verified for shallow, 
geothermal systems by both Al-Khoury et al. (2010) and Nabi and Al-Khoury (2012b), for finite-
element and finite-volume methods, respectively. The finite-difference solution used here was 
compared to the analytical solution (taken from van Genuchten and Alves, 1982; Nabi and Al-Khoury, 
2012b): 



















)))  4.33 
𝑇𝑖 is the initial temperature of the surrounding rock, 𝑇𝑖𝑛 is the temperature of the fluid entering the 
pipe, 𝑧 is the length of the pipe, 𝑢 is the velocity of the fluid and 𝛼 is the thermal diffusivity. 𝑤 is 
given by: 
𝑤 = 𝑢√1 +
4ƞ𝛼
𝑢2





          4.35 
𝑏𝑝𝑔 is the reciprocal of thermal resistance between the pipe and surrounding rock, 𝜌𝑓is the density 
of the fluid, 𝐶𝑓 is the specific heat capacity of the fluid and 𝑟𝑝 is the radius of the pipe. 
 A flow rate of 0.015 m/s was used, the initial temperature of the system was set at 10 °C, the 
fluid injection temperature was 50 °C, the thermal diffusivity was 1.6e-7 m2/s, the reciprocal of 
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thermal resistance was 8.0856 W/m2 °C and the radius of the pipe was 0.15 m (Table 4.4 and Fig. 
4.10). Mesh sizes of 1, 2, 10 and 20 m were compared to the analytical solution for a 1,000 m long 
pipe located within bedrock. The analytical solution aims to investigate heat transfer along the piping 
and the accuracy in comparison to an analytical solution.  
 
Figure 4.10: Schematic of analytical solution showing input fluid and boundary conditions. 
Figure 4.11 shows the spread of temperature along the pipe after 30,000 seconds (i.e., 
approximately 8 hours), simulated using a one second time step. This value was utilised to allow time 
for the thermal front to propagate down the pipe. Similarly to the analytical and numerical solution 
of advection-diffusion in a reservoir, the finer the mesh size the more accurate the numerical model 
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in approximating the analytical solution. Once the hot fluid had propagated through the pipe, the 
temperature difference between the different mesh sizes was minimal. Reducing the nodal spacing 
further produces an even closer fit to the analytical solution (Nabi and Al-Khoury, 2012b). 
 
Figure 4.11: Analytical versus the numerical solution for the wellbore temperature change. The temperature 
distribution over the wellbore after 30,000 seconds shows a closer fit between the numerical and analytical 
solution for finer mesh sizes. Mesh sizes of 1, 2, 10 and 20 m were used for a pipe with a length of 1000 m. 
4.3.3 Validation of the reservoir model for hydraulic head  
 The continuity equation for hydraulic head in the reservoir was validated as a 1D model 
compared to the analytical solution of the diffusion equation (Carslaw and Jaeger, 1959): 
𝐻(𝑥, 𝑡) = 𝐻𝑖(𝑥, 𝑡) − 𝐻𝑖(0, 𝑡) (1 − erf (
𝑥
√4𝐷𝑡
))    4.36 
where 𝐻𝑖(𝑥, 𝑡) is the initial head in the reservoir and 𝐻𝑖(0, 𝑡) is the depleted head around the well, 𝑥 






        4.37 
where 𝐾 is the hydraulic conductivity and 𝑆𝑠 is the storativity. 
The initial head was set at 1,000 m in the reservoir and was then reduced to 900 m for point 
(0,t). The hydraulic conductivity was set at 4.32e-7 m/s and the storativity (𝑆𝑠) at 1e-5 (which is 
similar to that of the Marchwood Well (e.g., Price and Allen, 1984)) (Table 4.4). Meshes of 1, 2, 10 
and 20 m were used for a 100 m interval around the depleted pressure point. Figure 4.12 shows the 
hydraulic head change after 5,000 seconds (1 hour 23 minutes), using a one second time step. This 
was to allow the head to deplete spatially away from the sink, giving a representation of the 
reservoir for different mesh sizes. Differences between the numerical and analytical solution were 
small even when mesh sizes coarsen and minimal nodes were used. At a 20 m mesh size the 
numerical solutions appeared asymptotic to the analytical solution, such that at any given node it 
was still a close fit (Fig. 4.12). It is important that a high level of accuracy is obtained when modelling 
the fluid movement in a low-enthalpy, geothermal system as the performance of any district heating 
scheme will be determined by the level of head depletion. The validation in these analytical studies 




Figure 4.12: Analytical versus the numerical solution for hydraulic head in the reservoir at 5,000 seconds. Mesh 
sizes of 1, 2, 10 and 20 m were used. 
4.3.4 Mesh analysis  
 Numerical errors can occur in computational simulations from round-off errors, iterative 
convergence errors and discretisation error, with the latter being the most dominant (Roy, 2005; 
Nick et al., 2009). Therefore, discretisation errors were focused on and the Roaches Grid 
Convergence Index method, a version of the Richardson Extrapolation approach, was used to identify 
the discretisation error and observed order of accuracy using a series of mesh sizes to solve the same 
solution (Richardson, 1911; Richardson and Gaunt, 1927; Roache, 1994; Roy, 2010).  
When analysing mesh discretisation error, constant grid spacing is required. In this example, 
a fluid extraction point was assigned in the reservoir at one boundary of the model with a constant 
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temperature value assigned to the opposite boundary (i.e., the base of the aquifer). The model then 
recorded the changes in temperature and head across the spatial domain. The accuracy of the model 
was tested after 2 years of run time for the reservoir and 30 days for the wellbore. The model was 
discretised for a mesh of 224 x 224 x 64 m for the reservoir section with the reservoir situated 640 m 
below the ground. A grid refinement factor of 2 was used, with the spacing of the mesh set at 1, 2, 4, 
8 and 16 m (Fig. 4.13), which in the reservoir amounts to 3,290,625, 421,377, 55,233, 7,569 and 
1,125 nodes, respectively. When modelling the wellbore and confining beds, the horizontal spatial 
domain was limited to 21 x 21 nodes, giving the equivalent amount of nodes as 141,561, 71,001, 
35,721 and 18,081. The reservoir and wellbore were assumed to contain the same parameters as the 
Sherwood Sandstone Group for the Marchwood Well case study (Table 4.5 and 4.6, Sect. 4). The only 
changes were a thermal diffusivity of 1.38e-6 m²/s in the confining beds around the wellbore, a lower 
hydraulic conductivity of 2e-9 m/s and higher thermal conductivity of 3.41 W/m/°C in the reservoir. 
The Roaches Grid Convergence Index indicated a discretisation error ranging from 0.13 to 
3.48 % (Fig. 4.14). The global order of accuracy ranged from 0.67 to 1.4. As the example used here 
was monotonically convergent, the range for accuracy was close to first order (where p=1), giving a 
reliable error estimate for a mixed order scheme (Roy, 2003). Coarser meshes tended to allow 
temperature or head difference to propagate quickly through the mesh (Figs. 4.15 and 4.16). This 
affected the reservoir more greatly than the wellbore, with the discretisation error in the reservoir 
far higher than that in the wellbore (Fig. 4.14). This can be mitigated by reducing the mesh size 
around areas of high temperature/ pressure contrast, such as the well screen. To account for systems 
with larger spatial domains, a non-uniform grid that increases incrementally away from the borehole 
can be considered. This does however require a slightly different finite difference approximation 
technique (e.g., Turkel, 1986; Sanmiguel-Rojas et al., 2005; Kajishima and Taira, 2017). In the 




Figure 4.13: Example discretised meshes for the reservoir volumes used in the discretisation tests. Mesh spacing 




Figure 4.14: Discretisation error for the wellbore and reservoir. The reservoir temperature points are shown as 
red squares and the hydraulic head as blue circles. The wellbore error is shown as green diamonds.  
 




Figure 4.16: Spatial variations in temperature along the wellbore. 
4.4 Application of the model to Marchwood and Western Esplanade Wells, Southampton, UK. 
 Two case studies from the UK were used to verify the model; both based on well tests from 
the geothermal exploration wells drilled in the Mesozoic aged Wessex Basin near Southampton in 
the 1980s: 1) the Marchwood Well, and 2) the Western Esplanade Well. In both cases, flow in the 
aquifer was horizontal as the well screen is fully penetrative; meaning that temperature in the 
aquifer remains the same as under static (initial) conditions (Figs. 4.17 and 4.18). Such assumptions 
are typical when modelling geothermal systems (particularly in doublet systems; e.g., Saeid et al., 
2013), but in the models provided here energy losses in the wellbore were simulated to give a more 
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likely production temperature. Reservoir temperature change was also modelled for a hypothetical 
partially penetrative scheme using the Marchwood Well data. Partially penetrative wells in thicker 
aquifers in the UK, such as within the Cheshire and Worcester Basins (Downing and Gray, 1986b), 
may be more viable and the change in the reservoir temperature may impact energy production. A 
coaxial BHE model was also validated against the field test data from Wang et al. (2017). This 
example was chosen as limited data from deep BHEs is available publicly.  
 
















4.4.1 Verification against the Marchwood Well, Southampton  
Reservoir Parameters Units 
Storage coefficient 1E-4 - 
Surface temperature 10 °C 
Thermal conductivity 1.88 UCB / 3.1 R W/m/°C 
Specific heat capacity 860 UCB / 920 R J/kg °C 
Density 2170 UCB / 2450 R kg/m3 
Wellbore   
Screened interval 212 mm 
Wellbore diameter 306 mm 
Thermal conductivity 43 Pi / 2.7 G / 0.67 F   W/m/°C 
Specific heat capacity 1250 G / 4200 F J/kg °C 
Density 1600 G / 1000 F kg/m3 
Table 4.5: Reservoir and wellbore data used for both the Marchwood and Western Esplanade wells. The upper 
confining bed is denoted by UCB, the reservoir by R, the piping by Pi, the fluid by F and the grout by G. 
Information is collated from: Kappelmeyer and Hänel (1974), Price and Allen (1984), Downing et al. (1984), Knox 
et al. (1984), Downing and Gray (1986b), Allan (1997), BGS (2011), Eppelbaum et al. (2014), ETB (2017), Rosen 
and Koohi-Fayegh (2017). 
The Marchwood Well was completed in March 1980 (Fig. 4.19) and yielded a true 
transmissivity of 7 m2 / day and an apparent transmissivity of 11.21 m2 / day due to ‘leakage through 
a less permeable’ formation (Price and Allen, 1984). Transmissivity is the rate of groundwater flow 
horizontally through an aquifer. The Sherwood Sandstone Group was targeted as a geothermal 
resource from depths of 1,660 m to 1,720 m. These units were underlain by a thick sequence of red 
Devonian sandstone, which is strongly heterogeneous and consists of a series of mudstone, siltstone 
and sandstone (Knox et al., 1984) (Fig. 4.19). The Devonian sediments were more indurated and 
fractured than the overlying unconformable Triassic sandstone (Thomas and Holliday, 1982) and had 
lower intergranular-porosity but, potentially high fracture-related porosity.  The Sherwood 
Sandstone Group was considered as the reservoir unit and the underlying Devonian sandstone the 
low-permeability basal confining seal in the model. It is important to note, however, that although 
the Devonian unit was not considered the target aquifer during the well tests, it is more than likely 
that the high porosity spikes identified in the logging data (Knox et al., 1984) could be responsible for 
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the leakage into the aquifer causing the apparent higher transmissivities (Price and Allen, 1984) (Fig. 
4.19c).  
 Marchwood Western Esplanade Units 
Production rate 29 20 l/s 
Reservoir temperature 73.6 76 °C 
Depth of reservoir 1660 - 1720 1729 - 1796 m 
Porosity   11.4   15   % 
Transmissivity 8.4 6.8 m2/day 
Time of test 33 28 days 
Table 4.6:  Modelling parameters for the Marchwood and Western Esplanade wells. Information was collated 
from: Allen et al. (1983), Downing et al. (1984), Price and Allen (1984), Barker et al. (2000), Knox et al. (1984). 
The well was tested for 33 days from 6th April 1979 producing brine at an average flow rate of 
~29 l/s with an average formation temperature of ~73.6 °C and a maximum production temperature 
of 71.6 °C (Price and Allen, 1984). Hydro- and thermo-physical parameters used in the model were 
collected from literature: Kappelmeyer and Hänel (1974), Knox et al. (1984), Price and Allen (1984), 
Downing and Gray (1986b), Eppelbaum et al. (2014) and ETB (2017) (Table 4.5 & 4.6). In the 
reservoir, a thermal conductivity of 3.1 W/m/°C was used, porosity was 11.4 % and the initial 
pressure was ~17.3 MN/m2. The specific heat capacity in the reservoir was modelled as 920 J/kg °C, 
with a density of 2,450 kg/m3. The upper confining Mercia Mudstone Group have a thermal 
conductivity of 1.88 W/m/°C, density of 2,170 kg/m3 and heat capacity of 860 J/kg °C. Porosity and 
hydraulic conductivity of the confining beds were assumed to be low and in the simulated time, the 
fluid would not propagate through either boundary. The wellbore was modelled to have a diameter 
of 306 mm with a screened interval of 212 mm (Downing et al., 1984). Skin or formation damage 
around the wellbore was neglected in the model as the well was filled with calcium chloride solution 





Figure 4.19: (a) Southampton locality map highlighting borehole locations (modified from Downing et al., 1984 
and Barker et al., 2000), (b) stratigraphic logs for the Marchwood and Western Esplanade wells (Thomas and 
Holliday, 1982; Knox et al., 1984) and (c) porosity logs (after Downing et al., 1984 and Knox et al., 1984).  MMG 
= Mercia Mudstone group, SSG = Sherwood Sandstone group and ORS = Old Red Sandstone. Logs show depth 
from surface level in metres. 
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Other models suggest that a transmissivity of 10 m2/day was the likely rate of fluid flow 
proximal to the borehole, decreasing with distance from the wellbore (Barker, 1981). In this model, a 
bulk transmissivity of 8.4 m2/day was used to account for enhanced permeability around the 
wellbore and leakage into the aquifer.  This is equivalent to a hydraulic conductivity of 0.14 m/day. 
The model was constructed as a 3D orthogonal mesh with fixed boundary conditions. The temporal 
domain was discretised to a time step of 10 seconds. The mesh had a non-uniform spacing, 
increasing in nodal distance away from the well to a distance of 2,370 m on each side of the 
wellbore. The vertical spacing was uniform with a 3 m mesh size, whilst the reservoir/aquifer had a 
nodal domain set at 301 x 301 x 21 (x,y,z), which equates to 1,902,621 nodes. The borehole is located 
in the overburden above the reservoir and was modelled with a uniform vertical spacing of 10 m 
between nodes and a 1 m lateral spacing (Fig. 4.17). 
During the 33 day well test, down-hole pressure reduced from 17.39 to 13.63 MN/m2, which is 
equivalent to ~383 m fall in head. The model matched the real data closely and the analytical Theis 
equation (Theis, 1935), with head reducing by 377.5 m, which is equivalent to a fall in pressure of 
3.67 MN/m2 (Fig. 4.20a). Early head data (<10 minutes) did not match as well, which was interpreted 
as an effect of higher transmissivities closer to the borehole (Barker, 1981). The zone of influence 
around the well screen was 870 m (Fig. 4.21). This reflects the change in head in the aquifer radially 
away from the well screen (i.e., distances greater than 870m away from the well screen are still 
under static conditions). The production temperature reached a maximum of 71.43°C, which is 
slightly lower than the recorded production temperature (Fig. 4.22a). The grout around the wellbore 
also acted as an insulator, limiting the heat loss to the confining beds and resulting in temperature 
change to be minor in the near well strata (<6 m radially) (Fig. 4.22c and 22e). Recharge pressure 
curves also matched the real data and the ‘Theis’ recovery analytical solution (Theis, 1935), 
recharging to 17.28 MN/m2 or 1,763.2 m (Fig. 4.20b). Assuming a reject temperature of 30 °C, 14.4 x 
1012 J of energy were produced from a possible total of 0.12 x 1018 J within the spatial domain (Fig. 
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4.23a). This is the equivalent of 0.01 % of the energy within the reservoir, which is only a minor 
amount of energy as it was only for a production test, however, it is extremely important to model 
energy production during the lifetime of a well as it can be matched to public demand and input into 
a district heat network. Energy production increased with time as thermal fluxes cooling the wellbore 
initially reduce the amount of energy produced, particularly in the first two days (Fig. 4.23b). 
 
Figure 4.20: Comparison of real data to modelled head drawdown data for (a) Marchwood depletion, (b) 
Marchwood recharge, (c) Western Esplanade depletion and (d) Western Esplanade recharge. The analytical 
solution (Theis method) was also compared to the finite-difference method (FD) with a near perfect fit. 
Drawdown data was obtained from Downing et al., (1984) and Price and Allen, (1984). Note initial conditions 




Figure 4.21: 3D representation of head and temperature change in the reservoir for the Marchwood Well, (a) is 
a 3D representation of the entire subsurface in proximity to the wellbore, (b) is the hydraulic head change 
around the wellbore in the reservoir (after 1 day of depletion) and (c) is a cross section showing the 





Figure 4.22: Comparison of modelled Southampton wellbore data between Marchwood and Western 
Esplanade. Temperature in the pipe (a,b), vertical temperature distribution of the temperature in surrounding 
rock, grout and pipe (c,d) and the thermal zone of influence around the wellbore are shown at different depths 
respectively (e,f). The Marchwood wellbore is represented in figures (a), (c), (e) and the Western Esplanade in 




Figure 4.23: (a) Cumulative energy and (b) energy per minute produced for the Southampton production test 
models. 
4.4.2 Verification against the Western Esplanade Well, Southampton  
 The Western Esplanade Well was drilled 1.85 km away from the exploratory Marchwood 
Well on 26th September 1981, confirming the Sherwood Sandstone Group was at a depth of 1,729 to 
1,796 m and underlain by the indurated Devonian sandstones (Downing et al. 1984) (Fig. 4.19).  The 
average reservoir temperature was recorded at 76 °C and the wellhead encountered temperatures of 
74 °C (Barker et al., 2000). The hydro-thermal parameters and model set up were considered 
identical to the Marchwood Well, other than depth, initial temperature, flow rate of 20 l/s, which 
was sustained for 28 days, with a porosity of 15 % and transmissivity of 6.8 m2/day (Allen et al., 1983; 
Downing et al., 1984) (Table 4.5 & 4.6). This is the equivalent to a hydraulic conductivity value of ~0.1 
m/day. Head was assumed to increase with depth at the same rate as the Marchwood Well and was 
assigned the same initial head. The Western Esplanade Well was left as an ‘open-hole’ in the 
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reservoir below 1,717 m due to unstable conditions in the well. However, a liner of 240 mm was 
deployed (Downing et al., 1984). In the model, the liner radius was assumed to be equivalent to that 
of a well screen. The mesh was again non-uniform, laterally reaching a distance of 2,370 m, but had a 
uniform vertical spacing of 1 m. The spatial domain consisted of 301 x 301 x 68 nodes for the 
reservoir (Fig. 4.18). 
 During the 28 day test, the pressure in the wellbore dropped by 3.03 MN/m2, which is 
equivalent to a ~ 309 m fall in head (Downing et al., 1984). A transmissivity of 6.8 m2/day was used to 
account for an enhanced transmissivity from leakage into the reservoir (similar to that at 
Marchwood). The model matched the real data and analytical solution, with a drawdown of 307.5 m 
or a pressure drop of 3.01 MN/m2 during the production test (Fig. 4.20c). The model was not an exact 
fit due to problems with the high pressure surface pump limiting pumping times to irregular periods 
during the test (Downing et al., 1984). Although post-test recharge data was unavailable, the 
reservoir recharged to 1,761.9 m head (Fig. 4.20d). The zone of influence around the well screen in 
the reservoir was recorded at 570 m (Fig. 4.24). As a result of the irregular pumping periods, the 
predicted temperature at ground level in the pipe (72.65 °C) was lower than that recorded (74 °C) 
(Fig. 4.22b). Similar to the Marchwood case study, the confining rocks take longer than the pipe to 
heat up, with a minor zone of influence (Figs. 4.22d and 4.22f). 8.9 x 1012 J of energy was produced 
from a possible total of 0.13 x 1015 J within the spatial domain (Fig. 4.23). The produced energy was, 




Figure 4.24: Zone of influence around Western Esplanade well at the end of production test. 
4.4.3 Modelling of partial penetration scenarios for the Marchwood Well 
 A range of short simulations, designed to model a series of penetration ratios, were 
undertaken to investigate the effects of partial penetration on drawdown and temperature change in 
a geothermal system using the Marchwood case study. Partial penetration occurs when the well 
screen is only open in part of the reservoir and the penetration ratio can be calculated as the length 
of the well screen divided by the thickness of the reservoir. In aquifers of greater thickness a smaller 
percentage of wellbore penetration is required, typically at the top, middle or bottom of the 
reservoir (Fig. 4.25). The different penetration ratios modelled showed an initial rapid depletion in 
head, increasing with smaller penetration ratios. The model was set up with the same conditions as 
the Marchwood case study (Fig. 4.26). The aquifer was penetrated from the top, starting with a 
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penetration ratio (Pr) of 0.2 and increasing the Pr by 0.2 until the well screen was fully penetrative 
(Fig. 4.27). 
 
Figure 4.25: Partial penetration scenarios as shown for varying locations in the aquifer; at the top (a), middle (b) 
and bottom (c). Abbreviations are as follows: length of well screen (lsc), radius of the well (rw), flow rate Q), 
potentiometric surface (P.S). Note scenario (a) is used for the comparison to analytical (i.e., well screen at top). 
 




Figure 4.27: Partial penetration scenarios modelled in comparison to the analytical (results in fig. 4.28 & 4.29). 
 
Figure 4.28: Comparison of the finite-difference method (FD) with the analytical solutions for varying 




Drawdown in partially penetrative wells was validated by modelling an extended version of 
the Theis equation (Hantush, 1961). The analytical solution can be calculated by solving a series of 
equations, or by using tabulated approximations (Boonstra, 1992). For validation against the 
numerical solution in this study, the tabulated values from Huisman (1972) were used. It is important 
to note that Sternberg (1973) suggested that approximations from Brons and Marting (1961) were a 
closer match to the smaller radius-to-thickness ratios of Hantush (1962), whilst Huisman (1972) 
approximations were a closer fit for the higher values. In this example, the latter values were used 
due to the higher radius-to-thickness ratios.  
 
Figure 4.29: Flow nets of different penetration ratios highlighted in Fig. 4.27 (a-d). 
The finite-difference model provided a near perfect fit to the analytical solution for values 
after ~500 minutes (Fig. 4.28). Most lifetime evaluations will focus on the drawdown at times greater 
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than a few hours so the method chosen here was deemed suitable. The initial difference in 
drawdown is likely to be due to the implementation of the steady-state Thiem approximation 
(equation 4.18), which estimates additional drawdown as a fixed constant. Similar errors are 
observed in industry software (MODFLOW (Konikow et al., 2009)). Flow in the models ranged from 
perpendicular to the well screen to semi-spherical (Fig. 4.29). Temperature change was minimal in 
the reservoir during the simulations, increasing with decreasing penetration ratios.  
When the well screen (top location (Fig. 4.25a)) penetrated 40 % of the Marchwood 
reservoir, the change in temperature was 0.05 °C (Fig. 4.30). Over the course of a lifetime this could 
be far greater, particularly for thicker aquifers when the change in temperature between the upper 
and lower boundaries will be greater. The changes in temperature within the reservoir were also 
dependent on the position of penetration. Higher temperature contrasts were found proximal to the 
end of the well screen where the flow is no longer horizontal; this is an important aspect to consider 
and will affect the final production temperature. From the analysis of the Marchwood case study, it is 
shown larger penetration ratios can help to limit drawdown and by having the penetrative interval at 





Figure 4.30: Thermal plots for the partially penetrative well models (reservoir section only). (a and b) 
penetration at the top of the reservoir, (c and d) penetration at the middle of the reservoir, (e and f) penetration 
at the base of the reservoir. (b, d and f) are 2D vertical cross slices, with the dashed line highlighting the 
perforated interval. A penetration ratio of 0.4 was used for all the models illustrated. The PR is 0.4.  
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4.4.4 Comparing model results to real data for the deep coaxial borehole heat exchanger 
  Field data from a test in Xi’an China was used as a comparison against the deep closed loop 
coaxial borehole heat exchanger (BHE) model (Fig. 4.31) (taken from Wang et al., 2017). This was due 
to the fact that no deep closed loop borehole heat exchangers currently exploiting geothermal 
resources exist in the UK. The study was undertaken for a duration of 4 days after 1 month of field 
tests (Liu et al., 2019), with physical parameters for the model highlighted in Table 4.7. 
Parameter Value 
Thermal conductivity  0.6 (F) / 0.45 (IP) / 45 (OP) / 4 (G) / 4.5 (R) 
Density 998.2 (F) / 4 (G) / 2551 (R) 
Specific heat capacity 4182 (F) / 4 (G) / 1250 (R) 
Mass flow rate 26.3 m3/h 
Depth 2000 m 
Diameter of pipe 110 mm (10 mm thickness) (IP) / 178 mm (9 mm 
thickness) (OP) 
Thermal gradient 30 °C/km 
Inlet flow temperature 17.6 °C 
Field test outlet fluid temperature 26.6 °C 
Field test transfer capacity 286.4 kW 
Table 4.7: Table of parameters taken from Wang et al. (2017). The average specific heat capacity, density and 
thermal conductivity are used in the model, with the confining rocks assumed isotropic and homogeneous. F = 
fluid, IP = inner pipe, OP = outer pipe, G = grout and R = confining rocks. 
To investigate the thermal performance of the coaxial BHE the heat load or thermal power 
(𝑃) needs to be calculated (e.g., Dijkshoorn et al., 2013; Liu et al., 2019): 




Figure 4.31: (a) Schematic of the deep borehole heat exchanger from China, (b) discretised finite-difference 
mesh and (c) temperatures in the surrounding rock after the simulation. 




)    4.39 
where 𝑇𝑏𝑎𝑠𝑒 is the temperature at the base of the borehole, 𝑇𝑜𝑢𝑡 is the outlet temperature and 𝑇𝑖𝑛 is 
the inlet temperature. Modelling undertaken by Wang et al. (2017) had a relative error of 12.6 % for 
the outlet temperature and 10.9 % for the heat transfer capacity. This corresponds to an average 
temperature and heat extraction of 27.9 °C and 317.8 kW (Fig. 4.32). In the model utilised in this 




Figure 4.32: (a) Modelled data for the China borehole heat exchanger study for a time period of 30 days, (b) 
comparison of inlet and outlet temperatures for varying time scales and (c) comparison of modelled results 
versus field data and other models. 
Most of the thermal interaction occurred in the first 10 days, with temperature rapidly 
increasing, and then decreasing (Fig. 4.32a and 4.32b). Over the final four days the average 
temperature calculated was 25.1458 °C, producing a heat load of 220.5 kW with a maximum heat 
load of 333 kW (Fig. 4.32c). This is similar to that from the field study, where the mean outlet 
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temperature was given at 26.6 °C and mean outlet power at 286.4 kW.  The error for this was 5.5 % 
and 23 %, respectively. The error was less than that for the temperature predicted by Wang et al. 
(2017), and gives confidence for the accurate performance of the model.  The lower prediction of 
temperature is attributed to low thermal conductivities encountered in the upper geological layers 
and higher thermal conductivities in deeper layers, leading to higher heat transfer at depth (Liu et al., 
2019). Irregular flow rates and an unknown service regime for the month prior to recording may also 
influence the results. The heat loss ratio for the model utilised here was 0.338. 
4.5 Future forecasting at Southampton for the Marchwood Well 
In this section, the model’s ability to forecast wellbore performance during production was 
tested under a range of wellbore configurations including borehole heat exchangers and standing 
column wells. The Marchwood Well was deemed unsuitable to be developed for a district heating 
scheme as a predicted drawdown of ~550 m was expected after 20 years of pumping, which was 
calculated by extrapolating a semi-log time-drawdown plot (Pr = 1).  (Price and Allen, 1984). As a 
result, the Marchwood Well was used as an example of where different borehole configurations 
could allow heat to be extracted from the ground in an otherwise unsuitable development scenario. 
The alternate configurations allow high drawdowns to be mitigated as both borehole heat 
exchangers and standing column wells re-circulate fluid. Deep borehole heat exchangers circulate a 
fluid in a closed loop borehole (Fig. 4.33a). As the cold fluid moves downwards it warms under the 
Earth’s natural thermal gradient and is then pumped back to the surface. The deep borehole heat 
exchanger modelled here involves fluid moving downwards in an annular space between an outer 
pipe and central pipe at slow velocities and then returning upwards in a narrow central pipe under 
high velocities. The standing column well involves the same configuration borehole; however, has 
the option to extract fluid from the aquifer through a screened/lined area which is open (Fig. 4.33b). 
Fluid is drawn in through the screened interval when not all the fluid is re-circulated in the wellbore, 
113 
 
causing an increase in the outlet temperature. This is commonly referred to as bleed. The borehole 
was modelled to be cased from the surface to the top of the aquifer. 
 
Figure 4.33: (a) Schematic of the deep borehole heat exchanger modelled and (b) schematic of the standing 
column well. 
To optimise results and maximise the outlet temperatures for both the standing column well 
and borehole heat exchanger scenarios, the borehole was assumed to be insulated with a small 
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radius of the inner pipe to ensure higher velocities in the inner pipe than the outer pipe (Liu et al., 
2019). The simulations used the same parameters as the Marchwood model (Sect. 4.4.1) and a series 
of short simulations were undertaken for a period of 4 months, which was considered the time 
period for peak demand in winter. The aims of this section were: to evaluate the effect of 
parameters (such as input temperature, ratio of inner pipe radius to outer pipe thickness, and flow 
rate) on outlet temperatures and heat load for borehole heat exchangers, to investigate the 
influence of different bleed ratios on outlet temperatures and heat load for standing column wells, to 
determine the highest heat load under optimal conditions for deep borehole heat exchangers and 
standing column wells, and to consider long term performance of different borehole configurations. 
4.5.1 Application of deep coaxial borehole heat exchangers to the Marchwood Well 
 The influence of varying engineering parameters on the outlet temperatures and heat load 
were tested in this section. The parameters tested were input temperature, ratio of central pipe 
radius to outer annulus thickness and production rate. These parameters were all tested as they 
influence the amount of energy produced, allowing optimal conditions to be identified. Starting 
conditions used typical properties found in literature for similar systems. These included a constant 
input temperature of 30 °C (to reflect typical reject temperatures of district heat networks (Downing 
and Gray, 1986b)), an outer wellbore diameter of 0.15 m (e.g., Dijkshoorn et al., 2013) and an 
internal wellbore diameter of 0.08 m. The pipe thickness was set to 0.01 m (Wang et al., 2017), the 
grout surrounding the wellbore at 0.04 m and a flow rate of 3 l/s was implemented (Law et al., 2015). 
Under these initial conditions the outlet temperature at the end of 4 months was 31.4245 °C, giving a 
heat load of 17.949 kW. Most of the heat transfer in the borehole occurred in the first 20 days, with a 




Figure 4.34: (a) Inlet and outlet temperatures used in the study with a constant inlet temperature of 30 °C and 
(b) the spatial temperature change in the inlet and outlet pipes within the borehole heat exchanger for various 
times periods (ranging from 1 day to 4 months). 
4.5.1.1 The effects of different input temperatures on a deep coaxial borehole heat exchanger 
The inlet temperature of the borehole heat exchanger (BHE) was gradually reduced (starting 
at 50 °C), with the aim of increasing the thermal power of the BHE. The inlet temperature into the 
BHE had a significant effect on the outlet temperatures and heat load. In general, lower inlet 
temperatures produce a greater heat load. This was due to there being a larger difference between 
the inlet and outlet temperatures, and thus a larger thermal power (Eq. 4.38). Temperatures were 
reduced incrementally by 10 °C until the inlet temperature was close to ambient conditions (20 °C).  
At the end of the simulation the minimum and maximum outlet temperatures from the BHE 
were attained at 23.1 °C and 48.1 °C for inlet temperatures of 20 °C and 50 °C, respectively (Fig. 
4.28a). Colder inlet fluids were heated giving larger outlet than inlet temperatures. As shown in 
figure 4.35a, the inlet temperatures of 20 °C, 30 °C and 40 °C show an initial rapid increase in outlet 
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temperature in the first few days, followed by a gradual reduction in temperature. This shows the 
borehole cooling with time under the influence of the cold inlet temperatures. For the 50 °C inlet 
scenario the outlet fluid rapidly warmed, followed by a gradual increase in temperature after the first 
few days of production. This is because the fluid was warming the shallow sub-surface and the fluid 
in the borehole subsequently cooled. The maximum amount of energy produced over the duration of 
the simulations was for the 20 °C inlet temperature, producing 4.46 x 1011 J of energy or a heat load 
of 39 kW (at the end of the simulation). At the start of the simulations when the temperature 
difference between the inlet and outlet temperatures was greatest (Fig. 4.35a) a higher heat load 
was achieved.  
4.5.1.2 The effects of different volumetric flow rates on a deep coaxial borehole heat exchanger 
Different volumetric flow rates were modelled to investigate the sustainability of higher flow 
rates in a borehole heat exchanger (i.e., if higher flow rates can produce high temperatures for a 
sustained period). The volumetric flow rate directly relates to the amount of thermal power that can 
be produced (Eq. 4.38) (Dijkshoorn et al., 2013), thus higher flow rates result in a higher power 
output. The flow rates tested were increased from 0.25 l/s until the final outlet temperature after 4 
months simulation was less than the previously tested flow rate, this occurred when the flow rate 
reached 5 l/s. This approach was undertaken to find the optimal flow rate in the borehole and higher 
flow rates were likely to be unsustainable for long periods due to rapid cooling of the circulatory 
fluid.  
Volumetric flow rates which were less than 1 l/s showed a rapid increase in outlet 
temperature within the first 5 days, followed by an extremely slow increase during the following 4 
months (Fig. 4.35b). When the volumetric flow rate was modelled as less than 1 l/s the outlet 
temperature was always less than the inlet temperature and thus no energy was extracted. This was 
due to the low velocity in the central pipe allowing the fluid to cool as it approached the ground 
117 
 
level. When investigating flow rates >1l/s the outlet temperature for the duration of the simulation 
always exceeded the inlet temperature. In the first few days there was a rapid increase in outlet 
temperature, followed by a gradual cooling (Fig. 4.35b). At the end of the 4 month simulation the 
highest outlet temperature (31.4 °C) was produced under the 3 l/s flow rate. The reason for a lower 
final outlet temperature for the 5 l/s scenario was due to the higher velocity in the outer annulus 
resulting in less time for the surrounding rock to warm the fluid, thus cooling the borehole. Although 
this shows the 3 l/s flow rate may be more sustainable for longer periods the higher 5 l/s flow rate 
was able to produce a higher heat load. The heat load increased from 17.6 kW to 21 kW for 3 l/s and 





Figure 4.35: Modelling of a closed loop coaxial BHE adapted for the Marchwood Well: (a) the effect of different 
input temperatures on outlet temperature, (b) the effect of different flow rates on outlet temperature, (c - f) the 
effect of different outer pipe and inner pipe diameters on end outlet temperature, recorded at the end of the 
simulation. The different shapes represent different outer to inner pipe diameter ratios. The diamond is 0.54, 
the cross is 0.62 and the circle is 0.69. 
4.5.1.3 The effects of different borehole diameters on a deep coaxial borehole heat exchanger 
 Different ratios of the inner pipe radius to outer annulus thickness were modelled for a range 
of outer pipe diameters (Fig.4.35c-f). A lower ratio (i.e., smaller production pipe radius to annulus 
119 
 
thickness) resulted in faster velocities in the central outlet pipe, which led to advective vertical heat 
transfer being dominant – with less interaction with the outer pipe. In contrast, the outer velocity 
was slower leading to increased thermal interaction with both the central pipe and outer confining 
rocks. As such, higher outlet temperatures were produced. Conversely, by having a larger inner pipe 
and smaller annulus area in the outer pipe, lower production temperatures were attained. The 
effects of different ratios were modelled for a range of fixed outer wellbore diameters to test the 
effects on both large diameter borehole and slim-borehole designs. The smallest inner pipe radius of 
0.03 m had a velocity of 1.07 m/s, whilst the largest (0.09 m) had a velocity of 0.12 m/s. 
The outlet temperatures were dependent on both the size of the inner pipe and outer pipe 
diameter. Smaller inner pipe diameters and smaller ratios (i.e., smaller inner pipe to outer annulus) 
produced higher outlet temperatures. When the outer annulus cross sectional area was larger than 
that in the central pipe the circulatory fluid was warmed with increasing depth from the outer rock, 
but also from the high temperature fluid in the central pipe. A borehole diameter of 0.15 m and inner 
pipe diameter of 0.05m were found to be optimal in this study (Fig. 4.35c). At the end of the 
simulation these optimal settings produced an outlet temperature of 32.5 °C and heat load of 31.5 
kW. The results in this study are in agreement with that of Liu et al. (2019) who suggested large outer 
pipe diameters and small inner pipe diameters are able to achieve high outlet temperatures. They 
did however, suggest the feasibility of having larger borehole diameters would increase the initial 
costs when drilling a borehole and therefore, may not be practical. 
4.5.2 Application of deep standing column wells to the Marchwood Well and varying bleed flow 
An open standing column well (SCW) involves extraction and injection into the reservoir from 
a single well. Typically, under a scenario with no bleed, most of the water injected into the aquifer is 
re-circulated back into the well, leading to greater thermal drawdown and a reduction in production 
temperature (similar to that of a coaxial BHE). By adding periods of bleed, where re-circulation of 
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fluid into the aquifer is less than that being extracted, increases in the production temperature can 
be achieved with bleed levels of 10 and 50% simulated for production rates of 3, 5 and 7 l/s. Bleed 
flows are usually less than 25 % as this reduces the quantity of fluid that is needed to be disposed of, 
whilst maintaining production temperatures. The largely atypical 50 % bleed flow for standing 
column wells was modelled as it was assumed fluid disposal could be simple and direct into the sea, 
similar to the current wastewater disposal scheme at Southampton. The tested flow rates were 
lower than that of the production tests for the Marchwood Well to ensure that any thermal and 
hydraulic interactions with the currently producing Western Esplanade Well would be minimal. The 
configuration of the borehole was kept the same as for the closed loop coaxial BHE. Again all 
simulations were undertaken for four months with the bleed rate kept constant for the duration. 
Note that typically most periods of bleed will vary annually, to coincide with high and low demand 
periods. 
The final minimum (10% bleed) and maximum (50 % bleed) outlet temperatures for flow 
rates of a) 3 l/s were 38.73 °C and 45.72 °C, b) 5 l/s  were 39.86 °C and 48.26 °C and c) 7 l/s were 
38.89 °C and 48.79 °C, respectively (Fig. 4.36). The results showed a rapid increase of outlet 
temperature, followed by a period of gradual cooling. Under a bleed flow of 50 % the final outlet 
temperature was highest for the production rate of 7 l/s, whilst for a bleed flow of 10 % the highest 
outlet temperature was for 5 l/s. This showed cooling was rapid when bleed was low and the larger 
flow rate of 7 l/s cannot be maintained for long periods. For flow rates of 7 l/s and 50 % bleed flow a 
heat load of 552 kW was produced. For the same scenario with 10 % bleed flow 261 kW was 
attained. This showed a significant increase of the energy produced in comparison to a deep closed 
loop borehole heat exchanger. This was due to an increased flow rate and higher temperatures 




Figure 4.36: Temporal variations of the outlet temperatures for production rates of 3, 5 and 7 l/s for bleed flow 
of (a) 10 % and (b) 50%. 
4.5.3 Long term simulations of the Marchwood Well  
To evaluate whether the Marchwood Well could be converted/repurposed to an open SCW 
or closed BHE system for long-term production, models were run for a 20-year production cycle. 
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Although production would vary annually to meet demand, under the scenario here the production 
rate was set as a constant for the 20 year duration. The modelled conditions were: a ratio of 0.54 for 
the inner pipe radius to outer annulus thickness (for both configurations), an inlet temperature of 10 
°C and a flow rate of 3 l/s for the borehole heat exchanger and an inlet temperature of 20 °C and a 
flow rate of 7 l/s for the standing column well.  These were the optimal conditions found in section 
5.1 and 5.2, although a slightly lower inlet temperature was used for the borehole heat exchanger to 
extract more energy and the bleed flow for the standing column well was set at 25 %, which was 
lower than the optimal amount of bleed identified in the short term simulations due to typical bleed 
rates being less than 25 % of the pumping rate (Spitler et al., 2002). 
Lower outlet temperatures were produced for both BHEs and SCWs (in comparison to the 
standard configuration well – i.e., when fluid is extracted only) due to lower flow rates and 
circulation of fluid at cold temperatures in the wellbore. For the open SCW with a bleed flow of 25 %, 
the final production temperature was 30.17°C and 1.95 x 1014 J of energy was produced (Fig. 4.37 and 
4.38). For a closed loop coaxial BHE, the final production temperature was 15.01 °C and 4.12 x 1013 J 
of energy were produced. If the exploratory well (Fig. 4.17 & 4.19) at Marchwood produced fluid 
under the same conditions as during exploration the final production temperature would be 72.28 
°C, giving a total energy output of 3.2433 x1015 J. 
The significant reduction in energy in the BHE and SCW in comparison to the standard 
configuration model was largely due to the lower production temperatures and reduction in 
volumetric flow rate (i.e., 3 l/s for the coaxial BHE, 5 l/s for the SCW and 29 l/s for the normal 
configuration). For the open SCW, the zone of influence after 20 years (to 1 m of original head) 
reached a distance of 1.5 km radially around the well screen. This would be likely to have a minor 
influence on the Western Esplanade Well which is situated 1.85 km to the northeast. The zone of 
influence may also encounter hydraulic interactions with the boundaries of the interpreted wedge 
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shape geometry of the aquifer (Barker et al., 2000). The large zone of influence and interactions with 
the aquifer boundary contradicts research by Law et al. (2015), who suggested SCWs can be utilised 
in almost any geological scenario. In this case, the model showed significant hydraulic interactions 
may occur within the reservoir. 
 
Figure 4.37: Energy produced for standing column wells (open and closed) and the normal configuration single 
well for the Marchwood case study. The open SCW has a consistent bleed flow of 25 %. 
 The final thermal power output (Fig. 4.38) for each scenario was 63 kW (coaxial BHE), 299 kW 
(SCW) and 5.2 MW (the standard configuration (Fig. 4.17 & 4.19)). From the results, it seems 
apparent that an open well would be more beneficial due to the greater amount of thermal power 
and energy produced. The lack of fluid disposal costs, reduced risk of hydraulic interactions in the 
124 
 
reservoir, minimal operating costs and the option of having periods of bleed flow with minimal 
geological risk, may make either the SCW or coaxial BHE option more desirable and sustainable. It is 
also worth noting that periods of bleed are likely to be matched to periods of high demand, with no 
bleed for the majority of operation. This would lead to a reduced risk of interactions with the 
Western Esplanade Well and lateral aquifer boundaries.  
 
Figure 4.38: Outlet temperature and thermal power produced for standing column wells (open and closed) and 
normal configuration single well for the Marchwood case study example. TP is thermal power and T is for the 
outlet temperature.  
 Further analysis was undertaken using optimal conditions derived from other studies to 
assess the likely performance gains. A lower thermal conductivity was set for the inner pipe of 0.0001 
W/m/°C (Dijkshoorn et al., 2013) and an even smaller central pipe to annulus ratio, where the inner 
pipe diameter was reduced to 0.05 m (Liu et al., 2019). The closed loop BHE model had an increased 
outlet temperature of 18.1 °C after 20 years. The total energy produced also increased to 6.69 x 1013 
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J and the heat load produced was 102 kW. The heat loss ratio was also extremely small at 8 x 10-5. 
Similarly, the performance of the SCW was improved with the final outlet temperature being 31.2 °C, 
producing a total of 2.2 x 1014 J of energy. The final heat load was 331 kW.  
 From the results it can be seen that inclusions of a lower thermal conductivity inner pipe and 
further reductions of the central pipe diameter can increase the performance of the Marchwood 
Well. For the coaxial BHE, the performance increased significantly (increased outlet temperature and 
heat load by 21 % and 62 % respectively), whilst the effect on the SCW was less prominent (increased 
outlet temperature by 1 % and increased heat load by 11 %). The smaller influence on SCWs was due 
to the interactions and input of hot geothermal fluids from the aquifer. It must also be noted that 
higher velocities in the central pipe can reduce the effect of low thermal conductivities (Holmberg et 
al., 2016). 
4.5.4 Impact of energy demand on modelled well performance 
Typically, when using a heat exchanger or pump in shallow geothermal BHE schemes a 
known priori of the heat load is given, resulting in a constantly changing inlet temperature being 
observed (Nabi & Al-Khoury, 2012b). The impact of this on the simulated Marchwood BHE was 
modelled by altering the inlet temperature based on the power demand (Eq. 4.38). 
Power inputs of 20, 30 and 40 kW were modelled for 1 month and the results show that the 
inlet temperature changes had a significant effect on the outlet temperature (Fig. 4.39). The low 
power demands (20 and 30 kW) were all met, however, power demands of over 40 kW are likely to 
be unattainable for long periods of time due to the inlet temperature dropping towards a 
temperature approaching 0 °C (freezing). Faster flow rates approaching 5 l/s may allow for increased 
power production but are unlikely to be sustainable over time. The final outlet temperatures for each 
case (20, 30 & 40 kW) were 28.34 °C, 24.14 °C and 19.93 °C, respectively (Fig. 4.39), with an increased 
cooling of the outlet temperature observed with an increased thermal power output (Fig. 4.40). The 
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heat loss ratio also increased with higher heat loads (0.71, 0.76 and 0.86 for 20, 30 & 40 kW, 
respectively). The relatively poor results for the closed loop BHE may make a reduced flow rate 
standard single well or open SCW more viable for schemes with higher, fluctuating energy demands. 
 
Figure 4.39: Temporal changes in inlet and outlet temperatures for pre-defined power demands of 20, 30 and 





Figure 4.40: Spatial changes at the end of the simulation (1 month) for the inlet and outlet pipe temperatures 
for a pre-defined power of 20, 30 and 40 kW.  
4.6 Model limitations 
The model is only suitable for low-enthalpy systems (<100 °C) consisting of solid and 
liquid phases, and excluding any water content in the form of vapour. A key problem with the 
model (and others currently available), is that for fully penetrative wells the temperature in the 
reservoir is averaged and does not change with time. In most cases where the well is fully 
penetrative, the reservoir will be relatively thin and temperature change will be minimal ; mostly 
as a result of heat loss through the wellbore, which was modelled in this study. With partially 
penetrative models, however, temperature can be predicted in the reservoir.  
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Another limitation is the physical description of the model which neglects deformation, 
and changes in both viscosity and density. Temporal evolution of density and viscosity is 
incorporated into the model in chapter 6, however, is anticipated to have a minor effect when 
no hot or cold fluid is injected into the aquifer. 
The model also only accounts for homogenous reservoirs without a complex architecture 
(i.e., horizontally layered rocks). This model is suitable for initially assessing the lifetime of a 
geothermal system based on hydraulic head and production temperature but does not take into 
account heterogeneity. Although the model used here has not been discretised to account for 
heterogeneity, techniques similar to Cattaneo et al. (2015) for estimating head between nodes 
can be used in further work.  
Summary 
 The aims of this chapter were to design and validate a numerical model for single well 
systems, and to investigate the potential of different single well configurations for deep geothermal 
systems. Standard configuration, coaxial borehole heat exchangers and standing column wells have 
been modelled for the Wessex Basin (Southampton Marchwood and Western Esplanade wells) as a 
comparative case study. This is the first time open and closed loop borehole heat exchangers have 
been modelled for the Basin, with a sensitivity analysis highlighting that the ratio of the internal pipe 
radius to the outer pipe thickness, flow rates and input temperatures should be carefully considered 
in order to maximise energy extraction. The results showed that the possible re-purposing of the 
Marchwood Well could allow further contributions to the district heating network from either an 
SCW or BHE with minimal hydraulic / thermal interaction expected with the currently operating 
Western Esplanade Well. They also showed that standing column wells could be beneficial for low-
cost, geothermal schemes in Mesozoic Basins, whilst coaxial borehole heat exchangers may be used 
in almost any geological setting. 
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In later chapters, the model will be tested for other Mesozoic basins to investigate the 
potential of single well schemes for direct heat use. As such, the model is ideally suited for optimising 
the design of coupled geothermal district heating schemes where the economic risk factors (e.g., 
energy capacity, resource longevity, etc.) can be evaluated and realised ahead of costly physical 
investigations, allowing the method of extraction to be determined in advance. It also provides urban 

















CHAPTER 5 - A SENSITIVITY ANALYSIS OF A SINGLE EXTRACTION WELL FROM DEEP, GEOTHERMAL 
AQUIFERS IN THE CHESHIRE BASIN, UK 
This chapter investigates the effects of different geological and engineering parameters on the 
performance of a single producing geothermal well in the Crewe area of the Cheshire Basin by 
comparing the supply of geothermal energy to local heat demand. In addition, this chapter also 
explores ways to mitigate poor geological parameters at depth using engineering parameters. 
Seasonal fluctuations in production were also modelled. 
5.1 Introduction 
In this chapter, the explicit numerical model developed in chapter 4 is used to investigate the 
depletion, recharge and recovery of geothermal resources from the Collyhurst Sandstone Formation 
based on a single extraction well under varying geological and engineering scenarios. Permian 
aeolian to fluvial sandstones buried at depths of 2.8 - 3.5 km were investigated (Figs. 5.1a & 5.1b) 
due to their favourable temperatures (up to 100 °C) (Downing and Gray, 1986b; Barker et al., 2000; 
Busby, 2010, 2014). The low-enthalpy energy in the Mesozoic rocks in the Cheshire Basin and earlier 
Palaeozoic rocks can be used for direct heat use as a district heating scheme.  
Currently, the geological risks associated with developing a geothermal scheme in the Cheshire 
Basin are too high for investors and this research aims to bridge this gap by presenting realistic 
results for a single well scheme under varying physical and engineering parameters, highlighting the 
key areas of risk in the basin and how they can be mitigated. This is vital for decision makers in the 
local authorities who wish to exploit the energy through a district heat network. The results are also 
of importance to other low-enthalpy, single well geothermal schemes targeting thick aquifers, 




Figure 5.1: (a) Schematic diagram illustrating the well design for extracting hot fluid around the wellbore in 3D, 
(b) the interpreted geological model in 2D (formation boundaries obtained from structural maps from Downing 
and Gray, 1986b) and (c) example discretised domain for the reservoir (Collyhurst Sandstone Formation). The 
vertical spacing is uniform and set at 14 m, whilst the horizontal spacing increases away from the well screen 
(thick black line) at an expansion factor of 1.2 to 1.5. Mercia Mudstone Group = MMG, Sherwood Sandstone 
Group = SSG and Manchester Marl Formation is MM fm.  
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The Crewe area is located in the centre of the Cheshire Basin (Fig. 5.2a) with the highest 
geothermal resource expected to be concentrated around the thickest part of the aquifer. The 
modelled data can be used to aid the design and planning of future geothermal district heating 
schemes in the area providing planners with the information needed to match supply and demand. A 
single well approach is chosen to minimise the initial capital expenditure and explore the technical 
capacity to meet the heat demand in Crewe. 
Currently, there are few wells penetrating depths of >2 km drilled in the Cheshire Basin, 
meaning that the quality, extent and temperatures of hot sedimentary aquifers (HSAs) in this region 
are unknown. The lifetime of a (doublet) well targeting low-enthalpy HSAs is controlled by both 
geological and engineering parameters, including porosity, pore fluid salinity, initial aquifer 
temperature and production rate, respectively (Saeid et al., 2015). Here, a parametric study is 
presented that investigates the exploitation of energy under varying engineering and physical 
conditions. The aim of this study is to help identify and mitigate the risks associated with the varying 
hydraulic and thermal conditions for single well schemes, particularly those with thick HSAs. The 
engineering parameters investigated were production rate, wellbore radial thickness, length of the 
well screen and position of the well screen. The geological factors investigated were aquifer 
thickness, hydraulic conductivity, thermal gradient, salinity of the pore fluid, thermal conductivity of 
the aquifer and porosity. The wellbore material was not investigated as it has a minimal effect on the 
lifetime of a geothermal system, only affecting the initial production temperature within the first 
month of operation (Saeid et al., 2015). Each parametric scenario was compared to a ‘base case’ 
scenario that was the best estimate of the real geological conditions (refer to the section 5.3.6 for 
details).  
The geothermal system was modelled with MATLAB software using the finite-difference 
method coupling both advective and conductive heat transfer. The model was discretised by an 
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orthogonal 3D mesh and explicit approximations of derivatives (Fig. 5.1c). Although the aquifer and 
surrounding confining beds were modelled in 3D, the wellbore was simulated in 1D. The wellbore 
model used is based on that of Al-Khoury et al. (2005) and Al-Khoury and Bonnier (2006) with further 
development by Saied et al. (2013). The 1D wellbore reduces the nodal quantity used, saving 
computational time. An IMEX (implicit-explicit) scheme was used when modelling the wellbore for 
greater stability whilst maintaining accuracy, allowing larger time steps (e.g., Spiegelman, 2000; 
Geiser, 2008).  
5.2 Geological setting  
The Cheshire Basin is one of a series of Permo-Triassic extensional sedimentary basins located 
across the UK associated with the rifting of Pangaea and the breakup of Laurasia (Glennie, 1995; 
Rowley and White, 1998). Extensional collapse occurred after the Variscan Orogeny resulting in tilted 
fault blocks and graben structures (Figs. 5.2b & 5.2c) (Ruffell and Shelton, 1999). The Cheshire Basin 
has a thick succession of infill consisting of high-quality Permo-Triassic sandstone aquifers (Sherwood 
Sandstone and Appleby Groups) overlain by an insulating mudstone sequence (Mercia Mudstone 
Group) (Figs. 5.2a & 5.2c). The Permo-Triassic sandstones have been characterised thoroughly, 
retaining high micro-porosity at depth (e.g., Allen et al., 1985, 1997; Downing and Gray, 1986b; 
Griffiths et al., 2003; Ambrose et al., 2014). The most basal member, and target of deep geothermal 
extraction in this model, is the Collyhurst Sandstone Formation of the Appleby Group. The Collyhurst 
Sandstone Formation is an arenaceous, aeolian- to fluvial-sandstone with core data showing high 
porosities (13 – 32 %) and hydraulic conductivities (<10 m/day) (Allen et al., 1997). The formation is 
overlain by the Manchester Marl Formation, which is anticipated to be an insulating, low-porosity 
seal that was deposited during a marine incursion in the mid-Permian (Naylor et al., 1989). The 
Manchester Marl Formation is composed of mudstones intercalated with limestones that become 
siltier and thinner to the south of the basin (Evans et al., 1993). In Crewe, the formation is considered 
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an aquiclude as the cover of the formation is laterally continuous radially for 5 km around the 
wellsite (Fig. 2.16), preventing hydraulic continuity between the Collyhurst Sandstone Formation and 
Sherwood Sandstone Group.  
 
Figure 5.2: (a) Geological outcrop map of the Cheshire Basin (after Plant et al., 1999; Hirst et al., 2015; UKOGL, 
2019). Permo-Triassic sandstones are the dominant infill (Appleby and Sherwood Sandstone Groups), capped by 
a sequence of thick insulating mudstones (Mercia Mudstone and Lias Groups). (b) Schematic of the tectonic 
history of the basin and (c) cross section of the basin (both modified after Plant et al., 1999), with the potential 
extent of Carboniferous strata in the subsurface. 
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Carboniferous strata directly underlie the basal Permian sandstones and are predominantly 
fluvial, to semi- to open-marine in depositional environment. Marls, sandstones, limestones, coals 
and shales have all been identified in outcrop studies (e.g., Gibson, 1901; Smith, 1998; Powell et al., 
2000). Early Carboniferous strata are deposited in a marine setting followed by a fluvial to lacustrine 
setting, representing a shallowing-upwards sequence, associated with uplift during the Variscan 
Orogeny. The lateral extent of the Upper Carboniferous strata underlying the Cheshire Basin has 
been widely debated, with some suggesting that in the deep, south-eastern part of the basin, basal 
Permian sandstones lie directly on low-grade metamorphic Palaeozoic rocks (Fig. 5.2c – with 
potential Carboniferous strata extent hypothesised) (Abdoh et al., 1990; Mikkelsen and Floodpage, 
1997). This is due to fault reactivation during the Variscan Orogeny uplifting Carboniferous strata in 
the south of the basin (Fig. 5.2b). Although this could limit the thickness of the geothermal resource 
at higher temperatures, thick outcrop successions of Carboniferous strata in the east indicate the 
opposite (Hirst et al., 2015). In this study, both scenarios are considered; (1) the Collyhurst Sandstone 
Formation lies directly on low-grade metamorphic rocks, acting as an impermeable seal and (2) the 
Collyhurst Sandstone Formation overlies the Warwickshire Group – a thin succession of 
Carboniferous sandstone (Salop and Halesowen Formations) underlain by a bottom seal (Etruria Marl 
Formation/low-grade metamorphic basement). Although the Salop and Halesowen Formations are 
far more lithologically complex and heterogeneous (Gibson, 1901; Smith, 1998; Powell et al., 2000), 
they are considered to be an extension to the aquifer with the same properties (modelled as an 
extension to aquifer thickness in parametric study section 5.4.2.2). To understand the effects of the 
parameterisation of engineering and geological properties, the former scenario where the Collyhurst 
Sandstone Formation lies directly on impermeable low-grade metamorphic rocks is used when 




5.3 Method of numerical modelling  
5.3.1 Methodology for the modelling of the reservoir and wellbore 
 The finite-difference method was used to model the reservoir and wellbore, coupling 
thermal and fluid interactions. The orthogonal mesh was discretised on a non-uniform grid with fixed 
Cartesian co-ordinates (Fig. 5.1c) and an axis-symmetric model was used for faster computational 
time. The model assumed that the aquifer was initially fully saturated and the pressure head was 
equal to the depth. It is unlikely that the reservoir will be fully screened for an interval of ~700 m  
and it was, therefore, assumed that the wellbore would be screened for an interval of 70 m in 
the modelling base case. The varying effects of penetration ratio were also investigated. The 
model was set up using the key governing equations established in chapter 3 and 4 for heat and 
fluid flux in the aquifer and wellbore (Eq. 4.1 – 4.19).  
5.3.2 Energy production 
 To assess the economic viability for any geothermal scheme, the total quantity of energy 
produced must be determined. For a single well scheme, the total energy production (𝐸𝑝𝑟𝑜𝑑) can be 
calculated using equation 4.2 (modified from Crooijmans et al. (2016) for a single well scheme). For 
this study, it was assumed that the rejection temperature (i.e., where the water temperature is 
deemed no longer suitable for a district heating scheme) was 30 °C, which is consistent with research 
for the Cheshire Basin (e.g., Downing and Gray, 1986b). 
5.3.3 Discretisation, grid convergence and computational speed 
5.3.3.1 Introduction of an implicit-explicit scheme for the wellbore model 
The model was discretised using an orthogonal mesh with the spacing expanded horizontally 
using an expansion factor of 1.2 to 1.5. In the reservoir, thermal and fluid fluxes were modelled 
explicitly, whilst heat fluxes in the wellbore were modelled using an implicit-explicit (IMEX) operator 
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splitting procedure (e.g., Spiegelman, 2000; Geiser, 2008) where the diffusion component of 
equation 4.6 is modelled explicitly and the advective component implicitly. In explicit schemes, new 
parameters are calculated based on those at the previous time step whilst implicit schemes calculate 
the subsequent time steps by solving a series of equations dependent on other variables. This 
procedure allows a greater range of time steps to be used for the wellbore and provides increased 
stability in the model. This is because the implicit procedure makes the advective component 
unconditionally stable (Chapra and Canale, 2010). This method of wellbore modelling retains 
accuracy and produces results similar to the purely explicit method, both spatially and temporally 
(Fig. 5.3). There were minor discrepancies in the first few months of modelling; however, over the 
lifetime of the system this only has a minor impact. Computational time (when modelling heat flux in 
the wellbore) is dramatically reduced, nevertheless, the time step size must still be considered 





Figure 5.3: Results for the wellbore heat flow model after 25 years, comparing the explicit finite difference (EXP 
FD) and operator splitting implicit-explicit method (IMEX FD). (a) Temperature variations at the top of the 
borehole with time, (b) temperature variations along the borehole piping after 25 years. 
5.3.3.2 Testing the mesh sizes for individual components used in the model 
In contrast to the modelling undertaken in chapter 4, the computational speed of the 
program was extremely important so that multiple models can be simulated in a small amount of 
time. Analysis was undertaken to investigate the impact of different mesh sizes such that the 
accuracy of the results were not compromised, whilst increasing the computational speed by 
increasing the nodal spacing. Both the reservoir and wellbore model were initially tested separately 
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at different mesh sizes ranging from 1 m to 30 m (Figs. 5.4 and 5.5). The reservoir was simulated for 1 
month due to the large computational times required for the smaller meshes, whilst the wellbore 
was simulated with a constant input for 10 years. This was an initial test to identify key areas of error 
and narrow down the mesh sizes simulated for the fully coupled system. It can be seen that the 
effect on reservoir temperature at the extraction nodes was minor, whilst there was a more 
significant effect on head in the wellbore. This was largely due to a small change in temperature over 
the simulation time. In other scenarios (such as doublets) where there is a more significant 
temperature difference, the spacing may have a greater effect on temperature.  
 
Figure 5.4: Error in reservoir temperature and well head for different mesh sizes. The blue circle is for a 30 m 
mesh, the diamond 15 m, the cross 5 m and the asterisks are for 2 m mesh sizes. Error evaluated as difference in 
final head/temperature for each mesh compared to the 1 m scenario.    
When testing the varying lateral spacing around the wellbore and confining beds, it was 
noticeable the main issue was the delay in heat reaching the surface within the wellbore, with 
coarser lateral spacing emphasising this. This will result in an underestimation in production 
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temperature and energy. A mesh spacing of 15 m takes nearly a year to reach the same production 
temperature to that of 1 m, whilst 5 m takes less than a day (17 days). The final percentage error 
between different mesh sizes and the 1m mesh were 0.6 %, 1.5 %, 3.2 % and 4.7 % for 2, 5, 15 and 30 
m lateral mesh spacing, respectively. 
 
Figure 5.5: Error in production temperatures for different modelling mesh sizes, (a) shows temporal changes in 
production temperature, (b) shows the difference in temperature between the 1 m scenario and alternate mesh 
sizes, and (c) shows their respective percentage error with temporal variations. 
5.3.3.3 Testing the mesh sizes for the fully coupled model 
Testing the model components separately highlighted that the coarser mesh sizes (12 m and 
15 m) were not going to be viable due to the significant error and difference in head, whilst also 
causing a significant delay in thermal fluxes in the wellbore. As such, further mesh analysis was 
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undertaken for the full model (reservoir and wellbore coupled), exploring a range of mesh sizes  of 2 
m, 4 m, 8 m and 12 m. A 1 m mesh was not considered as the initial analysis showed minimal 
variations between the 1 m and 2 m scenarios and to test the model over a longer simulation period 
(6 years) would have taken a number of days.  
 
Figure 5.6: Temporal variations in head (a), reservoir temperature (c) and production temperature (e), with 
corresponding error (b), (d) and (f) respectively for a range of mesh sizes. Error calculated at the well screen for 




 Mesh sizes of 12 m were not suitable for this study as they increase the error in the first 250 
days for the production temperature (Fig. 5.6), leading to significant underestimations in production 
temperature. They fall short of the 2 m mesh production temperature by over 2 °C. An 8 m mesh has 
a slight delay in the wellbore temperature reaching that of the 2m study; however this was only 
around a month and over the lifetime of 25 years would have a minor impact.  
The computational times for the different mesh sizes were also significant. The 2 m mesh 
took in excess of a day to simulate, whilst the 12 m mesh took less than an hour. To achieve a 
balance in computational speed and accuracy, the mesh size of 8 m was chosen. This allowed the 
simulations to be undertaken for the base case of 25 years in just over 3 hours whilst allowing the 
maximum error to be ~1 %. 
5.3.4 Model validation and accuracy 
In this study, the model was compared to an analytical solution, which is a modified version 
of the Theis solution (Brons and Marting, 1961; Hantush, 1961, 1962; Huisman, 1972; Sternberg, 
1973). Although thermal changes are important to any geothermal scheme, it is likely that any 
viability of a district heating scheme will be determined by the ability of a well to produce fluid 
sustainably. The partial penetration effects are additional to the Theis solution (Eq. 5.1), where the 




 [𝑊(𝑢) + 2 𝑆𝑝]     5.1 
where 𝑄 is the production rate, 𝐾is the hydraulic conductivity, 𝑏 is the aquifer thickness, 𝑊(𝑢) is the 
well function and 𝑆𝑝 is the additional drawdown caused by partial penetration. For the previous 
example of partial penetration in this thesis (Southampton Marchwood Well, chapter 4.4.3), the 
values for 𝑆𝑝 were tabulated from a range of authors by Sternberg (1973). The 𝑆𝑝 values correspond 
to various aquifer thickness (ℎ) divided by (𝑟𝑤) ratios. By extending the tabulated values listed in 
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Sternberg (1973), the 𝑆𝑝 values for greater 
ℎ
𝑟𝑤⁄  values can be obtained (Fig. 5.7). The 𝑆𝑝  value for a 
penetration ratio of 0.1 can be calculated using the equation:  
𝑆𝑝  =  8.6714ln(h/𝑟𝑤)  −  19.338    5.2 
 
Figure 5.7: Calculation of the additional drawdown ratio for partially penetrative wells. 
To compare the models against the analytical formulation, the aforementioned ‘base case’ 
scenario was modelled with the well screen located in the centre of the aquifer and a lateral and 
vertical mesh size of 8 m (expanded outwards) and 14 m, respectively.  This model matched closely 
to the analytical solution (Fig. 5.8a) with the percentage error and difference in head higher in the 
first year, then reducing to <4.1 % and <10 m (Figs. 5.8b). As we are interested in changes in head 
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and temperature over the lifetime of a geothermal system under exploitation for 25 years, the initial 
loss in accuracy is deemed acceptable. The end difference in two solutions is <8 m head (Fig. 5.8b).  
 
Figure 5.8: (a) Comparison between the analytical modified Theis solution for partially penetrative schemes 
(modified Theis) and finite-difference method (FD) for drawdown in the wellbore, (b) RMSE difference in head 
between the analytical and numerical solution and the percentage error in wellbore head. 
5.3.5 Thermal dispersion 
 In recent years, the use of the thermal dispersion term when upscaling from micro-scale 
(pore) to macro-scale (formation) has been widely debated. Thermal dispersion is heat flux caused by 
local variations in fluid velocity between pore spaces (Molina-Giraldo et al., 2011; Saeid, 2015). It has 
been suggested that thermal dispersion is extremely important to thermal fluxes in a geothermal 
system with similar orders of magnitude to solute dispersion (De Marsily, 1986). Others suggest the 
opposite, or that thermal dispersion is only important under certain conditions, and that the 
enhanced thermal spreading is negligible (Bear, 1972). Some suggest that heat transport behaves in a 
homogenous manner as it occurs in both the matrix and pore water; therefore, diffusivity is more 
influential and dispersion only has a minor impact (Zeghici et al., 2015). When there is no 
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groundwater movement, thermal dispersion is set equal to zero (Anderson, 2005), and the bulk rock 
thermal diffusivity is large, thus thermal dispersion only has a small effect except for when large 
Darcy velocities are present (Hopmans et al., 2002; Saeid, 2015). It has also been suggested thermal 
dispersion is only important when complex rock structures are present (Law, 2009). In this study, it 
was anticipated that temperature change in the reservoir would be minor as shown in the mesh 
analysis studies. Nevertheless, a brief comparative study of results with and without thermal 
dispersion was undertaken. 
 To test the effects of thermal dispersion the model by Rau et al. (2012) was used. They used 









    5.3 
where the longitudinal coefficient (along flow direction) is 𝛽𝑙 = 1.478 and the transversal 
(perpendicular to flow direction) is 𝛽𝑡 = 0.4. A 1 m uniform mesh was used and the well simulated 
for 1 month. 
The results indicated that thermal dispersion was extremely minor for single well geothermal 
systems with a temporal error of less than -1.0626 x 10-6 % and a spatial error of less than -7.1882 x 
10-7 %. Both the thermal fluxes for the temporal and spatial changes showed a slight increase in the 
temperature when modelling with thermal dispersion (Fig. 5.9). The difference in the end reservoir 
temperature at the well screen was -8.6 x 10-5 °C and the highest spatial difference was -5.9 x 10-5 °C 
(at the wellbore distance (point 0 in Figs. 5.9b and 5.9d)). 
These results show that thermal dispersion only has a minor effect on a single well scheme 
when the changes in temperature are minor within the system. It has, however, been shown that 
thermal dispersion can be far more significant in doublet systems with errors ranging from 3 and 17 
% when thermal dispersion is neglected (Saeid, 2015). As such, thermal dispersion is assumed to be 
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negligible in this study and is not modelled. It is also worth noting that the model by Rau et al. (2012) 
was used for higher Darcy velocities than those modelled here; as such, experimental thermal 
dispersion models based on data and laboratory experiments replicating conditions in the Cheshire 
Basin may be beneficial in future work to determine the true effects of thermal dispersion.  
 
Figure 5.9: Comparison of models with and without thermal dispersion for (a) temporal variations, (b) spatial 
variations and respective percentage error (c) and (d). 
5.3.6 Initial conditions 
The setup of the model was similar to that in section 4.2.5 (Eqs. 4.22-4.25) and the surface 
temperature was set to 10 °C (BGS, 2011). The initial hydraulic head in the wellbore was set to 3,500 
m, porosity to 15%, production rate 15 l/s, storativity to 4e-4 and the hydraulic conductivity to 0.1 
m/d (Table 5.1) (Allen et al., 1997). The hydraulic conductivity was chosen as being slightly lower 
than the geometric mean (0.4 m/d) to reflect further reduction in permeability as few wells in the 
Cheshire Basin reach the depths targeted here. The hydraulic conductivity and porosity of the 
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confining upper seal (Manchester Marl Formation) and lower confining beds (considered to be low-
grade metamorphic rock - Abdoh et al., 1990; Mikkelsen and Floodpage, 1997; Hirst et al., 2015) was 
set equal to zero. The thermal conductivity was set to 3.41 W/m/°C in the reservoir and 2.12 W/m/°C 
for the upper confining beds (Downing and Gray, 1986b). The heat capacity was set to 775 J/kg °C for 
the reservoir and 950 J/kg °C for the upper confining beds, whilst the density was set to 2,450 kg/m3 
for the reservoir and 2,720 kg/m3 for the upper confining beds (Waples and Waples, 2004). The fluid 
salinity was set at 0.08 ppm/106 (similar to that of the Southampton geothermal fluid - Downing and 
Gray, 1986b), with a specific heat capacity of 4,200 J/kg °C (ETB, 2017) and a conductivity of 0.67 
W/m/°C (Ozbek and Phillips, 1979). The density of the fluid was constant and calculated to be 1,024.7 
kg/m3 (Batzle and Wang, 1992; Adams and Bachu, 2002; Saied et al., 2015; Crooijmans et al., 2016).  
Parameters  
Production rate (l/s) 15 
Initial thermal gradient (°C/km) 25 
Surface temperature (°C) 10 
Thermal conductivity (W/m/°C) 2.12 UCB / 3.41 R / 0.67 F 
Specific heat capacity (J/kg °C) 950 UCB / 775 R / 4200 F 
Density (kg/m3) 2720 UCB / 2450 R / 1024.7 F 
Porosity (%) 15 
Hydraulic conductivity (m/d) 0.1 
Salinity (ppm/106) 0.08 
Table 5.1: Base case parameters used in this study (from Downing and Gray, 1986b; Burley et al., 1980; Allen et 
al., 1997; Waples and Waples, 2004; ETB, 2017). Upper confining bed = UCB, reservoir = R and fluid = F. 
For the base case scenario, the geological parameters were set in accordance with Table 5.1 
and for the wellbore, Table 5.2. These were: a well screen radius of 0.106 m, piping thermal 
conductivity of 43 W/m/°C, grout thermal conductivity of 2.7 W/m/°C, grout specific heat capacity of 
1,250 J/kg °C, grout density of 1,600 kg/m3, pipe thickness of 0.02 m and grout thickness of 0.04 m 
(Allan, 1997; ETB, 2017; Rosen and Koohi-Fayegh, 2017). The radius of the piping in the wellbore was 





Radius of well screen (m) 0.106 
Thermal conductivity (W/m/°C) 43 P/ 2.7 G   
Specific heat capacity (J/kg °C) 1250 G 
Density (kg/m3) 1600 G 
Pipe thickness (m) 0.02 
Grout thickness (m) 0.04 
Table 5.2: Borehole parameterisation of both materials and radius to test the thermal and pressure effects 
(from Allan, 1997; ETB, 2017; Rosen and Koohi-Fayegh, 2017). Pipe = P and grout = G. 
5.3.7 Parameterisation of the models 
 The simulations will test a variety of geological and engineering parameters, covering the 
base case (BC) and three scenarios for each parameter (S1, S2 and S3). The parameters are outlined 
below (Table 5.3 and Fig. 5.10).  
5.3.7.1 Geological variations 
 When considering the porosity of the Collyhurst Sandstone Formation, a range between 10 
and 30 % was used for the parametric study, which corresponds to estimates by Allen et al. (1997), 
who gave a range for core plug studies of between 13 and 32 %. The average onshore porosity of the 
Collyhurst Sandstone Formation is estimated as 14 % (Rollin et al., 1995) but it has been suggested 
that the true porosity could be less, with the average porosity of 369 samples set at 11 % with 
porosity decreasing further with depth (Hirst, 2017). A porosity of less than 10 % was not modelled 
as aquifers are likely to be too tight to produce fluid at this level. The variance in Collyhurst 
Sandstone Formation porosity is highlighted further with Plant et al. (1999), highlighting porosities of 
20 – 24 % in outcrop studies, whilst suggesting the porosity in the Prees-1 borehole to be 41 %. The 
high porosity value recorded at Prees-1 could indicate a high-quality aquifer, but for the purpose of 
this study was considered an anomaly. The base case porosity was chosen at 15 % to reflect the 




Case S1  S2 S3 BC 
(G1) Porosity (%) 10 20 30 15 
(G2) Salinity 
(ppm/106) 




2 4 5 3.41 
(G4) Reservoir 
thickness (m) 




0.01 0.03 0.05 0.1 
(G6) Thermal 
gradient (°C/km) 
28 23 17 25 
(E1) Well screen 
position (km) 
2.94-3.01 3.29-3.36 3.43-3.5 2.8-2.87 
(E2) Production rate 
(l/s) 
20 30 40 15 
(E3) Well screen 
length (m) 
700 280 140 70 
(E4) Radius of 
wellbore (cm) 
5 15 20 15.3 
Table 5.3: Parameter ranges used in sensitivity analysis models. (G) highlights a geological parameter, whilst (E) 
highlights an engineering parameter. Parameters are highlighted in figure 5.10. 
Limited hydraulic conductivity values have been given at depth for the Cheshire Basin in the 
literature due to few wells exceeding (or reaching) the interval targeted in this study (i.e., >2 km). 
Hydraulic conductivities of up to 10 m/day have been encountered (Allen et al., 1997), which are 
unlikely (from primary micro-scale permeability) at a depth of 2.8 – 3.5 km. Therefore, they were not 
considered as they were potentially being recorded as a result of fluid flow in fractures or faults. 
Further suggestions of a high-quality aquifer were given by Plant et al. (1999) with hydraulic 
conductivity values ranging between 1.8 and 12 m/day for the Shropshire area. The lowest value 
recorded by Allen et al. (1997) was 3.7 x 10-5 m/day with only four values recorded less than ~0.05 
m/day. The majority of samples tested in the study exceeded 0.1 m/day (base case scenario), with 
the high-quality properties interpreted due to the aquifer having medium- to coarse- grains, with 
limited cementation (Allen et al., 1997). As the focus of the study was on wellbore performance 
under potentially poorer, tighter conditions at depth, lower hydraulic conductivity values were used 
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for the models. The hydraulic conductivities modelled in the parametric analysis were 0.01 m/day, 
0.03 m/day and 0.05 m/day.  
 
Figure 5.10: Schematic showing different parameters tested in the model. Parameters listed in table 5.3. 
 The base case thickness of the aquifer was chosen to be 700 m, based on structural maps 
(Downing and Gray, 1986b) (Fig. 5.11) and cross-section diagrams (Plant et al., 1999). Indications 
from well logs (Prees-1 and Knutsford) give an average thickness of the Collyhurst Sandstone 
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Formation of 514 m (Hirst 2017). It is anticipated that the sandstones will be thicker than that 
recorded for Prees-1 and Knutsford due to the position of the well in a deeper part of the basin. As 
such, a variation of -10 % was assigned to the first parameterisation model (S1) to reflect potential 
overestimations of the aquifer thickness. It was assumed that the Collyhurst Sandstone Formation 
overlies a metamorphic seal (Abdoh et al., 1990; Mikkelsen and Floodpage, 1997). The extent of 
Carboniferous sandstones is unknown and was considered as an extension of the thickness of 
Permian sandstones. To account for this, further thicknesses of +10 % and +20 % are modelled in the 
other parametric cases. 
The geothermal gradient in the Cheshire Basin is disputed, with older estimations from 
uncorrected bottom-hole temperatures giving an average geothermal gradient of 20 °C/km (Downing 
and Gray, 1986b; Burley et al., 1980; Plant et al., 1999). Recent evaluations estimating the corrected 
geothermal gradient indicate the value could be closer to 27 °C/km (Busby, 2014). In this study, a 
range of values for the geothermal gradient were modelled, with the highest being 28 °C/km to cover 
the average of shallow gradients for the UK (less than 1 km) (Busby et al., 2011). The lowest gradient 
of 17 °C/km was used to represent the average Permo-Triassic gradients (Downing and Gray, 1986b). 
A gradient of 25 °C/km was used for the base case to reflect the recent higher estimates by Busby 
(2014); however, it is slightly lower than the suggested value as the data for the study is not 




Figure 5.11: (a) Base of Manchester Marl formation (modified from Downing and Gray, 1986b) and (b) base of 
Permo-Triassic, (modified from Plant et al. 1999 and Hirst 2017). 
Salinity data at depth is limited for the basin, however, the Prees-1 and Knutsford boreholes 
indicate that it is between 0.02 and 0.05 ppm/106 for the Collyhurst Sandstone Formation whilst the 
overlying formations (Wilmslow and Chester) have salinities approaching 0.08 ppm/106 (Plant et al., 
1999). Due to the positions of both the Prees-1 and Knutsford boreholes being closer to the edges of 
the basin, with freshwater recharge encountered, it was anticipated that the central area of the basin 
may have higher salinity contents. Modelling from Plant et al. (1999) indicates that the groundwater 
flow in the centre of the basin (Crewe area) is likely to be influenced by the presence of salt in the 
overlying Mercia Mudstone Group. The base case salt content was therefore estimated at 0.08 
ppm/106, whilst the lowest salt content for the parameterisation was set at 0.04 ppm/106. The 
highest estimate of salt content was based on data from the Southampton geothermal wells, which 
indicated a higher salt content approaching 0.3 ppm/106  (Downing and Gray, 1986b). As saline water 
influence is unlikely in the centre of the Cheshire Basin, a maximum value of 0.2 ppm/106 was used. 
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It is also worth noting that a change in salinity only affects the thermal flux component of the model 
where a new density for the geothermal fluid was calculated for each scenario. The density was 
considered constant for heat fluxes and was calculated using the initial average pressure and 
temperature of the reservoir (Batzle and Wang, 1992; Adams and Bachu, 2002; Saied et al., 2015; 
Crooijmans et al., 2016). 
Base case thermal conductivity was estimated at 3.41 W/m °C for the aquifer whilst an 
estimate for similar rocks across the UK was utilised for other parametric scenarios (2, 4 and 5 W/m 
°C - Downing and Gray, 1986b). 
5.3.7.2 Engineering variations 
 Unlike the geological parameters, which can vary considerably at depth, the engineering 
parameters can be pre-determined. Production rates were chosen using estimates from the 
Collyhurst Sandstone Formation from a range of authors. Hirst (2017) calculated production rates of 
16 l/s may be attained at depth, whilst Griffiths et al. (2003) and Plant et al. (1999) stated rates of 20 
- 30 l/s can be produced sustainably from wide diameter boreholes. The highest value utilised was 40 
l/s, which is likely to be optimistic and based on a doublet scheme maintaining pressure along a fault 
line (Atkins, 2013). The base case was set at 15 l/s, whilst the alternate scenarios investigate how 
much more fluid and thus energy can be produced. 
 The well screen position and length were investigated to see if they can increase the 
performance of the single well. The well screen position was placed at the top of the aquifer (2.8 km 
– 2.87 km) for the base case. For the other parametric scenarios, the screen was positioned in the 
upper centre (2.94 km – 3.01 km), lower centre (3.29 km – 3.36 km) and base of the aquifer (3.43 – 
3.5 km). The screen length was selected at 10 % of the aquifer thickness for the base case. The three 
scenarios tested in the parametric models were 100 %, 40 % and 20 %. 
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 The final parameter tested was the radius of the wellbore and well screen. Typically, smaller 
diameter (slim-borehole) wells can be cheaper to drill. The profit in potential geothermal wells could 
therefore be increased, encouraging investors to exploit this energy from the basin. The scenarios 
tested assume the well screen radius was the same as the borehole diameter. The base case 
assumed the same parameters as the Southampton wells (Sect. 3.6), whilst the radii tested in 
parametric models are 0.05, 0.15 and 0.2 m. 
5.4 Results for the parametric models  
The depletion and recharge of a reservoir was modelled for 25 years, which was considered 
to be the maximum lifetime of a well for investment and operational purposes. Seasonal fluctuations 
in extraction were not modelled for the parametric analysis, whilst the base case geological scenario 
assumed that the Collyhurst Sandstone Formation was the only hot sedimentary aquifer (HSA) 
present, confined by underlying low-grade metamorphic rocks at the base and the overlying 
Manchester Marl Formation at the top. To test the varying parameters, the HSA was considered 
homogenous and isotropic. Although this is unlikely to be an accurate representation of any aquifer 
geologically, it will highlight the variance of depletion and recharge within the reservoir under the 
varying parametric conditions. It is also important to note that the reservoir model utilised a 
predefined production rate, which implies that the pressure in the aquifer was always maintained 
such that fluid can be produced. 
The performance-related lifetime of the well was considered ‘finished’ when the head in the 
wellbore was equal to 3,000 m or the temperature was less than 60 °C. The wellbore head was 
considered to have a cut-off of 500 m below static conditions to match that of the submersible pump 
used in the Marchwood Well, Southampton. This was submersed to 617 m below the datum and 




Figure 5.12: Schematic of base case scenario highlighting upwelling of hot water caused by partial 
penetration. Note red is hot and blue is cold. 
5.4.1 Base case scenario model 
As the base case thickness of the aquifer was set to 700 m it was expected that temperatures 
would be higher towards the base, assuming an increase in temperature with depth under static 
conditions. The well screen was located at the top of the reservoir and had a penetration ratio of 10 
%. With time, the hot water front at the base of the aquifer was pulled upwards towards the well 
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screen, increasing the production temperature and decreasing the head in the HSA (Figs. 5.12 & 
5.13). Vertical fluxes within the wellbore were the most significant with minimal temperature change 
in the reservoir and confining beds (Figs. 5.12, 5.13a, 5.13b & 5.13c). Over the lifetime of the single 
well (25 years of production), the head decreased by 200.2 m and the temperature at the well screen 
increased by 1.8952 °C (Fig. 5.13d). When the well ceased production, head rapidly increased by 
198.3 m whilst temperature in the reservoir began to decrease when the change in temperature, via 
conduction, from the surrounding rocks was greater than that from advective heat fluxes. During 
recharge (when there is no fluid extraction), temperature in the reservoir decreased by 0.61 °C (Fig. 
5.13d). Colder fluid fills the vacated pore-space, predominantly from regions directly adjacent to the 
borehole (horizontal movement), increasing head and decreasing temperature. Although recharge 
was only simulated for 25 years, it is likely that temperature recharge could take thousands of years 
to re-equilibrate (Axelsson et al., 2005; Pearson, 2012).  
During the lifetime of the well 11,826,000,000 litres of water were produced, which is equal to 
2.37× 1015 Joules of energy. This was based on the assumption that production temperature was 
recorded at the top of the production well. If reservoir temperature was used to determine the 
energy return, the figure would be over-estimated at 2.59 × 1015 Joules. The total amount of energy 
produced would be enough to meet 35 % of the demand in Crewe town centre over 25 years, 
calculated using the annual demand of 76 GWh/year (Routledge et al., 2014). The zone of influence 
around the well within the HSA reached a maximum radius of 2.285 km, covering an area of 16.4 km2 
(taken at the middle of the length of the well screen to a depth of 1m of the static HSAs head). The 
greatest difference in temperature was near the well screen (within ~200 m - Figs. 5.13a & 5.13c); 
therefore, the zone of influence was based on the hydraulic interactions. 
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Figure 5.13: (a) 2D cross slices through the entire subsurface after 25 years of production, (b) ‘zoomed-in’ 
section of the wellbore showing only small thermal propagation (within 30 m), (c) ‘zoomed-in’ section of the 
reservoir and (d) head and reservoir temperature at the well screen v time. 
Temperature distribution along the wellbore piping rapidly changed in the first 5 days, 
immediately increasing in the first 6 hours such that the temperature along the wellbore exceeded 
25 °C (Fig. 5.14a). Thermal propagation in the confining strata around the borehole was minimal and 
radially only reached a distance of 50 m after 25 years of depletion (measured to greater than 1 °C 
change from initial conditions) (Figs. 5.13a, 5.13b & 5.13b). Within the first year, temperature in the 
pipe and grout were similar at 75.46 °C and 75.01°C respectively, whilst the temperature in the 
confining rock was slightly lower by 2.16 °C (Fig. 5.14c). Assuming the temperature at the top of the 
piping was similar to production temperature at the wellhead, there was a 3.7 °C loss in temperature 
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within the wellbore (between well screen temperature and production temperature) at the end of 
production.   
 
Figure 5.14: (a) Temperature distributions in the wellbore after 6 hours, 12 hours, 1 year, 10 years and 20 years, 
(b) changes in temperature in the confining beds around the wellbore at the surface level (S.L), 1500 m and 
2700 m, (c) temperature distribution of the pipe, grout and surrounding rocks with time during the depletion 
scenario and (d) recharge scenario. Note in figure d the pipe and grout have a similar temperature decline to 
the rock, such that the minor difference cannot be distinguished on the graph.  
At the end of the 25 year lifetime, the temperature in the aquifer (in the well screen interval) 
was 82.77 °C, the confining rocks around the wellbore at surface level was 77.13 °C, the grout at 
surface level was 78.74 °C and for the piping at surface level was 79.07 °C (Fig. 5.14c). Temperatures 
in the pipe, grout and surrounding rock took longer to equilibrate during recharge periods. This was 
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due to purely conductive heat transfer from the surrounding rock cooling the wellbore. After 25 
years recharge, the temperature at the top of the borehole (surface level) for the pipe, grout and 
confining rock were all 12.88 °C (Fig. 5.14d). This highlights the slower thermal rate of recharge when 
only conductive heat transfer is present.  
5.4.2 Parameterisation model results - geological conditions 
5.4.2.1 Porosity, fluid salinity and thermal conductivity variations (G1, G2 & G3) 
 Porosity (Fig. 5.15) was modelled at 10 %, 20 % and 30 %, fluid salinity at 0.04 ppm/106, 0.16 
ppm/106 and 0.2 ppm/106 (Fig. 5.16), and thermal conductivity at 2 W/m/°C, 4 W/m/°C and 5 
W/m/°C (Fig. 5.17). All the above parameters only had a minor effect on the system, changing the 
production temperature in all cases by a minimal amount (i.e., less than 0.15°C). When testing 
porosity changes, temperature at the well screen only changed between the minimum and maximum 
scenarios by 0.14 °C.  For alternate salinities the difference was 0.07 °C and for different thermal 
conductivities the change in temperature was 0.09 °C. None of the above parameters had an effect 
on the depletion or recharge of head in the system and only had a minor effect on energy production 




Figure 5.15: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying porosity (a – b), (c) shows the change in production temperature and (d) is the zone of 




Figure 5.16: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying salinities (a – b), (c) shows the change in production temperature and (d) is the zone of 
influence. Salinity shown for the base case BC (0.08 ppm/10
6
), S1 (0.04 ppm/10
6
), S2 (0.16 ppm/10
6




Porosity and fluid salinity have been shown to have a more significant effect on temperature 
in doublet systems (Saeid et al., 2013, 2015) whilst thermal conductivity in the reservoir has been 
shown to have a significant effect on productivity in fractured systems (Aliyu and Chen, 2017). The 
reason for this difference is likely to be due to the higher contrast in temperature within a system. In 
the model presented by Saeid et al. (2013, 2015), the reservoir is of similar temperature, however, 
the injection fluid is 20 °C and 30 °C, respectively. This vast difference in temperature is far more 
influential in a doublet system, emphasising the effects of porosity and salinity. In a single well 
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system, however, temperature change in the aquifer is limited and these parameters have a less 
significant influence. Similarly, the model presented by Aliyu and Chen (2017) uses multiple wells, 
including an injection well, inputting cold fluid into a high-enthalpy system (200 °C reservoir). Both 
the above studies are based on simulations that run for lifetimes in excess of double that modelled 
here, again emphasising the effects. It is also worth noting that porosity and salinity may have more 
of an effect if the model physical description were to include deformation, and temporal evolution of 
density and viscosity. 
 
Figure 5.17: Well screen temperature (T) and head (H) variations with time during depletion and recharge 
phases for varying thermal conductivities (a – b), (c) shows the change in production temperature and (d) is the 
zone of influence. Thermal conductivity shown for the base case BC (3.41 W/m/°C), S1 (2 W/m/°C), S2 (4 




Figure 5.18: The final production temperature at the wellhead and drawdown versus the total energy produced. 
The four outliers which reach the cut-offs for shorter lifetimes are for reservoir temperature (17 °C/km thermal 
gradient), production rate (40 l/s) and hydraulic conductivity (1e-2 and 3e-2 m/day). The cross represents 
scenario 1, the circle scenario 2 and the diamond scenario 3 for each parameter, respectively. 
5.4.2.2 Reservoir thickness variations (G4) 
Thickness variations of (S1) -70 m, (S2) +140 m and (S3) +70 m were considered (Fig. 5.19). 
The thicknesses were added or removed from the base of the reservoir. The change in head in the 
aquifer was minor in comparison to the base case whilst lifetime and the amount of fluid produced 
were also identical to the base case scenario. Temperature difference at the well screen between the 
smallest reservoir thickness (S1) and largest thickness (S2) was 0.02 °C (Fig. 5.19a). The zone of 
influence increased when the thickness of the aquifer reduced with radii of 2.735 km, 2.06 km and 
2.285 respectively for scenarios S1-S3 (Fig. 5.19d). For the time frame modelled, the thickness of the 
reservoir (within 140 m of the base case) lacked influence on productivity. Greater lifetimes, or 
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greater differences in aquifer thicknesses, may have a more significant effect on a system.  During 
recharge, head recovered by 198.8 m, 197.5 m and 197.9 m, respectively for S1-S3, whilst 
temperature recovered by 0.75 °C at the well screen in all scenarios (Fig. 5.19b). The thickness of an 
aquifer should not be ignored completely in well planning when the hydraulic conductivity is 
unknown. The thickness affects the transmissivity of an aquifer and may have a more significant 
effect when the hydraulic conductivity is of poor quality. 
 
Figure 5.19: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying reservoir thickness (a – b), (c) shows the change in production temperature and (d) is the 




5.4.2.3 Hydraulic conductivity variations (G5) 
 Three hydraulic conductivities were modelled: (S1) 0.01 m/d, (S2) 0.03 m/d and (S3) 0.05 
m/d) (Fig. 5.20). Low hydraulic conductivities resulted in rapid pressure drops in the reservoir around 
the wellbore with the worst case scenario (S1) resulting in the well head immediately dropping below 
the cut-off. Similarly, scenario 2 also dropped below the cut-off within the first few days. Hydraulic 
head in the wellbore changed by 1946.1 m, 658.9 m and 398.1 m for scenarios S1-3 (Fig. 5.20a). 
Temperature, however, depleted at slower rates as fluid circulation was limited and, therefore, 
surrounding waters could not enter the pore space, with the reservoir temperature change modelled 
at 1.84 °C, 1.88 °C and 1.89 °C. The wellbore also only affected proximal areas within a radius of 
1.235 km, 1.835 km and 2.06 km (S1-S3). The cone of depression was larger around the well screen 
for poorer hydraulic conductivities (Fig. 5.20d). The reason for the zone of influence increasing with 
better hydraulic conductivity is related to the connectivity between pore-spaces limiting the 
transmittance of fluid toward the wellbore for poorer conductivities. The cone of depression 
increasing with lower hydraulic conductivities highlighted the fact that head drop around the 
wellbore was rapid and that fluid flux radially towards the well screen was not enough to replenish 
the extracted fluid. During recovery, the temperature change at the well screen remained small at 
0.68 °C, 0.73 °C and 0.75 °C, respectively for each scenario, whilst recovery from drawdown was 
1,930.5 m, 653.2 m and 394.5 m (Fig. 5.20b). Hydraulic conductivity change did not have a significant 
effect on the production temperature or energy output. The key issue with hydraulic conductivity is 
that it may reduce inflow into the well such that drawdown in the well is too significant for it to 
produce water (e.g., S1, S2), resulting in a reduced lifetime. Further modelling analysis was 
performed with a hydraulic conductivity value of 0.5 m/day and drawdown in the well gave a final 




Figure 5.20: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying hydraulic conductivities (a – b), (c) shows the change in production temperature and (d) is 
the zone of influence. Hydraulic conductivities shown for the base case BC (1e-1 m/day), S1 (1e-2 m/day), S2 
(3e-2  m/day) and S3 (5e-2 m/day).  
5.4.2.4 Thermal gradient variations (G6)  
Three thermal gradients were modelled: 28 °C/km (S1) (Busby et al., 2011), 23 °C/km (S2) 
(Atkins, 2013) and 17 °C/km (S3) (Downing and Gray, 1986b). Scenario 3 was immediately below the 
cut-off temperature as the initial temperature at the well screen was 58.2 °C (Figs. 5.21a & 5.21c), 
however, both scenarios 1 and 2 were within the cut-off for the entire production period (Figs. 5.21a 
& 5.21c). Temperature change during both depletion and recharge was significant due to the 
different initial temperatures. Change in temperature at the well screen during depletion was 2.11 °C 
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(S1), 1.75 °C (S2) and 1.3 °C (S3). A similar trend was reflected during recharge with temperature 
recovering by 0.84 °C (S1), 0.69 °C (S2) and 0.51 °C (S3) (Fig. 5.21b). The thermal gradient did not 
influence head in the model (Figs. 5.21a, 5.21b & 5.21d). The difference in production temperature 
caused by the initial aquifer temperature is a major factor to consider as it greatly influenced the 
energy production: 2.78 × 1015J (S1), 2.1 × 1015 J (S2), 1.3 × 1015 J (S3) (Fig. 5.18). The final 
production temperatures for scenarios 1-3 were 87.35 °C, 73.55 °C and 56.97 °C (Fig. 5.21). 
 
Figure 5.21: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying thermal gradients (a – b), (c) shows the change in production temperature and (d) is the zone 




5.4.3 Parameterisation model results - engineering conditions 
5.4.3.1 Well screen position variations (E1) 
The position of the well screen can be important for the depletion of fluid in the reservoir as 
the confining upper or lower boundary can reduce the proximal quantity of fluid that can be drawn 
into the wellbore. The position of the screen is also important for thermal fluxes in the wellbore as 
deeper localities result in higher temperatures and, therefore, increased energy production. The 
three parametric scenarios located the wellbore in the upper-middle (S1), lower-middle (S2) and 
base of the reservoir (S3) (Fig. 5.22, Table 5.3). The position of the well screen did have a minor 
influence on drawdown. The two cases (base case and S3) where the well screen was located at the 
upper and lower boundaries of the reservoir had a higher drawdown than the central location of the 
well screen by 14.2 m (Fig. 5.22a). Temperature varied between different scenarios due to the 
different initial temperatures at the screened interval. The middle screen position scenarios showed 
minimal variations in temperature over the lifetime of the well during depletion and recharge (S1 
slightly increasing and S2 decreasing), whilst the basal well screen position (S3) showed a reduction 
in temperature at the well screen from 96.62 °C to 94.64 °C. The zone of influence was identical to 
the base case (Fig. 5.22d). The total energy produced was also slightly altered due to the change in 
production temperature: 2.48 × 1015 J (S1), 2.84 × 1015J (S2), 2.95 × 1015 J (S3) (Fig. 5.18). During 
the recharge phase all scenarios recovered to 3,498 m head in the wellbore. Temperature changed 
by 0.016 °C in both scenarios 1 and 2 during recharge, but recovered by 0.77 °C in scenario 3 (Fig. 
5.22b). The alternate positions of the well screen can be used when planning the well to mitigate 
lower initial aquifer temperatures. The final production temperatures at the wellhead for S1-S3 were 




Figure 5.22: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying well screen position (a – b), (c) shows the change in production temperature and (d) is the 
zone of influence. Well screen position shown for the base case BC (top HSA (2.8-2.87 km)), S1 (upper middle of 
the HSA (2.94-3.01 km)), S2 (lower middle of the HSA (3.29-3.36 km)) and S3 (base of HSA (3.430-3.500 km)).  
5.4.3.2 Flow rate variations (E2) 
The Collyhurst Sandstone Formation can yield 20-30 l/s (S1 and S2) from large diameter 
boreholes in shallower areas of the Cheshire Basin (Griffiths et al., 2003); whilst some have estimated 
that at 4 km deep, 40 l/s (S3) extraction rates can be obtained (Atkins, 2013). Although the latter 
seems unlikely, all scenarios were modelled. For flow rates of 20 – 40 l/s, the head in the reservoir 
depleted more rapidly than the base case scenario (15 l/s), such that the head in the well fell by 
266.9 m, 400.3 m and 533.7 m, respectively for S1-S3 (Fig. 5.23a). Scenario 3 reached the 3,000 m 
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head cut-off within the first year of production. Higher flow rates were unsustainable and the zone of 
influence of the well significantly increased with greater production rates. This was recorded for each 
scenario at 2.51 km, 2.735 km, and 3.063 km, respectively (Fig. 5.23d). Final reservoir temperatures 
in the well screen area reached 83.04 °C, 83.46 °C and 83.8 °C (Fig. 5.23c). Although flow rates limit 
the lifetime of the single well, a substantial amount of energy and fluid could still be produced for 
each scenario, i.e., 3.256 × 1015 J and 15,800,000,000 litres (S1), 5.01 × 1015J and 23,700,000,000 
litres (S2) and 6.78 × 1015 J and 31,500,000,000 litres (S3 – assuming production for 25 years) (Fig. 
5.18). Under recharge conditions, head recovered by 264.4 m, 396.5 m and 528.6 m (Fig. 5.23b). For 
all scenarios, well screen temperature changed during recovery by 0.84 °C, 0.96 °C and 1.1 °C 
respectively. Higher production rates also resulted in increased production temperatures as the fluid 
is able to move up the pipe without cooling. The final wellhead temperatures for each scenario (1-3) 




Figure 5.23: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying production rates (a – b), (c) shows the change in production temperature and (d) is the zone 
of influence. Production rates shown for the base case BC (15 l/s), S1 (20 l/s), S2 (30 l/s) and S3 (40 l/s). 
5.4.3.3 Well screen length (E3) 
A range of well screen lengths were modelled including fully penetrative in the reservoir (S1), 
and partially penetrative at 280 m (S2) and 140 m (S3) (Fig. 5.24). Lower penetration rates caused an 
increase in drawdown over the lifetime of the system: (S1-S3) 32.1 m, 64.2 m and 113.1 m (Fig. 
5.24a). Similarly, temperature change at the well screen increased with reduced penetration with no 
change recorded for fully penetrative wells, and 0.8 °C and 1.28 °C for partially penetrated well 
screens of S2 and S3. The fully penetrative well did not show temperature change as only horizontal 
fluxes occurred in the system. The amount of energy produced also increased with greater 
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penetration due to a higher production temperature (Fig. 5.24c): 2.66 × 1015J (S1), 2.45 × 1015J (S2) 
and 2.39 × 1015J (S3) (Fig. 5.18). Head recharged by 30.4 m (S1), 62.4 m (S2) and 111.3 m (S3), whilst 
temperature recovered by 0.14 °C and 0.36 °C for S2 and S3 respectively (Fig. 5.24b). 
 
Figure 5.24: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying well screen lengths (a – b), (c) shows the change in production temperature and (d) is the 
zone of influence. Well screen length is shown for the base case BC (penetrating 10 % of the HSA), S1 (100 %), S2 




5.4.3.4 Wellbore radius variations (E4) 
To investigate the effects of a slim borehole versus regular borehole, wellbores and well 
screen were modelled to be of equal diameter. The radii were set at 0.05 m (S1), 0.15 m (S2) and 0.2 
m (S3), whilst the base case scenario had a borehole radius of 0.153 m and well screen radius of 
0.106 m. A smaller radius resulted in greater drawdown in the well, with scenarios 1-3 recording a 
final well head of 3,276.7 m, 3,310.2 m and 3,318.5 m (Fig. 5.25a). As temperature in the reservoir 
was not influenced in the model by wellbore radius, the reservoir temperature was the same as the 
base case. During recharge, head re-equilibrated to 3,498 m in the 25 year simulated time period 
(Fig. 5.25b). Temperature in the piping was affected by the radius of the wellbore due to the higher 
velocities created in the pipe for the smaller radii, meaning less heat was lost. The energy recorded 
for scenarios 1-3 were: 2.45 × 1015J (S1), 2.37 × 1015J (S2) & 2.36 × 1015J (S3) (Fig. 5.18). The final 
production temperature varied by 1.5 °C (S1 – S3) (Fig. 5.25 c); this was due to the faster velocities in 




Figure 5.25: Well screen temperature (T) and head variations (H) with time during depletion and recharge 
phases for varying wellbore radii (a – b), (c) shows the change in production temperature and (d) is the zone of 
influence. Wellbore radii shown for the base case BC (0.106 m), S1 (0.05 m), S2 (0.15 m) and S3 (0.2 m). 
5.4.4 Planning for low hydraulic conductivities 
The initial results of the parametric modelling study indicated that thermal gradient, 
hydraulic conductivity, production rate, length and position of the well screen had the most 
significant effects on the energy output, the sustainability of aquifer head and the production 
temperature. Hydraulic conductivity, production rate and thermal gradient all resulted in reduced 
operational lifetime in the worst case scenarios. Although different thermal gradients can dictate the 
energy production in a reservoir, it is difficult to alter these in single well schemes as the 
temperature may already be below the threshold for economic viability. The only way to alleviate 
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this is by drawing in water at the base of the reservoir where the temperature will be greater, leading 
to the position of the well screen being influential. Low hydraulic conductivities, however, can be 
mitigated by increasing the length of the well screen or reducing the production rate.  
 To investigate this, hydraulic conductivities of 0.01 m/day and 0.05 m/day (S1 and S3) were 
modelled with both increased well screen length and decreased production rates. Well screen 
lengths were increased to a penetration ratio of 50 % and 100 %, whilst production rates were 
reduced to 5 and 10 l/s. Reducing the production rate did help to reduce the amount of drawdown, 
but did not reduce it enough to make the lower hydraulic conductivity scenario viable (0.01 m/day). 
Increasing the screen length, however, did ensure that the lower hydraulic conductivity could be 
viable and the well head/temperature did not reach the cut-off. 
When increasing the well screen length, drawdown was dramatically reduced. A 50 % well 
screen length reduced the amount of drawdown to a final head in the wellbore of 3,015 m for 
hydraulic conductivities of 0.01 m/day and 3,395.7 m for 0.05 m/day (Fig. 5.26a), far higher than that 
for the 10% penetration ratio (1,553.9 m and 3,103.9 m). For the same scenarios, final head levels for 
a fully penetrating well were 3,229.8 m and 3,438.9 m, respectively (Fig. 5.26a). The variation in end 
temperature observed at the well screen for the different hydraulic conductivities was minor; for the 
50 % well screen length the difference was 0.04 °C. When the well was fully penetrative there was no 
temperature change between different cases. Although having a longer well screen was beneficial for 
increasing lifetime and counteracting poor hydraulic conductivities, it would be far more costly. 
However, it may be more beneficial for energy output as the ability to draw hotter water from 
deeper in the reservoir would increase the produced energy to 2.66 x 1015 J and 2.48 x 1015 J for full 
and 50 % penetration ratios. 
 When decreasing the production rate, drawdown was slightly reduced. At a rate of 10 l/s the 
final head in the wellbore was higher than that for a flow rate of 15 l/s at 2,202.6 m for (0.01 m/day) 
176 
 
(Fig. 5.26b). Similarly, for slightly higher conductivities the wellbore head level increased to 3234.6 m 
(0.05 m/day) (Fig. 5.26b). The final head levels for a production rate of 5 l/s were 2,851.3 m (0.01 
m/day) and 3,367.2 m (0.05 m/day). It is important to note that the energy produced was also 
significantly reduced to 1.51 x 1015 J and 6.57 x 1014 J, for 10 and 5 l/s respectively. Lowering the 
production rate limited the amount of drawdown; however, it also substantially limited the amount 
of energy that could be produced. In addition, the well did not meet the cut-off for the lowest 
hydraulic conductivity.  
The best solution to mitigate poor hydraulic conductivities may be to optimise a range of 
engineering characteristics including production rate, position and length of well screen. Individually, 
increasing the well screen will help to maintain head, however, it may be more costly. Reduced 
production rates can also help to minimise drawdown, yet have the most influence on total energy 




Figure 5.26: Well screen temperature (T) and head variations (H) with time during the depletion phase for 
different hydraulic conductivities compared to varying length of the well screen (a) and production rates (b). In 
the plot (a) S1 is 0.01 m/day v fully penetrative well screen (FWS), S2 is 0.01 m/day v 50 % penetrative well 
screen (HWS), S3 is 0.05 m/day v FWS, S4 is 0.05 m/day v HWS. In plot (b) S1 is 0.01 m/day v 10 l/s, S2 is 0.01 
m/day v 5 l/s, S3 is 0.05 m/day v 10 l/s, S4 is 0.05 m/day v 5 l/s. (c) and (d) are the respective production 
temperatures. 
5.4.5 Seasonal fluctuations in energy consumption 
Over the lifetime of a geothermal energy scheme used for district heating there will be 
fluctuations in energy demand. Lower demand and consumption will coincide with warmer summer 
months when domestic spatial heating is unnecessary, leading to annual variations. There will also be 
smaller cycles of variation coinciding with daytime and evening use. The larger annual cyclicity in 
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heat usage was considered and in the summer months (when demand is lower), a period of recharge 
in the HSA was envisaged (Fig. 5.27). This will help to prolong the lifetime of the geothermal 
resource. Three cyclical scenarios were tested: 1) 6 months depletion and 6 months recharge, 2) 8 
months depletion and 4 months recharge and 3) 10 months depletion and 2 months recharge. The 
base case parameters were used and the system was modelled for 25 years of operation.  
 
Figure 5.27: (a) Modelled flow rates for each scenario, schematic of (b) production and (c) recharge.  
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Head variations with lifetime were minor; however, periods of longer recharge allowed a 
greater recovery of head over the lifetime (Fig. 5.28). For the shortest to longest periods of recharge, 
the final recorded heads were 3,487 m, 3,491.6 m and 3,494.4 m respectively for the three scenarios. 
Similarly, after the final depletion cycle (year 24) recorded heads were 3,301.5 m, 3,303.3 m and 
3,305.5 m, respectively.  
The varying scenarios highlighted that shorter levels of annual recharge produced a larger 
change in temperature in the aquifer; however, this effect was still minimal over a 25-year period of 
extraction. The scenario with 2 months recharge had a final temperature in the reservoir at the 
extraction nodes of 82.6 °C, with 82.4 °C for the 4 months recharge and 82.2 °C for 6 months 
recharge (Fig. 5.28).  
 Similar variations were reflected in the production temperature. The final temperatures at 
the top of the wellbore were 52.76. °C, 59.6 °C and 67.5 °C for the varying annual variations from 6 
months recharge to 2 months recharge respectively (Fig. 5.29). For the longer periods of recharge 
(i.e., no production) the change in production temperature was far more significant. This led to 
reduced production temperatures for longer periods of recharge. At the end of the final production 
temperature cycle (year 24), the final production temperatures were 78. 2 °C, 78.6 °C and 78.9 °C in 
order of descending amounts of recharge. The results of the seasonal fluctuation models highlighted 
that recharge periods should be minimised (if the parameters of the reservoir are similar to the base 
case model of this study). Higher production temperatures were attained for shorter recharge 
periods, whilst more energy could be extracted due to longer production periods. The change in head 
was minimal, with the most significant change in head occurring in the first few hours of production. 
Although the results show that head and production temperature can be optimised by limiting 
recharge it does highlight the small variations between different scenarios have minimal effects. It 
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should be noted for poorer hydraulic conductivities, variations in head could be far more significant 
and longer periods of recharge may be required. 
 
Figure 5.28: Variations in well head and temperature in the reservoir extraction nodes for varying scenarios: (a) 
depletion for 6 months and recharge for 6 months, (b) depletion for 8 months and recharge for 4 months, (c) 




Figure 5.29: Variations in production temperature (temperature at the top of the wellbore) for seasonal 
variations of 6 months depletion and 6 months recharge, 8 months depletion and 4 months recharge, 10 
months depletion and 2 months recharge. 
5.5 Matching energy to demand in Crewe - the impact of the modelled zones of influence 
Recent studies have considered the development of a multi-phase district heat network plan 
in Crewe (Cheshire, UK) that aims to gradually increase the energy supply to businesses in the town 
centre with a peak demand of 35 MW, or 76 GWh/year (Routledge et al., 2014). In this study, the 
total producible energy from the base case single well scheme in the Cheshire Basin was modelled at 
2.37 x 1015 J or 658 GWh, matching only 35 % of the potential energy demand over 25 years. The 
development of an initial single well would, however, meet the demands of the core scheme (phase 
182 
 
1 of the current heat network development), which has an energy demand of 0.04 to 1.6 MW (Arup, 
2018b). 
The original district heat network development was planned as three phases by BRE and 
Greenfield Consulting Ltd, with the scheme to run on geothermal energy or a combined heat and 
power scheme. Phase 1 would connect the industrial areas in Leighton West, phase 2 would 
developing a separate heat network in the town centre and phase 3 would link the two heat 
networks using a transmission line (Routledge et al., 2014). However, a recent re-evaluation of the 
heat network scheme in 2019 considered the central area of the town as phase 1 and then spreading 
the heat network laterally to phase 2 (the train station) and phase 3 (Leighton West industrial park) 
(Fig. 5.30). This is problematic as the large zone of influence (base case 2.285 km radius) around the 
well screen in the aquifer would result in the wells being spread laterally away from the demand. The 
well heads could be located closer to the centre of town but this would likely involve directional 
drilling schemes, significantly increasing the cost. Alternatively, the well spacing could be moved 
closer, but a rejection well would be needed to help maintain pressure due to hydraulic interactions 
between wells. Future work in the basin would benefit from modelling of the development wells 
combined with a heat network development strategy. An energy and exergy analysis, considering 
losses in the heat network, would also substantially increase knowledge about the suitability of 
locating wellheads (from vertically drilled wells) away from high heat demand areas.  
Another strategy to meet the heat demand could be to use a combination of shallow- to 
deep- open well systems extracting from the HSA and shallow closed loop borehole heat exchangers, 
or the utilisation of cascade schemes to maximise the use of energy (e.g., Rubio-Maya et al., 2015). 
Studies have also suggested that the demand in the Cheshire East borough (central location over the 
basin) could reach 198 GWh/yr from new developments (4,074 GWh/yr total demand) by 2030, 
giving a large energy void which must be filled (LDA design, 2011). To fill this void for new 
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developments in the Cheshire East borough, 8 wells operating at the base case capacity would be 
required. This is unlikely to be possible without reinjection wells to maintain pressure; however, 
further consideration would be required for thermal breakthrough. 
 
Figure 5.30: Localities of the zone of influence around potential wellbore areas in the Crewe area. Phase 1 
targets the high demand central town centre, whilst phase 2 and 3 link Leighton West and further areas of the 
town centre. Background image obtained from Google Maps (2018). 
Summary 
A modelling sensitivity analysis of both the engineering and geological parameters associated 
with a single well geothermal scheme has been undertaken for the Cheshire Basin to highlight risk 
and uncertainty. The findings highlight that the key factors to consider are thermal gradient, 
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hydraulic conductivity, production rate and length of the well screen. Thermal gradients can be 
estimated with some confidence using existing nearby wells but it is difficult to estimate hydraulic 
conductivity at depth accurately. Core plugs and outcrop studies can give good estimations, however 
the uncertainty at depth is unpredictable. The analysis highlights that the negative effects of poor 
hydraulic conductivities can be mitigated by reducing the production rate and by increasing the 
length of well screen. Other engineering factors such as position of the well screen and radius of the 
wellbore (e.g., slim versus regular) can also aid in the alleviation of high drawdown during production 
caused by low hydraulic conductivities. Any development scheme must, therefore, be designed to 
incorporate the engineering factors outlined above to reduce the effects of poor aquifer hydro-
physical parameters found during exploration. This will ensure that productivity is sustainable for the 
desired lifetime of a well. Interestingly, the findings also highlight that slim-boreholes (with smaller 
radii) have a slight positive impact on the total energy produced as the fluid travels up the borehole 
faster, cooling at a slower rate. The negative effect of larger drawdown is only minor, meaning a 
lower cost exploratory slim-borehole could be converted to an effective production well without the 
costly drilling of another development well. 
The findings also show that for the base case scenario, 35 % of the identified district heat 
system demand in the Crewe area can be met, highlighting the need for more development wells in 
the area to meet the full demand. As such, the Cheshire Basin can produce energy for a district 
heating scheme in the Crewe area, assuming that favourable hydraulic conductivities are discovered 
at depth and the geothermal gradient is high enough to allow production temperatures in excess of 
60 °C. Typically, over a period of 25 years, 2.37 x 1015 J of energy can be produced (for the base case). 
However, further investigation should be undertaken to understand heat losses for the 6.7 km core 
(phase 1) heat network with current estimates of losses to be 5-10 % (Routledge et al., 2014). 
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It is also important to note that the key parameters influencing single well schemes are 
different to those in doublet and multi-well schemes. Whilst the main concern with injection-
extraction doublet schemes is the time of thermal breakthrough, the primary focus of single well 
schemes is the initial temperature and drawdown due to minimal temporal thermal changes. Thick 
aquifers, such as those in the Cheshire Basin, are more than capable of producing energy through 
single well partial penetration schemes for low energy demand schemes. For populous areas, such as 
Crewe, a multi-well or multi-method (both shallow and deep) geothermal scheme should be 
considered to meet the high demand and to account for the disposal of waste water. Further work 
on the basin should focus on establishing the true geology at depth in the Crewe area, particularly on 














CHAPTER 6 – MODELLING ALTERNATIVE WELL CONFIGURATIONS TO REDUCE WASTE WATER FROM 
SINGLE WELLS IN THE CHESHIRE BASIN, UK 
 Presently, low-enthalpy geothermal schemes are usually developed by two-well schemes 
(doublets). Doublets have the benefit of maintaining pressure in the reservoir whilst also disposing of 
the extracted geothermal fluid. In some cases the benefits do not outweigh the increased initial 
capital expenditure, leading to an alternative method of extraction through a single well being 
explored. The methods proposed in this chapter involve returning brine to the reservoir / borehole to 
minimise fluid disposal cost via 1) seasonal injection-extraction, 2) coaxial borehole heat exchangers 
and 3) standing column wells.  
6.1 Introduction 
In the UK, the exploitation of low-enthalpy deep geothermal systems is in its infancy, with 
the only commercial scheme (supplying ~3,000 homes) located at Southampton targeting the 
Sherwood Sandstone Group at a depth of ~1.8 km (Barker et al., 2000; Lund et al., 2011).  A single 
extracting well is used to produce the geothermal fluid with a submersible pump (Price and Allen, 
1984), discharging the production fluid into the sea (Energie-Cités, 2001). Unfortunately, this 
disposal method is not always possible due to the majority of the Mesozoic basins in England being 
located inland. A number of single well strategies were considered for the Cheshire Basin, with the 
aim of mitigating the problem of waste water disposal, whilst reducing the initial cost involved with 
developing doublet schemes (i.e., by only drilling one well). The first strategy modelled a single well 
which extracted fluid from the reservoir in high energy demand months (winter) and re-injected the 
fluid back into the reservoir in summer months when demand was considered low (Fig. 6.1a). This 
does, however, require a vast quantity of water to be stored (discussed in section 6.3.2). The second 
strategy modelled deep closed loop coaxial borehole heat exchangers (BHE) (Fig. 6.1b), and the third 
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strategy modelled standing column wells (SCW) with bleed flow (Fig. 6.1c). BHEs operate by 
continually circulating the fluid in a closed loop system, whilst SCWs circulate fluid in an open loop 
system with periods where the fluid is not all returned into the borehole (referred to as bleed). This 
induces groundwater flow towards the well and results in hotter temperature fluid being drawn from 
the aquifer.  
 
Figure 6.1: Schematics of (a) deep single well scheme where fluid is extracted and injected seasonally, (b) a deep 
closed loop borehole heat exchanger (BHE) where fluid is constantly circulated and (c) a standing column well 
(SCW) where the majority of fluid is circulated and some is discharged as bleed to induce a groundwater flow 
towards the borehole. 
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The first strategy was investigated as an aquifer thermal energy storage scheme (ATESS).  An 
ATESS operates by injecting high temperature fluid, rather than ambient fluid injection (such as in 
doublet systems), into the reservoir when demand is low and then extracting it in higher demand 
periods. An ATESS is useful as they can be used to store excess energy underground when demand is 
low. For example, thermal solar panels are most efficient in summer months; as a result, this energy 
can be stored underground and extracted in the winter for direct heat use with recovery factors of 
up to 95 % (Paksoy et al., 2000).  
BHEs and SCWs are usually used in shallow to medium depth schemes (<400 m) (e.g., Rees et 
al., 2004), however, a substantially deeper configuration was considered in this case (>2.8 km). 
Increased drill depth results in a greater bottom-hole temperatures and surface areas for heat 
exchange. Preliminary trials in the UK (Law, 2014; Collins and Law, 2017) indicate these methods of 
geothermal extraction are sustainable from a geological perspective and can produce higher thermal 
yields than shallow geothermal wells (Cho et al., 2016), with further development of the SCW 
method ongoing at the ‘Jubilee Pools’ project, Penzance, UK (Collins and Law, 2017). Although SCWs 
will require periods of bleed, the amount of fluid requiring disposal will be 10 – 20 % of the 
volumetric flow rate, which will be constrained to short timescales coinciding with periods of high 
demand. The Crewe area of the Cheshire Basin is located away from the sea where the disposal 
strategy used at Southampton will not be possible. The Crewe area also has unique sources of excess 
energy to heat the fluid prior to injection for the potential use in an ATESS, including the Bentley 
factory in Leighton West and a planned combined heat and power fed district heat network.  
6.2 Method of numerical modelling 
The thermal and hydraulic interactions were coupled in the reservoir and wellbore using the 
finite-difference method described in chapters 4 and 5. A partially penetrative well intersecting a 
fully saturated reservoir was modelled using an orthogonal mesh, discretised as a non-uniform 
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grid. The penetrative interval extended over a well screen length of 70 m in the reservoir with a 
thickness of 700 m at a depth of 2.8 km (Downing and Gray, 1986b). The model was developed 
using MATLAB and tested stringently both analytically and against case studies as shown in 
chapters 4 and 5.  
To more accurately model the influence of injected hot or cold fluid to the aquifer, the key 
governing equations were slightly modified from chapters 4 and 5 to include temperature-dependent 
viscosity and the buoyancy effect. Buoyancy, caused by a difference in fluid density between the hot 
injected fluid and aquifer temperature, can create a tilted thermal front, whilst viscosity can affect 
the rate of tilting (Schout et al., 2016). It has been shown in ATESS that the efficiency can be 
underestimated when buoyancy and viscosity effects are ignored (Zeghici et al., 2015), and, as such, 
both were incorporated to further develop the model in this chapter. The Oberbeck-Boussinesq 
approximation was used for both fluid and heat transfer equations, where fluid density 
variations were ignored, other than in the buoyancy effect (Eq. 6.2) (Oberbeck, 1879; 
Boussinesq, 1903; Nield and Bejan, 1992; Ackerer et al., 2000). This method is commonly used in 
numerical modelling of fluid and thermal fluxes (e.g., Kolditz et al. , 1998), and is valid for low-
density contrasts (Carlos et al., 2015). The buoyancy effect and varying viscosity were modelled 
here due to the substantial increase in temperature within the aquifer due to hot fluid injection. 
The revised Darcy velocity is (e.g., Oude Essink, 1998; McKeown et al., 1999): 
𝑣 = −𝐾𝜇𝑟(𝛻ℎ − 𝜌𝑟)        6.1 
where K, 𝜇𝑟, ℎ and 𝜌𝑟 are hydraulic conductivity, relative viscosity, hydraulic head and relative fluid 
density. The relative fluid density was calculated as (𝜌𝑟 = 𝜌 − 𝜌𝑜 𝜌𝑜 ⁄ ), where 𝜌𝑜 is the reference 
density and 𝜌 is the fluid density. It was assumed that the fluid entering or exiting the system had an 
equal concentration of salinity. Changes in fluid density were calculated as a function of pressure, 
temperature and salinity (Batzle and Wang, 1992; Adams and Bachu, 2002; Saeid et al., 2015; 
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Crooijmans et al., 2016). Changes in fluid density from pressure were, however, expected to have 
only a small effect in comparison to temperature and were consequently neglected (McDermott et 
al., 2006; Saeid et al., 2013). The revised Darcy velocity is then substituted into the key governing 
equations to couple fluid and thermal flux in the aquifer (eq. 4.1 and 4.5) 
6.2.1 Evaluation of the thermal performance 
To determine the thermal performance of the three different geothermal well schemes, the 
following operational terms were used;   
The energy recovery is important for an ATESS and the energy recovery factor (𝐸) was 







       6.2 
where 𝑇𝑝 is the production temperature, 𝑇𝑖 is the injection temperature and 𝑇𝑎 is the ambient 
temperature. 
The thermal performance of the coaxial BHE and SCW was determined by considering the 
heat load or thermal power (𝑃) (e.g., Dijkshoorn et al., 2013; Liu et al., 2019): 
𝑃 = 𝜌𝑓𝑐𝑓𝑄(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)        6.3 
Typically, BHEs will have a predetermined heat load. The maximum heat load in a BHE was 
calculated by utilising the temperature at the base of the borehole (𝑇𝑏𝑎𝑠𝑒), rather than the outlet 




)         6.4 
It was also important to consider the specific heat load, which was calculated as the 
difference between the temperature of the fluid in the annulus space and the outer piping wall. The 
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outer pipe temperature was considered equal to that of the grout such that the specific heat load 
(𝑞𝑧) was expressed as (Liu et al., 2019): 
𝑞𝑧 = 𝑏𝑝𝑔(𝑇𝑝𝑖 − 𝑇𝑔)         6.5 
6.2.2 Initial conditions and discretisation  
In this study, the seasonal injection-extraction strategy (ATESS) used a lateral (x,y) spacing of 
2 m for the mesh, expanding laterally away from the wellbore to a distance of just over 2 km, whilst a 
1 m lateral mesh was used for the BHE and SCW models. The vertical spacing was set at 20 m for the 
borehole component in the confining beds and 14 m for the aquifer (Fig. 6.2). The initial conditions 
were set up identically to those in chapter 5 (Table 5.1 and 5.2), with a few minor changes 
highlighted in the following section. 
 
Figure 6.2: Schematics of the finite-difference meshes for the respective model set ups of (a) deep single well 
scheme where fluid is extracted and injected seasonally, (b) a deep closed loop borehole heat exchanger (BHE) 
where fluid is constantly circulated and (c) a standing column well (SCW) where the majority of the fluid is 
circulated and some is discharged as bleed to induce groundwater flow towards the borehole. 
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6.2.2.1 Injection-extraction modelling parameters 
 The injection volumetric flow rates were calculated such that the total volume of fluid 
injected was equal to the amount of fluid extracted during the production time period in an annual 
cycle (i.e., 75 l/s for 2 months injection, 30 l/s for 4 months injection and 15 l/s for 6 months injection 
– Table 6.1), where:  
𝑄𝑖𝑛. 𝑡𝑖𝑛 = 𝑄𝑜𝑢𝑡. 𝑡𝑜𝑢𝑡        6.6 
with 𝑄𝑖𝑛 being the injection rate, 𝑡𝑖𝑛 the total time of injection in an annual cycle, 𝑄𝑜𝑢𝑡 the extraction 
rate (set at 15 l/s) and 𝑡𝑜𝑢𝑡 the total time of extraction in an annual cycle. The injection temperature 
was set at 95 °C. Although this is high, it is hypothesised heat can be stored from the nearby Bentley 
factory or solar panels.  
Injection period v Extraction period Injection rate 
2 months v 10 months 75 l/s 
4 months v 8 months 30 l/s 
6 months v 6 months 15 l/s 
Table 6.1: Comparison of flow rates under the different scenarios for the injection-extraction scheme. 
6.2.2.2 Borehole heat exchanger and standing column well modelling parameters 
 The BHE was modelled to a depth of 2.8 km with no fluid interactions with the aquifer. The 
volumetric flow rates in the borehole were modelled using a constant inlet temperature and the 
borehole parameters were set as the optimal conditions identified in chapter 4. To help increase the 
outlet temperatures and efficiency of the system, the outer thermal conductivity of the pipe was set 
at 45 W/m/°C, whilst the inner pipe was more insulating at 1 W/m/°C (Table 6.2). The initial inlet 
temperature was set at 10 °C based on the analysis in chapter 4 which showed reduced inlet 
temperatures were able to produce higher quantities of energy. Volumetric flow rates were 
modelled at variable rates to establish which were capable of producing the highest heat load for the 
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modelled time period with minor thermal drawdown in the borehole. Pre-defined heat loads were 
then analysed and subsequently increased to test the sustainability of high heat loads. The SCW had 
the same pipe components as the BHE; however, it was made open to the aquifer at the same 
screened interval as the injection-extraction scenario (70 m). Different bleed flows of 10 % and 20 % 
were then investigated under high volumetric flow rates.  
Parameter Value 
Thermal conductivity  1 (IP) / 45 (OP)  
Fluid inlet temperature 10 °C 
Diameter of the inner pipe 0.05 m 
Table 6.2: Alternate parameters used in the borehole heat exchanger and standing column well models. IP = 
inner pipe, OP = outer pipe. The inner pipe is considered to have properties of a glass fibre reinforced plastic 
pipe and the outer pipe of steel (e.g., Dijkshoorn et al., 2013). 
6.3 Results of the modelling study 
6.3.1 Single well injection-extraction annual simulations  
 A series of annual simulations were undertaken to investigate the response of the aquifer 
under varying time periods of injection, i.e., 2, 4 and 6 months, whilst the production period was the 
remaining period of the year (i.e., 10, 8 and 6 months).  
 When hot fluid was injected into the aquifer it quickly propagated away from the wellbore 
due to the decreased viscosity and high injection rates. As a result of the buoyancy effect, the 
temperature was hotter around the well screen interval at the top of the aquifer. In figure 6.3a & 
6.4a, it can be seen the hot fluid injected at the top of the borehole (i.e., at 0 m) cools as it 
descended towards the aquifer, whilst in figure 6.3b & 6.4b the fluid cools as it moves from the 
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aquifer to the surface. Greater cooling in the wellbore is observed for slower extraction / production 
rates.  
 
Figure 6.3: (a) Temperature profile of the injection-extraction model after 2 months of injection and (b) 10 




Figure 6.4: (a) Cross-section profile of the injection-extraction model showing the change in temperature from 
static conditions after 2 months of injection and (b) 10 months of extraction. 
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 The results highlighted that shorter injection periods at higher injection rates, and therefore 
longer extraction periods, were less efficient at extracting energy over an annual cycle. An injection 
time of 2 months led to 22.9 % of the energy injected being recovered whilst increasing the injection 
time led to higher recovery factors (27.4 % for 4 months and 29.8 % for 6 months) (Fig. 6.5c). This 
was due to the slower injection rate causing less forced advection in the aquifer, such that the high 
temperature spread slowly within the aquifer. This is in contrast to the high injection rates which 
caused rapid thermal propagation away from the well screen resulting in lower energy recovery rates 
(Fig. 6.3a & 6.4a). In figure 6.5a, fluid is injected at 95 °C followed by a period of extraction. During 
extraction, the production temperature rapidly returns to near-aquifer temperature in an 
exponential like decline. At the end of the simulation period, the difference in temperature was 1 °C 
between the 2 month and 6 month injection periods. In figure 6.5b the energy recovery is far higher 
for the longer production period cases. As the cumulative energy produced increases in a linear 
fashion this is likely to be due to the additional production time. 
The recovery factors identified were far lower than those cited in recent studies by Major et 
al. (2018) who found recovery factors of 67 % using similar injection and aquifer temperatures. This 
could be due to a number of factors, including higher volumetric flow rates for production or 
increased hydraulic conductivity; however, it could also be because losses in heat flux in the wellbore 
were not modelled and that the injection temperature into the reservoir was considered equal to 
that at the wellhead. In this study, heat losses of up to 7 °C were observed in the wellbore during 
injection and production, meaning much of the energy from the fluid was transferred to the 
confining beds (Fig. 6.3 & 6.4). Major et al. (2018) suggest that their recovery factors were valid at 
the surface; however, the results of this study suggest the opposite. 
 The total quantity of energy produced in this short series of simulations was 8.53 × 1013 𝐽, 





Figure 6.5: Single well models: (a) annual variations in wellhead (production) temperature, (b) cumulative 
energy production and (c) recovery factors of energy. Note the different intercepts in (b) and (c) on the x-axis 
indicate the period from when production starts following injection.  
6.3.2 Single well injection-extraction 10 year simulations  
To extend the analysis to longer-term performances the injection-extraction strategies were 
modelled for a period of 10 years to investigate the aquifer response and the impact on heating 
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schemes. It was hypothesised that the injection of hot fluid at the top of the aquifer would promote 
high production temperatures as the hot fluid is buoyant and stays at the top of the reservoir (as 
seen in Fig. 6.3), which could then be extracted in high demand months. With time, the aquifer 
temperature was expected to increase leading to higher recovery factors. 
Although there are feasibility problems with this method, such as the storage of such a large 
quantity of water throughout the year, the potential of this single well scheme was evaluated from a 
technical viewpoint. The three simulations from the annual models were repeated for an operational 
period of ten years to evaluate the response of the aquifer over time. The net volume of water 
needed to be stored at any given time was also recorded so that potential storage needs can be 
considered. The long-term simulations were set up identically to those in section 6.3.1; however, in 
contrast to the short time-scale simulations, the longer time-scale simulations started with extraction 
followed by injection. This was to ensure no additional, externally sourced water (and subsequent 
cost) was required to be injected into the aquifer.  
 During the 10 year simulation, the aquifer temperature gradually increased, highlighted in 
figure 6.6a. This can be observed by the production temperature at the end of each subsequent 
extraction period being greater than the last. After the first cycle (i.e., after years 1.5, 1.6 and 1.8 for 
the extraction period of 6, 8 and 10 months, respectively) the extraction fluids temperature was far 
greater than that observed after the first 6, 8, or 10 months of extraction. For the 6 v 6 month cyclical 
scenario, fluid temperature increased between the first extraction cycles after injection (taken 
between years 0.5 and 1.5) by 3.9 °C. For the 8 v 4 month scenario, production temperature 
increased by 3.8 °C and 3.7 °C for the 10 v 2 month scenario. This increase in temperature 




Figure 6.6: Long term (10 year) simulations showing (a) annual variations in wellhead (production) temperature 
and (b) wellbore head. 
After each cycle, the relative increase in production temperature reduced. The second cycle 
(at years 2.5, 2.66 and 2.83 respectively) increased in temperature by ~1 °C in all scenarios, whilst the 
final cycle showed an increase of only ~0.3 °C. At the end of the first injection-extraction cycle all the 
recovery factors were similar at ~35.7 %. However, recovery factors after 10 cycles of injection 
increased for each time period. For the 6 v 6 month scenario the recovery factor increased to 50.5 %, 
50.4 % for the 8 v 4 month scenario and 50.1 % for the 10 v 2 month scenario. The increase in 
recovery factors were similar, but slightly smaller, to the study of Poppei et al. (1998), who found 
recovery factors to increase by 21 %. They injected fluid of 70 °C into a reservoir with a temperature 
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of 19.3 °C. The recovery factors after one annual cycle were 61 % and 82.5 % after 5 annual cycles. 
The higher recovery factors in their study could be due to a greater difference between the injection 
and aquifer temperatures. The study also used a shallow aquifer that was within 300 m of the ground 
level leaving minimal interactions in the wellbore. This again emphasises the important role of 
thermal interactions in the wellbore during any ATESS. 
When analysing the corresponding well heads (Fig. 6.6b) it can be seen that higher injection 
values (Fig. 6.7b) in the wellbore correspond to far higher head values (and therefore pressure). If 
any plan to develop geothermal in the area wanted to reinject fluid at high flow rates (as part of a 
seasonal scheme) this could lead to the aquifer becoming over-pressurised with the possibility of 
inducing seismicity in faults.  
Another key issue is the volume of fluid that would be stored during the extraction months. 
When the duration of injection is low (i.e., 2 months) there is a significant quantity of fluid that would 
need to be stored during the production months (i.e., 8 months of extraction would produce 3.89 x 
108 litres of geothermal fluid that would need storing) (Fig. 6.7b). Assuming that 2.5 million litres of 
water can be stored in an Olympic sized swimming pool then this equates to 156 pools of water that 
would be needed for storage, which is unlikely to be feasible. Even during lower extraction periods (6 




Figure 6.7. (a) Annual variations in injection / extraction rates and (b) the cumulative water production during 
the 10 years of simulation. In figure (a) a negative value indicates the fluid is removed from the aquifer, whilst a 
positive value means it was injected into the aquifer. 
6.3.3 Coaxial borehole heat exchanger 
 The initial analysis of energy extraction using a BHE model focused on operation with a 
constant inlet temperature of 10 °C. A short simulation of 30 days was undertaken as the greatest 
change in temperature within a BHE occurs immediately after initialisation (as identified in chapter 
4). Flow rates were increased incrementally by 2 l/s, from 2 to 12 l/s. A 15 l/s flow rate simulation 
was also undertaken to compare with the base case scenario for energy extraction in the parametric 
study (chapter 5).  The analysis showed a rapid increase in thermal drawdown in the borehole under 
higher flow rates (Fig. 6.8), whilst the lower flow rates had a smaller reduction in temperature within 
the borehole. At the end of the simulation for the lowest flow rate of 2 l/s the bottom-hole 
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temperature (of the fluid) was 50.5 °C whilst for 15 l/s, the bottom-hole temperature was 14.6 °C. 
Even though higher flow rates rapidly reduced the temperature of the fluid in the borehole, the net 
energy produced was still greater in the higher flow rate scenarios (i.e., up to 12 l/s). When the flow 
rate exceeded 12 l/s, the total energy produced in the 30 day simulation began to reduce. This is due 
to rapid thermal drawdown caused by the high velocities. 
 
Figure 6.8: (a) 3D temperature plot of the subsurface for the 15 l/s borehole heat exchanger (BHE) model and 
(b) the 2D cross line through figure a. 
Modelling also showed that heat loads approached 3.5 MW (for 15 l/s flow rate), however, 
this decreased to 320 kW after 4 days (Fig. 6.9c and 6.9d). This is significant as the heat load 
produced in the parametric study for the base case example was 3 MW at the end of the 25 year 
simulation period. The reason that the thermal power in the parametric study was lower was due to 
the higher rejection temperature of 30 °C used in the energy equation (eq. 6.3). The high heat load 
observed for borehole heat exchangers does show that the demand for the core scheme (phase 1) of 
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the district heat network for Crewe town centre can be met for short periods (<1.6 MW as defined by 
Arup, 2018b). 
In practice, when using the deep BHE, a range of flow rates may be used in combination to 
meet the variance in demand. At the end of the simulation, the lowest flow rate of 2 l/s produced 
161 kW, whilst the greatest heat load was obtained when using the 8 l/s flow rate at 236.5 kW (Fig. 
6.9d). It is worth noting that the flow rates between 4 l/s and 15 l/s were all grouped within 4.2 kW 
of each other. The vertical depth profiles for the inlet and outlet temperature also changed 
dramatically with higher flow rates. Steep, near vertical profiles were seen in the higher flow rates 
for both the inlet and outlet temperatures. This was due to the high velocities in the central pipe (in 
comparison to the outer annulus), reducing the amount of time for thermal interactions. In the outer 
annulus, where cold fluid was injected, a more significant difference in temperature for lower 
velocities was seen as the fluid had time to warm with depth.  
The heat loss ratio reduced in the higher flow rate scenarios when compared to the lower 
flow rates; the heat loss at the end of 30 days for 2 l/s was 0.53, whilst it was 0.2 for 12 l/s. This was 
due to much of the heat in the 12 l/s model being extracted, leaving the bottom-hole temperature 
similar to the inlet and outlet temperatures. After 30 days, the highest bottom-hole heat load was 
found in the 4 l/s scenario at 378.2 kW, whilst the lowest bottom-hole heat load was in the 15 l/s 
scenario (289 kW), signifying the greatest thermal drawdown. The 4 l/s scenario was therefore taken 
forward in order to investigate predefined heat loads, due to it having the maximum heat load at the 
base of the BHE and only a small difference in actual heat load (by 2.2 kW) at the end of the 
simulations. The bottom-hole temperature was also the second largest after the 2 l/s flow rate (Fig. 
6.9a). It should be noted that the higher volumetric flow rates have the potential to meet the 
maximum demand for the first phase of development in Crewe town centre and, as such, higher flow 
rates could be implemented for short operational periods. Across all the models, the specific heat 
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load was always negative and decreased with volumetric flow rate (Fig. 6.9b). The specific heat load 
shows the rate of heat loss between the surrounding rock and fluid in the annulus. The higher flow 
rates gave a near linear decrease in specific heat load at the end of the simulations. At the bottom of 
the wellbore, the maximum specific heat load was -79 W/m and the minimum specific heat load was 
-167.7 W/m for the 2 l/s and 12 l/s scenarios, respectively. The negative values for the specific heat 
load highlighted the heating of the fluid as it descended with depth in comparison to the hotter 
confining rock. 
 
Figure 6.9: Wellbore performance of borehole heat exchangers under different flow rates:  (a) temporal 
variations in outlet temperature, (b) specific heat load variations with depth, (c) temporal variations in heat 
load over 30 days and (d) temporal variations in heat load over the last 6 days of the model. 
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An analysis of predefined heat loads of 50 kW, 100 kW, 200 kW, 300 kW, 400 kW and 500 kW 
was undertaken to investigate the potential to supply the Crewe area’s district heating scheme. 
Although these heat loads were less than that of the total initial demand in the first phase of district 
heat network development, it has been envisaged that a combined heat and power system and deep 
geothermal scheme (similar to the Southampton example) could supply the network. Increasing the 
heat load in the system showed a significant increase in the initial rapid thermal drawdown, both in 
terms of temperature reduction and by increasing the length of time of initial thermal drawdown. 
The initial thermal drawdown in the 500 kW heat load model resulted in the inlet fluid reducing to a 
sub-zero inlet temperature, making it unviable within the first few hours. Similarly, the 400 kW heat 
load reduced to sub-zero inlet temperatures after 3 days, and the 300 kW heat load after 19 days. To 
prevent freezing and rapid cooling of the borehole, temperatures greater than 0 °C must be 
maintained for longer borehole operating periods. Heat loads of 50 kW, 100 kW and 200 kW all 
showed positive results, with final outlet temperatures of 43.76 °C, 38 °C and 26.7 °C (Fig. 6.10a). For 
a period of constant operation that could be sustained for a period of a month, a heat load of 200 kW 
to 300 kW was deemed optimal. Typically, operation and heat load will vary depending on different 
timescales. Annually, less demand will be needed in summer months, whilst on a daily timescale 
demand will increase in the evening when temperatures are cooler. As such, the higher heat load 
demand of 400 kW to 500 kW may in fact be optimal for evening usage and a lower demand in the 
day, allowing time for thermal recharge. 
 The heat loss ratio decreased with increased heat loads due to cooler inlet temperatures. For 
the 3 scenarios (50 kW, 100 kW and 200 kW), where the heat load was delivered across the whole 
time period, the maximum heat loss ratio was 0.57 and 0.42 (50 kW and 200 kW respectively). The 
specific heat loads at the end of the simulation were different to the constant temperature scenarios. 
This was due to an increase in inlet temperatures in the annulus (in comparison to the surface 
ground temperature) giving a positive specific heat load near the surface (Fig. 6.11). The maximum 
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specific heat load was recorded as 76.8 W/m and the minimum was -118.3 W/m (for heat loads of 50 
kW and 200 kW respectively).  
  
Figure 6.10: Borehole heat exchanger performance for varying heat loads: (a) temporal variations in inlet and 
outlet temperature and (b) spatial variations in the borehole for the inlet and outlet fluids. 
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The results indicated that a coaxial BHE could meet some, if not all, of the demand in the 
heat network’s core scheme (i.e., Crewe phase 1), with heat loads peaking at 3.5 MW. Heat loads of 
200 - 300 kW could be sustained with a constant inlet temperature of 10 °C for a month of operation, 
with it likely that they could be sustained for even greater periods. Similarly, operation of the BHE 
with a volumetric flow rate of 4 l/s could achieve predefined heat loads of 200 - 300 kW. Assuming 
houses in the UK have a demand of ~1 kW (Ovo, 2020) this is enough to power 200-300 homes. In 
the UK, tests on standing column wells with similar flow rates (3 l/s) indicate that a pump would 
require 7 kW of power to operate (Collins and Law, 2017). Assuming the same power would be 
required in this study, the coefficient of performance would be between 28.6 and 42.9 at the end of 
operation. This is far greater than those observed when using shallow ground source heat pumps in 
the UK which are typically around 4 (Ng,  2011). 
 
Figure 6.11: Modelled specific heat loads under predetermined demand heat loads. 
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6.3.4 Standing column well evaluation 
 The standing column well (SCW) configuration was chosen to investigate improved well 
performance using the same parameters as the coaxial BHE but with the wellbore open at the top of 
the aquifer in a perforated interval of 70 m. The inlet fluid was injected at the top of the well at a 
temperature of 10 °C and circulated at volumetric flow rates of 5 l/s, 10 l/s and 15 l/s. Bleed flows of 
10 % and 20 % were used to evaluate the impact of the flows on operational performance. 
 The impact of injecting cool fluid had less of an impact on the surrounding rocks with 
temperature change in the aquifer being minimal, other than that seen at the well screen nodes (Fig. 
6.12). The higher flow rates in the well also caused higher temperatures within the first day of 
production (Fig. 6.13a and 6.13b). Subsequently, the temperature rapidly dropped and higher flow 
rates produced cooler temperatures than the slower flow rates. Bleed flows of 10 % had a maximum 
outlet temperature of 53.6 °C, 63.7 °C and 68.3 °C, whilst bleed flows of 20 % had a maximum outlet 
temperature of 54 °C, 63.9 °C and 68.5 °C (for 5 l/s, 10 l/s and 15 l/s respectively) (Fig. 6.13a and 
6.13b). At the end of production, for both bleed rates the outlet temperatures were greatest for the 
lower flow rates.  
In comparison to the deep coaxial BHE, the achievable heat load was far greater for the 
SCWs. The greatest heat load achievable at the maximum outlet temperature occurred in the first 
day. The maximum heat load for 10 % and 20 % bleed flows were a) for 5 l/s - 915 kW and 924 kW, b) 





Figure 6.12: (a) 3D temperature plot of the subsurface for the 15 l/s standing column well (SCW) model scenario 
with 20 % bleed model and (b) the 2D cross line through figure a. 
 At the end of the simulations, the heat loads were a) for 5 l/s - 654 kW and 684 kW, b) for 10 
l/s - 1,207kW and 1,242 kW, and c) for 15 l/s - 1,692 kW and 1,725 kW, respectively (Fig. 6.13c and 
6.13d). In this study, higher flow rates could achieve an initial high heat load (similar to the coaxial 
BHE); however, the reduction in temperature with time was less than the BHE. The different bleed 
ratios also had a minor impact on the outlet temperatures.  At the end of the simulations, the 
coefficient of performance was calculated to be between 93.4 and 246.4 (assuming the power 
required to pump the fluid would be 7 kW after Collins and Law (2017)). Realistically, the pumping 




Figure 6.13: (a) Outlet temperatures for a bleed of 10 %, (b) outlet temperatures for a bleed of 20 %, (c) heat 
load for a bleed of 10 % and (d) heat load for a bleed of 20 %. 
Summary 
 In this chapter, alternative geothermal production methods to the more common doublet 
scheme were modelled for use in the Cheshire Basin where fluid was recirculated in single wells, 
either annually or continually. The study highlighted that deep standing column wells and borehole 
heat exchangers hold the potential to supply enough energy for the initial core demand (<1.6 MW) in 
the Crewe town centre district heat network. Greater cooling (and a reduction in outlet temperature) 
was observed in borehole heat exchangers in comparison to standing column wells. This led to 
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standing column wells with bleed being capable of producing a significant sustainable heat load at 
the end of the simulated time period (<1.725 MW). Coaxial borehole heat exchangers could still 
operate at a reduced capacity and meet the maximum energy demand for short periods (<1 day). 
They also have the added benefit of not injecting or extracting fluid into the aquifer, leading to 
limited investigatory work or government consent.  
Although the single well injection-extraction aquifer thermal energy storage scheme proved 
to be technically possible, giving reasonable recovery factors of up to 50 %; it seems unlikely to be 
developed due to practical feasibility issues. These include the requirement of vast amounts of space 
to hold the extracted geothermal fluid and the potential to induce seismic events due to injection 
over-pressurisation in the rocks. Further analysis of the injection-extraction scheme did highlight 
losses in temperature through the wellbore piping and grout which led to a significant reduction in 
temperature and, therefore, to reduced recovery factors. As such, any deep aquifer thermal energy 
storage schemes should include these losses, otherwise recovery factors may be over-estimated 
(e.g., Major et al., 2018). The observation of increased recovery factors with time (~36 – 50 %) are 
also similar to other authors (Poppei et al., 1998); however, it has been stated that in deep aquifer 
thermal energy storage schemes, these are not observed to such an extent due to the reduced 








CHAPTER 7 - A THERMAL AND ECONOMIC ANALYSIS FOR THE UTILISATION OF HEAT EXCHANGERS 
AS PART OF A GEOTHERMAL DISTRICT HEATING SCHEME IN THE CHESHIRE BASIN, UK 
This chapter investigates the use and impact of different heat exchangers for the proposed 
geothermal scheme in Cheshire with a particular emphasis on the economic benefits and costs. 
7.1 Introduction 
 In the Cheshire Basin and UK in general, relatively little work has been undertaken on heat 
exchangers for district heating schemes. Heat exchangers are vital to any geothermal scheme as they 
ensure that the extracted heat is useable, supplying the demand directly. Low-enthalpy or low-
temperature geothermal schemes usually exploit resources under 100 °C, and heat is transferred 
through a heat exchanger which then feeds a district heat network. A heat exchanger operates by 
transferring heat between two fluids over a given surface area and prevents corrosion and scaling 
caused by the geothermal fluid in the heat network (Björnsson, 1999). Not all the heat can be 
transferred and, as such, the input temperature into the district heat network must be evaluated. It 
is also important to calculate the outlet temperature of the geothermal fluid to assess further use or 
disposal options. In geothermal fed district heat networks, counter-flow plate heat exchangers are 
most commonly used as they have been proven to be the most effective and can offer the highest 
economic benefits in comparison to other (e.g., shell and tube) (Chuanshan and Jun, 1999; Ağra et 
al., 2015). The model by Dagdas (2007) was used in this chapter for the counter-current flow plate 
heat exchanger, whilst the model for co-current flow plate heat exchangers is based on that of 
Bradley (2010). Counter-current flow heat exchangers transfer heat between two fluids passing in 
opposite directions, whilst co-current flow heat exchangers pass heat between two fluids travelling in 
the same direction (Fig. 7.1). An initial comparison between counter- and co-current flow heat 
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exchangers was undertaken to highlight the significant difference in output temperature and 
effectiveness. 
  
Figure 7.1: Schematic of co-current flow and counter-current flow regimes for different heat exchanger 
configurations. Tc is the temperature of the circulatory fluid and Th is for the geothermal fluid. The addition of 
‘out’ and ‘in’ refer to the inlet or outlet temperatures. 
 The useable energy after the fluids have passed through the heat exchanger is an important 
parameter when determining whether a deep geothermal scheme can match demand, including 
operation at both peak and low demand periods. It is also useful to understand whether the savings 
in using a potentially cheaper source (geothermal) in comparison to typical fossil-fuel boiler schemes 
is worthwhile. Analysis will also help to determine optimal conditions of the surface area for a heat 
exchanger. In this chapter the focus was on normal configuration extraction only boreholes (e.g., Fig. 
1.3a, 4.1a, 5.1b and 6.1a) (and to some extent standing column wells) where the outlet temperature 
and volumetric flow rate is high enough to meet the heat demand fed by a district heat network. 
Deep borehole heat exchangers have not been considered as it is likely they will require the fluid to 
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be passed through a heat pump or be heated further by an additional energy source in order to be 
used for the heat network. They also operate in a closed system where the fluid does not have the 
risk of corrosion as the circulating fluid can be predetermined.  
7.2 Method of modelling heat exchangers 
7.2.1 Thermal analysis of heat exchanger 
7.2.1.1 Counter-current flow heat exchangers 
Counter-current flow heat exchangers transfer heat between two fluids travelling in opposite 
directions, with one fluid being the hot geothermal fluid (𝑇ℎ) and the other a clean circulating fluid 
(𝑇𝑐) (Fig. 7.1). The output temperature of the geothermal fluid can be calculated from the input 
temperatures into the heat exchanger (Dagdas, 2007): 




    7.1 







thermal capacity can be calculated as 𝐶 = 𝑚. 𝐶𝑝, where 𝑚 is the mass flow rate and 𝐶𝑝 is the specific 
heat capacity. The subscripts 𝑖𝑛 and 𝑜𝑢𝑡 represent the inlet or outlet into the heat exchanger, whilst 
subscripts ℎ and 𝑐 relate to the hot (geothermal) fluid and cold (clean circulating) fluid used in the 
district heat network. 𝑈 is the heat transfer coefficient and 𝐴 is the heat transfer area. The model 
also assumes that the mass flow rate for the circulatory fluid is higher than that of the geothermal 
fluid.  
The temperature of the circulatory cold fluid can be calculated by assuming that the heat 
transfer rate of the geothermal fluid is known and determined from (Dagdas, 2007): 
𝐶ℎ. (𝑇ℎ𝑖𝑛 − 𝑇ℎ𝑜𝑢𝑡) = 𝐶𝑐 . (𝑇𝑐𝑖𝑛 − 𝑇𝑐𝑜𝑢𝑡)     7.2 
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 and is expressed as a value 
between 0 and 1, where 0 is ineffective and 1 is 100 % effective. 
7.2.1.2 Co-current flow heat exchangers  
 Co-current flow heat exchangers involve the transfer of heat between two fluids travelling in 
the same direction (Fig. 7.1) and were modelled using the equation from Bradley (2010): 







  7.3 
where the effectiveness can be calculated from: 















Typically, counter-current flow heat exchangers are used for heat networks due to their higher 
efficiencies (Chuanshan and Jun, 1999; Ağra et al., 2015), however, co-current flow heat exchangers 
were also modelled for comparison. 
7.2.2 Economic modelling of a geothermal heat exchanger’s performance for the Cheshire Basin 
deep geothermal scheme 
 The heat exchanger is usually the most significant cost in a district heat network scheme 
(assuming the geothermal well has already been drilled). A cost comparison can be made between 
installing a heat exchanger for a geothermal fed heat network, and a conventional fossil fuelled 
boiler fed heat network. The total savings of using the former can be calculated using the model from 




The annual investment cost of a heat exchanger (𝐶𝑎) can be calculated as: 
𝐶𝑎 = 𝐼𝑐 . 𝐴. 𝐶𝑅𝐹     7.5 




    7.6 
𝑖 is the interest rate and 𝑛 is the lifetime of the heat exchanger. The net profit (𝑁𝐾) supplying a 
district heating scheme with geothermal fluid rather than utilising a conventional fossil fuelled boiler 
can be calculated from: 
𝑁𝐾 = 𝐴𝑆𝑀 − 𝐶𝑎     7.7 





. 𝐹     7.8 
where 𝑄 is the heat rate,  𝐻 is the hours of plant operation,  𝐻𝑢 is the lower heating value of fuel, 𝜂 is 
the efficiency of the boiler and 𝐹 is the cost of fuel. 
7.3 Results of heat exchanger analysis 
 Dagdas (2007) defined optimum configurations for a case study in Turkey where a specific 
input temperature for a geothermal fluid was used (76 °C). In this study, a range of geothermal fluid 
input temperatures were used that were representative of the modelled and published temperatures 
for the Cheshire Basin (Crewe area). Current published estimates of the temperature of the base 
Permian rocks in the Crewe area range between 67 °C and 86 °C (Downing and Gray, 1986; Plant et 
al., 1999; Busby, 2011b). The lower end is similar to that of using the thermal gradient from un-
corrected bottom-hole temperatures, whilst the higher limit is that from using the newly corrected 
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thermal gradient (Busby, 2014). As such, the two end-member scenarios for published temperature 
were used to compare different heat exchanger configurations in order to find the most efficient 
surface area of the heat exchanger and determine the maximum net profit.  
The modelled production temperatures which are within the cut-offs defined in chapter 5 
were between 73.55 °C and 89.85 °C. Additional modelling was undertaken to reflect these alternate 
geothermal fluid input temperatures, whilst reduced flow rates were also explored to extend the 
analysis to other UK schemes and for scalability within the Cheshire Basin. 
7.3.1 Comparison of co-current and counter-current flow heat exchangers 
 The initial analysis focused on which heat exchanger would be most effective; as such, the 
minimum and maximum temperature range from literature highlighted above was used with fixed 
parameters, only altering the heat transfer area (parameters listed in Table 7.1). The inlet 
temperature of the circulating fluid was fixed at 30 °C as this is considered the typical rejection 
temperature for the UK (Downing and Gray, 1986). The initial circulation flow rate in the heat 
exchanger was set at 80 kg/s and the input geothermal fluid flow rate was 40 kg/s. The high 
geothermal fluid flow rate of 40 kg/s was chosen to test the potential for higher capacity production 
as analysis in chapter 5 showed multiple wells would be required to meet the demand of all phases 
of the heat network. The heat transfer coefficient was set at 4,000 W/m2 °C. This is within the typical 
range of heat transfer coefficients in literature for geothermal district heating systems which is 
between 2,900 and 5,100 W/m2 °C (e.g., Zhu and Zhang; 2004; Dagdas, 2007); however, it is a slightly 
reduced value as it is assumed some fouling (scaling) will occur in the heat exchanger, thus reducing 
the performance (Zarrouk et al., 2014). The heat transfer area was altered to establish the optimal 
configurations for both the co-current and counter-current flow heat exchangers. Initial evaluation of 
the Cheshire Basin has estimated that the input and output temperatures to the heat exchanger of 
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clean circulating fluid must have a greater difference than 25 °C to optimise efficiency and use of the 
heat (Arup, 2018b). 
Parameter Value 
Flow rate of geothermal fluid (𝑚ℎ) 80 kg/s  
Flow rate of circulating fluid (𝑚𝑐) 40 kg/s 
Inlet temperature of geothermal fluid (𝑇ℎ𝑖𝑛) 67 °C (min) and 86 °C (max)   [1,2,3] 
Inlet temperature of circulating fluid (𝑇𝑐𝑖𝑛) 30 °C   [1] 
Return temperature of circulating fluid (𝑇𝑐𝑜𝑢𝑡) 48.5 °C (min) and 58 °C (max) 
Specific heat capacity of water (𝐶𝑝) 4200 J / kg K 
Heat transfer coefficient (𝑈) 4000 W/m2 °C   [4,5] 
Boiler efficiency (𝜂) 0.85   [6,7] 
Cost of heat exchanger per unit area (𝐼𝑐) 50 £/m
2 
Lower heating value of fuel (𝐻𝑢) 43000 kJ/kg   [8] 
Fuel cost (𝐹) 0.49 £ per litre 
Interest rate (𝑖) 0.01   [9] 
Lifetime (𝑛) 25 years 
Table 7.1: Table of properties used in the simulations. Parameters explained in section 7.3.1 and 7.3.2. [1] 
Downing and Gray, 1986, [2] Plant et al., 1999, [3] Busby, 2011b, [4] Zhu and Zhang; 2004, [5] Dagdas, 2007, [6] 






Overall, the results highlight the poorer performance of co-current flow configuration (Figs. 7.2 and 
7.3). More specifically; 
High input temperature of geothermal fluid models  
When analysing the higher geothermal fluid input temperature, counter-flow heat 
exchangers showed an exponential decrease in geothermal fluid output temperature with increasing 
transfer area until it reached the circulating fluid input temperature of 30 °C. The circulating fluid 
increases in temperature and becomes asymptotic to ~58 °C, which is the maximum output 
temperature of the clean circulatory fluid (Fig. 7.2a). This shows that the counter-current flow 
exchanger is working efficiently with most of the heat transferring to the circulatory fluid with larger 
surface areas. The outlet temperature for co-current flow heat exchangers for both the geothermal 
fluid and circulated water were asymptotic to ~49 °C (9 °C less than the counter-current flow heat 
exchanger) as the surface area increases (7.2b). The effectiveness of the co-current flow heat 
exchanger was poor in comparison and was always less than 0.34 (Fig. 7.2c). This shows not all the 
energy was transferred from the geothermal fluid to the circulatory fluid. From the modelled results, 
it is clear that counter-current flow heat exchangers are more suited for a district heating scheme in 




Figure 7.2: Comparison of output temperatures for (a) counter-current and (b) co-current flows in heat 
exchangers across a range of surface areas, with their respective efficiencies (c). The input temperature for the 
geothermal fluid was 86 °C. 
Low input temperature models 
For lower input temperatures (67°C), the heat exchanger efficiency was identical to that of 
the higher input temperature models, but the maximum output temperatures of the circulating fluid 
were far less at 42.3 °C and 48.4 °C for both co-current and counter-current flow respectively (Fig. 
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7.3). This is to be expected as the temperature of the geothermal fluid is closer to the input 
temperature of the circulating fluid.  
 
Figure 7.3: Comparison of output temperatures for (a) counter-current and (b) co-current flows in heat 
exchangers across a range of surface areas, with their respective efficiencies (c). The input temperature for the 
geothermal fluid was 67 °C. 
7.3.2 Economic analysis of varying heat transfer area for counter-current flow heat exchangers 
 The economic performance of the geothermal fed district heat network with heat exchanger 
installation can be determined in comparison to its fossil fuelled counterpart. Fossil fuelled systems 
typically use a boiler and in this study its efficiency was set at 0.85 (Teke et al., 2010; Ağra, 2011), and 
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it was assumed the fuel source was heating oil (similar to diesel), which is typically used in small-scale 
UK domestic and commercial applications. The lower heating value was set at 43,000 kJ/kg 
(Annamalai and Puri, 2006) and the cost was 0.49 £/litre (as of April 2019) (values listed in Table 7.1). 
Heat exchanger prices were modelled at current market rates, whilst interest rates were modelled at 
the current and historical Bank of England interest rates (BOE, 2019). Both parameters were 
increased to show the reduction in annual savings. The cost analysis was based on that of a counter-
current flow heat exchanger due to the higher efficiency identified in section 7.3.1. 
 
Figure 7.4: Varying net profit and capital investment versus heat transfer area for different input geothermal 
temperatures (a) 67 °C and (b) 86 °C. The optimal surface area is the maximum difference between these two 
values. 
 The maximum net profit increased as a consequence of the reduction in cost per m2 of the 
heat exchanger, with a similar trend found with higher interest rates. For the minimum geothermal 
fluid input temperature value (67 °C), the optimal surface area of the heat exchanger was found to 
be 727 m2 for a scheme with an interest rate of 0.01 and a low cost value of the heat exchanger of 
£50 per m2 (Fig. 7.4a and 7.5 a). The optimal surface area was determined as the point net profit 
would be highest (Fig. 7.4a) and was £2.1858 million per year. For the higher cost heat exchanger of 
£400 per m2, the optimal surface area reduced to 553 m2 and net profit reduced to £2.1784 million 
223 
 
per year (Table 7.2, Fig. 7.5a). Similarly, higher interest rates (0.1) resulted in an optimal surface area 
of 594 m2 and net profit of £2.1825 million per year (Table 7.2, Fig. 7.5b). 
 
Figure 7.5: Varying net profit versus heat transfer area for different heat exchanger costs (a) and interest rates 















Table 7.2: Optimal area compared to increasing heat exchanger cost and interest rates for an input 
temperature of 67 °C (of the geothermal fluid). 
A higher input temperature (86 °C) for the geothermal fluid into the heat exchanger results in 
far higher net profits per year. An interest rate of 0.01 and cost of £50 m2 gives a net profit of 
£3.3127 million per year and an optimal surface area of 762 m2 (Fig. 7.4b). Similar to the trend of the 
lower input geothermal fluid temperature’s results, the optimal surface area and net profit reduced 
with increasing interest rates and cost per m2 of the heat exchanger. The highest heat exchanger cost 
(£400 / m2) resulted in a net profit of £3.3024 million per year and an optimal area of 587 m2 (Table 
7.3, Fig. 7.6a), whilst an interest rate of 0.1 gives a net profit of £3.3067 million per year and an 
optimal surface area of 629 m2 (Table 7.3, Fig. 7.6b). 
Optimal surface areas under the lowest heat exchanger costs and interest rates resulted in 
the output temperatures for the geothermal fluid being 30.0032 °C for both high and low 
temperature input scenarios. The output temperature of the circulatory fluid was 48.5 °C and 58 °C 
for the 67 °C and 86 °C input temperature of the geothermal fluids, respectively. As would be 
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expected, increasing the geothermal fluid input temperature results in greater circulating water 
output temperatures (Fig. 7.7) and higher net profits (Figs. 7.7 and 7.8). The optimal surface area also 
increased with higher temperature geothermal fluids. 










Table 7.3: Optimal area compared to increasing heat exchanger cost and interest rates for an input 





Figure 7.6: Varying net profit versus heat transfer area for different heat exchanger costs (a) and interest rates 





Figure 7.7 Change in geothermal fluid and circulating fluid output temperatures for different heat exchanger 




Figure 7.8: (a) Variation in net profit and optimal transfer area as a consequence of changes in input 
temperature of the geothermal fluid. (b) Variation in output of circulating fluid in comparison to the geothermal 
fluid input temperature.  
7.3.3 Energy supply and demand for the Cheshire Basin in the Crewe area 
 Energy demand in the whole Crewe area has initially been estimated at 35 MW (Routledge et 
al., 2014), whilst the current town plans for phase 1 of the district heat network in the town centre 
have an estimated demand of between 1.6 and 0.04 MW (peak and low demand) (Arup, 2018b). To 
meet the peak demand for the town centre (phase 1) the temperature of the geothermal fluid must 
exceed 70 °C for the lowest production flow rate of 10 l/s (Fig. 7.9). All other scenarios (i.e., higher 
flow rates and production temperatures) produce enough energy to supply the lower demand 
estimates. If a higher energy demand is to be met either multiple producing wells or an additional 
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energy source for the heat network will be needed. The output temperature of the circulating fluid in 
the heat network also significantly decreased with respect to the input geothermal fluid 
temperature, which may make it too cool to be used. Hotter circulating fluids can be attained by 
reducing the flow rate proportionally to the geothermal fluid. The coolest and slowest flow rates also 
have a low net profit. These are, therefore, unlikely to be economic when the operating costs of the 
geothermal well and heat network are included. 
 
Figure 7.9: Variation in energy (a), circulatory fluid output temperature (b) and net profit (c) with changes in 





7.4 Discussion: additional costs to consider 
 Drilling deep geothermal wells is costly and can be the greatest expense for a district heating 
scheme based on geothermal supply. The cost of drilling a well can be calculated according to 
(Lukawski et al., 2014): 
𝑊𝑒𝑙𝑙 𝑐𝑜𝑠𝑡 = 1.72 × 10−7 × (𝑀𝐷)2 + 2.3 × 10−3 ×𝑀𝐷 − 0.62  7.9 
where 𝑀𝐷 is depth of the well in metres. The equation gives the well cost in millions of dollars which 
is converted to pounds using a factor of 0.77. 
The cost of drilling a single well in the Cheshire Basin would be in the region of £5.7 million, 
assuming the reservoir is located at a depth of 2,800 m and fluid is only extracted in a screened 
interval to 2,870 m. For the worst case scenario (67 °C input temperature of the geothermal fluid and 
high heat exchanger cost of £400 m2) the savings of switching to a geothermal run district heat 
network would be £2.1784 million per year. The payback time for a single well scheme would 
therefore be ~2.6 years. The minimum total savings including the cost of a geothermal well would be 
£48.76 million (assuming a lifetime of 25 years).  If the highest amount of savings can be made (86 °C 
input temperature of the geothermal fluid and a low heat exchanger cost of £50 m2) then the 
payback time will be under two years. The savings over a 25 year lifetime will be £77.2 million. 
 There will be additional waste water disposal costs when developing the geothermal 
resource with a single well. To evaluate the likely cost of waste water disposal, relevant examples of 
active and passive schemes from the mining industry have been used where they are relevant for the 
treatment of deep, brine-rich formation waters (Westaway, 2018).  
For active treatments, a capital expenditure of £4.25 million and £1.65 million was required 
for two mine water discharge treatment schemes; a copper mine in Cornwall (Knight Piesold and 
partners, 1998) and a lead mine in Cumbria (Bailey et al., 2016). They had operating costs of £0.3 and 
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£0.8 per cubic metre, respectively. Passive treatments are less costly (Westaway, 2018) and 
examples from Europe have shown capital expenditure of £0.43 million and an operating cost of 
£0.17 per cubic metre for a Uranium mine (Kunze & Küchler, 2003; Küchler et al., 2005). Assuming an 
annual operating period of 8 months, and a production rate of 40 l/s, the minimum annual operating 
cost for active treatment will be ~£250,000 and ~£140,000 for passive treatment. The total cost for a 
25-year operating period (including capital expenditure) for each scenario would be £7,900,000 and 
£3,930,000 for active and passive treatments, respectively. This highlights that passive treatments 
are far cheaper to use; however, it only makes a minor saving to the overall budget in comparison to 
the cost of drilling two wells in a doublet style scheme. By extracting, treating and disposing the 
water at the surface (as would be needed for a single well) rather than re-injecting it into the 
reservoir also removes the benefit and operational sustainability of pressure maintenance in the 
reservoir. It is worth noting that the cost estimates provided are not case-specific to the nature of 
the fluids extracted from Mesozoic basins of the UK (i.e., the Cheshire Basin) and the true cost of 
waste water disposal could be different from that described above.  
Summary 
A feasibility study has been undertaken for the use of heat exchangers as part of a 
geothermal district heating scheme for the Cheshire Basin, highlighting that counter-flow heat 
exchangers can give significant savings when compared to fossil fuels over the lifetime of a heat 
exchanger (i.e., 25 years). This is even when the initial cost of drilling a single well is included. Waste 
water disposal would, however, need to be factored in and can be extremely costly.  
Based on modelled production temperatures and literature, the most efficient surface area 
of the heat exchanger was found to be 727 m2 and 762 m2 for geothermal fluid input temperatures of 
67 °C and 86 °C. This results in total savings of £48.76 million and £77.2 million, respectively. Using an 
input temperature of 30 °C for the circulatory fluid, the output temperature of the circulating fluid 
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for the lower and higher input geothermal temperatures were 48.5 °C and 58 °C. This would be the 
likely range of achievable system temperatures that a district heating system could operate under. 
Building on this, for a deep geothermal energy scheme in the Cheshire basin, under the best 
case scenario (95 °C geothermal fluid temperature and 40 l/s flow rate) a single well system could 
produce 10.92 MW of energy. If coupled to the district heating scheme in Crewe town centre the 
initial capital expenditure would be £5.7 million (neglecting initial waste water disposal costs) and 
the operating costs would be £~140,000 per annum (passive disposal of waste water). However, by 
using a geothermal fed district heat network, rather than a conventional fossil fuelled network, 
savings of £3.845 million per annum could be made. 
For the worst case scenario (60 °C geothermal fluid temperature and 10 l/s) a single well 
scheme could produce 1.26 MW. The capital expenditure would be identical to that of optimal 
conditions, whilst the operating cost for active waste water treatment would be £~250,000 per 
annum. The total saving per annum by using a geothermal fed heat network would be £0.443 million. 
In this scenario the geothermal scheme would not recover the initial capital expenditure over the 25-
year lifetime.  
This study has also determined that any single well scheme, when used in conjunction with a 
heat exchanger must have flow rates and production temperatures in excess of 10 l/s and 70 °C 
respectively to be viable to meet the Crewe energy demand for phase 1 of the heat network (1.6 
MW). An initial review of the costs of passive and active methods for waste water treatment at 
surface level indicate that a ‘two well’ or doublet scheme may be a preferred option, due to near 





CHAPTER 8 – IMPACTS AND LIMITATIONS OF GEOTHERMAL RESOURCES EXPLOITATION USING 
SINGLE WELL METHODS  
This chapter evaluates the findings in this thesis and discusses the impacts and limitations that may 
influence geothermal development within the Cheshire Basin. 
8.1 Introduction 
 In this study, deep single well geothermal models of different configurations have shown 
that low-enthalpy resources can be exploited from the Cheshire Basin for direct heat use.  This is 
significant for the Crewe area as the models can be used to match supply to demand, whilst 
financial modelling indicated that this carbon-neutral resource could make significant cost 
savings in comparison to fossil fuel fed district heat networks. Novel, low-risk single well 
strategies were also modelled which have wider implications as they can be used in almost any 
geological scenario in the UK for low heat demand schemes and small scale heat networks.  
Although the models highlight (from a technical point of view) that single well schemes 
can produce heat, there are other considerations which may impact on the development of deep 
geothermal energy in the Cheshire Basin. These include, but are not limited to; waste water 
treatment and disposal, public perception and the protection of the resource. 
8.2 Impacts on the exploitation of geothermal resources in the Wessex and Cheshire Basins   
Multiple studies in the UK have identified that a significant deep geothermal resource is 
contained in low-enthalpy Mesozoic sedimentary basins (Downing and Gray, 1986a,b; Rollin et 
al., 1995; Busby, 2014), with few studies considering the exploitation of the resource due to both 
a high geological and financial risk (Hirst et al., 2015). In this thesis, a modelling study was 
undertaken with the aim of bridging the gap of resource development in both the Wessex and 
Cheshire Basins. Although geothermal resource estimations can give an indication of the total 
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energy available in the basin, the single well modelling studies in this thesis allow the total 
producible energy from a development well to be matched to demand. 
Furthermore, resource estimations did not consider the key geological and engineering 
parameters, such as hydraulic conductivity or intricate details of the wellbore, leaving much of 
the operational performance of geothermal schemes in the UK unquantified. These limitations 
formed the initial focus of the PhD – i.e., to build, design and test a model that could simulate 
transient solutions for a range of energy extraction methods. Validation and testing of the model 
highlighted its benefits by providing high modelling accuracy in comparison to analytical 
solutions and a maximum spatial discretisation error for a range of meshes was <1 %. The model 
also closely matched case study solutions with computational time on a standard computer 
constrained to less than 3 hours.  
The Wessex Basin models: Initial modelling (Barker, 1981; Downing et al., 1984) and 
further observation of water levels (Barker et al., 2000) led to the conclusion that  the 
Marchwood Well in the Wessex Basin could not be used sustainably for the development of 
geothermal energy. This provided a driver to investigate the performance of alternative 
configurations as a hypothetical re-purposing of the Marchwood Well (i.e., using deep coaxial 
borehole heat exchangers and standing column wells). The results indicated that low-moderate 
heat loads could be attained from both borehole heat exchangers and standing column wells; 
however, neither could match the energy supply of extraction only wells under long term 
performance. Although the current status of the Marchwood Well is unknown (i.e., is it plugged 
or still used for monitoring), it could be converted to a deep borehole heat exchanger or 
standing column well. This is a significant finding, as it shows that a previously unsuitable 
exploration well could be used for geothermal operation to contribute to the growing heat 
network (Barker et al., 2000). 
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The Cheshire Basin parametric analysis: Although considerable research has been 
undertaken on the Cheshire Basin to quantify the geothermal resources (Rollin et al., 1995) and 
geological characteristics (e.g., Downing and Gray, 1986), no deep geothermal development has 
been undertaken. The geological characterisation of aquifers has indicated the rocks storing the 
heat in place have high-quality hydrological properties. However, few deep borehole 
penetrations have been drilled in the Cheshire Basin leaving a high uncertainty in the geology 
and aquifer quality at depth in the Crewe area. As such, a modelling study was undertaken which 
focused on the performance of a single extraction well where it was assumed that the initial 
exploration borehole would be converted to a development well, saving costs and reducing 
financial risk.  
In contrast to the resource estimation and geological characterisation of the basal 
Permian sandstones in the literature (which indicate a significant geothermal resource with the 
potential to be developed) the modelling study highlighted important geological factors that 
impact well performance – i.e., the hydraulic conductivity and initial thermal gradient. The 
tolerance for variance in hydraulic conductivity was low and values less than 0.05 m/day almost 
instantly created a rapid drawdown in the wellbore in excess of 500 m during production. 
Therefore, the potentially tight aquifers at depth could be difficult to exploit. Poor initial aquifer 
temperature and hydraulic conductivities could, however, be mitigated using engineering 
solutions (such as, reduced flow rate and increasing the well screen length), increasing well 
performance and reducing geological uncertainty. Although this offers encouraging results for 
geothermal development by reducing the risks associated with poor geological conditions, the 
mitigation methods are likely to have negative financial connotations, such as increasing the 
capital expenditure and reducing the amount of energy to sell.   
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The sensitivity analysis of single extraction well performance in the Cheshire Basin also 
showed some wider implications in that the key geological and engineering risks of single well 
schemes are different to doublet schemes. In doublet schemes, production temperature and 
drawdown in the wellbore both influence performance. However, in single well schemes, 
drawdown in the well is the most significant obstacle to development as transient changes in 
temperature are minimal. Other studies suggest that for doublet schemes the most important 
parameters are the thermal conductivity, salinity, porosity, pore fluid salinity, initial aquifer 
temperature and production rate (Saeid et al., 2013, 2015; Aliyu and Chen, 2017). In comparison, 
the models show that the key parameters in single well schemes are hydraulic conductivity, 
initial thermal gradient, production rate, length and position of the well screen. Modelling of the 
single well scheme also highlighted that a significant amount of waste water would be produced 
over 25 years and some consideration would be required over the feasibility of disposal methods 
(Sect. 8.3.1). 
8.3 Implication of novel single well exploitation methods 
In the UK there is a reluctance to invest in deep geothermal schemes due to the high 
geological risk and lack of infrastructure to meet the demand. Two new innovative methods of 
energy extraction have been proposed (deep borehole heat exchangers and standing column 
wells) (Law et al., 2015; Collins and Law 2017), with Westaway (2018) highlighting the need for 
an accurate model to predict well performance. The geological risk lies with uncertainty of 
physical properties at depth and these new methods aim to minimise the impact of local 
geological variations (chapter 5). Modelling of the Wessex and Cheshire Basins indicated that 
both methods could meet a small proportion of the demand; however, they would likely need an 
additional energy source to meet the remaining demand. The implication of this is that either an 
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array of boreholes would be required to supply a district heat network or that either method is 
more suited to smaller domestic or commercial developments.  
In contrast to the findings of Law et al. (2015), who suggested standing column wells 
could be used in almost any geological setting, the modelling of the Wessex Basin highlighted 
that consideration must be given to the hydraulic interactions in the aquifer, which could reach a 
maximum distance of nearly 2 km radially around the well screen over a well’s lifetime. The use 
of deep borehole heat exchangers, however, would have minimal risk as thermal interactions 
between the borehole and subsurface are constrained to within a hundred metres of the 
borehole. This, and the closed-loop system design, mean that deep borehole heat exchangers 
can be deployed almost anywhere in the UK. It is hoped that the models developed in this study, 
could be used to accelerate the up-take of deep geothermal resource exploitation across the UK. 
It is also worth noting that infrastructure for such heating schemes would still need to be 
implemented or built into new commercial developments if targeting a small scaled system (i.e., 
block of flats). 
Aquifer thermal energy storage schemes were also considered through the modelling of 
a single well scheme. In comparison to shallower schemes arrangements, relatively low recovery 
factors could be obtained (maximum ~50 %) which has a significant implication for energy 
storage schemes through this type of approach. The study highlighted the significant heat losses 
occurring in the wellbore with the outcome that deep aquifers are likely to yield poor recovery 
factors. It also demonstrated that substantial quantities of waste water would need storing and 





8.4 Limitations to geothermal development 
8.4.1 Waste water treatment and disposal within the Cheshire Basin 
 For extraction only single wells, the produced geothermal fluid must be treated prior to 
disposal as it is likely to be saline due to the dissolution of salt from aquifers and contain various 
contaminants including dissolved metallic ions and radionuclides (Westaway, 2018). Financial 
modelling in chapter 7 speculated that the cost of waste water treatment and disposal could 
reduce the economic performance of a single geothermal well, such that a two well (or doublet) 
scheme may be a preferred option.  
The issue of waste water is problematic and at present, the options include: water 
treatment then disposal at surface level, disposal to the sea and/or re-injection underground. 
Currently, the only deep geothermal scheme in the UK at Southampton discharges brine cooled 
to 28 °C into the sea (Energie-Cités, 2001). If the geothermal fluid has a higher salinity than the 
seawater, or traces of contaminants, a passive treatment will be required prior to discharge 
(Robinson et al., 2016). Mesozoic basins in the UK are located proximal to the coast, with the 
Cheshire, Wessex, Rathlin, Larne and East England Basins all situated near to the sea. In some 
cases, such as the Cheshire Basin, the demand and greatest resource is located in-land, which 
would require transportation to the coast for disposal into the East Irish Sea. This is unlikely to 
be feasible or cost effective. 
Many deep geothermal schemes rely on re-injection schemes via doublets (two well 
systems) to dispose of the produced brine; not only does this solve the issue of waste water 
disposal but also has the added benefit of maintaining reservoir pressure. Although there are 
many benefits to doublet schemes they do require a larger initial capital expenditure, which may 
not be available in the UK due to high geological and financial risk. This results in a limited numer 
of investors being willing to provide the initial capital investment. Alternative re-injection 
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options are available: 1) Disposal by re-injection via an alternative well into shallower aquifers, 
2) Disposal of brine as fluid used in the hydraulic fracturing of shale and 3) Disposal of fluid 
through the same well (as modelled in chapters 4 and 6).  
Re-injection of the brine into shallower aquifers in the Cheshire Basin may be a suitable 
unique alternative due to the thick sequence of Permo-Triassic sandstones (as recorded at the Prees-
1 and Knutsford boreholes of 1,623 m TVDSS and 1,921 m TVDSS, respectively (UKOGL, 2019)). Upper 
Triassic aquifers retain high porosities and hydraulic conductivities (up to 30 % and 10 m / day (Allen 
et al., 1997)) which are capable of supporting high infiltration rates. Rejecting fluid to the subsurface 
via a shallow well (or direct infiltration from ground level where the geology permits) would account 
for the waste water. However, it would also increase the initial capital expenditure and operating 
costs.  
 Locally to Crewe, few wells have been drilled to depths that reach the Helsby Formation, 
which is the most proximal aquifer to the surface. The closest is the Burford-1 Well drilled ~10 km 
west from Crewe town centre. The Burford-1 Well was targeting a Triassic faulted trap during 
petroleum exploration. It was found to be dry due to an absence of source rocks or poor charging of 
the reservoir due to ineffective migration of hydrocarbons (Mikkelsen and Floodpage, 1997). The 
data shows there to be a high-quality, ~360 m thick sandstone succession (UKOGL, 2019) with the 
Triassic sandstones likely to extend to a far greater depth. It is likely that the geology and depth of 
any potential aquifers to re-inject fluid underlying Crewe is of similar depths (844 m below ground 
level) (UKOGL, 2019). Unfortunately, due to plugging and abandonment of the Burford-1 well, it 
cannot be used for disposal. It is also worth noting that the Helsby Sandstone Formation is a key 
aquifer in the UK, and an additional cost for the treatment of chemicals and desalination of the 
water prior to re-injection would be required. As a result, the additional costs of drilling a shallow 
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re-injection well and providing wastewater treatment prior to disposal would potentially 
increase prices to that of a doublet system. 
Shale gas exploration is growing in the Northwest UK and it could prove a useful solution 
to the issue of waste water disposal. During shale gas operations, hydraulic fracturing is required 
to artificially enhance the hydraulic conductivity and simulate gas migration. Hydraulic fracturing 
works by injecting fluid and sand at high pressures, which, in turn, causes fractures and 
increased porosity/permeability in the rock for hydrocarbons to be extracted from. Initially a 
high amount of water may be required, but the longer-term demand is difficult to ascertain. 
Nevertheless, any stimulation is unlikely to require a constant supply of injected water and 
would be limited geographically (i.e., to locations where both the hydraulic stimulations of shale 
and geothermal extraction are proximal). Fractured wells in America have found to require 
between 1.5 and 16 million gallons of water (AGI, 2020). In the Cheshire Basin, under base case 
conditions (15 l/s flow rate) this would mean between ~10 and 102 fractured wells would be 
required to dispose all the fluid, respectively. 
Disposal of fluid in the same well, via circulation, will reduce drawdown in the reservoir 
due to low extraction rates (if any), and able to produce relatively high heat loads for short 
periods. However, there are problems with this method which include a reduction in production 
temperature and heat load after a few days of constant exploitation, as shown in the standing 
column well and coaxial borehole heat exchanger models (chapters 4 and 6). Any further analysis 
should, therefore, focus on modelling both the financial and technical possibilities of alternate 
waste water disposal strategies. 
8.4.2 Barriers to geothermal development: public perception and seismicity 
 Although the technical and economic analysis of deep, single well geothermal schemes 
confirms their potential and viability for delivering a renewable energy source, several barriers and 
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risks remain. Public perception is important for any geothermal development and schemes where 
fluid is re-circulated in the subsurface may cause earthquakes due to the reactivation of natural (or 
induced) faults. Recent seismic events associated with hydraulic fracturing have occurred in 
crystalline basement in locations such as Soultz-sous Forêts, France (e.g. Charléty et al. 2007) and 
Switzerland (e.g. Häring et al., 2008; Deichmann and Giardini, 2009; Diehl et al. 2017). Seismicity 
caused by geothermal operations is usually assumed to only occur in enhanced geothermal systems. 
However, this is not the case in the North Alpine Foreland Basin, an area considered to have low 
seismic hazard, where a series of 130 seismic events were identified ranging from 0.8 - 2.4 magnitude 
(Megies and Wasserman, 2014). The negative connotations associated to geothermal, and similarly 
hydrocarbon fracking, have significantly impacted public perception, leading to the public believing 
that ‘geological activity induces underground harm’ (Dowd et al. 2011; Stewart and Lewis, 2017). 
Recent geothermal developments in the UK, such as the Jubilee pools and the United Downs project, 
appear to be more accepted than shale gas exploration sites, however, with strict UK legislation and 
limits on induced seismicity, any sort of seismic event associated with a new deep, geothermal 
development scheme could easily change this public perception.   
8.4.3 Resource protection and incentives for deep geothermal development 
 Currently, several additional key issues to geological uncertainty prevent geothermal 
exploration and development; these include a lack of protection over resources, government 
insurance against well failures and incentives to use renewable resources. The Crewe area is located 
in the Weaver and Dane area, regulated for water abstraction by the Environmental Agency (2013). 
To extract water, a license for extraction rates exceeding 20 m3/day (or 0.2 l/s) is needed, as is a 
groundwater investigation consent and a discharge permit (if to the surface) (Environmental Agency, 
2013; GOV, 2019). Any license granted by the water authority does not guarantee that water will be 
available (e.g., if the well is dry, or geology does not permit extraction) and is only available for 12 or 
24 years. Interestingly, brine water abstraction that exceeds a salt content of 100,000 mg/l (or 0.1 
242 
 
ppm/106) can be abstracted without a license from ‘brine fields’. Analysis from wells to the north and 
south of Crewe (Knutsford and Prees-1, respectively) indicate salt contents ranging from 0.02 to 0.08 
ppm/106, whilst additional modelling in the centre of the basin highlights salt from the Mercia 
Mudstone Group could enhance this (Plant et al. 1999). As such, if the salinity concentration is as 
high as predicted then no water abstraction license is required. Additionally, there are no measures 
to protect the ‘heat in place’ (GOV, 2019) and therefore, developments utilising a doublet scheme, 
standing column well or borehole heat exchanger will be protected for the water resource, but not 
for thermal drawdown / breakthrough. Due to the lack of licensing schemes (similar to those used in 
the oil industry) there is a higher degree of investment risk, with no protection against other 
developers drilling proximal to any proven resource. Although licensing has been proposed it has not 
yet been put into practice (Fraser, 2013), leaving no protection of the geothermal resource. 
Investment could be incentivised by government schemes such as feed-in tariffs, direct 
financial support and well insurance (Haraldsson, 2014). Feed-in tariffs provide a guaranteed price 
for the energy produced, direct financial support involves government investment to de-risk the 
resource and well insurance can cover drilling failure or resource decline over 25 years, similar to 










CHAPTER 9 - CONCLUSIONS AND RECOMENDATIONS 
9.1 Principal conclusions from this study 
In this thesis, a numerical model was designed to simulate different single well 
configurations, incorporating all aspects of a deep low-enthalpy geothermal system in a sedimentary 
basin, including the reservoir, borehole and confining beds. Further analysis has also been 
undertaken on the input and output temperatures of the geothermal and circulatory fluids used in 
heat exchangers typical of that needed for the district heating scheme in the Crewe area. 
Preliminary analysis in chapter 4 validated and tested the model against analytical and case 
study scenarios, giving confidence in the model. Further work was undertaken investigating the 
application of various single well configurations to the Marchwood Well, Wessex Bain, Southampton. 
This highlighted that although conventional (extraction only) wells can produce far more energy 
without encountering thermal drawdown, they are largely influenced by geology which can result in 
significant drawdown in head in the wellbore.  Deep borehole heat exchangers and standing column 
wells were proven to produce a lower heat load in comparison to extraction wells, but have the 
benefit of being a lower risk strategy for deep geothermal projects in the UK. When using optimal 
parameters and, after the rapid initial thermal drawdown in the first few days of modelling, deep 
borehole heat exchangers were shown to be able to produce a heat load of 100 kW, whilst outlet 
temperatures in standing column wells were modelled to give a heat load exceeding 300 kW.  
 The main focus of the study was the Cheshire Basin which is anticipated to hold 23 % 
(75 × 1018 J) of the estimated geothermal resource in the UK (Rollin et al., 1995). A sensitivity 
analysis was undertaken modelling various geological and engineering parameters of a standard 
configuration extraction only single well in the Crewe area (chapter 5). The results indicated that the 
key geological parameters were hydraulic conductivity and the thermal gradient. The key engineering 
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parameters were the length and position of the well screen, and production rate. Although it is 
difficult to mitigate against thermal gradient (i.e., initial reservoir temperature), it is possible to 
mitigate against poor hydraulic conductivities by altering the engineering parameters. By increasing 
the length of the well screen it was shown that low hydraulic conductivities (0.01 m/day) could 
produce fluid sustainably for the lifetime of the development (25 years). The energy produced from 
the base case (best estimate of the real geological conditions used in the sensitivity analysis in 
section 5.4.1) would be able to meet all of the initial demand for energy in the core scheme (i.e., 
phase 1 of district heat network development in Crewe town centre with a demand of <1.6 MW), 
however, would only be able to meet 35 % of demand over the lifetime of the entire district heat 
network scheme. 
The study also concluded that the drilling of slim-boreholes only have a minor influence on 
production temperature and drawdown in comparison to regular boreholes. If any initial slim-
borehole drilling and exploration is undertaken in the basin, it may facilitate the conversion of these 
wells to development wells to save costs. Additionally, it has been shown thermal dispersion only 
had a minor effect on the spatial and temporal variations in temperature change for single well 
schemes. 
Although the initial analysis on standard configuration single wells in the Cheshire Basin is 
positive, the disposal of waste water and uncertainty in the geology at depth remains a concern. 
Further modelling analysis focused on methods where minimal (if any) waste water is disposed and 
where the geological uncertainty would present less of an issue. Standing column wells, coaxial 
borehole heat exchangers and seasonal injection-extraction (aquifer thermal energy storage) 
schemes were all modelled (chapter 6).  
The latter injection-extraction scheme involved seasonal variations in extraction (in the 
winter) and injection (in the summer) via the same well (i.e., a seasonal aquifer thermal energy 
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storage scheme). Longer injection periods resulted in greater recovery factors in short simulations, 
with the recovery factor increasing from 22.9 % to 29.8 % for 2 and 6 months injection, respectively. 
The recovery factors of all annual variations were observed to increase with time due to an overall 
warming of the system. The maximum recovery factors observed were ~50 % and it was evident heat 
losses in the wellbore had a major impact on recovery factors with losses in temperature of up to 7 
°C observed between the wellbore and surface.  
Analysis of both the borehole heat exchanger and standing column well gave positive results 
with both being able to provide a heat load in excess of the demand for the initial core 
scheme/phase 1 of the district heat network (<1.6 MW) in Crewe town centre. Models of both the 
borehole heat exchanger and standing column wells were able to produce heat loads of nearly 3.7 
MW at high flow rates in the first few hours, prior to subsequent rapid cooling of the fluid and 
reduced heat loads. Continual operation of the borehole heat exchanger over a 30 day period 
indicated a heat load of 200 – 300 kW should be achievable. Although this is a small contribution to 
the energy supply, results from the standing column well scenario were far more encouraging, 
offering a heat load at the end of the 30 day simulation period of between 684 kW to 1.725 MW. It is 
also worth noting that increasing the bleed flow only had a significant impact on the system and 
increasing performance in comparison to BHEs.    
The final part of this study investigated the economics and effectiveness of heat exchangers. 
As expected, counter-current flow heat exchangers were far more effective than co-current flow. 
Low flow rates (< 10 l/s) with temperatures in excess of 70 °C can meet the energy demand for the 
core scheme/phase 1 of the district heat network (<1.6 MW), however, production rates exceeding 
this are needed to meet the highest forecasted energy demand. The economic analysis indicated 
switching from fossil fuels to geothermal energy would offer savings of between 48.76 million and 
£77.2 million for geothermal fluid temperatures of 67 °C and 86 °C. 
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9.2 Recommendations for future work 
- Ground truthing analysis. Deep geothermal energy development in the Cheshire Basin may strongly 
depend on the acquisition of data from depth (i.e., from an exploration well). This would allow the 
true conditions to be modelled, allowing future well performance to be forecasted more accurately.  
- Financial modelling of a doublet scheme and various single well schemes modelled in this thesis. 
Analysis of the net profit from a geothermal fed district heat network showed significant savings 
could be made, but there could be additional costs from waste water disposal which could make a 
doublet scheme have a higher net profit. As such, a detailed financial model of both operating costs 
and capital expenditure could provide a better informed comparison. By coupling the financial 
modelling with borehole operational performance (using the numerical model developed in this 
thesis) the recovery of energy can be used to determine the most profitable scheme.  
- Consider a hydro-thermal model that also incorporates solute transport for the Cheshire Basin 
and analyse varying salt concentrations in the system. It has been suggested that higher 
concentrations of salt (and thus higher density) could be constrained to the centre of the Cheshire 
Basin (Plant et al., 1999). This could lead to density driven groundwater flow being prominent at 
depth, whilst also having an effect on heat transfer within the system. Any new models would, 
therefore, have to incorporate the temperature-dependent buoyancy effects (such as in chapter 6) 
and solute transport caused by high salt concentrations. 
- Investigate a scenario where the Manchester Marl Formation is not present and all Permo-
Triassic sandstones are in hydraulic continuity. In literature, the extent of the Manchester Marl 
Formation is poorly constrained with old estimations suggesting it thins to the south of Crewe 
(Downing and Gray, 1986). A modelling scenario which simulates a gross thickness of aquifers, and 




- Test the modelling approach for borehole heat exchangers and standing column wells in other 
basins across the UK. Further analysis should be undertaken to test the performance of these novel 
methods of energy extraction. Different geological scenarios, such as an active groundwater flow, 
could increase performance (as it has been shown to in shallow modelling studies). 
- Add further detail into the numerical model. The numerical models could be improved by 
incorporating the true geometry of the subsurface and by improving the physical description of the 
governing equations. The former could be achieved by altering the modelling approach by using the 
finite-volume or finite-element techniques, whilst the latter could be achieved by modelling the 
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