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Abstract
In this paper, we propose a retrofit control method for stable network systems. The proposed approach is a control method that, rather
than an entire system model, requires a model of the subsystem of interest for controller design. To design the retrofit controller, we
use a novel approach based on hierarchical state-space expansion that generates a higher-dimensional cascade realization of a given
network system. The upstream dynamics of the cascade realization corresponds to an isolated model of the subsystem of interest,
which is stabilized by a local controller. The downstream dynamics can be seen as a dynamical model representing the propagation
of interference signals among subsystems, the stability of which is equivalent to that of the original system. This cascade structure
enables a systematic analysis of both the stability and control performance of the resultant closed-loop system. The resultant retrofit
controller is formed as a cascade interconnection of the local controller and an output rectifier that rectifies an output signal of the
subsystem of interest so as to conform to an output signal of the isolated subsystem model while acquiring complementary signals
neglected in the local controller design, such as interconnection signals from neighboring subsystems. Finally, the efficiency of the
retrofit control method is demonstrated through numerical examples of power systems control and vehicle platoon control.
Key words: Hierarchical state-space expansion, Decentralized control, Model reduction, Distributed design.
1 Introduction
Recent developments in computer networking technology
have enabled large-scale systems to be operated in a spa-
tially distributed fashion. For example, in power systems
control [Kundur, 1994], a system operator manages dis-
tributed power plants with distributed measurement units
to meet the demands of a number of consumers. Towards
the systematic control of such large-scale network systems,
decentralized and distributed control techniques have been
studied over the past half century; see [Sˇiljak, 1991, Sˇiljak
and Zecˇevic´, 2005] and the references therein. In this line of
study, there are found several illustrative results that high-
light the difficulty of controller design problems with struc-
tural constraints [Blondel and Tsitsiklis, 2000, Rotkowitz
and Lall, 2006].
Starting from different perspectives, a number of decen-
tralized and distributed control methods have been devised
to overcome the difficulty of structured controller design.
In this paper, we refer to structured control in which the
subcontrollers have no direct communication among them
as decentralized control and structured control in which
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subcontrollers have communication with neighboring sub-
controllers as distributed control. For example, [Sˇiljak, 1972,
Tan and Ikeda, 1990, Wang and Davison, 1973] report de-
centralized control methods on the basis of connective sta-
bility or related coprime factorization. Furthermore, [Wang
et al., 1995] introduces a decentralized control method
based on small gain-type stability conditions or dissipa-
tion inequalities considering model uncertainty. Similar
dissipativity-based approaches are used in [Bamieh et al.,
2002, D’Andrea and Dullerud, 2003, Langbort et al., 2004]
also for distributed control, and [Rantzer, 2015] introduces
a distributed control method for positive systems that has
good scalability. However, most existing decentralized and
distributed control methods do not meet practical require-
ments, because they require an entire system model for
controller design, and handle the design of all subcontrollers
simultaneously. In fact, for large-scale systems control, it
is not generally reasonable to assume the availability of an
entire system model, because subsystem parameters and
controller structures may not be fully known in the event of
degradation, modification, and development of the subcon-
trollers and subsystems. From this viewpoint, such central-
ized design of decentralized and distributed controllers is
impractical for large-scale systems, even though the result-
ing controller may be implemented in a distributed fashion.
To overcome this issue, the concept of distributed design has
been introduced in [Langbort and Delvenne, 2010], where
the authors discuss the performance limitations of linear
quadratic regulators designed in a distributed manner. This
result has been generalized to the case of networks com-
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posed of multi-dimensional subsystems, the states of which
are fully controlled [Farokhi et al., 2013]. Furthermore, in
[Ebihara et al., 2012], a distributed design method for de-
centralized control using the L1-norm has been developed
for positive linear systems. Because each focuses on a par-
ticular class of systems, it is not simple to generalize their
results to a broader class of systems. As a related work,
[Farokhi and Johansson, 2015] discusses the distributed de-
sign of optimal state-feedback controllers for discrete-time
linear systems with stochastically-varying model parame-
ters. Even though the design of each subsystem controller
is performed based on its local model information, the re-
sultant optimal controller is a centralized controller in the
sense that each subcontroller requires the feedback of full
state information.
Another approach towards distributed design is control syn-
thesis based on passivity, or, more generally, dissipativ-
ity and passivity shortage [Sepulchre et al., 2012, Willems,
1972a,b]. It is known that appropriate interconnections of
passive subsystems retain the passivity. This implies that
the entire network system can be guaranteed to be stable
provided that each subsystem is individually designed to be
passive. However, in general, the design of subsystem inter-
connection structures is difficult to perform in a distributed
manner. For example, the interconnection matrix for passive
subsystems is required to be negative semidefinite [Hill and
Moylan, 1978], and that for passivity-short subsystems is
required to have a low-gain property in terms of eigenvalues
in addition to negative semidefiniteness [Qu and Simaan,
2014]. These characteristics are not fully determined by lo-
cal interconnection structures.
With this background, the present paper develops a dis-
tributed design method for decentralized control that does
not require an entire system model. Instead, only a model
of the subsystem of interest is needed for controller design,
an approach that we call retrofit control. This retrofit con-
trol is based on the premise that a given network system,
which can involve nonlinearity, is originally stable, and the
interconnection signal flowing into the subsystem of inter-
est is measurable. It is shown that the resultant closed-loop
system remains stable and its control performance can be
improved with respect to a suitable measure. This enables
the scalable development of large-scale network systems be-
cause, towards further performance improvement, it is pos-
sible to consider the retrofit control of other subsystems
while keeping the entire system stable.
To develop such a retrofit control method, we use a novel
approach based on hierarchical state-space expansion, which
generates a higher-dimensional cascade realization of the
given network system, called a hierarchical realization. Its
upstream dynamics corresponds to an isolated model of the
subsystem of interest, decoupled from the other subsystems.
A controller that stabilizes the isolated subsystem model
is called a local controller. The downstream dynamics can
be seen as a dynamical model that represents the propaga-
tion of interference signals among subsystems, the stabil-
ity of which is equivalent to that of the original network
system. It is shown that stabilization and improved control
performance can be systematically realized. The resultant
retrofit controller, which measures a local output signal and
an interconnection signal from neighboring subsystems, is
formed as a cascade interconnection of the local controller
designed for the isolated subsystem model and a dynami-
cal rectifier, which we call an output rectifier. As a general-
ization of this result, we further consider removing the as-
sumption of the interconnection signal measurements. The
resultant retrofit controller, which only measures the state
of the subsystem of interest, also offers guaranteed stability
and improved control performance.
The foundations of our contribution can be found in various
previous studies. Based on the inclusion principle, relevant
to state-space expansion, a distributed control method has
been developed in [I˙ftar, 1993, Ikeda et al., 1984]. Although
some applications to vehicle control are described in [Sti-
panovic´ et al., 2004], this method does not necessarily pro-
duce a stabilizing controller for general systems. This limi-
tation comes from the fact that a decentralized control de-
sign with an algebraic constraint is needed for an expanded
system. Moreover, the controller is designed in a central-
ized fashion. This contrasts with the proposed retrofit con-
trol, which enables the systematic distributed design of de-
centralized control. This paper builds on preliminary ver-
sions, unifying the results of hierarchical distributed con-
trol in [Sadamoto et al., 2014] and nonlinear retrofit control
[Sadamoto et al., 2016] on the basis of the parameterized hi-
erarchical state-space expansion. This paper also provides
detailed mathematical proofs and extensive numerical ex-
amples to underline the significance of the retrofit control.
Finally, we make a comparison with robust control [Zhou
et al., 1996]. In fact, localized controller design may be per-
formed by a standard robust control method if all of the
neighboring subsystems other than the subsystem of inter-
est are regarded as model uncertainty. However, this ap-
proach generally results in conservative consequences due
to, e.g., the overestimation of uncertain system gains es-
pecially when available information on neighboring subsys-
tems is limited. In contrast, the retrofit control is just reliant
on the stability of a given network system. The retrofit con-
troller guarantees robust stability in the sense that the en-
tire closed-loop system is stable for any variations of neigh-
boring subsystems other than the subsystem of interest, the
norm bound of which is not assumed, as long as the given
network system is originally stable.
The remainder of this paper is organized as follows. In Sec-
tion 2.1, we formulate a fundamental problem of retrofit
control. Then, in Section 2.2, hierarchical state-space ex-
pansion is introduced to solve it. Section 2.3 discusses the
generalization of the proposed approach to nonlinear sys-
tems, amongst other remarks. In Section 3.1, we formulate
a retrofit control problem without the assumption of inter-
connection signal measurements, and then we provide a so-
lution in Section 3.2. Section 4 contains numerical examples
of power systems and vehicle platoon control, demonstrat-
ing the results in Sections 2 and 3, respectively. Finally, con-
cluding remarks are given in Section 5.
Notation We denote the set of real numbers by R, the
identity matrix by I, the transpose of a matrix M by MT,
the image of a matrix M by imM , the kernel by kerM , a
left inverse of a left invertible matrix P by P †, the L2-norm
of a square-integrable function f by ‖f‖L2 , the H2-norm of
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a stable proper transfer matrix G by ‖G‖H2 , and the H∞-
norm of a stable transfer matrix G by ‖G‖H∞ . A map F
is said to be a dynamical map if the triplet (x, u, y) with
y = F(u) solves a system of differential equations
x˙ = f(x, u) y = g(x, u)
with some functions f and g, and an initial value x(0).
2 Fundamentals of Retrofit Control
2.1 Problem Formulation
Consider an interconnected linear system described by
Σ1 :
{
x˙1 = A1x1 +L1γ2 +B1u1
y1 = C1x1
(1a)
Σ2 :
{
x˙2 = A2x2 + L2Γ1x1
γ2 = Γ2x2
(1b)
where x1 and x2 denote the states of Σ1 and Σ2, u1 and y1
denote the external input signal and the measurement out-
put signal of Σ1, and γ2 denotes the interconnection signal
of Σ2 injected into Σ1. The dimensions of Σ1 and Σ2 are
denoted by n1 and n2, respectively.
In the following, based on the premise that the system model
of Σ1 is available but that of Σ2 is not, we consider the de-
sign of a controller implemented to Σ1. We refer to such a
controller as a retrofit controller, whereby the design and
implementation are both localized with the subsystem of
interest, i.e., Σ1. Throughout this paper, the system param-
eters available for retrofit controller design are represented
by symbols in bold face, such as A1, B1, C1, and L1 in
(1a). As seen in Section 2.3.4, Σ2 can be generalized to a
nonlinear system.
Describing the interconnected system of (1a) and (1b) as
Σ :

[
x˙1
x˙2
]
=
[
A1 L1Γ2
L2Γ1 A2
][
x1
x2
]
+
[
B1
0
]
u1
y1 =
[
C1 0
] [ x1
x2
]
,
(2)
we refer to (2) as the preexisting system. To clarify the subse-
quent discussion, the assumptions for the retrofit controller
design can be stated as follows:
Assumption 2.1 For the preexisting system Σ in (2), the
following assumptions are made.
(i) The preexisting system Σ is internally stable, i.e.,
A :=
[
A1 L1Γ2
L2Γ1 A2
]
(3)
is stable.
(ii) For the design of a retrofit controller, the system matri-
ces of Σ1, i.e., the bold face matrices in (1a), are available,
but those of Σ2 in (1b) are not.
(iii) For the implementation of a retrofit controller, the
measurement output signal y1 and the interconnection
signal γ2 are measurable.
Assumption 2.1 (i) implies that the internal stability of the
preexisting system has been assured before implementing
a retrofit controller. This assumption is reasonable when
we consider retrofit control for a stably operated system,
where a preexisting stabilizing controller can be involved in
Σ2. Assumption 2.1 (ii) is concerned with the localization
ability of controller design. This assumption implies that
we are only allowed to use the local information of the sys-
tem model of Σ1 for the retrofit controller design. Assump-
tion 2.1 (iii) is concerned with the localization ability of
controller implementation, which is usually discussed in the
context of distributed control for reducing the communica-
tion and computation costs of controller implementation.
The objective of the proposed retrofit control method is to
improve control performance with respect to a suitable mea-
sure. To simplify the discussion, let us consider a situation
where an unknown state deflection arises in Σ1 at some in-
stant. This can be described as a transient system response
with the initial condition
x1(0) = δ0, x2(0) = 0 (4)
where δ0 corresponds to the state deflection. Without loss
of generality, we assume that δ0 is contained in the unit ball
denoted by
B = {δ0 ∈ Rn1 : ‖δ0‖ ≤ 1}.
Note that disturbance attenuation with an evaluation out-
put can be addressed in a similar manner by setting a dis-
turbance input port on Σ1. In this formulation, we address
the following retrofit controller design problem.
Problem 2.1 Consider the preexisting system Σ in (2)
with the initial condition (4). Under Assumption 2.1, find
a retrofit controller of the form
Π1 : u1 = K1(y1, γ2), (5)
where K1 denotes a dynamical map, such that
(A) the closed-loop system composed of (2) and (5) is in-
ternally stable for any Σ2 such that Σ is internally stable,
and
(B) for any state deflection δ0 ∈ B, the magnitude of
‖x1‖L2 and ‖x2‖L2 is sufficiently small with respect to a
suitable threshold.
The initial condition (4) represents a local disturbance in-
jected into Σ1 in (1a). This can be regarded as an impul-
sive variation of the subsystem state, which can model, e.g.,
three-phase faults in power systems control [Kundur, 1994].
The objective of the retrofit controller Π1 in (5) is to attenu-
ate the impact of the local disturbance on the subsystem Σ1
and limit the propagation to the other subsystem, i.e., Σ2.
A schematic depiction of this retrofit control is shown in
Fig. 1. Note that Σ2 in Fig. 1 can itself be regarded as a
large-scale network system composed of preexisting subcon-
trollers and subsystems, because its dimension and struc-
ture have no limitation in this formulation. In general, it is
not realistic to assume that an entire system model is avail-
able for large-scale network systems. In addition, the simul-
taneous design of all subcontrollers is generally difficult for
large-scale network systems control. Even though Σ2 may
be regarded as model uncertainty, it is typically assumed
3
Fig. 1. Signal-flow diagram of retrofit control.
to be norm-bounded in robust control. The retrofit control
problem, seeking a controller that guarantees the closed-
loop system stability for all possible Σ2 such that the pre-
existing system Σ is stable, is different from usual robust
control problems [Zhou et al., 1996].
As we have stated, the retrofit control method does not re-
quire an entire system model. Instead, we use only the sys-
tem model of Σ1 for controller design. The resultant closed-
loop system is required to be stable provided that the pre-
existing system is originally stable, and its control perfor-
mance is to be improved. For further performance improve-
ments, one can consider applying retrofit control to other
subsystems involved in Σ2, while keeping the entire system
stable, i.e., distributed design of multiple retrofit controllers.
This enables the scalable development of large-scale network
systems; see Section 2.3.2 for further details.
2.2 Solution via Hierarchical State-Space Expansion
Towards the systematic design of a retrofit controller, we
introduce a state-space expansion technique, called hierar-
chical state-space expansion.
Lemma 2.1 For the preexisting system Σ in (2), consider
the cascade interconnection system whose upstream subsys-
tem is given by
˙ˆ
ξ1 = A1ξˆ1 +B1u1, (6a)
which is n1-dimensional, and downstream subsystem is
given by[
ξ˙1
ξ˙2
]
=
[
A1 L1Γ2
L2Γ1 A2
][
ξ1
ξ2
]
+
[
0
L2Γ1
]
ξˆ1, (6b)
which is (n1 + n2)-dimensional. Then,
x1(t) = ξ1(t) + ξˆ1(t), x2(t) = ξ2(t), ∀t ≥ 0 (7)
for any external input signal u1, provided that (7) is satisfied
at the initial time t = 0.
We can easily verify the claim by summing the differen-
tial equations (6a) and (6b). Hierarchical state-space ex-
pansion in Lemma 2.1 produces a higher-dimensional cas-
cade realization composed of the upstream dynamics (6a)
and the downstream dynamics (6b), which is a (2n1 + n2)-
dimensional system. We refer to (6) as a hierarchical re-
alization of the preexisting system Σ. Note that the up-
stream dynamics (6a) can be regarded as the isolated model
of Σ1, whose system matrices are assumed to be available;
see Assumption 2.1 (ii). In contrast, the downstream dy-
namics (6b) can be seen as a dynamical model representing
the propagation of the interconnection signal from Σ1. Note
that the downstream dynamics (6b) is internally stable be-
cause, the preexisting system Σ is assumed to be internally
stable; see Assumption 2.1 (i).
For consistency with (4) and (7), we describe the initial
condition of the hierarchical realization (6) as
ξˆ1(0) = δ0 − ζ0,
[
ξ1(0)
ξ2(0)
]
=
[
ζ0
0
]
, (8)
where ζ0 ∈ Rn1 can be seen as an arbitrary parameter. On
the basis of this, we consider the design of a local controller
for the upstream dynamics (6a), namely, the isolated model
of the subsystem of interest. For simplicity, we assume that
the local controller is designed as a static output feedback
controller
u1 = K1C1ξˆ1. (9)
More specifically, this local controller is designed such that
the closed-loop dynamics
˙ˆ
ξ1 = (A1 +B1K1C1)ξˆ1 (10)
is internally stable and the control performance specification
‖ξˆ1‖L2 ≤ 1, ∀ξˆ1(0) ∈ B (11)
is satisfied for a given tolerance 1 > 0. In fact, generaliza-
tion to the design of dynamical output feedback controllers
is straightforward; see Section 2.3.3.
Based on the cascade structure of (6), the stability and con-
trol performance of the closed-loop system can be easily an-
alyzed as follows.
Lemma 2.2 For the hierarchical realization (6), consider
the local output feedback controller (9). Under Assump-
tion 2.1 (i), the closed-loop system composed of (6) and (9)
is internally stable if and only if the closed-loop dynamics
(10) is internally stable. Furthermore, for i ∈ {1, 2}, let
Gi(s) := E
T
i (sI −A)−1E2L2Γ1 (12)
denote the transfer matrix from ξˆ1 to ξi of the downstream
dynamics (6b), where A is defined as in (3), and
E1 :=
[
I
0
]
, E2 :=
[
0
I
]
. (13)
If (11) holds for the closed-loop dynamics (10), then
‖ξ1 + ξˆ1‖L2 ≤ α1(1 + ‖ζ0‖)1 + β1(ζ0),
‖ξ2‖L2 ≤ α2(1 + ‖ζ0‖)1 + β2(ζ0),
∀δ0 ∈ B (14)
with the initial condition (8), where the nonnegative con-
stants
α1 := ‖G1 + I‖H∞ , α2 := ‖G2‖H∞ (15)
and the nonnegative functions
βi(ζ0) := ‖ETi eAtE1ζ0‖L2 (16)
are independent of the selection of the feedback gain K1 in
(9).
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PROOF. Owing to the cascade structure of the hierarchi-
cal realization, the internal stability of the closed-loop sys-
tem composed of (6) and (9) is equivalent to that of (10),
provided that Assumption 2.1 (i) holds. Furthermore, let
X1(s) :=
(
sI − (A1 +B1K1C1)
)−1
(δ0 − ζ0)
denote the Laplace transform of ξˆ1 in (10) with the initial
condition (8). Note that ‖X1‖H2 ≤
(
1 + ‖ζ0‖
)
1 for all δ0 ∈
B if (11) holds. Then, we see that (G1 + I)X1 corresponds
to the Laplace transforms of ξ1 + ξˆ1 and G2X1 corresponds
to that of ξ2 when we restrict the initial condition to
ξˆ1(0) = σ(δ0 − ζ0),
[
ξ1(0)
ξ2(0)
]
= (1− σ)
[
ζ0
0
]
with σ = 1. In addition, when we restrict the initial condi-
tion to the case of σ = 0, the time evolution of the down-
stream dynamics (6b) given as eAtE1ζ0 is independent of
the closed-loop dynamics (10). Thus, (14) follows from the
cascade structure of (6). 
As stated in Lemma 2.2, the nonnegative constants αi and
functions βi, which are relevant to the system matrices of
the preexisting system Σ in (2) and the parameter ζ0 in (8),
are independent of the local controller design of (9). Thus,
in designing a local controller such that the bound (11) is
satisfied for a smaller tolerance 1, we can attain improved
control performance in the sense of the upper bounds in (14).
Note that (14) implies the bounds of ‖x1‖L2 and ‖x2‖L2
owing to the relation of (7). Clearly, the minimum values of
the bounds are given by αi1 when we take ζ0 in (8) as
ζ0 = 0. (17)
Thus, in the following, we focus our attention on the initial
condition (8) with this selection of ζ0.
It remains to demonstrate the implementation of the local
output feedback controller (9) for the original realization Σ
in (2). Note that the output signal C1ξˆ1 from the hierarchi-
cal realization is not directly measurable from the original
realization. To generateC1ξˆ1 for controller implementation,
we introduce a dynamical memory, which we call an output
rectifier, that achieves
xˆ1(t) = ξ1(t), ∀t ≥ 0, (18)
where xˆ1 denotes the state of the output rectifier. Based on
the fact that γ2 = Γ2ξ2 in the dynamics of ξ1 of (6b), such
an output rectifier can be realized as{
˙ˆx1 = A1xˆ1 +L1γ2
yˆ1 = y1 −C1xˆ1,
(19)
whose initial condition is determined by (17) as
xˆ1(0) = 0. (20)
This initial condition is actually consistent with (8) and
(18). In fact, with this n1-dimensional output rectifier, the
output signal C1ξˆ1 can be generated as yˆ1 in (19) based on
the relation on the left of (7). In conclusion, a solution to
Problem 2.1 is given as follows.
Theorem 2.1 Under Assumption 2.1 (i), consider the pre-
existing system Σ in (2) with the initial condition (4). For
any local output feedback controller in (9) such that the
closed-loop dynamics (10) is internally stable and (11) holds,
the entire closed-loop system composed of (2) and
Π1 :
{
˙ˆx1 = A1xˆ1 +L1γ2
u1 = K1(y1 −C1xˆ1)
(21)
with the initial condition (20) is internally stable and
‖x1‖L2 ≤ α11, ‖x2‖L2 ≤ α21, ∀δ0 ∈ B, (22)
where α1 and α2 in (15) are independent of the local con-
troller design of (9).
PROOF. As stated in Lemma 2.2, the closed-loop system
in the hierarchical realization, i.e., (6) with (9), is internally
stable. Note that the closed-loop system in the original re-
alization, i.e., (2) with (21), is related to the closed-loop
system in the hierarchical realization by (7) and (18). This
can be regarded as the coordinate transformation, i.e., the
bijection, from the hierarchical realization to the original
realization. The inverse of this transformation is given by
ξ1
ξ2
ξˆ1
 =

0 0 I
0 I 0
I 0 −I


x1
x2
xˆ1
 . (23)
Thus, their internal stability is equivalent. This also shows
that (14) with (17) is equivalent to (22). 
Theorem 2.1 shows that the L2-norm of the transient state
response is improved in the sense of the upper bound in (22)
by designing a local controller such that (11) is satisfied for
a smaller tolerance 1, even though the exact values of α1
and α2 are not available because the system model of Σ2 is
assumed to be unavailable. The resultant retrofit controller
Π1 in (21) is formed as the cascade interconnection of the
local output feedback controller (9) and the n1-dimensional
output rectifier (19). The design and implementation of the
retrofit controller comply with Assumptions 2.1 (ii) and
(iii).
A decentralized controller can be made as u1 = K1y1, where
K is designed based on the system model of Σ1 as in (10).
However, this does not generally ensure the stability of the
resultant closed-loop system, even if K1 is designed such
that (10) is stable. This is because the interconnection sig-
nal γ2, neglected in the local controller design, affects the
measurement output signal y1 of Σ1 and may induce unde-
sirable output feedback. To avoid such feedback, the output
rectifier provides the compensation signal C1xˆ1 to the lo-
cal controller while measuring the interconnection signal γ2.
The output rectifier can be regarded as a dynamical simula-
tor to cancel out the interference of Σ2 with the output sig-
nal y1, the function of which is different from that of usual
state observers and estimators.
Fig. 2 shows schematic depiction of the signal flow diagram
of the retrofit control and an equivalent diagram in the hi-
erarchical realization. In the left diagram, the feedback loop
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Fig. 2. Retrofit controller resulting from hierarchical realization.
of the blocks of Σ1 and Σ2 corresponds to the preexisting
system (2), and the shadowed block of Π1 corresponds to
the retrofit controller (21). The block of Σˆ1 represents the
output rectifier (19), and the block of K1 represents the lo-
cal controller u1 = K1yˆ1.
In the right diagram, the feedback loop of the upper shad-
owed block corresponds to the closed-loop dynamics (10),
where the upstream dynamics (6a) in the hierarchical real-
ization is represented by the block of Ξˆ1 and the local out-
put feedback controller (9) is represented by the block of
K1. The feedback loop of the lower shadowed block corre-
sponds to the subsystems of the downstream dynamics (6b),
which are represented by the blocks of Ξ1 and Ξ2, respec-
tively. The equivalence between two diagrams is shown as
the coordinate transformation in (23).
2.3 Several Remarks
2.3.1 Initial Condition Selection
Owing to the internal stability of the closed-loop system
shown in Theorem 2.1, the selection of initial conditions for
the output rectifier does not affect the stability of the closed-
loop system. In fact, for any initial conditions of Σ1, Σ2
in (1) and Π1 in (21), denoted by x1(0), x2(0), and xˆ1(0),
the initial condition of the hierarchical realization (6) is
uniquely determined as being consistent with (7) and (18)
or, equivalently, (23). Note that xˆ1(0) = ζ0, which means
that the free parameter ζ0 in (8) corresponds to the initial
condition of the output rectifier. This shows the equivalence
between (17) and (20).
2.3.2 Implementation of Multiple Retrofit Controllers
Under the output rectifier initial condition (20), let us dis-
cuss the case where x2(0) is nonzero. In particular, we first
consider the case of δ0 = 0, which implies
xˆ1(0) = x1(0) = 0,
i.e., the initial conditions of both subsystem Σ1 and the
output rectifier are zero. In this situation, xˆ1(t) = x1(t)
or, equivalently, ξˆ1(t) = 0 holds for all t ≥ 0. This is be-
cause the subsystem state x1 and the output rectifier state
xˆ1 are equally driven by the interconnection signal γ2 from
Σ2, whose initial condition is now assumed to be nonzero.
Therefore, the retrofit controller Π1 does not take any con-
trol action, i.e., u1(t) = 0 for all t ≥ 0, irrespective of the ini-
tial conditions of Σ2. Note that such state deflections of Σ2
can be managed by another retrofit controller implemented
in the corresponding subsystem.
Next, we consider the case where both δ0 and x2(0) are
nonzero. In a similar manner to that in Theorem 2.1, we
can derive the corresponding upper bound for the transient
state response of Σ1 as
‖x1‖L2 ≤ α11 + ‖ET1 eAtE2x2(0)‖L2 , ∀δ0 ∈ B.
Note that the offset term relevant to x2(0) is not depen-
dent on the selection of the feedback gain K1 in (9). When
the subsystem Σ2 is itself a network system composed of
several subsystems, we can consider the simultaneous im-
plementation of retrofit controllers to each of the respective
subsystems. This implies that multiple subsystem operators
can independently plug in, plug out, and modify local con-
trollers for the respective subsystems without concerning
the instability of the entire network system.
2.3.3 Local Dynamical Controller Design
Next, let us consider the situation where a dynamical output
feedback controller is designed, rather than the local static
controller (9). This generalization can be done by simply
replacing (9) with
u1 = K1(C1ξˆ1) (24)
whereK1 denotes the dynamical map of the local controller.
The controller design and implementation can only be per-
formed by the system model of Σ1. Note that any conven-
tional method can be applied for the design of a local dy-
namical controller (24) that complies with the specification
on internal stability in (10) and that on control performance
in (11). The resultant retrofit controller is given by replac-
ing K1 in (21) with K1. For example, if we design the dy-
namical map K1 in (24) as an observer-based state feedback
controller, then the retrofit controller is
˙ˆx1 = A1xˆ1 +L1γ2
ζ˙1 = A1ζ1 +B1u1 +H1(y1 −C1xˆ1 −C1ζ1)
u1 = F 1ζ1,
(25)
where the feedback gainsH1 and F 1 are designed such that
the specifications are satisfied for the isolated model of Σ1.
2.3.4 Generalization to Nonlinear Systems
Because we do not use the system model of Σ2 in (1b) for the
retrofit controller design, we can generalize our approach to
nonlinear systems. More specifically, we consider replacing
Σ2 with
x˙2 = f2(x2, x1), γ2 = h2(x2, x1) (26)
where f2 and h2 denote some nonlinear functions. The cor-
responding preexisting system is written as
x˙1 = A1x1 +L1h2(x2, x1) +B1u1
x˙2 = f2(x2, x1)
y1 = C1x1.
(27)
Note that if (26) is a static nonlinear map, i.e., the dynamics
of x2 is empty and γ2 = h2(x1), the preexisting system (27)
can be regarded as a Lur’e system. Assuming that (27) is
stable (i.e., globally input-to-state stable [Khalil and Griz-
zle, 1996]), we can design a retrofit controller Π1 in (5) such
that the resultant closed-loop system is stable (i.e., glob-
ally asymptotically stable). This is done by designing a local
6
output feedback controller for the linear upstream dynam-
ics (6a).
3 Retrofit Control without Interconnection Signal
Measurement
3.1 Problem Formulation
Consider the preexisting system Σ in (2). The objective of
this section is to remove the assumption of the measurability
of the interconnection signal γ2 for the retrofit controller.
More specifically, the assumptions are listed as follows.
Assumption 3.1 For the preexisting system Σ in (2), the
same assumptions (i) and (ii) as those in Assumption 2.1
are made with
(iii) For the implementation of a retrofit controller, the
measurement output signal y1 is given by y1 = x1,
whereas the interconnection signal γ2 is not measurable.
As compared with Assumption 2.1, the assumption on the
measurability of γ2 is removed while the availability of state
feedback control is assumed for Σ1. We address the following
retrofit controller design problem.
Problem 3.1 Consider the preexisting system Σ in (2)
with the initial condition (4). Under Assumption 3.1, find
a retrofit controller of the form
Π′1 : u1 = K′1(x1), (28)
where K′1 denotes a dynamical map, such that the same re-
quirements (A) and (B) as those in Problem 2.1 are satis-
fied.
3.2 Solution
To give a solution to Problem 3.1, we introduce a param-
eterized version of hierarchical state-space expansion. This
parameterization plays an important role in the subsequent
arguments. As a generalization of Lemma 2.1, we state the
following fact.
Lemma 3.1 Let P 1 ∈ Rn1×nˆ1 and P †1 ∈ Rnˆ1×n1 denote a
left invertible matrix and its left inverse, respectively. For
the preexisting system Σ in (2), consider the cascade inter-
connection system whose upstream subsystem is given by
˙ˆ
ξ1 = P
†
1A1P 1ξˆ1 + P
†
1B1u1, (29a)
which is nˆ1-dimensional, and downstream subsystem is
given by[
ξ˙1
ξ˙2
]
=
[
A1 L1Γ2
L2Γ1 A2
][
ξ1
ξ2
]
+
[
P 1P
†
1A1
L2Γ1
]
P 1ξˆ1, (29b)
which is (n1+n2)-dimensional, where a left invertible matrix
P 1 ∈ Rn1×(n1−nˆ1) and its left inverse P †1 ∈ R(n1−nˆ1)×n1 are
given such that
P 1P
†
1 + P 1P
†
1 = I. (30)
If P 1 satisfies
imB1 ⊆ imP 1, (31)
then it follows that
x1(t) = ξ1(t) + P 1ξˆ1(t), x2(t) = ξ2(t), ∀t ≥ 0 (32)
for any external input signal u1, provided that (32) is satis-
fied at the initial time t = 0.
Note that P 1P
†
1B1 = B1 if (31) holds. Thus, the claim can
be proved by summing (29a) multiplied by P 1 and (29b).
The hierarchical realization (29) involves P 1 and P
†
1 as free
parameters. The product P 1P
†
1 is determined by these pa-
rameters according to (30). Clearly, if we take both P 1 and
P †1 as the identity, then (29) coincides with (6). Note that
the upstream dynamics (29a) is a low-dimensional approxi-
mate model of (6a) obtained by an oblique projection [An-
toulas, 2005].
For consistency with (4) and (32), we describe the initial
condition of the hierarchical realization (29) as
ξˆ1(0) = P
†
1(δ0 − ζ0),
[
ξ1(0)
ξ2(0)
]
=
[
P 1P
†
1δ0 + P 1P
†
1ζ0
0
]
(33)
where ζ0 ∈ Rn1 is an arbitrary parameter. Based on this
parameterized hierarchical realization, let us consider the
design of a local state feedback controller. For the upstream
dynamics (29a), a local state feedback controller
u1 = Kˆ1ξˆ1 (34)
is designed such that the closed-loop dynamics
˙ˆ
ξ1 = (P
†
1A1P 1 + P
†
1B1Kˆ1)ξˆ1 (35)
is internally stable, and the control performance specifica-
tion
‖ξˆ1‖L2 ≤ 1, ∀ξˆ1(0) ∈ Bˆ (36)
is satisfied for a given tolerance 1 > 0, where
Bˆ := {P †1δ0 ∈ Rnˆ1 : δ0 ∈ B}.
Then, Lemma 2.2 can be generalized as follows.
Lemma 3.2 For the hierarchical realization (29), consider
the local state feedback controller (34). Under Assump-
tion 3.1 (i), the closed-loop system composed of (29) and
(34) is internally stable if and only if the closed-loop dy-
namics (35) is internally stable. Furthermore, let
G′i(s) := E
T
i (sI −A)−1
{
E1P 1P
†
1A1 + E2L2Γ1
}
(37)
denote the transfer matrix from P 1ξˆ1 to ξi of the down-
stream dynamics (29b), where A is defined as in (3) and E1,
E2 are defined as in (13). If (36) holds for the closed-loop
dynamics (35), then
‖ξ1+P 1ξˆ1‖L2 ≤ α′1(1+‖ζ0‖)1+β′1(δ0, ζ0),
‖ξ2‖L2 ≤ α′2(1+‖ζ0‖)1+β′2(δ0, ζ0),
∀δ0 ∈ B
(38)
with the initial condition (33), where the nonnegative con-
stants
α′1 := ‖(G′1 + I)P 1‖H∞ , α′2 := ‖G′2P 1‖H∞ , (39)
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and the nonnegative functions
β′i(δ0, ζ0) :=
∥∥ETi eAtE1(P 1P †1δ0 + P 1P †1ζ0)∥∥L2 (40)
are independent of the selection of the feedback gain Kˆ1 in
(34).
Owing to the cascade structure of the hierarchical realiza-
tion, this claim can be proved in a similar manner to the
proof of Lemma 2.2. Let us consider selecting ζ0 as in (17).
Then, we discuss how to implement the local state feedback
controller (34) for the original realization Σ in (2). Note that
ξˆ1 is equal to P
†
1x1−P †1ξ1 owing to (32). To generate P †1ξ1,
we implement an output rectifier that achieves
xˆ1(t) = P
†
1ξ1(t), ∀t ≥ 0, (41)
where xˆ1 denotes the state of the output rectifier. Consid-
ering (32) and (41) as the coordinate transformation from
the hierarchical realization to the original realization, whose
inverse is given by
ξ1
ξ2
ξˆ1
 =

P 1P
†
1 0 P 1
0 I 0
P †1 0 −I


x1
x2
xˆ1
 , (42)
we verify that a realization of the output rectifier is given by{
˙ˆx1 = P
†
1A1P 1xˆ1 + P
†
1A1P 1P
†
1x1 + P
†
1L1γ2
yˆ1 = P
†
1x1 − xˆ1,
(43)
where the initial condition is determined to be (20) because
of (17). This initial condition is actually consistent with (33)
and (41) because of P †1P 1 = 0, which comes from the fact
that (30) implies[
P 1 P 1
] [P †1
P
†
1
]
= I ⇐⇒
[
P †1
P
†
1
] [
P 1 P 1
]
= I.
Note that (42) and (43) correspond to the generalization of
(23) and (19), respectively. However, in the output rectifier
(43), note the appearance of a term containing the intercon-
nection signal γ2. To remove this term, we use the remaining
degree of freedom to assign the kernel of P †1. To this end,
we state the following fact.
Lemma 3.3 Consider the subsystem Σ1 in (1a). There ex-
ist a left invertible matrix P 1 and its left inverse P
†
1 such
that
imB1 ⊆ imP 1, imL1 ⊆ kerP †1 (44)
if and only if
imB1 ∩ imL1 = ∅. (45)
PROOF. We first prove the sufficiency, i.e., if (45) holds,
then there exist P 1 and P
†
1 such that (44) holds. As shown
in Proposition 3.5.3 of [Bernstein, 2009], for any complemen-
tary subspaces V1 and V2, there exists the unique projection
matrix H1 onto V1 along V2. A realization of this matrix is
H1 = V1(V
T
2 V1)
−1V T2 ,
{
V1 = imV1
V2 = kerV T2 .
(46)
Because (45) implies that the column vectors of B1 and
L1 are linearly independent, the complementary subspaces
such that imB1 ⊆ V1 and imL1 ⊆ V2 can be selected. Thus,
the selection of
P 1 = V1(V
T
2 V1)
−1, P †1 = V
T
2
satisfies (45). This proves the sufficiency.
Next, to prove the necessity, we consider the contraposition.
Namely, if (45) does not hold, i.e., if there exists some vector
v such that
v ∈ imB1, v ∈ imL1,
then there exist no P 1 and P
†
1 such that (44) holds. Equiva-
lently, there is no projection matrix H1 in (46) onto the im-
age ofP 1 along the kernel ofP
†
1, whose realization isP 1P
†
1,
such that (44) holds. Note that H1v = v for v ∈ imB1,
while H1v = 0 for v ∈ imL1. They are contradictory. This
proves the necessity. 
Lemma 3.3 implies that we can always find a pair of P 1
and P †1 such that (44) holds, provided that the column vec-
tors of B1 and L1 are linearly independent as described in
(45). The image condition for P 1 in (44) is necessary to
make the hierarchical state-space expansion valid as shown
in Lemma 3.1. The kernel condition for P †1 is used to re-
move the term containing P †1L1 in (43). Note that (45) is
generally a mild condition that simply implies the control
input port and interconnection input port are not exactly
equal. In conclusion, a solution to Problem 3.1 can be for-
mally stated as follows.
Theorem 3.1 Under Assumption 3.1 (i) with the condi-
tion (45), consider the preexisting system Σ in (2) with the
initial condition (4). Let P 1 and P
†
1 be a left invertible ma-
trix and its left inverse such that (44) holds. Then, for any
local state feedback controller (34) such that the closed-loop
dynamics (35) is internally stable and (36) holds, the entire
closed-loop system composed of (2) and
Π′1 :
{
˙ˆx1 = P
†
1A1P 1xˆ1 + P
†
1A1P 1P
†
1x1
u1 = Kˆ1(P
†
1x1 − xˆ1)
(47)
with the initial condition (20) is internally stable and
‖xi‖L2 ≤ α′i1 + βi(P 1P
†
1δ0), ∀δ0 ∈ B (48)
for each i ∈ {1, 2}, where α′i in (39) and βi in (16) are
independent of the local controller design of (34) provided
that P 1 and P
†
1 are determined before the local controller
is designed.
As shown in Theorem 3.1, the resultant retrofit controller
Π′1 in (47) is formed as the cascade interconnection of the
local state feedback controller (34) and the nˆ1-dimensional
output rectifier (43) from which the term containing the in-
terconnection signal γ2 has been removed. Note that the
remarks in Sections 2.3.1, 2.3.2, and 2.3.4 also apply. The
retrofit controller Π′1 can be regarded as a dynamical con-
troller with full state information of Σ1. This can be seen
from the fact that P 1P
†
1x1 in the output rectifier corre-
sponds to the projection of x1 onto the kernel of P
†
1 along
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Fig. 3. Power network model composed of generators and loads.
Generators are denoted by “G” and loads are denoted by “↓.”
the kernel of P
†
1. In contrast, P
†
1x1 in the local state feed-
back controller eliminates the component of x1 in the kernel
of P †1, which is neglected in the local controller design with
the projected model (29a). They are actually complemen-
tary.
4 Numerical Examples
4.1 Frequency Control for Power Systems
In this subsection, we demonstrate the significance of the
theory in Section 2. The theory in Section 3 will be used in
Section 4.2. We consider a power network model composed
of 16 generators and 14 loads, where the network structure is
as depicted in Fig. 3. According to [Chakrabortty, 2011, Ilic
and Liu, 1996], the dynamics of each generator is described
as a rotary appliance
θ˙i = ωi, miω˙i + diωi + fi + ei = 0 (49)
with a second order governor
τif˙i = −fi + pi, τ ′i p˙i = −κipi + ωi + vi, (50)
where θi and ωi denote the phase angle and frequency, fi
and ei denote the mechanical torque from the governor and
the electric torque from other appliances, pi denotes the
valve position, and vi denotes the control input signal to the
governor. In a similar way, we describe the load dynamics
as the rotary appliance (49) without the mechanical torque
term fi. Each inertia constant mi ∈ [2, 10] and damping
constant di ∈ [0.001, 0.1] for the generators and loads is
randomly selected. We set the turbine constant τi = 0.002,
the governor time constant τ ′i = 1, and the droop constant
κi = 0.1 for all generators. The interconnection between the
generators and loads can be represented as
ei =
∑
j∈Ni Yi,j(θj − θi) (51)
where Ni denotes the index set associated with the neigh-
borhood of the ith appliance and Yi,j denotes the admit-
tance between the ith and jth appliances. Each admittance
value is selected from [1, 40]. In the following, we assume
that all generator and load variables are defined in terms of
their deviation from desirable equilibria.
We consider implementing a retrofit controller for the sub-
system Σ1 in Fig. 3, whose system model is assumed to be
available. For the output signals, we assume that the fre-
quencies and phase angles of all generators in Σ1 are mea-
surable. In addition, the interconnection signal from Σ2 is
assumed to be measurable. The retrofit controller is de-
signed for Σ1 as an observer-based state feedback controller
in the form of (25), whose feedback gains F 1 and H1 are
determined for the isolated model of Σ1 based on the linear
quadratic regulator design technique.
For the subsequent discussion, let us define the global and
local control performance measures as
Jall = sup
ω(0)∈U
‖ω‖L2 , J1 = sup
ωˆ1(0)∈U
‖ωˆ1‖L2 ,
where U denotes the set of vectors having the unit norm,
ω denotes the frequency deviation vector for all appliances,
and ωˆ1 denotes the frequency deviation vector of the appli-
ances in Σ1 when the interconnection with Σ2 is neglected.
Note that the value of J1 corresponds to that of 1 in (11).
By varying the quadratic weights for the controller design,
we plot the resultant values of Jall versus the values of J1
in Fig. 4(1), where (a), (b), and (c) correspond to low-
gain, medium-gain, and high-gain retrofit controllers, re-
spectively. From this figure, we see that the global control
performance improves as the local performance improves.
The resultant frequency deviation trajectories of the appli-
ances in Σ1 are plotted in the right of Figs. 4 (2a)-(2c), where
the initial frequency deviation of each appliance in Σ1, cor-
responding to δ0 in (4), is randomly selected from [0, 0.2].
Each subfigure corresponds to the indication of (a)-(c) in
Fig. 4(1). The blue solid lines correspond to the case of a
retrofit controller with the output rectifier, whereas the red
dotted lines correspond to the case with no output rectifier.
This result shows that the output rectifier involved in the
retrofit controller plays a significant role in ensuring whole-
system stability, even when the simple implementation of
medium-gain, and high-gain local controllers without the
output rectifier induces system instability.
4.2 Vehicle Platoon Control for Collision Avoidance
We demonstrate the significance of the theory in Section 3
with the nonlinear generalization in Section 2.3.4. Let us
consider the platoon of 12 vehicles depicted as in Fig. 5,
where the labels are assigned from the headmost vehicle in
descending order. Supposing that the velocity of each vehicle
is operated by a driver, for i ∈ {1, . . . , 12}, we model the
ith vehicle dynamics [Hayakawa and Nakanishi, 1998] as{
p˙i = vi
v˙i = κ {f(pi+1 − pi)g(pi − pi−1)− vi}+ wi, (52)
where pi and vi denote the position and velocity, κ denotes
a positive constant representing sensitivity to the forward
and backward vehicles, and wi denotes the external input
signal. We set the sensitivity constant as κ = 0.06 and the
nonlinear functions as
f(x) = tanh(x− 2) + tanh(2),
g(x) = 1 + 5 {1− tanh(3x− 6.3)} ,
where f is monotone increasing and bounded, and g is mono-
tone decreasing, bounded, and g(∞) = 1. These functions
represent a driver operating property so as to avoid a colli-
sion with the forward and backward vehicles. In particular,
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Fig. 5. Vehicle platoon control. The controller measures the states
of neighboring vehicles though a vehicle-to-vehicle (V2V) communi-
cation.
g can be regarded as a scaling factor for the acceleration
because its range of values is greater than or equal to 1.
Assuming that the desired inter-vehicle distance, denoted by
∆p∗, is 2.7, we regard p13 as p12+∆p∗ and p0 as p1−∆p∗. As
shown in [Hayakawa and Nakanishi, 1998], the equilibrium
trajectory of (52) without wi is given by
pi(t) = i∆p
∗ + vt, vi(t) = v, i ∈ {1, . . . , 12}, (53)
where v := f(∆p∗)g(∆p∗), and this is stable as long as κ
is above than a certain threshold. Hereafter, we assume the
stability of this equilibrium trajectory.
For the vehicle platoon model (52), we consider the design
of a retrofit controller that works inside a vehicle to pre-
vent collisions caused by sudden braking. In particular, we
suppose that the retrofit controller is implemented in Vehi-
cle 10, i.e., all control inputs wi other than w10 are zero, and
it can measure the positions and velocities of Vehicles 5–11
through V2V communication, as depicted in Fig. 5. This
means that the retrofit controller is designed as a state feed-
back controller that injects the control input to Vehicle 10
while measuring the states of Vehicles 5–11.
Because the vehicle platoon model (52) is a nonlinear sys-
tem, we consider the subsystem Σ1 in (1a) as a linear ap-
proximation of the dynamics corresponding to Vehicles 5–
11, which is a 14-dimensional system. The linear dynamics
is obtained by the linearization around the stable equilib-
rium trajectory, and can be represented as
x˙1 = A1x1 +L1γ2 + γ1 +B1u1,
where γ2 corresponds to the interconnection signal from Ve-
hicles 4 and 12, γ1 corresponds to the nonlinear term ne-
glected though the linearization, and u1 corresponds to w10.
On the other hand, the subsystem Σ2, given as a nonlinear
system in (26), is composed of the static nonlinear term of
Vehicles 5–11, and the nonlinear dynamics of the remain-
ing vehicles, which is a 10-dimensional system. This can be
represented as
x˙2 = f2(x2, x1), γ1 = f1(x1), γ2 = h2(x2)
where γ1 is measurable owing to the measurability of x1
but γ2 is not. Note that the control input port is located
at Vehicle 10, whereas the interconnection input ports are
located at Vehicles 5 and 11. This means that the condition
(45) is satisfied, i.e., there exist P 1 and P
†
1 such that (44)
holds. In this case, the retrofit controller has the form{
˙ˆx1 = P
†
1A1P 1xˆ1 + P
†
1f1(x1) + P
†
1A1P 1P
†
1x1
u1 = Kˆ1(P
†
1x1 − xˆ1).
(54)
We first compare the controller design given by the lineariza-
tion. The dimension of the retrofit controller is taken as
nˆ1 = 12. This is the maximal number such that (44) holds
because nˆ1 must satisfy
rankB1 ≤ nˆ1 ≤ n1 − rankL1, (55)
where n1 = 14 and rank L1 = 2. Based on the linear
quadratic regulator design technique, we calculate the op-
timal feedback gain Kˆ1 with respect to a quadratic cost
function such that (35) exhibits desirable behavior.
Figs. 6 (a) and (b) show, respectively, the resultant system
responses when we implement the state feedback controller
without the output rectifier, namely u1 = Kˆ1P
†
1x1, and the
12-dimensional retrofit controller in (54). Both subfigures
show the deviation from the steady trajectory, i.e., pi(t)−vt,
when the velocity of Vehicle 10 becomes zero at time t = 10
due to sudden braking. The blue chained line corresponds
to Vehicle 10, the blue solid lines correspond to Vehicles 5–9
and 11, and the red dotted lines correspond to the other ve-
hicles. From these figures, we can see that both controllers
work well in terms of collision avoidance. However, as shown
in Figs. 6 (c) and (d), where the velocity of Vehicle 6 is sup-
posed to decrease by 30%, the feedback controller without
the output rectifier induces a collision whereas the retrofit
controller does not. This is because the retrofit controller
retains the stability of the original system involving the fa-
vorable nonlinearity of f and g in (52), which prevents col-
lision accidents owing to driver operation. Note that the
positions of vehicles in Fig. 6 (d) gradually return to their
steady trajectories.
Next, we consider reducing the dimension of the retrofit
controller from 12. In the following, P 1 and P
†
1 are de-
termined based on balanced truncation [Antoulas, 2005],
which is used to extract a dominant controllable subspace
of Σ1. Assuming that the velocity of Vehicle 6 decreases
by 60%, which exceeds the scenario in Fig. 6 (d), the
resultant system responses in Figs. 6 (e) and (f) corre-
spond to the 12-dimensional and 4-dimensional retrofit
controllers, respectively. From these figures, we see that the
4-dimensional retrofit controller can avoid a collision but
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the 12-dimensional controller cannot.
The reason for this outcome can be explained as follows.
The 12-dimensional retrofit controller is forced to use state
feedback information from Vehicles 5–11, irrespective of the
distance of these vehicles from the 10th controlled vehicle.
Because vehicles that are distant from the input port are
not sufficiently controllable, feedback control based on the
measurement of such weakly controllable states may induce
oscillatory behavior in a closed-loop system. Conversely, the
low-dimensional controller can naturally focus its attention
on the dominant controllable subspace. This is because,
through model reduction, we can eliminate the subspace
that is approximately uncontrollable. Thus, the model re-
duction technique can be regarded as a systematic tool to
extract such a dominant controllable subspace. This exam-
ple highlights that low-dimensional retrofit controllers, as
opposed to higher-dimensional ones, are more reasonable
when the number of actuators is limited.
5 Concluding Remarks
In this paper, we have proposed a retrofit control method
for stable linear and nonlinear network systems. The pro-
posed method only requires a model of the subsystem of in-
terest for controller design. The resultant retrofit controller
is implemented as a cascade interconnection of a local con-
troller that stabilizes an isolated model of the subsystem of
interest and a dynamical output rectifier that rectifies an
output signal of the subsystem so as to conform to an out-
put signal of the isolated subsystem model while acquiring
complementary signals neglected in local controller design,
such as interconnection and nonlinear feedback signals.
Future work will consider the generalization of the proposed
scheme to robust control under consideration of modeling
error in the local subsystem. Another important future work
is to devise a method to determine a reasonable set of subsys-
tems for a given network system. Indeed, the resultant con-
trol performance should be dependent on several factors: for
example, subsystem partition, the number of subsystems,
and the location of retrofit controllers to be implemented.
Even though the determination of them may require some
global knowledge of network systems, utilizing such a global
system knowledge for local retrofit controller design would
be beneficial to attain better control performance.
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