In practice, the EWMA control chart for process monitoring is based on parameters estimated from a retrospective data set representing the process characteristic under study. This data set may contain contaminated observations, which in turn can affect the estimates and hence the control chart's performance. We study the problem of estimating the location when the data set may or may not contain contaminated observations. We compare six point estimators proposed in the SPC literature. The quality of the estimators is evaluated in terms of estimation accuracy. Moreover, we study the impact of the estimators on the performance of the EWMA control chart based on the different location estimators.
Introduction
Since its introduction by Roberts (1959) , the exponentially weighted moving average (EWMA) control chart has become a well-known tool in statistical process control. The EWMA control chart and its properties have received much attention in the SPC literature. In practice, the in-control process parameters are unknown and have to be estimated. This stage is called Phase I. The monitoring stage is denoted by Phase II (cf. Vining, 2009 ).
The effect of Phase I estimation on the EWMA control chart was discussed by Jones (2002) , Jones, Champ and Rigdon (2001) , and Saleh, Mahmoud, Jones-Farmer, Zwetsloot, and Woodall (2015) who provided a design procedure for the EWMA control chart based on estimated Phase I parameters. These procedures use the sample mean and the sample standard deviation as estimators, yielding efficient parameter estimates. The application of such an EWMA control chart therefore requires the assumption that the Phase I data set contains only observations which are representative of the process.
However, it has long been recognized that in practical situations Phase I may occasionally contain contaminations, i.e. observations which are unrepresentative of the process such as outliers, step changes and other data anomalies (cf. Boyles, 1997 or Janacek and Meikle, 1997) . In a literature survey of the effect of estimation on control chart properties, Jensen, Jones-Farmer, Champ and Woodall (2006) recommended studying robust or alternative Phase I estimators for l and r. This recommendation is the subject of our paper. We assess the effect of various estimators on the performance of the EWMA control chart when Phase I may contain contaminations.
To date, the literature has proposed several alternative estimators. For example, Rocke (1989 Rocke ( , 1992 , and Langenberg and Iglewicz (1986) studied robust point estimators for the Shewhart control chart. Schoonhoven, Nazir, Riaz and Does (2011) studied the effect of contaminations in Phase I and recommended the use of robust estimators for the Shewhart control chart. Nazir, Riaz, Does and Abbas (2013) compared robust point location estimators applied to another control chart, namely the cumulative sum control chart. For an overview, see Psarakis, Vyniou and Castagliola (2014) .
In our paper, we compare the performance of the EWMA control chart based on various point location estimators in Phase I. In particular, we consider the situation in which Phase I may or may not contain contaminations. In the next section, we present the EWMA control chart and discuss the run length distribution as a performance measure. In Section 3, we describe the six location estimators, and in Section 4, we compare the accuracy of these estimators for a variety of contamination scenarios. In Section 5, we compare the effect of the location estimators on the EWMA control chart performance. Finally, Section 6 gives some concluding remarks.
Background information on the EWMA control chart
Our study involves the EWMA control chart for location. We assume that observations are collected in samples of size n and are identically independently and normally distributed with parameters l and r if the process is in control. Observations are denoted by Y it , with i ¼ 1, 2, … , n and t ¼ 1, 2, 3, … .
The EWMA control chart consists of plotting the EWMA statistic Z t together with the control limits. If the statistic lies within these limits, the process is said to be in control; otherwise a signal is observed and the process is assumed to be out of control. The EWMA statistic is defined as
where Y t is the mean of sample t, Z 0 ¼l, and k, the smoothing parameter, is a constant satisfying 0 < k 1. The upper and lower control limits for the EWMA control chart are
wherel andr are the Phase I estimates of l and r, and L is a positive coefficient which, together with k, determines the in-control average run length of the EWMA control chart. The run length (RL) is a random variable indicating the number of samples before Z t falls outside the control limits. The performance of a control chart can be expressed in terms of the distribution function of the run length. For control charts with estimated parameters, a distinction is made between the conditional and unconditional run length distribution. The conditional run length gives the performance of the EWMA chart given the Phase I estimates. In order to evaluate the overall behavior, we consider the unconditional distribution of the run length. A common measure of control chart performance is the expected value of the RL, i.e. the average run length (ARL). It is desirable to have a large ARL when the process is in control and a small ARL when the process is out of control. Because the run length distribution is not geometric, as it is for Shewhart charts with known parameters, the ARL should not be used as the sole measure of chart performance. Therefore, we also evaluate the 10th, 50th and 90th percentiles of the unconditional run length distribution.
We take the following settings for the EWMA control charts: ARL ¼ 370 when the process is in control and k ¼ 0.13. We set L ¼ 2.89 as advised by Jones (2002) . Before the EWMA control chart can be implemented, estimators forl andr need to be selected. In this paper, we consider EWMA control charts based on the six location estimators described in Section 2.
For a fair comparison of these location estimators, the standard deviation estimator r for each chart is the same. We use an estimator of r that is known for its robustness, namely a variant of the biweight A estimator proposed by Tatum (1997) . This estimator weights the observations: higher values are given less weight than lower values, which ensures that outliers have less impact on the estimate of r. The estimation procedure is described by Tatum (1997) and is implemented as set out in , with normalizing constant 1.068.
Phase I location estimators
Let X it , with i ¼ 1, … , n and t ¼ 1, … , k, denote the Phase I observations. Define X t as the mean of sample t, M t as the median of sample t, X ðoÞt as the oth-order statistic within sample t, and X ðoÞ as the oth-order value of the sample means. The Phase I data are used to obtainl andr, estimates of l and r, respectively.
The first location estimator that we consider is the mean of the sample means
This estimator provides a basis for comparison, as it is the most efficient estimator for in-control and normally distributed data. However, it is well known that this estimator is sensitive to data contaminations.
Second, we consider the trimmed mean of sample means. It was applied to control charting by Langenberg and Iglewicz (1986) : trims a% of the ordered sample means from each tail and computes the mean of the remaining observations
5 :
Here z d e denotes the smallest integer not less than z. In this paper, we set a ¼ 20%.
Next, we consider two estimators studied earlier by Rocke (1989) . They are the median of the sample means
and the mean of the sample medians
Furthermore, we include the median of the sample medians
Finally, we consider an estimator based on the sample trimean statistic (cf. Wang, Li & Cui, 2007) which is defined as a weighted average of the quartiles:
We consider a trimmed version of the mean of the sample trimeans where TM (o) denotes the oth-order value of the sample trimeans. Again, we set a ¼ 20%. The estimators considered are listed in Table 1 .
Estimator efficiency in Phase I
We first discuss the accuracy of the proposed location estimators. Therefore, we conduct a simulation study in which we compare the mean squared error (MSE) of the estimators based on Phase I data consisting of k ¼ 50 samples of size n ¼ 5. The MSE is calculated as
wherel r is the value of the estimator in the rth simulation run and R is the total number of simulation runs. We compare the six estimators as presented in Table 1 under four types of disturbances, where disturbances are reflected by changes in the process mean: out-of-control observations are drawn from N(l þ d I r; r 2 ), with d I a constant and the index 'I' indicating Phase I. If d I ¼ 0, the process is in control; otherwise the process is out of control. Without loss of generality, we set l ¼ 0 and r ¼ 1, and consider 1. A model for localized shifts in which all observations in a sample have a 90% probability of being drawn from the N (0, 1) distribution and a 10% probability of being drawn from the N (d I , 1) distribution. 2. A model for diffuse shifts in which each observation, irrespective of the sample to which it belongs, has a 90% probability of being drawn from the N (0, 1) distribution and a 10% probability of being drawn from the N (d I , 1) distribution. 3. A model for structural shifts in which the first 45 samples are drawn from the N (0, 1) distribution and the last five samples are drawn from the N (d I , 1) distribution. 4. A model for random shifts in which, at random moments, five consecutive samples are drawn from the N (d I , 1) distribution. These shifts occur with a p Â 100% probability. After this random shift of length 5, the process returns to the in-control state and every sample again has a p Â 100% probability of being drawn from the N (d I 1) distribution. To have an expected contaminated rate of 10%, we set p ¼ 0.023 (obtained through 100,000 simulations).
The performance of the proposed estimators is evaluated for d I ¼ 0:25; 0:5; …; 3:5. The results are based on R ¼ 100,000 simulations, which yields a maximum relative simulation error -the standard deviation of the R computed MSEs expressed as a percentage of the MSE -of 0.5%. Figure 1 shows the MSEs plotted for each estimator against the shift size d I . The y-intercept represents the situation where all Phase I data are in control (d I ¼ 0). The most efficient estimator is X, as expected. All other estimators are slightly less efficient but still reasonably close to the MSE level of X, except M(M t ), which is the least efficient estimator for uncontaminated data.
Next, consider the situations when contaminations are present. The MSE patterns of the six estimators are approximately equivalent for localized and structural shifts in Phase I. Hence, it does not matter for the estimators if the contaminated samples are spread randomly across Phase I (localized) or clustered at the end (structural). In both contamination scenarios, the estimators based on trimming ( X 20 and TM 20 ) and the estimators which apply the median function to the samples (M( X t ) and M(M t )) show low MSE levels, and are, therefore, the best-performing estimators.
In the random shifts scenario, the number of contaminated samples varies strongly and this causes a different MSE pattern. Here, only the estimators which apply the median function to the samples (M( X t ) and M(M t )) show a low MSE level. The estimators based on trimming now show steeply increasing MSE levels. The reason is the additional variability in the number of contaminated samples in this scenario. Therefore, from the perspective of estimation accuracy, it is undesirable to use estimators based on trimming as these estimators lose their robustness as soon as the trimming percentage is occasionally lower than the contamination percentage.
When diffuse shifts are present, the MSE levels are high for all estimators compared with the other scenarios. The estimators which apply within-sample trimming, i.e.
M, M(M t ) and TM 20 , show the best performance for large shift sizes in Phase I.
To summarize, none of the location estimators have a satisfactory MSE performance for all the four contamination types. The estimators based on applying the median function or the trimean (M( X t ), M(M t ) and TM 20 ) show rather good performance for all four scenarios. However, M( X t ) breaks down for diffuse shifts as it does not trim within samples, M(M t ) is rather inefficient under in-control Phase I data, and TM 20 breaks down for random shifts as the number of contaminated samples occasionally exceeds 20%.
Finally, we also studied these estimators and Phase I performance for samples of size n ¼ 10. The findings are comparable with the findings presented for n ¼ 5, and are available upon request from the authors.
Comparison of Phase II EWMA control chart performance
Section 4 shows that the robust estimators offer substantial improvement over the efficient mean of sample means, if contaminations are present in Phase I. However, it remains to be shown that this translates into improved EWMA control chart performance. To do so, we compare the run length behavior of the EWMA control charts based on estimators using in-control as well as contaminated Phase I data. We conduct the following simulation study to obtain the RL behavior: first k ¼ 50 samples of size n ¼ 5 are drawn from the in-control N(0, 1) distribution and the four Phase I disturbance scenarios with d I ¼ 1.5. Next, the mean and standard deviation are computed with the six location estimators forl and Tatum's robust estimator forr. Based on these estimates, the EWMA control chart is set up according to Equations (1-3). Observations from N(d II , 1) are drawn until the associated Z t falls outside the control limits. The corresponding run length equals t À 1. The calculations are made for d II ¼ 0, 0.05, … , 0.6, where the index 'II' indicates Phase II. The entire procedure is repeated for R ¼ 100,000 simulation runs. The obtained vector, of 100,000 RLs, gives the empirical unconditional run length distribution. The average run length and percentiles of this distribution for uncontaminated Phase I data and for the four contamination scenarios are reported in Table 2 . Figure 2 shows the ARL plotted against a range of shift sizes d II for the EWMA control charts based on the six location estimators. Figure 2 also shows an extra dashdotted line representing the ARL profile of the EWMA control chart based on X given uncontaminated Phase I data. This profile serves as a benchmark for comparison, as it is the ARL profile if no contaminations occur in Phase I.
First, consider the situation where the Phase I data are uncontaminated (the upper part of Table 2 ). The EWMA control chart based on X has an ARL of approximately 370, as it was designed to have, and a quickly declining out-of-control ARL. Furthermore, we see that the other EWMA control charts have a similar performance, i.e. they have comparable in-control and out-of-control ARLs. One exception is the control chart based on the robust estimator M (M t ), which falls short. This shows that using a very robust estimator purely based on the median is undesirable as it yields a control chart with a low ARL and low 50th percentile of the in-control run length, thus giving many more false alarms than expected if the data are actually in control. Next, consider the situation where the Phase I data contain contaminations. A general observation is that, in the presence of contaminations in Phase I, the in-control ARL levels are much lower than the expected 370. Furthermore, all control charts are ARL-biased, i.e. the out-of-control ARL is larger than the in-control ARL (see Figure 2 ). The bias is large for diffuse shifts in Phase I and also if the EWMA control chart is based on the mean of sample means or mean of medians estimators ( X and M). The estimators based on the median function or the trimean (M( X t ), M(M t ) and TM 20 ) yield the best -or least badly -performing EWMA control chart as they have rather high in-control ARLs and the smallest out-of-control ARLs if contaminations are present.
To summarize, contaminations in Phase I strongly determine the performance of the EWMA control chart. It will be biased and will have a smaller in-control ARL than the expected 370. However, the choice of the location estimator in Phase I does matter for the performance. We would advise not to use the traditional estimator X and recommend Mð X t Þ. This yields an EWMA control chart with reasonable performance if localized, structural or random shifts are present in Phase I. Unfortunately, for diffuse shifts, none of the estimators yields an EWMA control chart with reasonable performance. 
Concluding remarks
This article has studied several Phase I estimators of the location parameter which may be used for the EWMA control chart. We have focused on the impact of data disturbances in Phase I on the performance of the EWMA control chart in Phase II. Our study shows that data anomalies in Phase I can have a huge impact on the quality of the control chart. We have compared EWMA control charts based on six different location estimators, efficient as well as robust, and discovered that the use of the median of the sample means is a good alternative for the traditional mean of sample means estimator. The EWMA control chart based on the median of sample means shows reasonably good in-control performance and has the best performance if structural, random or localized shifts are present in Phase I. Note that, even though this estimator is the preferred estimator among the robust point estimators, the resulting Phase II EWMA control chart is still ARL-biased. More advanced estimation methods, such as screening data with control charts in Phase I or change point methods, can provide better estimates and hence unbiased Phase II EWMA control charts. See for example Zwetsloot, Schoonhoven, and Does (2014) .
