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VARIATION IN HERRNSTEIN'S rO AS A FUNCTION OF
ALTERNATIVE REINFORCEMENT RATE
JAMES D. DOUGAN AND FRANCES K. MCSWEENEY
WASHINGTON STATE UNIVERSITY

In a test of Herrnstein's (1970, 1974) equation for simple schedules, 15 pigeons pecked a
key that produced food delivered according to variable-interval schedules. One group of
birds was water deprived, and food-reinforced key pecking occurred in the presence of free
water. Two other groups were not water deprived; water was present for one and absent
for the other. As predicted by Herrnstein, the parameter r. was significantly higher in the
water-deprived group than in the two nondeprived groups. Contrary to Herrnstein's interpretation of r., the rate of drinking varied across schedules. Herrnstein's interpretation can
be salvaged by considering r0 to be an average. However, if r. is an average, the equation
is not a good explanation of behavior because this average is not valid until all schedules
have been sampled. In addition, low percentages of variance accounted for suggest that
Herrnstein's equation may be of limited usefulness even as a descriptive model for these
situations.
Key words: Herrnstein's equation, simple schedules, r. parameter, water deprivation, key

peck, pigeons

Herrnstein (1970, 1974) proposed Equation and those from other, unknown sources (r.).
1 to describe the relationship between absolute Herrnstein's equation for simple schedules,
rates of responding and reinforcement delivery therefore, is easily derived from Equation 1:
on simple and concurrent schedules:
kr1

kri

r1
(1)

+ rO

(2)

As in Equation 1, k is a free parameter
representing asymptotic response rate. The
i-O
quantity r. is a free parameter representing
P is the rate of instrumental responding on a reinforcement from unscheduled sources.
single alternative, and r1 is the rate of rein- Values for k and r. are estimated from the
forcement for that instrumental response. The data. Although, as Herrnstein (1974) states,
quantity k is a free parameter representing the properties of k and r. are subject to emasymptotic rate of response P, and 11R is the pirical study, little research has investigated
sum of all reinforcers present in the situation. systematic changes in k and r0.
McDowell (1982) has recently argued that all
According to Herrnstein, 11R includes the rate
of reinforcement from all scheduled sources of the scheduled sources of reinforcement be(rl, r2, r3 . . . r,,) as well as a constant, r., inter- long in the denominator of Equation 1 when
preted as the rate of reinforcement from subjects respond on concurrent schedules. In
general, any increase in scheduled reinforceunknown (unscheduled) sources.
On simple schedules, the only reinforcers ment from alternative sources leads to a deavailable are those that are programmed (ri) crease in the rate of a given instrumental response (de Villiers, 1977). These alternative
The authors wish to thank Jim Whipple, Jay sources of reinforcement may relate to distinct
Wright, John Hinson, and Valeri Farmer for their alternative responses (e.g., Bradshaw, Szabadi,
comments on the manuscript. Requests for reprints & Bevan, 1976; Catania, 1963) or they may be
should be addressed toJames D. Dougan, Department
of Psychology, Washington State University, Pullman, 'free" reinforcers, delivered independently of
responding (Rachlin & Baum, 1972).
Washington 99164.
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Although the above experiments support
the conclusion that scheduled alternative
sources of reinforcement will decrease the rate
of instrumental responding, they do not provide strong support for Herrnstein's interpretation of r0. Because r. is estimated from
the data using curve-fitting procedures, it may
simply be an error parameter with no relationship to unscheduled reinforcement. Confirmation of Herrnstein's interpretation requires
that r., as estimated by curve fitting, covary
with an independent measure of unscheduled
reinforcement. This relationship has not been
demonstrated empirically.
Several lines of evidence indicate that Herrnstein's interpretation of r. may be incorrect.
For example, Herrnstein and Loveland (1974)
have argued that if r. does represent
unscheduled reinforcement, then increasing
the subject's deprivation of the programmed
reinforcer should increase the size of ro relative
to programmed sources of reinforcement. A
study by McSweeney (1975), however, failed
to find systematic variation in ro as a function of
body weight when pigeons responded on concurrent schedules of food delivery. In a more
recent study, McSweeney (1982) found that
for individual subjects r. changed considerably
over time, despite the fact that conditions that
would be expected to alter unprogrammed
sources of reinforcement were held constant.
Finally, in a recent review of the concurrentschedule literature, McSweeney, Melville, and
Whipple (1983) found ro to be negative in 28%
of cases and extremely large (greater than 50
reinforcers per hour) in 47 % of cases. Rates of
unscheduled reinforcement in excess of 50
reinforcers per hour seem large considering
that subjects were deprived of the scheduled
reinforcer and that rates of scheduled reinforcement rarely exceeded 200 per hour. A
negative value of ro indicates an implausible
inverse relationship between responding and
reinforcement, and there is currently no satisfactory interpretation for negative rates of
positive reinforcement. Although Herrnstein's
equation may not be meant to deal with negative values of r., those negative values nevertheless occur in a substantial number of cases
in which the equation should apply.

An additional problem with the r.
parameter is more fundamental. Several
studies (Dougan & Eacker, 1982; Hinson &
Staddon, 1978; Innis, Simmelhag-Grant, &
Staddon, 1983), as well as several theoretical
positions (Staddon, 1977; Staddon & Simmelhag, 1971), indicate that the rate of reinforcement for alternative (unscheduled) activities is inversely proportional to the rate of
reinforcement for the instrumental response.
The mathematics of Herrnstein's equation,
however, require that alternative reinforcement be constant across rates of instrumental
response. If the rate of responding for alternative sources of reinforcement varies as a
function of instrumental reinforcement rate,
then either the form of Herrnstein's equation
(with r. as a constant) is fundamentally wrong,
or Herrnstein's interpretation of ro is incorrect.
The present experiment, therefore, asked
whether a parameter representing unprogrammed reinforcement should be included in
Herrnstein's equation. If r., as estimated by
Herrnstein's equation, could be shown to
covary with an independent measure of unprogrammed reinforcement, then Herrnstein's
interpretation of the r. parameter would be
strongly supported. The present experiment
also asked whether r. should be considered a
constant; in particular, it asked whether the
rate of alternative reinforcement varies as a
function of the programmed rate of reinforcement.
Three groups of pigeons were used. One
group was water deprived, and in the presence
of free water, key-peck responses could produce food. The remaining two groups were
not water deprived, and responded for food in
either the presence or absence of water. If
Herrnstein's interpretation of ro is correct,
birds that consume water at a high rate (the independent index of unprogrammed reinforcement) should have a higher value of ro than
birds that consume little or no water. Rates of
water drinking were also measured across foodreinforcement schedules. If the rate of drinking
changes as a function of food-reinforcement
rate, then r. should not be viewed as a constant.
A group design was used instead of a singlesubject design because McSweeney (1982)
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found considerable variation in the size of r.
Table 1
time in individual subjects. Therefore, a Sequence of reinforcement schedules, mean number of
single-subject design might confound changes sessions per schedule, and number of reinforcers per
in r. over time with changes in r. as a function session on each schedule.
Schedule Number of Sessions Reinf:iSession
of other variables.
over

METHOD

Subjects
Subjects were 15 pigeons selected from the
colony at Washington State University. Of
these, 13 had extensive experimental histories
and 2 were experimentally naive.
Apparatus
The apparatus consisted of a standard
operant-conditioning unit measuring 29 cm in
length, 27 cm in height, and 30 cm in width.
Three Plexiglas response keys were evenly
spaced in the front wall, 5 cm from each other
and 5 cm from the ceiling. The two outer keys
were 6 cm from the side walls. Only the center
key, which required a force of 0.25 N to operate, was used during the experiment. The key
was illuminated from behind by a white 5-W
bulb. A grain hopper was centered in the front
wall, 7.5 cm from the floor, and a drinking
spout that protruded 4 cm into the chamCber
was located in the lower right corner of the
front wall, 2 cm from the right wall and 2.5 cm
from the floor. Access to water contained in a
glass drinking tube was through a hole, 1 cm
in diameter, located near the end of the spout.
Illumination of the chamber was provided by a
single 5-W houselight located in the upper left
corner of the chamber. The entire chamber
was housed in a sound attenuating box, which
included an exhaust fan that provided masking noise. Electromechanical scheduling
equipment was located in an adjacent room.
Procedure
All subjects were maintained at approximately 80% of their free-feeding weights. The
2 naive subjects were given five sessions of
autoshaping to establish responding on the center key. During autoshaping trials, 4-s access to
grain was allowed once every minute, on the
average, and was preceded by an 8-s presentation of the center key light. Both naive birds
rapidly acquired the key-pecking response.

VI
VI
VI
VI
VI
VI

30 s
15 s
180 s
90 s
720 s
1080 s

30
28
24
27
24
19

40
50
10
15
3
2

Subjects were divided into 3 groups of 5,
with the stipulation that birds with similar
reinforcement histories were assigned to different groups. One of the 3 groups (Deprivation/Water) received water only while in the
experimental chamber; no water was available
in the home cage. A second group (No Deprivation/No Water) had free access to water in
the home cage but not in the experimental
chamber. The third group (No Deprivation/
Water) had free access to water in both the
home cage and the experimental chamber. For
both groups that had water available in the experimental chamber, the drinking tube was
filled with 100 ml of cold tap water immediately prior to the session.
Pecks on the center key produced food according to six different variable-interval (VI)
schedules of reinforcement. Table 1 presents
the sequence in which the schedules were presented, the number of reinforcers available per
session for each schedule, and the average
number of sessions conducted under each
schedule.
All schedules were constructed according to
the method suggested by Catania and Reynolds (1968). At high rates of reinforcement,
special precautions were taken to ensure that
the electromechanical tape readers did not
distort the Catania and Reynolds series. These
precautions included the use of high-speed
tape drives, restarting the tape as soon as a
reinforcer began, and frequent repair and replacement of tapes. Reinforcement consisted
of 4-s access to mixed grain. Sessions were terminated on the basis of number of reinforcers;
this number was varied among schedules in an
attempt to keep session times approximately
equal. Schedules were changed when all birds
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Table 2
Mean rates of drinking (ml/min) during all schedules by animals in the Deprivation/
Water and No Deprivation/Water groups.
Programmed Reinforcers per Hour
MEAN
90
240
3
5
20
120

101
8
7
7642
5258
MEAN

2.00
1.85
1.12
2.99
1.93
1.97

2.98
1.04
0.96
2.29
1.31
1.71

Deprivation/Water group
0.94
0.95
0.50
0.61
0.91
0.97
0.81
0.95
0.86
0.65
0.80
0.82

1.11
0.51
0.93
0.84
1.72
1.02

1.49
1.19
1.14
1.26
3.79
1.77

1.57
0.95
1.00
1.52
1.70
1.34

12
2455
2560
11
103
MEAN

0.03
0.05
0.05
0.04
0.04
0.04

0.07
0.11
0.06
0.12
0.06
0.08

No Deprivation/Water group
0.06
0.05
0.05
0.08
0.07
0.10
0.08
0.07
0.05
0.04
0.06
0.07

0.15
0.13
0.18
0.14
0.08
0.14

0.25

0.10
0.09
0.10
0.10
0.07
0.09

in a group had reached a stability criterion of
five consecutive sessions in which neither a
new high nor a new low in response rate occurred. Sessions were conducted 5 to 6 days
per week.
Immediately following each session, the
amount of water consumed by subjects in the
Deprivation/Water and No Deprivation/
Water groups was measured by subtracting the
quantity of water remaining in the drinking
tube from the 100 ml that was present at the
beginning of the session. On the several occasions that a bird consumed all of the water in
the tube, the quantity was recorded as 100 ml.

RESULTS
Rates of water consumption for the Deprivation/Water and No Deprivation/Water
groups were calculated by dividing the quantity of water consumed in each session by the
session time, corrected by subtracting from the
total time of the session the number of seconds
the food magazine was present. Drinking rates
under each of the six VI schedules for each of
the animals in these two groups are presented
in Table 2. Over the six schedules, the Deprivation/Water group consumed water at a
mean rate of 1.34 mlmin, as compared to a
rate of 0.09 mn/min in the No Deprivation/
Water group. A t test showed these differences

0.11
0.14
0.12
0.17
0.15

to be significant (t(8) = 7.29; p < .001). In
fact, water consumption was so low in the No
Deprivation/Water group that it was not significantly higher than the amount of water that
could be attributed to spillage during water
measurement. In addition, direct observations
indicated that the birds in the No Deprivation/Water group did not drink from the
spout. Because the No Deprivation/Water
group did not drink water and was therefore
functionally identical to the No Deprivation/No Water group, data from these two
groups have been combined, except where
otherwise indicated.
Obtained rates of key pecking and reinforcement were calculated by dividing the number
of key pecks per session and the number of
magazine operations per session by session
time, corrected by subtracting the time during
which the magazine was available. These rates
of response and reinforcement were used to
calculate values of k, ro, and the percentage of
variance accounted for by Herrnstein's equation (Equation 2). All parameter estimates
were made using McDowell's (1981) technique.
Response rates, obtained rates of reinforcement, and parameter estimates are presented
in Table 3.
As seen in Table 3, the median k value was
lowest in the No Deprivation/No Water group
(54.08) and highest in the No Deprivation/
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101
8

7

7642
5258
MEDIAN
13
5345

2454

2457
4404
MEDIAN

12

2455

2560
11

103
MEDIAN
MEDIAN
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Table 3
Pecks per minute (upper row) and obtained reinforcers per hour (lower row) with
estimated values of k, rt, and the percentage of variance explained by Herrnstein's equation.
Programmed Reinforcers per hour
k
5
20
40
120
3
240
rt
19.42
3.15
27.58
4.18
9.74

2.37
31.48
3.07
6.81
3.61
19.42
3.61
87.33
3.98
32.56
4.40
46.75
3.10
7.61
3.32
35.58
2.80
35.58

31.31
8.86
31.20
5.70
22.80
3.55
41.79
6.02
19.58
5.23
31.20
5.70

3.32

112.41
4.03
40.69
6.40
46.09
6.80
17.80
7.20
36.32
4.82
40.69
6.40

60.45
2.66
0.76
3.20
74.96
3.69
58.66
3.60
60.10
2.46
60.10
3.20

72.72
3.72
29.02
8.38
69.07
4.47
86.72
7.80
65.89
5.20
69.07
5.20

52.70
3.20

55.99
5.80

Deprivation/Water Group
54.01
62.69
31.89
37.88
18.31
27.72
92.40
202.20
45.46
45.40
44.68
56.76
28.46
92.40
208.20
18.06
46.47
52.47
29.42
50.82
28.86
97.80
18.34
208.32
61.33
67.30
53.35
58.10
94.80
206.40
26.10
18.72
57.67
70.22
50.89
57.47
98.85
20.44
26.19
200.92
54.01
52.47
50.82
56.56
18.34
94.80
206.40
27.72
No Deprivation/No Water Group
111.36
90.37
126.50
122.70
27.34
93.00
212.40
18.62
54.47
47.08
55.84
46.21
19.14
93.00
205.80
28.92
63.08
48.58
59.51
54.77
20.83
27.34
94.80
209.40
23.55
33.10
54.69
32.33
26.58
91.80
211.80
16.29
50.01
28.40
46.40
58.62
27.80
16.92
99.82
195.00
54.77
50.01
54.47
47.08
93.00
209.40
19.14
27.34
No Deprivation/Water Group
101.81
102.54
107.14
136.82
28.00
199.80
16.56
92.40
31.98
36.47
37.46
64.93
25.48
208.80
19.74
91.20
69.15
79.09
66.19
92.39
28.78
93.60
208.80
22.14
97.77
114.18
83.05
95.29
28.39
93.00
20.88
208.20
55.90
74.76
67.98
89.10
27.10
101.41
203.48
17.77
93.39
69.15
89.10
74.76
28.00
93.00
19.74
208.20
Combined No Deprivation Groups
63.30
57.70
64.83
72.01
208.50
18.88
27.92
93.00

Water group (76.98). The Deprivation/Water
group had a median k value of 61.09. The k
values for the Deprivation/Water group were
not significantly different than those for the
combined No Deprivation groups (MannWhitney U= 19; p > .05).
The median value for r. in the Deprivation/

% Var.

50.97

4.48

49.74

61.09

2.65

61.01

54.32

8.19

91.22

64.18

3.18

81.75

65.84

7.19

71.62

61.09

4.48

71.62

113.48

0.45

12.60

54.08

2.52

81.83

57.08

0.86

39.52

51.04

17.65

85.94

45.81

0.74

12.77

54.08

0.86

39.52

119.32

2.47

80.31

59.87

17.10

79.87

76.98

0.25

4.97

105.27

2.63

80.83

72.93

0.53

17.96

76.98

2.47

79.87

61.35

1.16

59.64

Water group was 4.48, whereas values of 2.47
and 0.86 were found in the No Deprivation/
Water and No Deprivation/No Water groups,
respectively. A one-tailed Mann-Whitney U
test showed that the Deprivation/Water group
had a significantly higher r. value than the combined No Deprivation groups (U= 10; p < .05).
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Equation 2 accounted for a median of
71.62% of the variance in the Deprivation/
Water group, 39.52% in the No Deprivation/
No Water group, and 79.87% in the No Deprivation/Water group. These percentages of
variance were not significantly different for the
Deprivation/Water group and the combined
No Deprivation groups (U= 18; p > .05).
The upper panel of Figure 1 plots the mean
rate of water intake for the Deprivation/Water
group as a function of scheduled rate of food
reinforcement. The bottom panel plots the
rate of pecking for the Deprivation/Water and
for the combined No Deprivation groups over
the same rates of reinforcement. Examination
of Figure 1 indicates a clear inverse relationship between the rate of pecking and the rate
of drinking in the Deprivation/Water group. A
Pearson product-moment correlation test
showed this inverse relationship to be significant (r = -.86; p < .05).
Figure 1 also provides a visual confirmation
of the finding that r. was higher in the Deprivation/Water group than in the combined No
Deprivation groups. Rates of responding plotted in Figure 1 increase to asymptote much
more slowly in the Deprivation/Water group
than in the combined No Deprivation groups.
The slower increase in response rate indicates
a higher value of r0. In addition, Figure 1 suggests that the combined No Deprivation groups
reached a higher asymptotic rate of response
that the Deprivation/Water group. However,
this difference was not statistically significant.

DISCUSSION
In the present study, the ro parameter of
Herrnstein's equation (Equation 2) was found
to covary with quantity of water consumed, an
independent measure of unscheduled reinforcement. The r0 parameter was significantly
higher in the Deprivation/Water group, which
consumed a relatively large quantity of unprogrammed reinforcers, than in the combined
No Deprivation groups, which consumed relatively few, if any, unscheduled reinforcers.
This result is consistent with Herrnstein's
(1970, 1974) interpretation of the r. parameter
as reinforcement from unscheduled sources. In
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Upper Panel: Mean rate of water intake for
the Deprivation/Water (D/W) group plotted over
scheduled rate of reinforcement. Lower Panel: Mean
rate of key pecking for the Deprivation/Water group
(D/W) and for the combined No Deprivation groups
(ND) plotted over scheduled rate of reinforcement.
Fig. 1.

addition, the values of the k parameter were
not significantly different across groups. This
supports Herrnstein's contention that k is a
constant that does not change across experimental conditions (Herrnstein, 1974; but see
McDowell & Wood, 1984).
Although the present data support Herrnstein's interpretation of r. in a general way,
they question the idea that reinforcement from
alternative sources is constant across schedules. Assuming that changes in the rate of
drinking are proportional to changes in the
rate of other (unmeasured) alternative activities, the significant inverse relationship between rate of drinking and rate of pecking suggests that reinforcement from other sources is
not a constant. If this is true, the mathematical
form of Herrnstein's equation is fundamentally
wrong. Note that a failure to assume that
anges in drinking rate are proportional to
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changes in other unmeasured activities makes
Herrnstein's interpretation of r. virtually
untestable.
One way to salvage the equation would be
to consider r. as an average rate of alternative
reinforcement across schedules. This would
explain why the r. value was higher in the
Deprivation/Water group in the present study,
despite the changes in rate of water consumption across schedules. This idea also has some
mathematical merit. When Herrnstein's equation is plotted across a narrow range of reinforcement rates at the low end of the scale, the
least-squares estimate of r. is quite high. This
is the exact range of reinforcement rates at
which the rate of drinking is highest. Likewise,
if Herrnstein's equation is plotted along a narrow range of reinforcement rates at the high
end of the scale, ro is very small. The rate of
drinking over these same reinforcement values
is also relatively low. The r. parameter,
therefore, may represent the average rate of
alternative reinforcement across sampled
schedules.
If ro is considered to be an average,
however, it constitutes a serious problem for
Herrnstein's equation. If the equation is to be
considered a theory of behavior, the assumptions of the model must have both theoretical
and empirical validity. Otherwise, the equation provides a mathematical description of
behavior but does not explain behavior-its
assumptions and parameters do not have realistic empirical reference (Timberlake, 1982).
This would be the case if ro were considered to
be an average. Animals obviously cannot react
to an average rate of unprogrammed reinforcement in performing on individual schedules, because the validity of averaging requires
that all schedules have been sampled. Thus,
Herrnstein's equation may provide a mathematical description of behavior but not provide an explanation of behavior.
Even if r. is an average, the present data
suggest that Herrnstein's equation may be an
inadequate descriptive model. The percentage
of variance accounted for by Equation 2 ranged
from 4.1% to 91.2%, with a mean of 56.7%.
These values are low compared to most published accounts, which report values between
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80% and 99% (de Villiers, 1977; de Villiers
& Herrnstein, 1976; McDowell, 1982). However, many of these published accounts report
the percentage by using data averaged across
subjects. Recently, Warren-Boulton, Silberberg, Gray, and Ollom (1985) have shown
that this averaging procedure substantially increases the percentage of variance accounted
for by Herrnstein's equation. For example, a
reanalysis of de Villiers and Herrnstein (1976)
indicated that only 78% of the variance was
accounted for when these averaging procedures were eliminated, as opposed to the 94%
originally reported by those authors. In addition, McSweeney et al. (1983) found very low
percentages of variance accounted for in a
number of situations when single-subject data
were analyzed. The present values, therefore,
may be well within the normal range.
It is possible that the low percentage of
variance accounted for in the present experiment was due to a failure of some animals to
respond to changes in reinforcement rate.
Herrnstein's equation did very poorly for 5
animals in particular (13, 4404, 2560, 2454,
and 103). Interestingly, these animals also had
extremely small r. values (below one), indicating little change in response rate as a
function of reinforcement (see Table 3). In a
sense, Hermstein's equation cannot closely fit
these data because most points lie near asymptote, whereas the equation is hyperbolic. For
the remaining animals, the equation accounts
for 76.39% of the variance, which presents a
somewhat better picture. The proper criterion
for evaluating percentage of variance accounted for, of course, is unknown (Anderson,
1978). Intuitively, a good two-parameter
equation should handle almost all variance,
which Herrnstein's equation does not do, at
least for the present data (see also McSweeney
et al., 1983; Warren-Boulton et. al., 1985).
Another aspect of the present data that may
have reduced the fit of Equation 2 is the
decrease in response rates seen at high reinforcement rates in some animals. Ten of the 15
animals had maximum response rates at points
other than that of maximum reinforcement
rate. A hyperbolic equation cannot account for
such decreases in responding at high reinforce-
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ment rates. This decrease in response rate at
high reinforcement rates has been predicted by
other models (Baum, 1981; Staddon, 1979).
Although the present data do not allow evaluation of those alternative models, they do suggest that models predicting a decrease in
response rate at high reinforcement rate
deserve attention.
Finally, the fit of Equation 2 may have been
reduced by the differences in the number of
reinforcers presented across schedules. At high
rates of reinforcement (VI 15 s), 50 reinforcers
were presented per session. At low rates of reinforcement (VI 1080 s), only two reinforcers
were presented per session. This wide variation in the number of reinforcers presented
may have led to differences in satiation across
schedules, and thus increased variability in the
data. However casual observation of subjects
on all schedules gave no indications of satiation. In addition, the procedure of varying the
number of reinforcers presented across schedules is a common solution to the problem of
controlling both session time and the number
of reinforcers presented, in studies which vary
rate of reinforcement. Therefore, it is doubtful
that the procedure used in the present study
would produce results substantially different
from those of other published studies.
The present data do contradict earlier
studies that used concurrently available food
and water reinforcers. Wood, Martinez, and
Willis (1975) failed to find any interaction between schedules on a concurrent fixed-interval
fixed-ratio schedule (concurrent FL FR) when
food was presented by the Fl schedule and
water was presented by the FR schedule. The
significant change in r. as a function of water
deprivation found in the present study, however, shows that food and water reinforcement
may interact under some conditions. Other
studies (e.g., Hursh, 1978) have suggested
that food and water are not substitutable
(Rachlin & Burkhard, 1978; Rachlin, Kagel,
& Battalio, 1980). However, Herrnstein's
equation requires that all sources of reinforcement be completely substitutable. The changes
in r. found in the present study indicate that
food and water are at least somewhat substitutable.

In conclusion, the r. parameter of Herrnstein's equation covaried with an independent
measure of alternative reinforcement. Functional changes in water consumed across conditions, however, suggest that alternative reinforcement is not a constant as required by the
equation. The parameter r. may be the
average rate of alternative reinforcement
across conditions. If it is, Herrnstein's equation can provide a mathematical description of
behavior but cannot provide an explanation of
behavior. Finally, the low percentage of
variance accounted for suggests that the equation is very limited even as a purely descriptive
device.
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