Meta-analysis for adverse events resulting from medical interventions has many challenges, in part due to small numbers of such events within primary studies.
Introduction
Meta-analysis of adverse outcomes is frequently used [1] [2] , and is valuable because individual studies often lack power to detect adverse outcomes. Application of metaanalysis methods to adverse event data is associated with a specific set of challenges [3] , including the often infrequent occurrence of such adverse events.
This issue is compounded when combined with issues whereby data may be available for similar but not identical treatments (and for different treatment indications). Ignoring such subtleties in the structure of the evidence base and pooling all 'intervention' vs 'control' data into an overall estimate would maximise the power of the analysis to detect an increased risk. However, this approach would potentially lose valuable information regarding individual treatment aspects (such as dose or individual drug), or the indications for treatment. This information would be conserved using a 'splitting' approach across treatments and/or indications, but the data would inevitably be 'spread thinner' across a greater number of nodes within a meta-analysis network.
The aim of this paper is to explore, develop and apply evidence synthesis methods for the synthesis of adverse event data, drawing on recent developments in evidence synthesis methodology used in other contexts. Section 2 briefly reviews relatively recent developments in evidence synthesis (primarily under a Bayesian paradigm), highlighting approaches which are adopted in our modelling of adverse event data. Section 3 describes the motivating dataset on the use of anti-TNF drugs for rheumatoid arthritis and the risk of malignancy. Section 4 describes the models developed, with Section 5 describing the results of fitting the different models to the motivating dataset. Finally, Section 6 discusses how these models can be applied in clinical scenarios and how the appropriateness of models may be determined.
Recent developments in evidence synthesis with potential relevance for adverse event synthesis
Many recent developments in evidence synthesis methodology have used Bayesian approaches, as implemented using Markov Chain Monte Carlo (MCMC) techniques due to the flexibility offered by such an approach [4] , and the ability to perform complex statistical modelling [5] ; for these reasons, Bayesian approaches are implemented in the adverse event scenario considered here.
The Bayesian approach allows the use of 'exact' simulation approaches to the synthesis of sparse data, an advantage of which is that they circumvent the need for continuity corrections (adding a constant to the event numbers across all cells of the 2 x 2 table where one arm has no events [6] ), unlike many classical statistical metaanalytical approaches.
Furthermore, mixed treatment comparison (MTC) methods [7] [8] [9] [10] [11] [12] [13] [14] [15] , also referred to as network meta-analysis, offer great potential to model differences in intervention definitions, by allowing the synthesis of evidence across arbitrarily complex networks of treatment comparisons; such methods have been applied in a simple approach to adverse events analyses previously [16] . Graphical representations of evidence networks in relation to MTC analyses have been considered in detail [17] , and the challenges of defining such networks [18] have been given recent consideration, acknowledging that alternative approaches may also be viable. The concept of 'connectedness' in a network of treatments is central to the application of MTC analysis, as it ensures that the randomisation of the primary studies is maintained whilst allowing inclusion of all available comparisons between treatments [16] .
Recent extensions to MTC approaches encompass the inclusion of (fixed) covariate effects [19] .
The use of hierarchical models has a long history in Bayesian methods generally; such models, which facilitate the implementation of assumptions of exchangeability, are commonly used in evidence synthesis applications [20] . The exchangeability assumption acknowledges potential differences between study results despite the fact that they cannot be explained by fixed covariate effect, thus allowing a 'borrowing of strength' across studies [21] , which then allows the synthesis of primary studies with acknowledged differences. Advanced application of Bayesian hierarchical models has also allowed constraints to be placed on the parameters to be estimated, an example of which acknowledges the differences in reliability of evidence across study types when combining RCTs and observational studies [22] .
Hence, by considering these recent developments in evidence synthesis methodology, this paper brings together concepts of MTC modelling with hierarchical models and constraints, to address issues in adverse events meta-analysis that are characterised by (i) sparsity of events; and (ii) multiple treatments, which are connected in terms of the evidence network and may vary according to how the treatments are defined.
Motivating dataset
The motivating topic used in this paper is that of risk of malignancy in patients with rheumatoid arthritis who take anti-tumour necrosis factor (anti-TNF) drugs to alleviate their symptoms and modify the course of their disease. A possible association between anti-TNF drugs and malignancy risk has been investigated previously using pairwise meta-analysis methods [23] [24] [25] . The earliest of these meta-analyses [23] concentrated on two anti-TNFs, infliximab and adalimumab, but combined data across both drugs and did not consider dose effects. This metaanalysis purposively excluded a third anti-TNF, etanercept, which has a different molecular structure and mechanism of action compared with infliximab and adalimumab. The odds ratio (OR) for malignancy of anti-TNFs vs. placebo was 3.3, with a 95% confidence interval (CI) of 1.2; 9.1. When etanercept was considered separately in a time-to-event meta-analysis of data from trials [25] , the pooled hazard ratio (HR) for malignancy of etanercept vs. controls (not receiving etanercept) was 1.84 (95% CI 0.79; 4.28). These analyses provided the motivation to carry out a synthesis of all three drugs simultaneously, with specific interest in addressing the issues surrounding the effect of dose and specific anti-TNF with regard to malignancy risk.
The dataset used in this paper was derived from previous reviews [23, 25] and in some cases, by recourse to primary sources [26] [27] , and is set out in Table 1 [27, [34] [35] [36] [37] , and two infliximab studies [26, 38] . All 13 primary studies included a non-anti-TNF arm. Studies that included no malignancy events in any trial arm were excluded as these studies do not provide any information on relative treatment effects [6] . For ease of classification of different treatments, the definitions of 'low', 'recommended' and 'high' dose of anti-TNF are used [24] . Over the 13 studies there were 76 malignancy events in the 7233 participants. This breaks down to 14 in the control treatments out of 2275 participants (0.62%), and 62 in the anti-TNF treatments out of 4958 participants (1.25%). Non-anti-TNF therapies were assumed to have no malignancy risk, and were therefore collapsed with placebo controls. The dataset comprised six studies with two arms, five studies with three arms, and two studies with four arms.
Description of the models used

Overview
A series of random effects network meta-analyses, increasing in complexity, were performed. The initial random effects meta-analysis was a simple comparison between anti-TNF therapy and non-anti-TNF controls (Model A). This was followed by a network meta-analysis with each of the three anti-TNFs considered as having a distinct treatment effect, but synthesising across (i.e. ignoring) all doses for each drug (Model B). The third model was a network meta-analysis where the treatments were defined by dose of anti-TNF alone (i.e. regardless of the specific drug); Model C. Model D defined each treatment as a combination of specific anti-TNF and dose.
Hierarchical models were then imposed over the network structure defined in Model D. Model E placed random effects across individual drug within each dose level (i.e. dose was considered to have a stronger influence on malignancy risk than drug), while Model F placed random effects across dose levels within each individual drug (i.e. drug was considered to have a stronger influence on malignancy risk than dose). Finally, constraints were added to Model E, with the assumption that malignancy risk increased with dose of anti-TNF (Model G). All models included a non-anti-TNF control treatment for comparison purposes. Each model is discussed individually in more detail below and the results considered in Section 5. All models are applied to the same dataset, with treatment groupings varying according to the model which meant that, in some instances, data were pooled across multiple arms of the same study (e.g. when different doses of the same drug had been included in a trial, but dose was ignored in the model; we had no interest in differences in administration regime if the overall dose was the same for each regime, and this approach simplified the analyses and reduced the likelihood of an arm with zero events). In this dataset, every study had a control arm in which no anti-TNF treatment was given, although the methodology which follows is still relevant in the broader context where there is no common arm across all studies, but the network is connected (all nodes are directly linked to at least one other node in the network, i.e.
by having both nodes present in the same study, and all nodes are connected to all other nodes, either directly, or indirectly via one or more intermediate nodes).
Model A: Pairwise meta-analysis comparing anti-TNFs with non-anti-TNF control
The simplest analysis considered is a straightforward pairwise comparison, defining treatments as being either 'anti-TNF' or 'non-anti-TNF' and thus treating each study as providing the same two-group comparison. Figure 1a displays the classification of treatments graphically in the form of a network diagram; a format which will become more informative for the analysis of the more complex networks which follow. This allows a standard (pairwise) random effects meta-analysis model to be fitted to the data [39] :
, where is the number of events that have occurred out of a total of patients randomised to treatment-arm k of trial j. These are assumed to be sampled from a binomial distribution with underlying true event probability . Thus is the true log-odds of an event for treatment k = 1 (in this case the non-anti-TNF control), δ j is the true trial-specific log-odds ratio of the active treatment (k = 2) relative to treatment k =1 in the jth trial. The trial-specific log-odds are assumed to be generated from a normal distribution with mean d and variance σ 2 , which is the standard random effects assumption. Vague prior distributions for the unknown parameters are specified as:
. This model can be thought of as a special two-treatment case of the more general network meta-analysis model presented in the next section. For this model, and all subsequent models, in order to produce an absolute goodness of fit statistic for the model, the deviance for each datapoint is calculated. This deviance can then be summed and compared to the total number of datapoints. The fitted value for each of i datapoints is given by: [2] These are then used to calculate the deviance for each datapoint via [40] :
These deviances are summed to give the overall sum of deviance.To provide a contrast with the Bayesian pairwise analysis, an equivalent frequentist random effects meta-analysis [41] was also performed, using Stata v.12.
Model B: Network meta-analysis comparing individual anti-TNFs with non-anti-TNF control
A network meta-analysis model is applied to the dataset, in which each drug (i.e.
etanercept, adalimumab and infliximab) is treated distinctly, but different dose levels are ignored. A network diagram for this four node model is shown in Figure 1b . This model has been described in depth [10, 42] and is outlined below. A standard mixed treatment random effects model with a binary outcome can be specified. Suppose that K treatments (where ) are being compared in a meta-analysis of j = 1, 2, …., N trials, and treatment 1 (non-anti-TNF in this case) is taken to be the reference or baseline treatment in the analysis. Let the number of events, , that have occurred out of a total of patients randomised to treatment-arm k of trial j, be sampled from a binomial distribution with underlying true event probability .
Thus, the likelihood of an event and the logistic regression model are the same as those in Model A, but here it involves K rather than 2 treatments:
, where is the true log-odds of an event in baseline treatment b in trial j, δ jbk is the true trial-specific log-odds ratio of treatment k relative to treatment b,
, and d11 = 0.
The trial-specific log-odds are assumed to be normally distributed with mean d bk and variance σ 2 under a homogenous variance assumption [7, 19] . As before, vague prior distributions are specified for all unknown parameters:
.
Model C: Network meta-analysis comparing dose of anti-TNF with non-anti-TNF control
Model C changes the intervention definitions used compared to Model B by not distinguishing between the different anti-TNF drugs, but categorising by dose level, defined as recommended, low and high doses. The resulting evidence network is presented in Figure 1c . As some of the primary studies trialled multiple doses, three or more distinct treatment regimes exist for certain studies, whereas in models A and B, multiple active treatment arms could always be pooled, as no trial compared two or more anti-TNFs. This means multiple, correlated, comparisons were available for some studies, hence the network meta-analysis model required adjustment to account for this correlation [21] . Multi-arm trials introduce a correlation between each pair ( k≠h, of ½ and a covariance of for homogeneous variance models [10, 42] . Thus, the correlated treatment effects in multi-arm trials, with p distinct arms, are assumed to be sampled from a multivariate (MVN) normal distribution given by Equation (3). The model is fitted in WinBUGS by decomposing the MVN as a series of conditional univariate distributions [7, 42] as in Equation (4).
The MTC model specified above assumes prior independence between parameters [7] , with the parameters treated as fixed nuisance parameters.
This model is first in the series to introduce loops into the model; in this model, there are seven loops in total, four with three nodes and three with four nodes. Hence, the possibility of inconsistency [12] within the model is encountered for the first time.
Model D: Network meta-analysis comparing active treatments defined by dosedrug combination with non-anti-TNF control
Model D distinguishes distinct intervention nodes by the combination of specific anti-TNF used and its dose (e.g. infliximab at high dose); all active interventions were compared against a non-anti-TNF control, as in previous models. The network used for this analysis is presented in Figure 1d . As some trials contributed more than two 'arms' to the analysis, the network model that accounts for multi-arm trials was utilised, as described for Model C above. As with Model C, Model D includes treatment loops, hence there is a possibility for inconsistency within the model (also applying to Models E, F and G, which are based on the same treatment network). In
Model D, there are nine loops in total, six with three nodes and three with four nodes.
Model E: Network meta-analysis, assuming exchangeability of individual anti-TNF drug across dose level
The use of random effects models to assume exchangeability between treatment effects from multiple studies has a long history in evidence synthesis [4] . Very recently, exchangeability has also been assumed across certain nodes in a network meta-analysis [43] , which we also consider here.
In Model E, we define treatment nodes by both drug and dose, in exactly the same way as for Model D. However, Model E makes the assumption that the specific dose has a stronger influence on malignancy risk than the specific drug that defines an individual 'treatment', whereas in Model D, drug and dose combined to create an individual treatment, with no assumptions regarding the relative strength of influence of either drug or dose on malignancy risk. Hence, using Model E, information within a dose level is 'exchangeable' across drugs, thus allowing 'borrowing of strength' across a dose level.
The additions to Model D that are required to implement the exchangeability assumptions are formally outlined below: (5) where , and are the population log-odds ratios for low, recommended and high doses of anti-TNF respectively, and is the betweenestimate variance of study results within each of the three doses. The degree of heterogeneity within the dose levels is assumed to be equal for each of the three levels, due to the sparsity of the data. Vague prior distributions were placed on these new parameters:
Model F: Network meta-analysis, assuming exchangeability of different dose levels within individual anti-TNF drug
Model F is of the same format as Model E, but here it is assumed that the individual anti-TNF drugs have a stronger influence on malignancy risk compared to dose.
Hence, this model incorporates exchangeability of information across dose level within anti-TNF drug, allowing 'borrowing of strength' across an individual anti-TNF drug. Formally: (6) where , and are the population log-odds ratios for etanercept, adalimumab and infliximab, and is the between-estimate variance of study results within each of the three drugs. As for Model E, heterogeneity within the (drug) levels is assumed to be equal for each of the three levels, due to the sparsity of the data. The following vague priors are specified:
Model G: Applying constraints on the effect of dose to Model E
The hierarchical network meta-analysis model was extended further by placing constraints on parameters in the model. The network meta-analysis model in which dose is considered to have a stronger association with malignancy risk (Model E), leading to the assumption that information on individual anti-TNF drugs is exchangeable within dose, is developed further, by specifying constraints that enforce the assumption that the effects of lower anti-TNF doses on risk of malignancy cannot be greater than those of higher doses:
To achieve this, the prior distributions placed on each dose level were truncated to ensure that only higher values for the log-odds ratio of malignancy (compared with the non-anti-TNF control group) could be sampled for each dose level compared with the dose level immediately below it. Using recommended dose as the baseline, as this dose was present across all three anti-TNFs, the log-odds ratio for malignancy in the low and high doses were set to be related to the log-odds ratio for the recommended dose, by addition of a difference factor for each dose. The difference factor for the log-odds ratio comparing the low with recommended dose was then set to be negative, based on a half-normal distribution truncated to be below zero; similarly, the difference factor for the log-odds ratio for the high dose compared with the recommended dose was set to be positive (truncated above zero). The changes required to Model E to implement these constraints are presented below:
where and are the differences in the log-odds ratios between low and recommended doses, and high and recommended doses, respectively; I(,0)
indicates that the normal distribution is truncated above zero (can take only negative values); and I(0,) indicates that the normal distribution is truncated below zero (can take only positive values).
Implementation in WinBUGS
All models were implemented using WinBUGS v.1.4.3. Three chains with different initial values were used for each model, with assessment for convergence using the Brooks-Gelman-Rubin method [44] , as well as visual inspection of the trace.
Convergence was confirmed prior to the selection of an adequate burn-in period which was always at least 10,000 iterations. Following burn-in, at least 50,000
iterations were performed to provide the results for each model. The WinBUGS code used for the most complex model, Model G, is provided in Appendix A. Highest posterior density (HPD) credible intervals (CrIs) were derived using the boa package [45] for R.
Sensitivity analysis to choice of prior distributions
In all the analyses presented above, with the exception of the constraints specified in Model G, all prior distributions were intended to be vague. Our desire is for all such prior distributions to have minimal impact on the modelling, indeed a Bayesian analysis in WinBUGS was utilised because it provides the flexibility to fit the desired models, rather than due to the ability of such analyses to include external information (although in some contexts this may be advantageous). While very vague priors can be placed on location parameters, such as those specified on the log-odds ratios, previous work [46] has highlighted the difficulties in achieving this for scale parameters, such as variance components for random effects where data are limited,
i.e. where there are few estimates (studies) contributing to the estimation of random effects. Due to this, we believe it is necessary to check robustness of estimation to the specification of such priors. To this end, we conducted a sensitivity analysis changing all priors on random effects standard deviations from Uniform(0, 2) to halfNormal(0, 1), i.e. a normal distribution truncated above 0; also, we placed InverseGamma(0.001, 0.001) distributions on the variance for models B, E, F and G (where multiple random effects were specified, some of which were informed by small numbers of studies). Table 2 presents all the relative treatments effects, compared with control, for each of the anti-TNF treatment categories as defined by each of the models. The overall mean sum of deviance(s), in conjunction with the number of datapoints, are set out in Table 3 . The assessment of model fit, based on comparing the sum of deviances with the number of datapoints (which varies across models due to the merging of arm data for some trials in some models) suggested all models would appear to be a good fit to the data, and thus has little discriminatory ability. This is probably due to the fact that there is relatively little information in the data on which the evaluation is based, due to the sparseness of events, and thus highlights a universal problem when analysing sparse data. Furthermore, in a random effects analysis, the heterogeneity parameter can increase to accommodate wide variation in effects across studies. This was in contrast to the recommended and low dose treatments, for both of which an OR of approximately 2 (compared with non-anti-TNF controls) was estimated, with a CrI including 1 in both cases.
Results
Model D defined the treatments by both dose and specific anti-TNF, resulting in a potential of nine different treatment combinations (three drugs and three dose levels), of which seven had observed data from the available trials. However, this degree of resolution for the treatment definitions, in conjunction with the sparsity of data, resulted in very wide credible intervals, making it difficult to discern whether any specific anti-TNF/dose combination was associated with greater malignancy risk, with all CrIs including an OR of 1. Notably, the ordering of the point estimates for doses within drugs was consistent with that expected for a dose-response relationship.
The motivation for Models E and F, which make the assumption of exchangeability across certain treatment categorisation factors, was to try and reduce uncertainty in treatment effects, through borrowing strength across units in the hierarchy, while still being able to estimate distinct drug/dose combinations. Thus, these models can be seen as a 'half-way house' between the assumptions made in models B and C, which pool across doses and drugs respectively, and model D, which allows estimation of each drug/dose combination independently.
The impact on the estimation of the treatment effects is somewhat predictable for both of these models. In each case there is a degree of shrinkage across the treatment groups assumed to be exchangeable. For example, with Model E, within each dose, the treatment effects for each individual drug became more similar, compared with the equivalent treatment effects for Model D. For completeness, the parameter estimates for the random effects relating to dose (Models E and G) and drug (Model F) are given in the Appendix in Table A1 . The standard deviation across doses (Model E; 0.361, 95% highest posterior density (HPD) CrI 0.0008; 1.152) was very similar to that across drugs (Model F; 0.352, 95% HPD CrI 5.0 e-5; 1.187). For
Model F, the three levels of dosage were shrunk towards each other within each drug (in comparison with Model D). In addition, for both Models E and F, the uncertainty, and thus the width of the CrIs, was also reduced throughout. While the estimated median treatment effect for each drug/dose combination remained elevated in both models E and F, the CrI for high dose infliximab no longer included an OR of 1, despite the point estimate being considerably reduced (the OR of 10.00
from Model D was reduced to 3.75 and 3.17 in Models E and F respectively). Based on the sum of deviances (Table 3) , Model E appeared to be a fractionally improved fit to the data over Models D and F, perhaps supporting (although very weakly) the notion that dose has a stronger influence on malignancy risk than individual drug.
Model G modified Model E by placing constraints on the effect of drug dose, enforcing the assumption that lower doses cannot have higher risks of malignancy (in terms of the log-odds ratio compared with non-anti-TNF controls) associated with them. These constraints made the differences between dose levels more pronounced; although conclusions remain similar to previous models, with all treatment/dose combinations having inflated ORs, using this model, the CrIs for high doses of both infliximab and adalimumab did not include an OR of 1. Table A2 in the appendix presents the results of the sensitivity analyses where the prior distributions were changed on all variance components in models B, E, F and G, to ascertain the influence of such prior specifications on parameter estimation.
These analyses demonstrated that the prior distributions used do indeed have some influence on parameter estimation; we would suggest the differences are not of a magnitude that would influence the overall conclusions of any of the analyses.
Discussion
In this paper we have outlined a number of network meta-analysis models for estimating the risk of adverse events. Sparse data has been shown to be challenging for standard pairwise meta-analysis in the past, especially if there were no events at all in some studies or no events in at least one treatment arm within a study [6] . The analyses presented here demonstrate the range of potential models available; at one extreme are models that are unrestricted in terms of making assumptions regarding treatment effects according to different treatment parameters (such as drug and dose in Model D), for which the parameter estimates are very uncertain; at the other extreme are models which explicitly make stronger assumptions through expressions of exchangeability (Models E and F) and the addition of constraints on parameter estimation (Model G). Although there may be concerns that these approaches are overly complex, and make too many strong assumptions, it is important not to forget that a simple pairwise meta-analysis of this data (Model A), which implicitly assumes all treatments (in this example all combinations of individual drug and dose) to have exactly the same effect, does in fact make the strongest assumptions of all the models presented here.
It is very difficult to answer the question of how strong the assumptions should be (and therefore which approach to modelling should be used) in any particular clinical context. We have shown here and elsewhere that usual approaches to establishing best fitting models are problematic in a sparse data context [6] . In this paper, global measures of fit had very little discriminatory value, and relying on statistical significance of model parameters will often be inappropriate due to the often low power of the analysis. Previous simulation work showed that, in a frequentist paradigm, between-study variance parameters will be estimated as zero even when the data have been simulated from a scenario with considerable heterogeneity [6] ; this suggests that informative prior distributions for variance components in these models would be advantageous [21] and circumvent problems that the (unintended)
influence of intentionally vague prior distributions can have [46] . The use of multiple models making different assumptions, as done here in the form of a sensitivity analysis, is possibly the most sensible approach to address these issues.
Alternatively, prior distributions that are empirically based and informative have been proposed for the heterogeneity parameter [47] , although not specifically with regard to adverse events or sparse data. Heterogeneity was seen to be considerably higher for Models B and D. This reflects the fact that in these models the nodes were defined by the individual anti-TNF only, without reference to dose, the more dominant factor in influencing malignancy risk (Model B), or by anti-TNF and dose (Model D), but without any specific modelling to impose any form of exchangeability across anti-TNFs/doses (as in Models E, F and G).
A simple solution to these problems would be simply to collect more data so that sparseness (in terms of number of events and numbers of trials) becomes less of an issue. However, this will often be time-consuming, costly, and potentially unethical in some contexts. As an alternative to further research, it may be possible to extend the potential number of trials that provide data of relevance to the clinical issue, for example by including data from trials where a specific intervention is used for indications other than those directly of interest. In the motivating example considered here, data were derived from studies using anti-TNF drugs to treat rheumatoid arthritis, but these drugs are licensed for other conditions, so data may be available from trials of anti-TNFs used for other indications. Data derived from trials for different indications would not be uncritically pooled; but it would be possible to extend the hierarchical network models presented here to allow data from trials for differing interventions to be incorporated, using the methods presented here, for example, to allow exchangeability within indications. A further, and less farreaching, extension to the modelling presented here would be to specify simultaneous random effects for drug and dose levels, and in a sense combine the modelling extensions presented in Models E and F. Such modelling would have similarities with synthesis approaches pioneered in the context of extrapolating exposure risks across both species and dose levels simultaneously [48] . However, this modelling approach was not pursued here due to concerns with overparameterising a dataset of modest size.
Within a network meta-analysis including loops, there is a possibility of inconsistency of evidence. In this example, Model C, and Models D, E, F and G, all have the potential for inconsistency, as they include multiple loops and trials with up to four arms. Additional investigation into inconsistencies within the models is warranted, for example using techniques of node-splitting [12] , but such analyses are, due to the mixture of multi-arm trials (i.e. trials with two, three or four arms), inherently technically difficult and thus beyond the scope of this paper.
In summary, synthesis of sparse event data presents unique challenges. Novel modelling approaches have been developed and applied to a dataset that incorporates sparsity of events. Although these approaches may be valuable in this context, none provide a generic solution to the issue of data sparsity. Hence, consideration should be given to both methodological and clinical issues in order to fit realistically complex and contextually appropriate models in this area. 
