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Abstract

oil elds are mainly discovered either at large depths, or
under water, or in very remote areas  in short, in the areas

In many real-life situations, we have several types of

where drilling is very expensive. It is therefore desirable to

uncertainty: measurement uncertainty can lead to proba-

predict the presence of resources as accurately as possible

bilistic and/or interval uncertainty, expert estimates come

before we invest in drilling.

with interval and/or fuzzy uncertainty, etc.

In many sit-

uations, in addition to measurement uncertainty, we have
prior knowledge coming from prior data processing and/or
prior knowledge coming from prior interval constraints.
In this paper, on the example of the seismic inverse problem, we show how to combine these different types of uncertainty.

From previous exploration experiences, we usually have
a good idea of what type of structures are symptomatic for
a particular region. For example, oil and gas tend to concentrate near the top of natural underground domal structures. So, to be able to distinguish between more promising
and less promising locations, it is desirable to determine the
structure of the Earth at these locations. To be more precise, we want to know the structure at different depths

1. Seismic Inverse Problem: A Brief Descrip-

different locations

z

at

(x, y).

tion
In evaluations of natural resources and in the search
for natural resources, it is very important to determine
Earth structure.

Our civilization greatly depends on the

things we extract from the Earth, such as fossil fuels (oil,
coal, natural gas), minerals, and water. Our need for these
commodities is constantly growing, and because of this
growth, they are being exhausted. Even under the best conservation policies, there is (and there will be) a constant
need to nd new sources of minerals, fuels, and water.

Data that we can use to determine the Earth structure.
In general, to determine the Earth structure, we can use
different measurement results that can be obtained without
actually drilling the boreholes: e.g., gravity and magnetic
measurements, analyzing the travel-times and paths of seismic ways as they propagate through the earth, etc.
To get a better understanding of the Earth structure, we
must rely on active seismic data  in other words, we must

The only sure-proof way to guarantee that there are re-

make articial explosions, place sensors around them, and

sources such as minerals at a certain location is to actually

measure how the resulting seismic waves propagate. The

drill a borehole and analyze the materials extracted. How-

most important information about the seismic wave is the

ever, exploration for natural resources using indirect means

travel-time ti , i.e., the time that it takes for the wave to travel

began in earnest during the rst half of the 20th century.

from its source to the sensor. To determine the geophysical

The result was the discovery of many large relatively easy

structure of a region, we measure seismic travel times and

to locate resources such as the oil in the Middle East.

reconstruct velocities at different depths from these data.

However, nowadays, most easy-to-access mineral resources have already been discovered. For example, new

The problem of reconstructing this structure is called the
seismic inverse problem.

2. Known Algorithms for Solving the Seismic
Inverse Problem:

Description, Successes,
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is the same within each cell, and we

reconstruct the velocities

vj

within different cells.

Algorithm for the inverse problem: general description.
There are several algorithms for solving this inverse problem; see, e.g., [11, 24, 28]. The most widely used is the

Algorithm for the forward problem: brief description.

vj

j,

following iterative algorithm proposed by John Hole [11].

we can

At each stage of this algorithm, we have some approxi-

then determine the paths which seismic waves take. Seis-

mation to the desired slownesses. We start with some rea-

mic waves travel along the shortest path  shortest in terms

sonable initial slownesses, and we hope that after several it-

of time.

erations, we will be able to get slownesses which are much

Once we know the velocities

in each cell

It can be easily determined that for such paths,

within each cell, the path is a straight line, and on the border between the two cells with velocities

v

and

v

0

, the di-

rection of the path changes in accordance with Snell's law

sin(ϕ)
sin(ϕ0 )
=
, where ϕ and ϕ0
v
v0

are the angles between

the paths and the line orthogonal to the border between the
cells. (If this formula requires

sin(ϕ0 ) > 1, this means that

closer to the actual values.
At each iteration, we rst use the currently known slownesses

sj

to nd the corresponding paths from the source

to each sensor. Based on these paths, we compute the predicted values ti

=

P
j

`ij · sj

of travel-times.

Since the currently known slownesses

sj

are only ap-

this wave cannot penetrate into the neighboring cell at all;

proximately correct, the travel-times ti (which are predicted

instead, it bounces back into the original cell with the same

based on these slownesses) are approximately equal to the

angle

ϕ.)

measured travel-times e
ti ; there is, in general, a discrepancy

In particular, we can thus determine the paths from the

def
∆ti = e
ti −ti 6= 0. It is therefore necessary to use these dis-

source to each sensor. The travel-time ti along i-th path can

crepancies to update the current values of slownesses, i.e.,

then be determined as the sum of travel-times in different

replace the current values

P `ij
cells j through which this path passes: ti =
, where
j vj
`ij denotes the length of the part of i-th path within cell j .
This formula becomes closer to linear if we replace the
original unknowns  velocities

1
, called slownesses.
vj

vj

 by their inverses

def

sj =

In terms of slownesses, the formula

for the travel-time takes the simpler form ti

=

P
j

`ij · sj .
sj .

In-

deed, the actual geometry of the shortest path between
the two given points depends on the actual values of the
velocities

vj

 i.e., equivalently, on the slownesses

Thus, the lengths

`ij

sj .

of the segments of these shortest

paths also depend on the slownesses

s1 , . . . , sm .

To be

more precise, we should therefore explicitly take this dependence into account and re-write the above system as

ti =

P
j

`ij (s1 , . . . , sm ) · sj

dependence

`ij (s1 , . . . , sm ).

decrease) the discrepancies

∆ti 6= 0.

In other words, the

objective is to make sure that for the corrected values of the
slowness, the predicted travel-times are closer to e
ti .

Of course, once we have changed the slownesses, the
shortest paths will also change; however, if the current values of slownesses are reasonable, the differences in slowness are not large, and thus, paths will not change much.
Thus, in the rst approximation, we can assume that the

It is worth mentioning, however, that the resulting system of equations is not linear in the unknowns

sj with corrected values sj +∆sj .

The objective of this correction is to eliminate (or at least

for an appropriate non-linear

paths are the same, i.e., that for each

i and j , the length `ij

remains the same. In this approximation, the new travel-

P
`ij · (sj + ∆sj ). The desired condition
P
is then
`
·
(s
+
∆sj ) = e
ti . Subtracting the formula
j
P ij
ti =
`ij · sj from this expression, we conclude that the
times are equal to

j

corrections

∆sj

must satisfy the following system of (ap-

proximate) linear equations:

P

`ij · ∆sj ≈ ∆ti .

Solving this system of linear equations is not an easy
task, because we have many observations and many cell
values and thus, many unknowns, and for a system of linear equations, computation time required to solve it grows

as a cube

c3

of the number of variables

c.

So, instead of

the standard methods for solving a system of linear equations, researchers use special faster geophysics-motivated
techniques (described below) for solving the corresponding
systems. These methods are described, in detail, in the next
subsection.
Once we solve the corresponding system of linear equations, we compute the updated values
new (corrected) slownesses

∆sj ,

compute the

sj + ∆sj , and repeat the proce-

dure again. We stop when the discrepancies become small;

n

usually, we stop when the mean square error

1X
(∆ti )2
n i=1

no longer exceeds a given threshold. This threshold is normally set up to be equal to the measurement noise level,
so that we stop iterations when the discrepancy between the
model and the observations falls below the noise level  i.e.,
when, for all practical purposes, the model is adequate.

∆sj =

this path, we add the same value

Let us now consider the realistic case in which there are
many paths, and moreover, for many cells

Let us de-

scribe, in more detail, how the above auxiliary linear system
of equations with unknown
words, for a given cell

∆sj

is usually solved. In other

j , how do we nd the correction ∆sj
sj in this cell?

to the current value of slowness

Let us rst consider the simplied case when there is
only path, and this path is going through the

j -th cell. In this

case, cells through which this path does not go do not need
any correction. To nd the corrections

∆sj

for all the cells

j , there are many

paths i which go through the corresponding cell. For a given
cell

j,

based on each path

can estimate the correction

i passing through this cell, we
∆sj by the corresponding value

∆ti
. Since there are usually several paths going
Li
through the j -th cell, we have, in general, several different
estimates ∆sj ≈ ∆sij . Again, the least squares approach
P
leads to
(∆sj − ∆sij )2 → min, hence to ∆sj as the
def

∆sij =

i

arithmetic average of the values

Comment.

∆sij .

To take into account that paths with larger

`ij

provide more information, researchers also used weighted
average, with weight increasing with

`ij .

Successes of the known algorithms.
Algorithm for the inverse problem: details.

∆ti
.
Li

The known algo-

rithms have been actively used to reconstruct the slownesses, and, in many practical situations, they have led to
reasonable geophysical models.

Limitations of the known algorithms.

Often, the veloc-

ity model that is returned by the existing algorithm is not
geophysically meaningful: e.g., it predicts velocities outside of the range of reasonable velocities at this depth. To
avoid such situations, it is desirable to incorporate the ex-

jPthrough which this path goes, we only have one equation
`ij ·∆sj = ∆ti . The resulting system of linear equations

pert knowledge into the algorithm for solving the inverse

is clearly under-determined: we have a single equation to

it. Specically, we proposed a

j

nd the values of several variables

∆sj .

Since the system

problem.
In our previous papers [2, 3, 13], we described how to do

O(c log(c))

time algorithm

for taking interval prior knowledge into account.

is under-determined, we have a innite number of possible

In this paper, we provide a detailed motivation for that al-

solutions. Our objective is to select the most geophysical

gorithm, and we use this motivation to design a new, faster,

reasonable of these solutions.

linear-time (O(c)) for solving this problem.

For that, we can use the following idea. Our single observation involves several cells; we cannot distinguish between
the effects of slownesses in different cells, we only observe
the overall effect. Therefore, there is no reason to assume
that the value

∆sj

in one of these cells is different from the

values in other cells. It is thus reasonable to assume that
all these values are close to each other:

∆sj ≈ ∆sj 0 .

The

least squares method enables us to describe this assumption
as minimization of the objective function

P

P

j,j 0

(∆sj − ∆sj 0 )2

3. Case of Interval Prior Knowledge: Description and Known Algorithm
Interval prior knowledge.

For each cell

j , a geophysicist

often provides us with his or her estimate of possible val-

sj . Often, this estimates
[sj , sj ] that is guaranteed

ues of the corresponding slowness
comes in the form of an interval

to contain the (unknown) actual value of slowness.

`ij · ∆sj = ∆ti . The minimum
is attained when all the values ∆sj are equal. Substituting
P
these equal values into the equation
`ij · ∆sj = ∆ti , we
j
P
conclude that Li · ∆s = ∆ti , where Li =
`ij is the over-

responding intervals. Such a modication is described in

all length of i-th path. Thus, in the simplied case in which

Analysis of the problem and our main idea.

under the condition that

It is desirable to modify Hole's algorithm in such a way
that on all iterations, slownesses

sj

stay within the cor-

[2, 3, 13].

j

there is only one path, to the slowness of each cell

j

along

know the current approximations

(k)

sj

Once we

to slownesses, then,

along each path

i,

we want to nd the corrections

∆sij

which provide the desired compensation, i.e., for which

c
X

Complications coming from a straightforward application of this idea.

Originally, before we took interval

prior knowledge into account, we had a full compensa-

`ij · ∆sij = ∆ti .

(1)

j=1

In Hole's algorithm, we select

∆sij =

∆ti
.
Li

With the ad-

ditional knowledge, we may not be able to do this, because
we want to make sure that the corrected values of slowness
stay within the corresponding intervals

tion for

∆sij ,

∆ti .

Now that we decreased some slownesses

c
P

`ij · ∆sij is, in general,
j=1
smaller than ∆ti . Thus, there is a remaining discrepancy
c
P
def
`ij · ∆sij > 0.
∆t0i = ∆ti −
j=1
To eliminate this discrepancy, we need to repeat the same
0
procedure: divide ∆ti by Li and again cut down those slowthe resulting value of

nesses that start going outside the corresponding intervals.

(k)

sj ≤ sj

+ ∆sij ≤ sj ,

(2)

Because of this cutting down, we may still get some discrepancy remaining, etc.
So, if we apply this idea in a straightforward way, we

i.e., equivalently, that

may need a large number of iterations to fully compensate

∆j ≤ ∆sij ≤ ∆j ,
def

∆j = s j −
[sj , sj ], we conclude
where

that

(k)
sj . Since

∆j = s j −
∆j ≤ 0 and ∆j ≥ 0

(k)
sj

∈

 i.e., all

lower endpoints are non-positive and all upper endpoints
are non-negative.

j,

tion time  which, for the seismic inverse problems, is already large.
It is therefore desirable to avoid these iterations and directly come up with a solution which provides the needed
compensation of the travel time and at the same time, keeps

How can we achieve this goal?
For each cell

for the original travel time discrepancy. The need for a large
number of iterations leads to a drastic increase in computa-

def

(k)
sj and

(3)

after an iteration of, say, Hole's algo-

(k+1)
rithm, we have a corrected value of the slowness sj
=
(k)
sj +∆sij which approximates the actual (unknown) slow(k+1)
ness sj : sj ≈ sj
. We also know that sj should be
located in the interval [sj , sj ]. Similar to our previous anal-

all the corrected slownesses within the corresponding intervals.

Formulation of the problem in precise terms.

For

∆ti > 0,

that

∆s > 0 such
which ∆s ≤ ∆j

we would like to nd a value

ysis, it is therefore reasonable to use the Least Squares

if we take ∆sij = ∆s for all j for
and
∆sij = ∆j for all other j , then we will satisfy the equation

Method to combine these two piece of information: i.e.,

(1).

we look for the value

sj ∈ [sj , sj ]

(k)

(sj − sj )2 is the smallest possible.

for which the square

In geometric terms, we

look for the value within the given interval

[sj , sj ] which is

(k+1)
the closest to sj
. Thus:

•

If the value

(k+1)

sj

is already within the interval, we

keep it intact.

•

•

If the value

(k+1)

is to the left of the interval, i.e., if
(k+1)
sj
< sj , then the closest point from the interval is
its left endpoint sj .

(k+1)

sj

is to the right of the inter(k+1)
val, i.e., if sj
> sj , then the closest point from the
interval is its right endpoint sj .

∆ti > 0, we rst nd the universal
j for which ∆s > ∆j , we
replace this value with ∆j .
As a result, we arrive at the values ∆sij which are all
equal to ∆s  except for those values for which ∆j < ∆s;
for these values, ∆sij = ∆j .
In other words, e.g., for
value

∆s

(1).

Analysis of the problem.

∆sij = ∆j

for the values

In the desired solution, we have

j

for which

∆j

is smaller than a

certain threshold.

sj

Similarly, if the value

∆ti < 0, we would like to nd a value ∆s < 0 such
∆sij = ∆s for all j for which ∆s ≥ ∆j and
∆sij = ∆j for all other j , then we will satisfy the equation
For

that if we take

and then, for those

This desired solution is easier to describe if we rst soft
all the values

∆j

into a non-decreasing sequence

∆(1) ≤ ∆(2) ≤ . . . ≤ ∆(c) .
p for
∆si(j) = ∆(j) for all j ≤ p. The common value
∆s for the indices j > p can be found from the condition
(1), i.e., from the condition that Ap + Lp · ∆s = ∆ti , where
p
c
P
def P
def
we denoted Ap =
`i(j) .
`(i)j · ∆(j) and Lp =
Then, in the desired solution, there is some index
which

j=p+1

i=1

∆ti − Ap
Therefore, we will get ∆s =
.
Lp
For the correctly selected index p, all

∆(j) for
∆s, and all

values

which we cut off must be smaller than this

the other values

∆(j)

must be larger than (or equal to) this

heavy that all the signals simply bounce back from the bot-

∆(j) are sorted in increasing order, it
is sufcient to check that ∆(p) < ∆s ≤ ∆(p+1) .
If for some p, we get ∆s > ∆(p+1) , this means that need
to cut some more  otherwise, for j = p + 1, we will still

tom of the second layer (in real geological situations, this

∆s.

Since the values

have the value outside the desired interval.
hand, if we get
off at

On the other

∆s ≤ ∆(p) , then there was no reason to cut

p-th level  so we need to cut less.

Designing an algorithm.

This analysis can be naturally

be translated into an algorithm.

First, we sort the values

∆j ; sorting takes time O(c · log(c)); see, e.g., [7]. Then, for
∆ti − Ap
every p from 0 to n, we compute the value ∆s =
Lp
and check whether ∆(p) < ∆s ≤ ∆(p+1) . Once we
know Ap , computing Ap+1 requires just one step  since
we need to add one term to the sum.

Thus, we to com-

is what happens, e.g., at the Moho surface). For simplicity,
we consider only one signal.
Usually, the closer to the surface, the more information
we have about the layer. In this example, we assume that

s exactly, but we only know an approximate value
def
se for s (∆s0 = se 0 − s0 6= 0). We start with the known
values s and s
e 0 and perform iterations following both the
we know

0

0

original Hole's algorithm and the new interval method.

ϕ and ϕ0 are small (ϕ ¿ 1, ϕ0 ¿ 1),
sin(ϕ) ≈ ϕ, sin(ϕ0 ) ≈ ϕ0 , and we can analytically

When the angles
then

trace the computations; for details, see [3]. For example,
the horizontal distance between the source and the sensor is

2d · (tan(ϕ) + tan(ϕ0 )) ≈ 2d · (ϕ + ϕ0 ).
In the original Hole's algorithm, the discrepancy in the
travel times is uniformly divided between the whole path.

c such values, we need O(c) steps  to the total of
O(c · log(c)) + O(c) = O(c · log(c)). So, we arrive at the

As a result, we replace the original approximate slowness

following algorithm.

Hence, the approximation error decreases by a factor of 2.

pute all

se 0 = s0 + ∆s0

with a more accurate estimate

s0 +

So, e.g., in 7 iterations, we can reduce this error to
Resulting algorithm.
when

It is sufcient to describe the case

∆ti > 0 (the case when ∆ti < 0 is treated similarly).
c values ∆j along the i-th path

In this case, we rst sort all

into a non-decreasing sequence

∆(1) ≤ ∆(2) ≤ . . . ≤ ∆(c) .
p from 0 to c, we compute
Lp as follows: A0 = 0, L0 = Li ,

Then, for every
and

the values

Ap

p,

we compute

∆s =

∆ti − Ap
Lp

∆(p) < ∆s ≤ ∆(p+1) . Once this condition
is satised, we take ∆si(j) = ∆(j) for j ≤ p, and ∆si(j) =
∆s for j > p.
When ∆ti < 0, we similarly sort the values ∆j into a
decreasing sequence, and nd p so that the rst p corrections are maxed out to ∆j , and the rest c − p corrections
∆ti − Ap
are determined from the condition ∆s =
.
Lp
Once we have computed these corrections for

all the paths, then for each cell

j,

In the new method, we take into account that the value

s is already known, i.e., that it is within the given interval
[s, s]. In this case, the entire discrepancy is corrected by
0
changing only the value s . Hence, we get the correct value
s0 in a single iteration.
4. Case of Interval Prior Knowledge: A New

Motivation: a linear-time algorithm exists for a simiand

check whether

Comment.

< 1%

level.

Linear Time Algorithm

Ap = Ap−1 + `i(p) · ∆(p) , Lp = Lp−1 − `i(p) .
After that, for each

∆s0
.
2

we take the average (or

lar problem of minimizing variance without linear constraints.

As we have mentioned, the original Hole's code

formulas are related to minimize the variance under a linear
constraint (1).
In general, the problem of minimizing variance under interval uncertainty has many other practical applications beyond geophysics. (The only difference is that in most applications, there is no linear constraint similar to (1)). In particular, this general problem has application in geophysics
[22, 23].
For this general problem, we have also proposed an O(c·
log(c)) algorithm; see, e.g., [15, 16] and references therein.
Recently, we have designed a new algorithm that com-

O(c) [27].

weighted average) of all the corrections coming from all the

putes the desired minimum in linear time

paths which pass through this cell.

paper, we show that a similar linear-time algorithm can be

In this

proposed for the case when we want to minimize the variExample showing efciency (and feasibility) of the new
approach.

ance under an additional linear constraint.

Let us consider a simple example of two ver-

tical layers of height

d

(see above picture), with

s > s0 .

We assume that the structure below the second layer is so

An auxiliary algorithm behind the existing linear-time
algorithm.

The linear-time algorithm from [27] is based

on the known fact that we can compute the median of a set
of

The use of median in this algorithm is similar to the one
from [6, 10].

The proposed algorithm is

iterative. At each iteration of this algorithm, we have three
sets:

J − of all the indices j from 1 to c for which we

sponding value

J+

the set

∆sij

∆sij = ∆j );

will be cut off (i.e.,

j

of all the indices

for which we already

know that in the desired solution, the corresponding
value

∆sij

the set

∆sij < ∆j );

will not be cut off (i.e.,

J = {1, . . . , c} − J − − J + of the indices j

for

which we are still undecided.
In the beginning,

J− = J+ = ∅

J = {1, . . . , c}.

and

At

each iteration, we also update the values of two auxiliary

P

− def

quantities A

=

def

`ij ·∆j and L+ =

P

`ij . In prinj∈J −
j∈J +
ciple, we could compute these values by computing these
sums, but to speed up computations, on each iteration, we
update these two auxiliary values in a way that is faster than
re-computing the corresponding two sums. Initially, since

J

−

=J

+

−

+

= ∅, we take A = L = 0.

rst, we compute the median
in terms of sorting by

•

m

when

∆j ≤ ∆m

J

(median

∆j );
J

def

= A− +

`

+

P

|J|

of

5. Case of Fuzzy Prior Knowledge
Main idea.

As we have mentioned, one of the reasons

why the mathematically valid solution is not geophysically
meaningful is that at some points, the velocity is outside the
interval of values which are possible at this depth for this
particular geological region.

Additional information provided by experts:
case.

general

To take this expert knowledge into consideration, it

modify the inverse algorithms in such a way that the veloc-

= L +

Specically, for each cell

j,

a geophysicist provides us

with his estimate of possible values of the corresponding

sj .

As we have mentioned, an expert often de-

within 6 and 7, but it is somewhat possible to have values

`ij · ∆j

between 5 and 8. To formalize this knowledge, it is natural

and

to use fuzzy set theory, a formalism specically designed

X

for describing this type of informal (fuzzy) knowledge;
see, e.g., [4, 8, 14, 21]

`ij ;

As a result, for every cell

j∈P +

•

if

•

∆s ≤ ∆m , then we replace J +
+
−
with ` , and J with P ;

j,

∆s > ∆(p+1) , then we replace J
A− with a− , and J with P + ;

−

with

with

J

−

∪P

−

,

J + ∪ P + , L+

µj (s)
sj . For

we have a fuzzy set

which describes the expert's prior knowledge about

∆i − a −
• then, we compute ∆s =
; also, among all the
`+
+
values from P , we select the smallest value, which
we will denote by ∆(p+1) ;

if

J require time t
J : t ≤ C · |J| for
some constant C . We start with the set J of size c; on the
next iteration, we have a set of size c/2, then c/4, etc. Thus,
the overall computation time is ≤ C ·(c+c/2+c/4+. . .) ≤
C · 2c, i.e., linear in c.
linear in the number of elements

language, like most probably, the value of slowness is

j∈P −
+ def

requires

scribes this information by using words from the natural

def

a

V

At each iteration, computing median requires

linear time, and all other operations with

slowness

P − = {j : ∆j ≤ ∆m }, P + = {j : ∆j > ∆m };
we compute

linear time.

ities are consistent with this knowledge.

then, by analyzing the elements of the undecided set

− def

∆sij =

and

formation about possible values of slownesses  and then

of the set

one by one, we divide them into two subsets

•

∆sij = ∆sj

is reasonable to explicitly solicit, from the experts, the in-

At each iteration, we do the following:

•

which we return

∆s otherwise.
Proof that the new algorithm for computing

the set

already know that in the desired solution, the corre-

•

At each iteration, the set of undecided indices is divided in
half. Iterations continue until all indices are decided, after

A new linear-time algorithm.

•

∆m < ∆s ≤ ∆(p+1) , then we replace J −
−
+
+
+
with J ∪ P , J
with J ∪ P , and J with ∅.

nally, if

−

n elements in linear time; see, e.g., [7].

•

•

j and for each possible value sj , the number
µj (sj ) describes the expert's degree of certainty that sj is a
every cell

possible value of the corresponding slowness.
An alternative user-friendly way to represent a fuzzy set

α-cuts {s | µj (s) > α} (or {s | µj (s) ≥ α});
α-cut corresponding to α = 0 is the set of all the values which are
possible at all, the α-cut corresponding to α = 0.1 is the set

is by using its

see, e.g., [5, 14, 19, 20, 21]. For example, the

of all the values which are possible with degree of certainty
at least 0.1, etc. In these terms, a fuzzy set can be viewed as

a nested family of intervals
different level

Comment.

α.

[sj (α), sj (α)] corresponding to

returned as the desired solution to the seismic inverse problem.

For some cells  e.g., in some cells which are

6. Case of Probabilistic Prior Knowledge

close to the surface and for which the geophysical structure is well known  we may even know the exact values

sj

of slowness. Since a crisp number is a particular case of a
fuzzy set, this information can also be expressed in fuzzy
terms  by saying that for each of these cells, the geophysicist provides us with a crisp set

α-cuts,

{sj }.

α,
the corresponding intervals are degenerate intervals [sj , sj ].
In terms of

this means that for every degree

Often, prior information comes from processing previous observations of the region of interest. In this case, before our experiments, for each cell
proximate) slowness value
(standard deviation)

σj

sej ,

j , we know a prior (ap-

and we know the accuracy

of this approximate value

sej .

It is

known that this prior information can lead to much more accurate velocity models; see, e.g., [18]. How can we modify
Hole's algorithm so that it takes this prior information into

How to use this expert knowledge in solving the seis-

account?

(s1 , s2 , . . .) is satisfactory if s1 is a possible value of slowness in the rst cell, and s2 is a possible value of slowness in

Due to the prior knowledge, for each cell j , the ratio
(k)
(sj + ∆sij ) − sej
is normally distributed with 0 mean and
σj
variance 1. Since each path i consists of a reasonable num-

the second cell, etc. The corresponding membership func-

ber of cells, we can thus conclude that the sample variance

µj (sj ) describe to what extent sj is the possible value
of slowness in the j -th cell. So, if we use the simplest possible min operation to describe and, we conclude that the

of this ratio should be close to

mic inverse problem: precise formulation of the corresponding optimization problem.

In general, the solution

tions

degree with which a solution is satisfactory can be described
by the value

min(µ1 (s1 ), µ2 (s2 ), . . .).

When we solve the inverse problem, it is reasonable to
look for a solution for which this degree of satisfaction is
the largest possible:

min(µ1 (s1 ), µ2 (s2 ), . . .) → max .

How can we solve this problem: reduction to the case of
interval uncertainty.

Maximizing the overall degree of

α
µj (sj ) ≥ α for all j , i.e., for which, for every
cell j , the slowness sj belongs to the corresponding interval
[sj (α), sj (α)].
For each α, we thus face an auxiliary interval uncertainty

σj , i.e., that

(k)
c
1 X ((sj + ∆sij ) − sej )2
= 1.
·
n j=1
σj2
So, to nd the corrections

(4)

∆sij , we must minimize the ob-

jective function (variance)


2
c
c
X
1 X 2
1
V =
·
∆s −  ·
∆sij  .
n j=1 ij
n j=1
def

(5)

satisfaction means that we want to nd the largest value
for which

problem: for each cell, we know the corresponding interval, and we want to nd a solution to the seismic inverse
problem for which all the slownesses are within the corresponding intervals. It is worth mentioning that this interval
problem can be of separate practical interest: it is a particular case of the fuzzy uncertainty problem corresponding to
the case when the only information coming from an expert
is an interval

[sj , sj ] of possible value of each slowness sj .

under the constraints (1) and (4).
By applying the Lagrange multiplier method to this
problem, we can reduce this problem to the unconstrained
minimization problem


2
c
c
X
X
1
1
·
∆s2 −  ·
∆sij  +
n j=1 ij
n j=1


c
X
λ·
`ij · ∆sij − ∆ti  +
j=1

Once we know how to solve this interval problem, we
can easily solve the original fuzzy problem as follows. For
each

α = 0, α = 0.1, α = 0.2,

etc., we solve the inter-

val problem with the corresponding intervals [sj (α), sj (α)].
Eventually, we will reach such a value of

α that the process

no longer converges  so the inverse problem with these too
narrow interval restriction does not have a solution. Then,

α  i.e.,
α for which the process converged  is

the solution corresponding to the previous value
to the largest value

(k)
c
1 X (sj + ∆sij − sej )2
µ· ·
→ min .
n j=1
σj2
Differentiating this equation by

∆sij

(6)

and equating the

derivative to 0, we conclude that

2µ
2
2
(k)
· ∆sij − · ∆s + λ · `ij +
· (sj + ∆sij − sej ) = 0,
n
n
n · σj2

where

We often have different models for describing uncertainty

c
1 X
∆s =
·
∆sij .
n j=1
def

(7)

λ, µ, and ∆s, we get an explicit expression
for the values ∆sij . Substituting these expressions into the

of different databases and programs; it is therefore important to be able to consider multiple-type prior knowledge;
see, e.g., [9, 17].

Once we x

equations (1), (4), and (7), we get an easy-to-solve system

How to use multiple-type prior knowledge in the seis-

of 3 non-linear equations with 3 unknowns, which we can

mic inverse problem.

solve, e.g., by using Newton's method.

ditional approach, we minimize (5) under the constraint (1).

We have mentioned that in the tra-

Now, instead of explicit formulas for a transition from
(k)
(k+1)
to sj
, we need a separate iteration process  so the

Different types of prior knowledge mean adding constraints

sj

on

computation time is somewhat larger, but we get a more

ized as a constraint (4), and interval prior knowledge is nat-

geophysically meaningful velocity map  that takes prior

urally formalized as a constraint (2). Thus, when both prob-

knowledge into account.

abilistic and interval prior knowledge are present, we must

∆sij .

Probabilistic prior knowledge is naturally formal-

minimize (5) under the constraints (1), (2), and (4).
If we replace the equality in (4) by an inequality (≤

7. Case of Multiple-Type Prior Knowledge

instead of
Practical need for prior knowledge: reminder.

In many

real-life problems, it is difcult or even impossible to di-

1
= 1), then we get a problem of minimizing a con-

vex function under convex constraints, a problem for which
there are known efcient algorithms; see, e.g., [26].

rectly measure the desired physical quantities. In such sit-

For example, we can use a method of alternating pro-

uations, we measure other quantities, which are related to

jections, in which we rst add a correction that satisfy the

the desired ones by known formulas, and then reconstruct

rst constraint, then the additional correction that satises

the values of the desired quantities from these measurement

the second constraint, etc. In our case, we rst add equal

results.

values of

The reconstructed values of the desired quantities are

∆sij

to satisfy the constraint (5), then we restrict

the values to the nearest points from the interval

[sj , sj ]  to

sometimes outside the range of what an expert would con-

satisfy the constraint (2), and after that, nd the extra cor-

sider reasonable. In such situations, it is desirable to de-

rections that satisfy the condition (4), after which we repeat

scribe the expert's knowledge (about what is reasonable) as

the cycle again until the process converges.

a precisely formulated constraint on the desired values, and
to incorporate these constraints into the reconstruction process.

8

Conclusion

In the previous sections, we have shown that different
types of expert knowledge can be naturally formalized in

The paper deals with the difcult seismic inverse prob-

interval, fuzzy, and probabilistic terms. We also showed, on

lem, in which a 3-D eld (velocities of the seismic waves)

the example of the seismic inverse problem, how each of

has to be reconstructed. The classical approach is to trans-

these types of expert knowledge can be used in the solution

form this problem into a huge non-linear system of equation

process.

and to use iterative techniques to solve the problem. Often,
the classical approach leads to solutions that are not realPre-

istic. However, the expert has an idea of what he should

viously, we (implicitly) assumed that we have only one type

not get and he can express this idea as a set of constraints.

of expert knowledge  e.g., only interval knowledge, or only

The main contribution of the paper is to add these additional

fuzzy knowledge, etc.

knowledge, given by the expert, to the classical approach,

Practical need for multiple-type prior knowledge.

In some practical situations, how-

ever, we may have multiple-type expert knowledge: e.g.,

inside the iterative method.

one expert provides interval bounds, another expert provides probabilistic knowledge, etc.
This multiple-type prior knowledge is especially impor-
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