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Abstract
This paper studies the identification, estimation, and hypothesis testing problem
in complete and incomplete economic models with testable assumptions. Testable as-
sumptions (A) give strong and interpretable empirical content to the models but they
also carry the possibility that some distribution of observed outcomes may reject these
assumptions. A natural way to avoid this is to find a set of relaxed assumptions (A˜)
that cannot be rejected by any distribution of observed outcome and the identified set
of the parameter of interest is not changed when the original assumption is not rejected.
The main contribution of this paper is to characterize the properties of such a relaxed
assumption A˜ using a generalized definition of refutability and confirmability. I also
propose a general method to construct such A˜. A general estimation and inference pro-
cedure is proposed and can be applied to most incomplete economic models. I apply my
methodology to the instrument monotonicity assumption in Local Average Treatment
Effect (LATE) estimation and to the sector selection assumption in a binary outcome
Roy model of employment sector choice. In the LATE application, I use my general
method to construct a set of relaxed assumptions A˜ that can never be rejected, and the
identified set of LATE is the same as imposing A when A is not rejected. LATE is point
identified under my extension A˜ in the LATE application. In the binary outcome Roy
model, I use my method of incomplete models to relax Roy’s sector selection assumption
and characterize the identified set of the binary potential outcome as a polyhedron.
Keywords— Incomplete Models; Refutability; LATE; Roy Model
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1 Introduction
Empirical researchers often make convenient model assumptions in structural estimation.
These assumptions usually come from economic theories or intuitions. For example, the
‘No Defier’ assumption in Imbens and Angrist (1994) assumes that the instrument has a
monotone effect on the decision to take treatment; the ‘Pure Strategy Nash Equilibrium’
assumption in Bresnahan and Reiss (1991) assumes only pure strategy Nash Equilibrium
are played in a 2 × 2 entry game; the ‘Perfect Self Selection’ assumption in Roy (1951) as-
sumes employees perfectly observe their future earnings and choose a job sector to maximize
discounted lifetime earnings. Such assumptions simplify identification and estimation prob-
lems, and make results easier to interpret. However, such assumptions come with the cost
that they may be rejected by some distribution of observed variables. As a result, empirical
researchers are faced with the problem that their identification and estimation result may
potentially fail to be consistent with some distribution of observed variables.
Econometricians often use econometric models (structures) to study economic environ-
ments. An econometric model includes a distribution of primitive random variables that we
want to know, and a mapping from distribution of these primitive variables to the distri-
bution of observed variables. Assumptions are imposed by empirical researchers to reflect
their understanding of the economic environment. Mathematically, assumptions are restric-
tions on the true data generating process. The problem of identification is to find a class of
econometric models under imposed assumptions that can rationalize observed distribution of
outcomes. In this sense, assumptions are imposed before any distribution of observables are
seen, and hence should be comprehensive enough to incorporate all possible regular distribu-
tion of observables. Unfortunately, assumptions in the three examples above, when combined
with some other reasonable assumptions, can be rejected by some distribution of observables
(see Kitagawa (2015); Mourifié and Wan (2017); Mourifie et al. (2018)). A natural way to
prevent refutability is to find a relaxed assumption A˜ so that no distribution of observables
can reject A˜. By imposing non-refutable A˜ instead of refutable A before confronting the
data, practitioners avoid the ex post possibility of finding data evidence against their as-
sumptions. This is the first criterion we require a relaxed assumption to satisfy. On the
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other hand, we also do not want to deviate from the old assumption A , since it still reflects
the economic theory behind it. Specifically, given a parameter of interest θ, we want to have
the same identified set ΘIDA when the original assumption A happens to be consistent with
the observed distribution of outcomes. In other words, we want to preserve the identified
set.
This paper aims to do four things: First, I formalize and extend the definition of refutabil-
ity and confirmability of assumptions in Breusch (1986) to incomplete economic structures.
These definitions are useful to characterize properties of a relaxed assumption A˜. I char-
acterize conditions that a relaxed assumption A˜ need to satisfy so that no distribution of
observables can be rejected under A˜ and the identified set for the parameter of interest does
not change when A can’t be rejected. The characterization of A˜ uses the generalized defini-
tion of refutability and confirmability. It is shown that when models are complete, a relaxed
assumption A˜ that satisfies the two properties above always exists. I also characterize a suf-
ficient condition for the existence of A˜ when we look at incomplete structures. The possible
failure to find A˜ in incomplete structures encourages researchers to complete the model,
and then find a nice relaxed assumption in the completed structure space. When model is
complete, I also provide a general method to construct A˜ from A. The idea is to find a func-
tion m s.t. any model satisfying A has measurement zero, and A˜ is constructed by allowing
m to deviate from zero. This approach can be rationalized by a Bayesian model selection
procedure when the decision maker believes that deviation from A, which is measured by
m, is less likely when the deviation is larger. This Bayesian model selection procedure hap-
pens before any distribution of outcome variable is observed and it is not an ex post model
selection.
Second, I apply my extended definition of refutability and confirmability to characterize
size and power properties in hypothesis testing problems. The result of hypothesis testing
of economic structures is one of the rules that helps us make policies. When econometric
models out of null hypothesis set can predict a distribution of outcome as some models in null
hypothesis set can do, the distribution of observed variables cannot help us to decide whether
the true structure satisfies is the null hypothesis set or not. When this happens, I show that
any statistical test cannot achieve size control and test consistency of economic structures
3
simultaneously. I also show that when the parameter of interest θ is point identified, and
when then the null hypothesis is formulated by θ belongs to arbitrary set Θ0, we do not have
this decision ambiguity and achieving size control and test consistency is possible.
Third, I provide a general estimation and inference methods that can be applied to a
large class of economic structures. This method is a generalization of the dilation approach
in Galichon and Henry (2013). Their dilation is on the space of individual outcome variables
Xi , while my dilation is on the space of outcome distributions F (X). Compared to their
method, my estimation and inference procedure can deal with more complicated economic
environments where the observed variable is of dimension larger than 1. The idea of the dila-
tion method is to properly enlarge the set of outcome distribution predicted by a structure,
and see whether the empirical distribution of outcome falls in the enlarged set.
Fourth, as the key application to complete structure, I look at identification of the lo-
cal average treatment effect (LATE) in a potential outcome framework. Kitagawa (2015)
provides the sharp testable implication of the Imbens and Angrist Monotonicity (IA-M)
assumption. This implies practitioners should anticipate IA-M assumption to be reject by
some outcome distribution. I provide four relaxations of Imbens and Angrist Monotonicity
(IA-M) assumption that cannot be rejected by any distribution of observables and at the
same time preserves the property of IA-M assumption. Two are relaxations of the ‘No De-
fier’ assumption, but they differ on whether strict instrument exogeneity is maintained or
not. The logic is to allow a minimal mass of defiers in the joint distribution of primitive
variables. It can be shown that the minimal defiers relaxed assumptions not only preserve
the identified set for LATE, but also preserve identified set for other parameter of interests
such as ATE or ATT. Another relaxes the independent instrument assumption while the
last one relaxes the exclusion restriction. The logic is to allow a minimal departure from the
independent instrument (the exclusion restriction) assumption for always takers and never
takers while maintain the independent instrument (the exclusion restriction) condition for
compliers. LATE is partially identified under the minimal defiers assumption with strict
independent instrument. LATE is point identified under the other three assumptions and
the value is the same. In the point identified LATE case, an estimate of LATE can be
constructed easily and has a normal limit distribution. I apply the results to Card (1993) to
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show the local average treatment effect of education on earnings. Compared to naively using
identification result under IA-M assumption, my method have reasonable sign and scale. For
incomplete structures, I look at a binary outcome job sector selection model with monotone
instrument. In the sector choice model, the Roy assumption does not specify the sector
choice rule in case of ties, which may lead to multiple predicted outcome distributions. I
propose a completion procedure that is without loss and use it to complete the sector choice
model. I then use minimal efficiency loss as rule to characterize the relaxed assumption.
The identified set of job sector potential outcome distribution can be characterized by a
polyhedron.
There may be concern that if we extend an assumption A to a non-refutable assumption
A˜, we may fail Popper’s falsifiability criteria. Popper’s falsifiability criteria says any kind
of scientific theory should be able to be rejected under some observed outcomes while non-
refutability says that any distribution of currently available outcome variable cannot refute
assumption A˜. The difference is that non-refutability of A˜ is due to lack of adequate data
at hand rather than the inability to test A˜ in a more general setting. For example, in
a one-shot 2 × 2 battle of sexes game, the pure strategy Nash solution concept implies
both agents will choose the same action. If we can observe both agents’ actions (aboyi , a
girl
i2 )
as outcome variables, pure strategy Nash equilibrium can be falsified if the probability of
observing different actions aboyi 6= agirli2 is positive. However, if we can only observe girls’
actions but not boys’ actions, then it is never possible to tell whether pure Nash is used or
not. A non-refutable assumption allows researchers to make the greatest use of currently
available data without risking an empty identified set. On the other hand, imposing a non-
refutable assumption A˜ does not mean we cannot test hypothesis. Instead, we can test a
hypothesis under imposed assumption A˜. For example, we can test the null hypothesis that
the true model satisfies some parameter value constraint under the assumption A˜, against
its alternative that the true model fails the parameter value constraint under the assumption
A˜. Both the null and alternative hypotheses are under A˜ because we A˜ is non-refutable.
This paper is closely related to Masten and Poirier (2018), where they characterize the
relaxation of baseline assumption A using the falsification frontier. Suppose an assumption A
can be written as the intersection of many other assumptions, i.e. A = ∩Jj=1Aj, they measure
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the deviation of a model s from Aj by a non-negative function mj(s). Given an outcome
distribution F , a point v = (v1, ..., vJ) in their falsification set is a J-dimensional vector
v ∈ RJ+ such that there exists a model s such that mj(s) = vj and F is compatible with
s. The collection of all such point is called the falsification set (FS) of F . The falsification
frontier (FF) of F is the collection of v such that: if v˜ satisfies v˜j ≤ vj and v˜j < vj for some
j = 1, ..., J , then v˜ is not in the falsification set. They suggest looking at models at the
falsification frontier and characterize the identified set under the falsification frontier. The
key difference between this paper and Masten and Poirier (2018) is that this paper try to
characterize a set of relaxed assumption A˜ that is not refutable before any distribution of
observables are seen, while Masten and Poirier (2018) characterize the relaxation of A after
the distribution of observables are seen. As argued above, assumptions reflect researchers’
belief and should be imposed before any outcome distribution is observed.
The rest of the paper is organized as follows. Section 2 describes theory of refutability and
relaxed assumption A˜ in complete structures. Section 3 applies complete structure theory
to the model in Imbens and Angrist (1994). Section 4 extends the theory to incomplete
structures and discuss power and size properties of hypothesis testing. Section 5 applies
the theory to a binary outcome Roy model. Section 6 describes a general estimation and
inference method. Section 7 concludes. A binary entry game example for illustration of
incomplete structures is in Appendix F. Main proofs are collected in Appendixes. Sections
are inter-related. The following graph describes the logic of this paper. Empirical researchers
who are interested in the application to LATE estimation can stop at Section 3; Section 2 and
4 describe a complete theory on refutability, confirmability and structure testing; Section 6
contain materials for econometricians who want to look for supplementary tools for general
estimation and hypothesis testing method.
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2 Theory under Complete Model
Throughout this section, core definitions are followed by a shadowed link where its corre-
sponding illustration in section 3 can be found. Let’s denoteX the vector of observed random
variables and let F (X) be its distribution. In many settings, we may have knowledge on
the support of X, or whether X is continuously distributed. Whenever a distribution F (X)
satisfies our knowledge, we call it a regular outcome distribution. We collect all possible
regular distributions F and call it the observation space.
Definition 2.1. The observation space F is the collection of all possible regular distribution
of F (X), where X is the observed (outcome) variables. See 3.2
The outcome distribution F (X) is generated by some distribution of underlying random
vectors  through some mappingM . We want to learn the distribution of  and the mapping
M from the outcome distribution F (X). A pair of distribution of  and mappingM is called
econometric structure. The following definition of econometric structure is a reformulation
of the economic structure (model) defined in Koopmans and Reiersol (1950) and Jovanovic
(1989). Since in most econometric problems, we focus on the distribution of outcomes F
instead of how each X is related to , I directly define a structure as a correspondence from
the space of underlying variable distribution to F .
Definition 2.2. An econometric structure (Model) s = (Gs,M s) consists of a distribution
Gs() of random variable , and an outcome mapping M s. We call  the primitive variable.
Let G denote the space of all possible regular distribution of Gs(), an outcome mapping is a
correspondence M s : G ⇒ F . See (3.3),(3.4)
The definition of econometric structures above allows overlap between X and . In other
words, some observed variables may determine the distribution of all observed variables
through the mapping M . A collection of structures is called structural space.
Definition 2.3. A structure universe S is a collection of structures such that ∪s∈SM s(Gs) =
F , and an assumption A is a subset of S. See (3.5),(3.7)
Here I explicitly distinguish structure universe S and the assumption A, though both
are just a collection of structures. The structure universe S is the paradigm that can span
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different empirical contexts. On the other hand, an assumption A places constraints that
are suitable for a particular empirical context, or convenient for empirical analysis.
The condition ∪s∈SM s(Gs) = F requires that all possible distributions of outcome can
be generated by some structure in the universe and no other distribution beyond F can be
generated by S. Given that S includes all distribution of primitive random variables, this
condition will be satisfied in a wide range of economic environments.
In this section, I focus on complete structures whose predicted outcome distribution is
unique. I leave the discussion of incomplete structures to section 4.
Definition 2.4. A structure s is call complete ifM s(Gs) is a singleton. Otherwise it is called
incomplete. A universe S is called complete universe if every structure s in S is complete,
otherwise it is incomplete.
The notions of refutability and confirmability of a complete structure are given in Breusch
(1986). In the literature, a refutable assumption is also called testable.
Definition 2.5. (Breusch) An assumption A is called refutable if there exists an F ∈ F
such that F /∈ ∪s∈AM s(Gs). An assumption A is called confirmable if there exists an F ∈ F
such that F /∈ ∪s∈AcM s(Gs).
We will revisit confirmability in section 4. In this section, we will only need refutability.
Refutability is stated using outcome space F . Equivalently, we can characterize refutability
in the structure space S. Formally, it is defined as follows:
Definition 2.6. (non-Refutable set) Take an assumption A, the non-refutable set associated
with A under S is defined as
HnfS (A) = {s ∈ S : M s(Gs) ⊆ ∪s∗∈AM s
∗
(Gs
∗
)}
See Lemma 3.1 and (3.8)
Proposition 2.1. An assumption A is refutable if and only if HnfS (A) 6= S.
The non-refutable set associated with A under S is the collection of structures such
that their predicted outcome distributions are included in the union of outcome distribution
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predicted by structures in A. Recall that our goal is find a relaxation A˜ that is non-refutable.
In many cases, it is easy to check whether HnfS (A˜) = S than to check definition 2.5.
2.1 Identification Problem
In many empirical studies, we want to find the value of a parameter of interest rather
than a class of structures that are consistent with data. This parameter is a moment of
unobserved primitive variables, or it gives interpretation on the causal relation between
outcome variable and primitive variable. Imposing strong assumptions helps to restrict the
set of data-consistent parameters, but there is a potential problem: an imposed assumption
A may be rejected by some distribution of observables. Therefore in many empirical studies,
researchers often first present some summary statistics that justifies the assumption. There
are two major problems with this approach. First, such justifications are heuristic pre-testing
procedures of assumption A, and any subsequent inference on the parameter of interest may
have incorrect size control due to pre-testing. Second, researchers do not specify what they
will do if A is rejected. Most likely they will choose another assumption that will not be
rejected by data. This is an ex post way of choosing a relaxed assumption.
In this section, I formalize the definition of an identification system and discuss how to
deal with an existing situation, where assumption A may be rejected by data.
Definition 2.7. A parameter of interest θ under (S, A) is a function θ : S → Θ, where Θ
is the parameter space. The identified set ΘIDA (F ) of θ under observed distribution F is a
correspondence ΘIDA : F ⇒ Θ such that
ΘIDA (F ) = {θ(s) : s ∈ A and F ∈M s(Gs)} (2.1)
We call (S, A, θ,ΘIDA ) an identification system. See (3.11) for θ and (3.12) for ΘIDA .
A parameter of interest can take a very general form. It can be the whole structure
s or a sub-vector of s and can include counterfactual outcomes. For example, if M s is
characterized by a vector β = (β1, ...βk), and our counterfactual analysis is to find the
predicted distribution of outcome when β1 = 0. Then the parameter of interest θ can be
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defined as θ(s) = M s∗(Gs) where β∗1 = 0 and β∗i = βi ∀i 6= 1, and M s∗ is defined by
β∗ = (β∗1 , ...β
∗
k).
For an identification system, ΘIDA is the set of parameters that are compatible with data.
When ΘIDA (F ) is an empty set for some F , I say the identification system is not well defined.
Definition 2.8. An identification system (S, A, θ,ΘIDA ) is well defined if ΘIDA (F ) 6= ∅ holds
∀F ∈ F .
Proposition 2.2. HnfS (A) = S if and only if (S, A, θ,ΘIDA ) is well defined for all parameter
of interest θ.
The choice of parameter of interest does not determine whether an identification system
is well defined or not. Instead, whether an identification system is well defined only depends
on assumption A. By definition, if we cannot find an s that rationalize data, there is no θ(s)
under the identified set mapping.
2.2 Relaxed Assumption Approach
For an assumption A, associated identification systems may not be well defined. When
ΘIDA (F ) = ∅, all can be said is that assumption A is rejected. This can be unsatisfying
because empirical researchers cannot directly interpret the distribution of primitives or the
causal relation between outcome and primitive variables. To avoid this, before seeing any
outcome distribution, practitioner can impose a relaxed set of assumption A˜ such that such
that HnfS (A˜) = S and A ⊆ A˜. In this section, I discuss criteria in choosing a relaxed
assumption A˜.
Definition 2.9. Given a not well defined identification system (S, A, θ,ΘIDA ), we call A˜
1. a well defined extension, if A ⊆ A˜ and HnfS (A˜) = S;
2. a θ-consistent extension, if A˜ is a well defined extension, and ΘID
A˜
(F ) = ΘIDA (F )
whenever ΘIDA (F ) 6= ∅; See Assumption 3.3 and Proposition 3.3
3. a strong extension, if for any other parameter of interest θ∗ defined in definition 2.7,
A˜ is a θ∗-consistent extension. See Assumption 3.2 and Proposition 2.5
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These three definition are nested. A well defined extension ensures that the identified set
will never be empty by proposition 2.2, but a θ-consistent extension preserves the identified
set for parameter of interest θ. A strong extension moreover ensures that the identified set
for any parameter of interest will be preserved. In different empirical settings, researchers’
parameter of interest can be different. If a strong extension is found, it allows researchers’
to move across different empirical context. The following proposition gives an equivalent
condition to check whether A˜ is a strong extension.
Proposition 2.3. Suppose (S, A, θ,ΘIDA ) is not a well defined identification system and A˜ is
a well defined extension. A˜ is a strong consistent extension if and only if HnfS (A) ∩ A˜ = A.
Focusing on complete structure space, we can always find a strong extension A˜. This is
the major distinguish between complete and incomplete model space.
Proposition 2.4. If S is a complete structure universe, then A˜ = A∪ [HnfS (A)]c is a strong
extension of A. Moreover, any strong extension A˜′ is a subset of A˜. We call this A˜ the
maximal strong extension of A.
In other words, A˜ = A ∪ [HnfS (A)]c is the maximal strong extension that puts least
structure assumption outside HnfS (A). Should we always use A˜ = A ∪ [HnfS (A)]c as the
choice of strong extension? Unfortunately, using this maximal strong extension will lead to
very badly behaved identified set ΘID
A˜
(F0) when F is equipped with some metric d and F0
is on the ‘boundary’ of ∪s∈A˜M s(Gs). It is possible that ΘIDA˜ (F0) gives an informative bound
on the parameter of interest, but for an F ′ ∈ [∪s∈A˜M s(Gs)]c that is arbitrarily close to F0,
the identified set ΘID
A˜
(F ′) is uninformative. See the identification result in Proposition 3.1
for an illustration. This raises two concerns. First, at identification level, the interpretation
of an uninformative identified set ΘID
A˜
(F ′) under the maximal strong extension A˜ is not very
different from an empty identified set ΘIDA (F ′) = ∅ under the original assumption A. An
uninformative identified set says any parameter value of θ is compatible with data, while an
empty identified set ΘIDA (F ′) = ∅ under A says no parameter value of θ is compatible with
data. In either case, the identification result does not help us to interpret the environment.
Second, we may get spurious informative identification result due to sampling error. When
F ′ is close to the boundary of ∪s∈A˜M s(Gs) but not in it, sampling error may lead us to a
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spurious but informative bound ΘID
A˜
(F ′), even if the true identified set should have been
uninformative. In other words, estimated identified set is not consistent. This is because
assumption A generates testable implications and informative bounds on the parameter of
interest θ at the same time. The maximal strong extension A˜ = A ∪ [HnfS (A)]c solves the
refutability issue, but it imposes too few constraints outside A to generate informative result
on θ.
2.3 Minimal Deviation Method
In many cases, we can find a function m : S → R+ such that m(s) = 0 for all s ∈ A 1. While
an assumption A may be refutable, it still includes the economic intuition that motives us
to impose it in the first place. Therefore we would consider departure from A is abnormal
and is against the economic intuition behind A. By extending our assumption to allow for
minimal departure from the baseline assumption A, this method is called minimal deviation
method. Formally suppose the refutable assumption A can be written as an intersection of
several larger assumptions: A = ∩Jj=1Aj. This representation allows us to consider departure
from a particular sub-assumption Aj.
Definition 2.10. Fix an index j ∈ {1, 2, ...J}. A relaxation measure of Aj with respect to
{Al}l 6=j is a function mj : S → R+ ∪ {+∞} such that mj(s) = 0 for all s ∈ Aj. We say mj
is well behaved if: for any F ∈ F , there exists a structure s∗ ∈ ∩l 6=jAl such that
mj(s
∗) = inf{mj(s) : F ∈M s(Gs) and s ∈ ∩l 6=jAl}
and mj(s∗) ∈ R+. See (3.13)
We want the relaxation measure to be well-behaved such that when we push the deviation
to infinity, we can generate any distribution of outcome in F . The well-behaved condition
ensures that there exists a structure in ∩l 6=jAl that can achieve the minimal measure. This
is essential for the construction of a extension using mj. See proposition B.2 for examples of
not well behaved measures. Now I construct the minimal deviation extension A˜.
1See (3.13), (5.11) for example.
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The motivation to use the relaxation measure is different from the robust control approach
in macroeconomic literature (see Hansen et al. (2006) and Hansen and Sargent (2007)).
In macroeconomic literature, researchers use robust control to avoid the mis-specification
issue in their baseline model. The Robust control approach aims to accommodate local
perturbations to the baseline model rather than to solve the refutability of the baseline
model.2 It may hold that the baseline model is not refutable by any data distribution.
Definition 2.11. Fix an index j ∈ {1, 2, ...J}. We call A˜ a minimal deviation extension
under mj if:
1. Any s ∈ A˜ satisfies s ∈ ∩l 6=jAl
2. For any s∗ ∈ ∩l 6=jAl and any s ∈ A˜ such that
M s
∗
(Gs
∗
) = M s(Gs)
we have mj(s) ≤ mj(s∗). See construction of Assumption 3.1, 3.2, 3.3, B.1
The construction above only relaxes assumption Aj and keeps other assumption un-
changed. The minimal deviation holds all other assumptions unchanged. Let A∗j(t) be the
collection of all structures that has relaxation measure less than t:
A∗j(t) = {s ∈ S : mj(s) ≤ t}
The following proposition shows that we can check whether a minimal deviation extension
is θ-consistent or strong consistent fairly easily.
Proposition 2.5. Let A = ∩Al and fix an index j ∈ {1, 2, ...J}.. Suppose mj is a well-
behaved relaxation measure with respect to {Al}l 6=j. Then a minimal deviation extension A˜
under mj is
1. θ-consistent if ΘIDA (F ) defined in (2.1) satisfies
ΘIDA (F ) = {θ(s) : F ∈M s(Gs) and s ∈ (∩l 6=jAl) ∩ A∗j(0)}
2The perturbation is usually measured by relative entropy in macroeconomic literature.
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2. a strong extension if A∗j(0) = Aj.
Remark 2.1. In some cases, there can be multiple ways to write an assumption, i.e. A =
Aj∩(∩l 6=jAl) = Aj∩(∩l 6=jA′l). Fix a j, even if we use the same measure mj, since the minimal
deviation is defined with respect to {Al}l 6=j, the extension can differ when using a different
representation. It should also be noted that to check whether mj is a well defined relaxation
measure, we need to look at {Al}l 6=j. This means mj can be a well defined relaxation measure
with respect to {Al}l 6=j but not {A′l}l 6=j.
3 Application to Potential Outcome Model
In this section, I apply the complete structure framework to heterogeneous potential outcome
model of Imbens and Angrist (1994) with a binary treatment and a binary instrument.
Observed outcome variable Yi and treatment decisionDi are generated by potential treatment
decision Di(1), Di(0), potential outcome Yi(d, z) and binary instrument Zi through
Yi = Yi(1, 1)DiZi + Yi(0, 1)(1−Di)Zi
+ Yi(1, 0)Di(1− Zi) + Yi(0, 0)(1−Di)(1− Zi),
Di = Di(1)Zi +Di(0)(1− Zi).
(3.1)
Primitive variables include i = (Di(1), Di(0), Yi(0, 0), Yi(1, 0), Yi(0, 1), Yi(1, 1), Zi) and
observed variables include Xi = (Yi, Di, Zi). The observation space is
F = {FX(y, d, z) : Di, Zi are binary} (3.2)
and space of potential distribution
G = {G (d1, d0, y00, y10, y01, y11, z) :
Di(1), Di(0), Zi are binary
}
.
(3.3)
All structures agrees on the functional relation between Xi and i specified in (3.1) and
structures differ only in their distribution of primitive variables. Let Y be the space of Yi
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and let B be a Borel-sigma algebra on Y . The mapping3 M scan be viewed as the push
forward measure of Yi, Di, Zi generated through (3.1)
M s(Gs) =
{
F :PrF (Yi ∈ B,Di = d, Zi = z) = PrGs(Yi(d, z) ∈ B,Di(z) = d, Zi = z)
∀B ∈ B, d, z ∈ {0, 1}}. (3.4)
There is no multiplicity of outcome, sinceM s contains exactly one predicted distribution.
The structure space S is:
S = {s| Gs ∈ G, M s satisfies (3.4)} (3.5)
We define the following two quantities for all B ∈ B and d ∈ {0, 1}:
P (B, d) ≡ PrF (Yi ∈ B,Di = d|Zi = 1)
Q(B, d) ≡ PrF (Yi ∈ B,Di = d|Zi = 0)
(3.6)
When P (B, d) and Q(B, d) are absolutely continuous with respect to some denominating
measure µF , (3.4) implies that PrGs(Yi(d, z) ∈ B,Di(z) = d,Di(1 − z) = d′|Zi = z) for all
d, z, d′ ∈ {0, 1} are also absolutely continuous with respect to µF .
The Imbens-Angrist Monotonicity assumption (IA-M) assumes exogeneity, exclusion and
monotonicity of instrument Zi
A =
{
s
∣∣∣∣Gs satisfies : Di(1) ≥ Di(0) a.s.
Zi ⊥ (Yi(1, 1), Yi(0, 1), Yi(1, 0), Yi(0, 0), Di(1), Di(0))
Yi(1, 1) = Yi(0, 1) and Yi(0, 1) = Yi(0, 0)
} (3.7)
Kitagawa (2015) derives the non-refutable set associated with IA-M assumption (3.7), and
the results are summarized in the following lemma:
Lemma 3.1. Let P (B, d) and Q(B, d) d ∈ {0, 1} be absolutely continuous with respect to
3See definition 2.2
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some measure µF .4 The non-refutable set associated with IA-M assumption HnfS (A) is the
collection of structures s such that if F ∈M s(Gs), then for all Borel set B:
P (B, 1) ≥ Q(B, 1)
Q(B, 0) ≥ P (B, 0).
(3.8)
Kitagawa (2015) proposes using core determining class (see Galichon and Henry (2011))
such as the class of closed intervals to test (3.8). Alternatively, (3.8) can be equivalently
formulated using Radon-Nikodym derivatives. We will see the convenience of using Radon-
Nikodym derivatives when we construct extensions.
Theorem 1. P (B, d) and Q(B, d) for d = 0, 1 are finite measures on measurable space
(Y ,B), where B is the Borel σ-algebra on Y. Let µF be the common dominating measure in
Lemma 3.1. Let p(y, d) and q(y, d) be their Radon-Nikodym derivatives:
p(y, d) =
dP (B, d)
dµF
q(y, d) =
dQ(B, d)
dµF
. (3.9)
Then testable implication (3.8) holds if and only if
p(y, 1)− q(y, 1) ≥ 0 µF − a.s.
q(y, 0)− p(y, 0) ≥ 0 µF − a.s.
(3.10)
Theorem 1 implies the test can be done in Radon-Nikodym form. Let
Y1 = {y ∈ Y : p(y, 1)− q(y, 1) ≥ 0},
Y0 = {y ∈ Y : q(y, 0)− p(y, 0) ≥ 0},
be the collection of y ∈ Y such that the density differences are positive. Our main parameter
of interest θ is the local average treatment effect for compliers:
LATE ≡ E[Yi(1, 1)− Yi(0, 0)|Di(1) = 1, Di(0) = 0]. (3.11)
4Such dominating measure always exists, for example define µF (B) = P (B, 1)+Q(B, 1)+P (B, 0)+Q(B, 0)
for all B ∈ B.
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Under the IA-M assumption A, the identified set is characterized by
LATEIDA (F ) =

E[Yi|Zi=1]−E[Yi|Zi=0]
E[Di|Zi=1]−E[Di|Zi=0] if (3.10) holds,
∅ otherwise.
(3.12)
As shown in Lemma 3.1, the identification system (S, A, LATE,LATEIDA ) is not well defined
since HnfS (A) 6= S. In most empirical applications, researchers do not test this implication,
neither do they specify what should be done when the testable implication is rejected. In
this section, I use the extended assumption approach to find relaxed assumptions A˜ such
that (S, A˜, LATE,LATEIDA ) is well defined, find the identified set under A˜, and discuss the
estimation and inference on LATE under A˜.
3.1 Extensions of IA-M assumption
There are many ways to represent the IA-M assumption, and hence the relaxation can be
defined with respect to different representation. The following is an alternative representation
of IA-M assumption that will be used throughout this section.
Lemma 3.2. The IA-M assumption defined in (3.7) can be equivalently written as the in-
tersection: A = AER ∩ ATI ∩ AEM−NTAT ∩ AND where:
1. AER =
{
s
∣∣Yi(1, 1) = Yi(0, 1) and Yi(0, 1) = Yi(0, 0)} is the exclusion restriction;
2. ATI =
{
s
∣∣Zi ⊥ (Yi(1, 1), Yi(0, 1), Yi(1, 0), Yi(0, 0)) |Di(1), Di(0)} is the type indepen-
dent instrument;
3. Assumption AEM−NTAT is the set of structures s such that the measures of always
takers and never takers are independent of Zi, i.e.
EGs [1(Di(1) = Di(0) = 1)|Zi = 1] = EGs [1(Di(1) = Di(0) = 1)|Zi = 0],
EGs [1(Di(1) = Di(0) = 0)|Zi = 1] = EGs [1(Di(1) = Di(0) = 0)|Zi = 0]
4. AND =
{
s
∣∣Gs satisfies : Di(1) ≥ Di(0)} is the no defiers assumption.
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Before I use the minimal deviation method in definition 2.11 to construct extensions, I
first look at a version of the maximal extension in Proposition 2.4.
Proposition 3.1. (Maximal Extension with Arbitrary Instrument) Consider an extension
A˜ =
(
A ∪ [HnfS (A)]c
)
∩AER ∩AND, where AER is the exclusion restriction assumption, and
AND is the ‘No Defier’ assumption in Lemma 3.2. Then A˜ is a strong extension. If further
Y = R, then the identified set for LATE under A˜ is
LATEID
A˜
(F ) =

E[Yi|Zi=1]−E[Yi|Zi=0]
E[Di|Zi=1]−E[Di|Zi=0] if (3.10) holds for F,(
Y
Q(B,0)
− Y¯P (B,1),−YQ(B,0) + Y¯P (B,1)
)
where Y
Q(B,0)
is the lower bound of support of Yi under measure Q(B, 0), and Y¯P (B,1) is the
upper bound of support of Yi under measure P (B, 1).
In Proposition 3.1 above, A˜ is not the maximal strong extension defined in Proposition
2.4. The maximal strong extension is
(
A ∪ [HnfS (A)]c
)
, and to construct A˜, we intersect
it with the exclusion restriction and the ‘No Defier’ assumption. This allows arbitrary
instrument dependence whenever the testable implication (3.10) fails. First, we should note
that the identified set for LATE is very unstable when F satisfies p(y, 1) − q(y, 1) = 0 for
some y ∈ Y . Whenever we perturb F slightly such that p(y, 1) − q(y, 1) < 0, the identified
set for LATE explodes. Second, the identification set LATEID
A˜
(F ) is not any better than
the LATEIDA (F ) in equation (3.12). An uninformative identified set5 for LATE is not much
different from an empty identified set. This is because whenever F fails (3.10), we give up
the ‘Independent Instrument’ assumption . Therefore the remaining assumptions AER and
AND cannot generate any restrictions on the parameter of interest. As a result, I focus
on deriving extensions using minimal deviation method in definition 2.11. I will relax the
‘No Defier’ and the independent instrument assumption in the following. An extension that
relaxes the exclusion restriction is given appendix B.
5Note that the identification result in Proposition 3.1 contains only support information when (3.10) fails.
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3.1.1 Two Minimal Defier Assumptions as Strong Extensions
Recall that S is a complete structure space, so by Proposition 2.4, finding a strong extension
of A is possible. I consider two strong extensions that use measure of defiers as deviation
from the no defiers assumption. One extension imposes the independent instrument assump-
tion, while the other relaxes the independent instrument to a type independent instrument
assumption. I first define the measure of defiers in Gs as
md(s) = EGs [1{Di(1) = 0, Di(0) = 1}] (3.13)
Assumption 3.1. (Minimal Defier with Full Independent Instrument) Let A˜ be the collection
of s such that
1. Full Independence: (Yi(1, 1), Yi(0, 1), Yi(0, 1), Yi(0, 0), Di(1), Di(0)) ⊥ Zi holds for s ∈
A˜.
2. Exclusion Restriction: Yi(1, 1) = Yi(1, 0) and Yi(0, 1) = Yi(0, 0) holds for s ∈ A˜.
3. Minimal Defier: for any s∗ that satisfies condition 1 and 2 above, and any s ∈ A˜, if
M s(Gs) = M s
∗
(Gs
∗
), then md(s∗) ≥ md(s).
Minimal defiers with full independent instrument is a standard minimal deviation ex-
tension as in proposition 2.5. So checking whether it is a strong extension boils down to
checking conditions in proposition 2.5.
Assumption 3.2. (Minimal Defier with Type Independent Instrument) Let A˜ be the collec-
tion of s such that
1. Type Independence: (Yi(1, 1), Yi(0, 1), Yi(0, 1), Yi(0, 0)) ⊥ Zi
∣∣Di(1), Di(0) holds for s ∈ A˜.
2. The measures of always takers and never takers are independent of Zi for all s ∈ A˜:
EGs [1(Di(1) = Di(0) = 1)|Zi = 1] = EGs [1(Di(1) = Di(0) = 1)|Zi = 0],
EGs [1(Di(1) = Di(0) = 0)|Zi = 1] = EGs [1(Di(1) = Di(0) = 0)|Zi = 0].
(3.14)
3. Exclusion Restriction: Yi(1, 1) = Yi(1, 0) and Yi(0, 1) = Yi(0, 0) holds for s ∈ A˜.
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4. Minimal Defier: for any s∗ that satisfies condition 1-3 above, and any s ∈ A˜, if
M s(Gs) = M s
∗
(Gs
∗
), then md(s∗) ≥ md(s).
The type independence assumption is also used in other empirical context to study LATE
(e.g. see Kedagni (2019)). The second condition in Assumption 3.2 requires the measure
of always takers (AT) and never takers (NT) to be independent of the instrument. The
treatment choice of always takers and never takers is independent of the instrument, so we
would expect the measures of AT and NT are independent of the instrument.
Note that a full independent instrument (condition 1 in assumption 3.1) implies a type
independent instrument and the measures of always takers and never takers are independent
of the instrument (conditions 1-2 in assumption 3.2). However, these two strong extensions
are not nested. This is because we have two representation of the IA-M assumption. In both
assumptions 3.1 and 3.2, we relax the ‘No Defier’ assumption, which is Aj in definition 2.11.
However, because we represent IA-M assumption differently, ∩l 6=jAl as in definition 2.11
are different for assumptions 3.1 and 3.2. For example, let s1 be a structure in extension
A˜FI defined in assumption 3.1. Apparently, s1 satisfies conditions 1-3 in assumption 3.2,
but it may not be a minimal defiers structure in Assumption 3.2, since we may find a
structure s2 that fails full independence but satisfies type independence such that md(s2) <
md(s1). Conversely, for s2, it achieves the minimal defiers in assumption 3.2, but it fails
the full independence assumption. As we will see, the identified set for LATE can also
be very different outside the IA-M set A. For some empirical contexts, when we know
that the independent instrument assumption must hold (e.g. random lottery as instrument
eligibility), the extension with full independent instrument is better suited than the extension
with type independent instrument.
Proposition 3.2. The extensions A˜ defined in assumption 3.1 and assumption 3.2 are strong
extensions of A.
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3.1.2 Minimal Distance to Marginal Independence as LATE-consistent Exten-
sion
Testable implications (3.8) also arise from the independent instrument assumption, so the
second extension relaxes it. However, unlike the no defiers assumption, instrument inde-
pendence is a distributional assumption and hence an infinite-dimensional constraint. As a
result, there are infinitely many ways to relax it and will result in different identified sets
when IA-M is rejected. In this section, I give an extension that is LATE-consistent rather
than strong consistent, but as we will see later, the identified set under this extension is easy
to characterize and coincides with the identified set under the minimal defiers assumption
with type independent instrument.
Since I only relax the independent instrument assumption, the exclusion restriction
Yi(d, z) = Yi(d, 1 − z), so the marginal distribution of (Yi(d, z), Yi(d, 1 − z) can be reduced
to the marginal distribution of Yi(d, z). By the M s mapping defined in (3.4), the proba-
bility measure PrGs(Yi(d1, 1) ∈ Bd11, Di(1) = d1, Di(0) = d0|Zi = 1) and PrGs(Yi(d0, 0) ∈
Bd11, Di(1) = d1, Di(0) = d0|Zi = 0) are absolutely continuous with respect to µF , and
denote for d1, d0, z ∈ {0, 1}
gsyd11
(y, d1, d0|Zi = 1) = dPrGs(Yi(d1, 1) ∈ Bd11, Di(1) = d1, Di(0) = d0|Zi = 1)
dµF
,
gsyd00
(y, d1, d0|Zi = 0) = dPrGs(Yi(d0, 0) ∈ Bd00, Di(1) = d1, Di(0) = d0|Zi = 0)
dµF
as the Radon-Nikodym derivative with respect to µF . For example, when µF is the Lebesgue
measure, the density for d1 = d0 = 1, z = 1 is
gsy11(y, 1, 1|Zi = 1) =
PrGs(Yi(1, 1) ≤ y,Di(1) = 1, Di(0) = 1|Zi = 1)
∂y
.
The deviation from marginal independent instrument is measured by
mMI(s) =

1∑
d=0
∫
Y
[
gsyd1(y, d, d|Zi = 1)− gsyd0(y, d, d|Zi = 0)
]2
dµF (y) if Yi(d, z) = Yi(d, 1− z) Gs − a.s,
+∞ otherwise.
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ThemMI measures the deviation from independent instrument Z for always takers and never
takers. In the expression above, when d = 1, gsy11(y, 1, 1|Zi = 1) is the marginal density of
Yi(1, 1) = Yi(1, 0) and Di(1) = Di(0) = 1 conditioned on Zi = 1, and gsy11(y, 1, 1|Zi = 0) is
the same object but conditioned on Zi = 0. Note that when the instrument Zi is independent
of potential outcomes, for d ∈ {0, 1} and almost all y,
gsyd1(y, d, d|Zi = 1)− gsyd0(y, d, d|Zi = 0) = 0
so mMI(s) = 0 whenever s satisfies independent instrument assumption.
Assumption 3.3. (Minimal Distance to Marginal Independent Instrument) Let A˜ be the
class of s such that
1. No defiers: Di(1) ≥ Di(0) Gs − a.s. holds for all s ∈ A˜.
2. Exclusion Restriction: Yi(1, 1) = Yi(1, 0) and Yi(0, 1) = Yi(0, 0) holds for s ∈ A˜.
3. Type Independence for compliers: (Yi(1, 1), Yi(0, 1), Yi(0, 1), Yi(0, 0)) ⊥ Zi
∣∣(Di(1) −
Di(0) = 1) holds for s ∈ A˜.
4. Minimal Distance to Marginal Independent: for any s∗ that satisfies condition 1-2
above, and any s ∈ A˜, if M s(Gs) = M s∗(Gs∗), thenmMI(s∗) ≥ mMI(s).
Condition 3 above is needed to derive an informative identified set for LATE. This is be-
cause we can get information on Y (1, 1) conditioned on compliers only from Z = 1 outcome,
and information on Y (0, 0) on compliers only for Z = 0 outcome. Condition 3 along with
the exclusion restriction imply
E[Y (0, 1)|Z = 1, Di(1) = 1, Di(0) = 0] = E[Y (0, 0)|Z = 0, Di(1) = 1, Di(0) = 0],
E[Y (1, 1)|Z = 1, Di(1) = 1, Di(0) = 0] = E[Y (1, 0)|Z = 0, Di(1) = 1, Di(0) = 0],
which generates informative result on LATE.We can show this extension is LATE-consistent.
Proposition 3.3. The A˜ defined in assumption 3.3 is a LATE-consistent extension of A.
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The A˜ defined in assumption 3.3 is LATE-consistent instead of strong consistent. This
is because when mMI(s) = 0, we cannot say Zi is an independent instrument under s. In
contrast, the extensions in assumption 3.1 and 3.2 are strong consistent. If we are interested
in other parameters, the identified set will not change if we use extensions in assumption 3.1
and 3.2.
3.2 Identified Set under Different Extensions
This section describes the identified set of LATE under different extensions. Throughout
this section, let (S, A˜, LATE,LATEID
A˜
) be the identification system under an extended
assumption A˜ satisfies one of assumption 3.1, 3.3, or B.1.
Assumption 3.4. There exists a constant c > 0 such that: (i) PrF (Zi = 1) ∈ [c, 1− c]; (ii)
Q(Y0, 0)− P (Y0, 0) > c and P (Y1, 1)−Q(Y1, 1) > c.
Assumption 3.4 is a regularity assumption. The first one is standard in literature to avoid
a weak instrument, the second ensures the measure of compliers is non-zero so that LATE
is well defined.
Proposition 3.4. Let extension A˜ satisfy one of assumptions 3.2 3.3, B.1. If Assumption
3.4 holds, then identified LATEID
A˜
satisfies
LATEID
A˜
(F ) =
∫
Y1 y(p(y, 1)− q(y, 1))dµF (y)
P (Y1, 1)−Q(Y1, 1) −
∫
Y0 y(q(y, 0)− p(y, 0))dµF (y)
Q(Y0, 0)− P (Y0, 0) (3.15)
where Y1 = {y ∈ Y : p(y, 1) − q(y, 1) ≥ 0} and Y0 = {y ∈ Y : q(y, 0) − p(y, 0) ≥ 0}. Note
that LATE is point identified.
In these three extensions, LATE is point identified in each extension. Moreover, the
identified LATE is the same for all three extensions. This is because under these three
assumptions, the conditional marginal distributions of Yi(z, z)|(Di(1) = 1, Di(0) = 0, Zi = z)
for z ∈ {0, 1} are identified with the density max{(−1)1−zp(y,z)−q(y,z),0}∫
max{(−1)1−zp(y,z)−q(y,z),0}dµF (y) . In all three
assumptions 3.2 3.3 and B.1, I only impose type independent instrument conditioned on
compliers, i.e. {Yi(d, z)}d,z∈{0,1} ⊥ Zi
∣∣(Di(1) = 1, Di(0) = 0). This allow the measure of
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compliers to be different conditioned on the instrument status: P (Y1, 1) − Q(Y1, 1) is the
measure of compliers conditioned on Zi = 1, and Q(Y0, 0) − P (Y0, 0) is the measure of
compliers conditioned on Zi = 0. If the difference
∆ = [P (Y1, 1)−Q(Y1, 1)]− [Q(Y0, 0)− P (Y0, 0)]
is non-zero, then instrument Zi is not independent of (Di(1), Di(0)).
If we want to impose that Zi is independent of
({Yi(d, z)}d,z∈{0,1}, Di(1), Di(0)), we need
to correct for the difference ∆. The identified set of LATE under assumption 3.1 is given
Proposition A.1.
3.3 Estimation and Inference
Both identification results in proposition 3.4 and A.1 rely on Y1,Y0. Throughout this section,
I focus on estimation and inference problem when Yi is continuously distributed, and µF is
Lebesgue measure.
Assumption 3.5. Yi is continuously distributed with unbounded support and the measure
P (B, d), Q(B, d) is absolutely continuous with respect to Lebesgue measure.
To estimate Yˆ0, Yˆ1 we just need to estimate the density p(y, d) and q(y, d) using kernel
density estimators:
fh(y, 1) =
1
hn
∑n
i=1 K
(
Yi−y
h
)
1(Dj = 1, Zj = 1)∑n
i=1 1(Zj = 1)
−
1
hn
∑n
i=1K
(
Yi−y
h
)
1(Dj = 1, Zj = 0)∑n
i=1 1(Zj = 0)
,
fh(y, 0) =
1
hn
∑n
i=1 K
(
Yi−y
h
)
1(Dj = 0, Zj = 0)∑n
i=1 1(Zj = 0)
−
1
hn
∑n
i=1K
(
Yi−y
h
)
1(Dj = 0, Zj = 1)∑n
i=1 1(Zj = 1)
.
(3.16)
Intuitively, we can estimate Yˆd = {y ∈ Y : fh(y, d) ≥ 0} for d = 0, 1. However, the density
p(y, d)−q(y, d) converges to zero when |y| → ∞ because P (B, d) and Q(B, d) are probability
measures. If we simply use Yˆsimd = {y| fh(y, d) > 0} as the estimator of Yd, sampling error
in kernel estimator can result an non-negligible difference between Yˆsimd and Yd. Without
making assumptions on the tail behavior of p(y, d)−q(y, d), the difference between Yˆsimd and
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Yd at large |y| value will translate into non-negligible bias in LATE estimator that will be
proposed later.
However, estimated density difference cannot distinguish large values of y because the
population version p(y, d)− q(y, d) converges to zero at tail. Without assuming tail behavior
of p(y, d)− q(y, d), the sampling uncertainty from fh(y, d) will be hard to control.
Assumption 3.6. There exist constants Ml and Mu such that for d = 0, 1 such that Yd ∩
[Mu,∞) ∈ {∅, [Mu,∞)} and Yd ∩ (−∞,Mu] ∈ {∅, (−∞,Mu]}. Moreover, we know Yd ∩
[Mu,∞) and Yd ∩ (−∞,Mu].
The assumption above assumes that the sign of p(y, d) − q(y, d) is known and fixed in
the tails. As a result, we only need to estimate Yd ∩ [Ml,Mu]. This assumption is satisfied
when we know the tail of p(y, d) is fatter than q(y, d). When both p(y, d) = Cpe−y
2/σ2p and
q(y, d) = Cqe
−y2/σ2q have Gaussian tail, it suffices to have σp > σq. Define the upper tail set
Yutd = Yd ∩ [Mu,∞) and the lower tail set Y ltd = Yd ∩ (−∞,Ml] and we estimate
Yˆd(bn) = {y ∈ (Ml,Mu) : fh(y, d) ≥ bn} ∪ Yutd ∪ Y ltd
where bn is a sequence of constants that converges to zero. The estimated set above only uses
density fh(y, d) to distinguish whether y ∈ Y0 in the range (Ml,Mu), and uses the known
tail sign in assumption 3.6 directly.
When the extension uses assumption 3.2 or 3.3 or B.1, our LATE estimator of (3.15) in
can be constructed by
L̂ATE =
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
n
∑n
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn))
1
n
∑n
i=1
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
n
∑n
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn))
−
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn))
1
n
∑n
i=1
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn))
.
(3.17)
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Limit Distribution of L̂ATE
I present the limit distribution of L̂ATE defined in (3.17). The following assumptions are
sufficient to guarantee L̂ATE in (3.17) will converge to a normal distribution.
Assumption 3.7. The kernel function K satisfies: (i) K(u) is continuous and supported
on [−A,A] and ∫
u
K(u)du = 1; (ii)
∫
u
uK(u)du = 0; (iii)
∫
u2K(u)du <∞.
Assumption 3.8. The conditional distribution F (y|Di = k, Zi = l) has a density f(y|k, l)
for all k, l ∈ {0, 1}, and f ′′(y|k, l) exists and is uniformly bounded by a constant cf ; (iii)
E(Y 2+δi ) <∞ for some δ > 0.
The above two assumptions are standard in literature and guarantee the density difference
estimator fh(y, d) will converges uniformly in probability to its limit (−1)1−d(p(y, d)−q(y, d))
at polynomial rate.
Assumption 3.9. Let f(y, 1) = p(y, 1)−q(y, 1) and f(y, 0) = q(y, 0)−p(y, 0). The following
conditions hold for any sequence bn → 0+:∫ Mu
Ml
|f(y, d)|1(−bn ≤ f(y, d) ≤ bn)dy = O(b2n).
The assumption above controls the bias from trimming {y ∈ [Ml,Mu] : 0 < y < bn},
and essentially it rules out all outcome distributions such that {y : f(y, d) = 0} has positive
measure. When f(y, d) = 0 holds with positive Lebesgue measure, sampling error from
kernel estimator fh(y, d) will creates a non-negligible difference between Yˆd and Y , and the
error will translate into bias of L̂ATE
ID
that is of order larger than
√
n. This assumption
is imposed in the same spirit of Assumption 3.6 to remove the bias from sampling error in
kernel estimator fh(y, d). Assumption 3.9 can be replaced by a sufficient assumption.
Assumption 3.10. Let M0 < ∞ be a positive integer. The set C1 = {y : f(y, 1) = 0, y ∈
[Ml,Mu]} has at most M0 points, and supy∈B(C1,δ) |d(f(y,1))dy | > 1/C for some δ > 0, and
C0 = {y : f(y, 0) = 0, y ∈ [Ml,Mu]} has at most M0 points, and supy∈B(C0,δ) |d(f(y,0))dy | > 1/C,
where B(Cj, δ) = ∪y∈CjB(y, δ) for j = 0, 1.
Lemma 3.3. Assumption 3.10 implies assumption 3.9.
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Proof. By bounded density condition, the Lebesgue measure of set {y : 1(−bn ≤ f(y, d) ≤
bn)} is less than CM0bn. Therefore∫ Mu
Ml
|f(y, d)|1(−bn ≤ f(y, d) ≤ bn)dy ≤ CM0b2n
So assumption 3.10 implies assumption 3.9.
Theorem 2. Let L̂ATE be defined in (3.17) and LATEID
A˜
(F ) be defined in (3.15). Under
assumption (3.4 -3.9), let bn = n−1/4/ log n and hn = n−1/5, then
√
n(L̂ATE − LATEID
A˜
(F ))→d N(0,Π′Γ′D′ΣDΓΠ)
where D = diag(− 1
Pr(Zi=1)2
,− 1
Pr(Zi=0)2
, 1, 1, 1, 1),
Γ =
 Γ∗
I4×4
 , (3.18)
where I4×4 is a 4× 4 identity matrix, and Γ∗ is a 2× 4 matrix such that its transpose equals
(Γ∗)′ =

E[Yi1(Di = 1, Zi = 1)(Yi ∈ Y1)] E[Yi1(Di = 1, Zi = 0)(Yi ∈ Y0)]
E[Yi1(Di = 0, Zi = 0)(Yi ∈ Y0)] E[Yi1(Di = 0, Zi = 1)(Yi ∈ Y1)]
E[Yi1(Di = 1, Zi = 1)(Yi ∈ Y1)] E[Yi1(Di = 1, Zi = 0)(Yi ∈ Y0)]
E[Yi1(Di = 0, Zi = 0)(Yi ∈ Y0)] E[Yi1(Di = 0, Zi = 1)(Yi ∈ Y1)]
 ,
Π =

1
pi3
− 1pi4
−pi1
pi23
pi2
pi24
 , pi ≡

pi1
pi2
pi3
pi4
 =

∫
Y1 y(p(y, 1)− q(y, 1))dy∫
Y0 y(q(y, 0)− p(y, 0))dy∫
Y1(p(y, 1)− q(y, 1))dy∫
Y0(q(y, 0)− p(y, 0))dy

,
Σ = V ar

1(Zi = 1)
1(Zi = 0)
Yi[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)Pr(Zi=0) ]1(Yi ∈ Y1)
Yi[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)Pr(Zi=1) ]1(Yi ∈ Y0)
[1(Di=1,Zi=1)Pr(Zi=1) −
1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Y1)
[1(Di=0,Zi=0)Pr(Zi=0) −
1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Y0)

.
Corollary 3.1. Let (Γˆ, Πˆ, Dˆ, Σˆ)→p (Γ,Π, D,Σ), and let σˆ =
√
Πˆ′Γˆ′Dˆ′ΣˆDˆΓˆΠˆ. Then the set
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[
L̂ATE − σˆ√
n
Φ(
α
2
), L̂ATE +
σˆ√
n
Φ(1− α
2
)
]
(3.19)
is a valid α-confidence interval for LATEID
A˜
(F ), where Φ is the normal CDF function.
Theorem 2 shows that LATE estimator in (3.15) is
√
n consistent. Once the matrices
Π, Γ, D and Σ are estimated by consistent estimators, we can test hypothesis such as
H0 : LATE
ID
A˜
(F ) = 0.
However, assumption 3.6 requires econometrician to know the sign of tail behavior of
p(y, 1) − q(y, 1) and q(y, 0) − p(y, 0). In some empirical application, we may want to be
totally agnostic about tail signs or only impose less restrictive conditions on tail signs. In
this case, we can calculate the confidence interval for each possible tail condition, and take
the union. This will be conservative but still valid. For example, if we don’t want to impose
any condition on tail density, there can be 24 cases of possible tail condition. Other tail
restrictions can be impose to avoid total ignorance of tail behavior. A stronger condition
leads to less conservative confidence interval, but it may also cause mis-specification issue.
When the extension uses minimal defiers under full independent instrument as in as-
sumption 3.1, LATEID
A˜
(F ) is identified as (A.1). I propose a minimal distance estimator of
tlF and tuF . The set estimator and the asymptotic property of the estimator can be found in
appendix J.
Simulation
This section illustrates finite sample performance of the proposed inference method under
known and unknown tail sign. Instead of simulating the primitive variable Yi(d, z), Di(z), I
directly simulate the distribution of observed variable such that Pr(Zi = 1) = 0.6 and
p(y, 1) = p(y, 0) =
1
2
√
2pi
exp(−(x− 3)
2
2
),
q(y, 1) = q(y, 0) =
1
2
√
6pi
exp(−(x− 2.5)
2
6
).
In this simulation, Y1 = Yc0 and Assumptions 3.4, 3.5 and 3.8 are satisfied. The trimming
band [Ml,Mu] = [−2.5, 7] and Assumption 3.6 is satisfied since Yut1 = Y lt1 = ∅, Yut0 =
28
[Mu,∞), and Y lt0 = (−∞,Ml]. Assumption 3.10 is satisfied since p(y, 1) − q(y, 1) = 0 and
q(y, 0)− p(y, 1) = 0 have two solutions in interval [Ml,Mu] and the derivatives are bounded
away from zero. The densities are graphed in the following figure:
True identified value of LATEID
A˜
(F ) is 1.7385. Simulation results are given in table
1. Coverage probability are calculated from m = 1000 replications, and I compare the
coverage probability under different sample size n in each replication and the choice of
trimming constant b. The known tail results corresponds to impose the tail set constraints
Yut1 = Y lt1 = ∅, Yut0 = [Mu,∞), and Y lt0 = (−∞,Ml] as in the simulation design. A successful
coverage is counted when the confidence interval (3.19) covers the true identified value. In
the conservative results, I treat the sign of the tail set as unknown, and take the union of
confidence intervals under all 16 possible tail conditions.
Table 1: Finite Sample Coverage Probability
α = 0.05 n=1000 n=5000 n=5000
(b=0.2,h=0.4) (b=0.12,h=0.2) (b=0.135,h=0.2)
Known Tail 0.965 0.963 0.935
Conservative 0.9825 0.988 0.975
The simulation result shows that if we can correctly impose the tail condition as in the
known tail case, inference on the true LATE value based on (3.19) is asymptotically exact
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but can be sensitive to the choice of trimming sequence bn. If we want to be agnostic about
the true tail condition, the union method is conservative but it does not cover the true
parameter with probability 1.
3.4 Empirical Illustration
In this section, I apply my results in Proposition 3.4 and Theorem 2 to Card (1993), who
studied the causal effect of college attendance on earning. In this application, outcome
variable Yi is an individual i’s log wage in 1976, Di = 1 means individual i attended a four-
year college, and Zi = 1 means the individual was born near a four-year college. This data
set has been used by both Kitagawa (2015) and Mourifié and Wan (2017) to test the IA-M
assumption, and they both reject the IA-M assumption. If a child grew up near a college,
he or she may hear more stories of heavy tuition burden, which may discourage him or her
from attending college. On the other hand, if this child grew up far away from a college,
he or she may instead choose to attend college. Therefore, we would expect defiers exists
in this empirical setting. Moreover, it is unclear why this instrument is fully independent
of the potential income, since choice of residency location may depend on parents’ potential
income, which may be correlated with their children’s income.
I conditioned (Yi, Di, Zi) on three characteristics: living in south (S/NS), living in a
metropolitan area (M/NM), and ethnic group (B/NB). I follow Mourifié and Wan (2017) in
excluding subgroup NS/NM/B due to small sample size, and also exclude subgroup NS/M/B
due to high frequency of Z = 1. I conduct estimation and inference on each of the remaining
6 subgroups and the pooled sample. The choices of trimming sequence bn, kernel bandwidth
h, upper and lower band Mu,Ml, tail set Yutd ,Y ltd are specified in appendix C. Estimation
results are reported in Table 2. I also report the LATE estimates when we directly use IA-M
assumption and Wald statistics.
The estimated measure of compliers under A˜ satisfying 3.2, or 3.3, or B.1 conditioned on
Zi = 1 and Zi = 0 are reported as P (Y1, 1) − Q(Y1, 1) and Q(Y0, 0) − P (Y0, 0), while the
estimated measure of compliers under IA-M assumption is E[Di|Zi = 1]−E[Di|Zi = 0]. The
estimates of LATEID
A˜
and LATEWald are the most different for three groups: S/NM/NB,
S/M/NB and S/M/B. It should be noted that for all these three groups, estimated E[Di|Zi =
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1] − E[Di|Zi = 0] differs from P (Y1, 1) − Q(Y1, 1) and Q(Y0, 0) − P (Y0, 0). If we blindly
use the identification result under IA-M assumption and use Wald statistics, the ‘identified’
local average treatment effect can be negative (subgroup S/NM/NB and S/M/NB), or be
unrealistically large (subgroup S/M/B). Once we use a strong extension, estimated LATE
for each of the 6 subgroups is positive, and the value of LATE is all between zero and one.
While confidence intervals for all six subgroups shows we cannot reject LATEID
A˜
(F ) = 0,
the confidence interval constructed through (3.19) is tighter than the confidence interval
for LATEwald(F ), especially for the S/NM/NB, S/M/NB and S/M/B subgroups. When
the sample is pooled to estimate LATE, naive LATEwald is positive but insignificant, while
minimal defiers LATEID
A˜
(F ) is positive and significant.
Table 2: Estimation Result under Extensions Assumption 3.2, or 3.3, or B.1
Group NS,NM,NB NS,M,NB S,NM,NB S,NM,B S,M,NB S,M,B All
Pr(Z_i = 1) 0.464 0.879 0.349 0.322 0.608 0.802 0.6821
Observations 429 1191 307 314 380 246 3010
LATEID
A˜
(F ) 0.5599 0.1546 0.2524 0.4773 0.5276 0.4358 1.0449
CI for LATEID
A˜
(F ) [-4.86,5.98] [-174,174] [-42.06,42.56] [-19.00,19.95] [-3.32,4.37] [-335,335] [0.68,1.41]
P (Y1, 1)−Q(Y1, 1) 0.1120 0.1084 0.0265 0.0739 0.0164 0.0338 0.0624
Q(Y0, 0)− P (Y0, 0) 0.1148 0.0960 0.0684 0.1495 0.0922 0.0308 0.1524
LATEwald(F ) 0.5976 0.0761 -6.4251 1.1873 -1.5412 17.9620 2.2723
CI for LATEwald(F ) [-5.53,6.73] [-214,214] [-2e3,2e3] [-87.73,90.10] [-122,119] [-2.3e6,2.3e6] [-18.9,23.5]
E[Di|Zi = 1]
-E[Di|Zi = 0]
0.1080 0.1084 -0.0070 0.0692 -0.0697 0.0002 0.0686
4 Theory under Incomplete Structure
In this section, I extend theory in section 2 to incomplete structures. One of the goal is to
find an extension A˜ of a refutable assumption A such that the identified set of parameter of
interest is unchanged whenever A is not rejected by F . I will discuss the problem of finding
such A˜ when the structure space S is incomplete as in definition 2.4. In particular, a strong
extension may not exists for A if S is an incomplete structure space. Core definitions are
followed by a link where illustration in section 5 can be found.
In empirical researches, practitioners also conduct hypothesis testing on structures. The
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result of hypothesis testing is one of the guideline for policy decision. For example, we use
the limit distribution in 2 to test identified the hypothesis that LATEID
A˜
(F ) is greater than
0, and then decide whether to implement the treatment in a large scale. I formally discuss
hypothesis testing on structures and the size-power issue. I will show that not all hypothesis
of structures can be tested with correct size control and test consistency. However, if the
parameter of interest is point identified, testing that the parameter of interest equals a
particular value does not have this problem.
4.1 Refutability and Confirmability in Incomplete Structure
In incomplete structures, predicted outcome distributions are not unique. Moreover, the
way that observed outcome distribution is selected is not specified, i.e. the correspondence
in definition 2.2 can be multi-valued for some structure s. The definitions of observation
space F in 2.1, economic structure in 2.2, structure universe in 2.3, identification system in
2.7, θ-consistent extension and strong extension in 2.9 are maintained, but the definition of
non-refutable set is different.
Definition 4.1. (non-Refutable set)
The strongly non-refutable set associated with A under S is defined as
HsnfS (A) = {s ∈ S : M s(Gs) ⊆ ∪s∗∈AM s
∗
(Gs
∗
)}.
The weakly non-refutable set associated with A under S is defined as
HwnfS (A) = {s ∈ S : M s(Gs) ∩
(∪s∗∈AM s∗(Gs∗)) 6= ∅}.
See Proposition 5.1
The definition of strongly non-refutable sets is the same as that of non-refutable sets in
complete models. Moreover, when a structure space is complete, M s(Gs) is a singleton for
all s,
M s(Gs) ∩ (∪s∗∈AM s∗(Gs∗)) 6= ∅ ⇔M s(Gs) ⊆ ∪s∗∈AM s∗(Gs∗)
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so the weakly and strongly non-refutable sets coincide. In incomplete structure space, the
strongly non-refutable set is the collection of structures that can be observationally equivalent
to some structure in A for all observed distribution F . Weakly non-refutable set is the
collection of structures that can be observationally equivalent to a structure in A for some
observed distribution F . In incomplete structures, we do not specify how the distribution
of observables is selected. There may exist some s∗ ∈ HwnfS (A)\A, such that some F ∈
M s
∗
(Gs
∗
) allows us to say s∗ /∈ A because F /∈ ∪s∈AM s(Gs), while for another F˜ ∈M s∗(Gs∗)
we cannot tell whether s∗ ∈ A or not. This can be illustrated by figure 1.
Figure 1
A conjugate idea of refutability is to find conditions on F that we can confirm an as-
sumption. Recall that refutability and confirmability is given in definition 2.5. Definition of
confirmability in Breusch (1986) is defined on the outcome space F , but we can also define
it on the structural space S.
Definition 4.2. (Confirmable set)
The strongly confirmable set associated with A under S is defined as
HsconS (A) = {s ∈ S : M s(Gs) ⊆ ∩s∗∈Ac
(
M s
∗
(Gs
∗
)c
)}.
The weakly confirmable set associated with A under S is defined as
HwconS (A) = {s ∈ S : M s(Gs) ∩
[∩s∗∈Ac (M s∗(Gs∗)c)] 6= ∅}.
See Proposition 5.1
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As in the case of refutable sets, weakly and strongly confirmable sets coincide for com-
plete structure space. The strongly confirmable set is the collection of structures that cannot
be observationally equivalent to any structures outside A for any observed distribution F .
Weakly confirmable set is the collection of structures that cannot be observationally equiv-
alent to any structures outside A for some observed distribution F . In particular,
HsconS (A) ⊆ HwconS (A) ⊆ A ⊆ HsnfS (A) ⊆ HwnfS (A)
The following proposition helps to interpret the confirmable set associated with A as the
non-refutable set associated with Ac.
Proposition 4.1. The following holds:
1. [HsnfS (A)]c = HwconS (Ac)
2. [HwnfS (A)]c = HsconS (Ac)
3. HwconS (HwconS (A)) = HwconS (A)
4. HsnfS (HsnfS (A)) = HsnfS (A)
Corollary 4.1. An assumption A is refutable if and only if HsnfS (A) 6= S. An assumption
A is confirmable if and only if HwconS (A) 6= ∅.
Given a refutable assumption A, we aim to find an extension A˜ of A such that the
identified set of parameter of interest ΘIDA (F ) is unchanged whenever A cannot be rejected
by F . The following proposition characterize the property of a strong extension.
Proposition 4.2. Let A˜ be a well defined extension. A˜ is a strong extension of A if and
only if HwnfS (A) ∩ A˜ = A holds.
While checking whether A is refutable or not, we use the strongly non-refutable set, but
when checking whether A˜ is a strong extension of A or not, we need to intersect it with the
weakly non-refutable set. The gap between the strongly and weakly non-refutable set may
lead to the failure to find a strong extension of A.
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Proposition 4.3. If HwnfS (A)\HsnfS (A) 6= ∅ and
(
∪s∈HwnfS (A)M
s(Gs)
)
∩
(
∪s∈[HwnfS (A)]cM
s(Gs)
)
= ∅
hold, then there does not exist a strong extension of A.
This situation happens when there is a nesting relation between A and Ac: suppose for
each structure s ∈ A, we can find an s∗ ∈ Ac such that M s(Gs) ⊆ M s∗(Gs∗); and for
every s∗ ∈ Ac we can find an s ∈ A such that M s(Gs) ⊆ M s∗(Gs∗). If A is refutable, then
HsnfS (A) 6= S. However the nesting relation implies HwnfS (A) = S. Then both conditions in
Proposition 4.3 hold, and there exists no strong extension of A. We can consider a simple
cases where S = {s1, s2, s3} and assumption set is A = {s1}, illustrated by the figure 2.
There is a nesting relation between the predicted outcome distribution of s2 and s1, and
disjoint relation between the predicted outcome distribution of {s1, s2} and s3. This satisfies
the condition in Proposition 4.3. The only strong extension of A must be A˜ = {s1, s2, s3},
since we need to include s2 to predict F˜ . It is easy to check A˜∩HwnfS (A) = {s1, s2} 6= A, so
A˜ cannot be a strong extension.
Figure 2
4.2 Binary Decision and Hypothesis Testing of Structures
In empirical researches, a commonly asked question is whether we can tell an hypothesis H
holds for the true economic structure that generates the data. The result of hypothesis test-
ing can guide policy decisions. If both H and Hc can generate some observed distribution F0,
then we cannot tell whether H holds or not by observing F0. If the policy decision can have
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benefits when H holds and have significant costs when Hc holds, the observational equiv-
alence between H and Hc under F0 creates a dilemma for policy decision, since we cannot
tell whether H holds from F0. To formally discuss this issue, I first discuss the ‘hypothesis
testing’ problem assuming that I have infinite sample from the outcome distribution. I call
this the binary decision problem.
In some cases, a binary decision problem does not depend on the identification system.
In these cases, we do not have an assumption A and a parameter of interest θ, and we
simply ask whether the null hypothesis H holds under S or not. For example in the LATE
application, we can directly test the IA-M assumption. In other cases, we may already have
a non-refutable assumption A˜ and want to test whether the value of parameter of interest
equals zero. In these cases, the hypothesis testing of H happens within an identification
system. In the LATE application, we can also test the value of LATEID
A˜
equals zero given
the identification system (S, A˜, LATE,LATEID
A˜
). Here I distinguish an assumption A˜ from
a hypothesis H, even though they are both subsets of structural space S. An assumption
are viewed as appropriate restrictions on the structures in the empirical contexts. An as-
sumption constraints the shape of the identified set of parameters and gives interpretation to
fundamental economic variables through these parameters. It is viewed as the tool to answer
question rather than the goal itself. A hypothesis is the final question we want to answer.
I will first discuss the hypothesis testing problem when we do not have an assumption A
and a parameter of interest θ, and delay the discussion of a hypothesis testing problem that
happens within an identification system to the end of this section.
Definition 4.3. An hypothesis H ⊂ S is called weakly binary decidable under S if there
exists F ∈ F such that either of the following conditions holds:
1. F /∈ ∪s∗∈HcM s∗(Gs∗);
2. F /∈ ∪s∗∈HM s∗(Gs∗)
And we say H can be decided by F .
If condition 1 holds, it implies the true structure s that generates F must be in H, since
F cannot be predicted by Hc, and this confirms s ∈ H; if condition 2 holds, it implies the
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true structure s cannot be in H, since F cannot be predicted by H, and this refutes s ∈ H.
If both conditions fail, it means F can be predicted by both structures inside and outside
H, which creates an ambiguity in the binary decision. If H can be decided by any F in the
structure space S, we say it is strongly binary decidable.
Definition 4.4. An hypothesis H is called strongly binary decidable under S if it can be
decided by any F ∈ F
Example 1. Consider a simple linear regression model
Yi = β0 + β1Xi + i,
where primitive variables are (Xi, i), outcome variable are (Yi, Xi), and a structure s can be
characterized by Gs(Xi, i) and M s. The image of mapping M s is the push-forward measure
of (Yi, Xi) under the linear function. Therefore, M s is pinned down by two parameters βs0, βs1.
We can write s = (Gs, β0, β1). The structure space under the classical zero conditional mean
restriction:
S = {s : EGs [i|Xi] = 0, (βs0, βs1) ∈ R2}.
We can show hypothesis H = {s : βs1 ≥ 0} to be strongly binary decidable. Indeed, we have
∪s∗∈HM s∗(Gs∗) = {F : CovF (Yi, Xi) ≥ 0} and ∪s∗∈HcM s∗(Gs∗) = {F : CovF (Yi, Xi) < 0}.
These two sets do not intersect, so conditions in definition 4.3 can be verified for all F . We
will see an example of non strongly binary decidable hypothesis in an interval data example
later.
The following lemma provide an equivalent condition to check whether H is strongly
binary decidable.
Lemma 4.1. An hypothesis H is strongly binary decidable under S if and only if HsconS (H) =
HwnfS (H).
When a hypothesis is strongly binary decidable , then for all possible observed distribution
F , we can determine without ambiguity whether the true s that generates F is in H. Now
we consider hypothesis testing based on a finite sample. We want to test the null hypothesis
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that the true structure s0, which generates the outcome distribution F , satisfies hypothesis
H against its complement Hc
H0 : s0 ∈ H v.s. H1 : s0 ∈ Hc.
We have a finite sample of realization from F with empirical distribution Fn that converge
weakly to F . A statistical test Tn is a binary function that maps the empirical distribution
and some random vector η to {0, 1}:
Tn(Fn, η) =
 1 means we fail to reject H0,0 means we reject H0.
Definition 4.5. We say a test statistics Tn achieves structural pointwise size control at α
level6 if:
inf
F∈∪s∈HMs(Gs)
lim infn→∞Pr(Tn(Fn, η) = 1) ≥ 1− α, (4.1)
and achieves structural power increasing to 1 against fixed alternatives, or test consistency 7
if :
inf
F∈∪s∈HcMs(Gs)
lim supn→∞Pr(Tn(Fn, η) = 0) = 1. (4.2)
The names ‘structural size’ and ‘structural power’ come from the fact that we construct
the criteria (4.1), (4.2) through a partition of the structure space S = H ∪Hc rather than
a partition of the observation space F . Structural size and structural power are what we
care about since we aim to make a statement on the true structure rather than the observed
outcome. In particular, we may want to make statements on counterfactual outcomes. As
we discuss in section 2 after definition 2.7, a counterfactual outcome of structure s can be
written as a parameter of interest. Therefore, a statement of counterfactual outcome greater
than zero can be written as Hcf = {s : θcf (s) ≥ 0}, where θcf is the parameter of interest
corresponding to this counterfactual outcome.
The following proposition shows strongly binary decidable is closely related to size control
6This is pointwise size control since we take limit of n→∞ before take infimum over F
7This is power against fixed alternatives since we take limit of n→∞ before take infimum over F
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and test consistency.
Proposition 4.4. If H is not strongly binary decidable, then no statistics can simultaneously
achieve pointwise size control (4.1) for α < 1 and test consistency (4.2).
Proposition 4.5. Let (S, A, θ,ΘIDA ) be an identification system such that S = A. If θ is
point identified, i.e. ΘIDA (F ) is a singleton for all F ∈ F , then H = {s : θ(s) ∈ Θ0} is
strongly binary decidable for any parameter value set Θ0 ⊆ Θ.
The proposition above shows that hypotheses about a point identified parameter of in-
terest are always strongly binary decidable. If we can derive the limit distribution of the
estimator of a point identified parameter of interest, we can achieve structural size control
and consistency simultaneously.
Let’s consider a policy decision rule: ‘if the true structure is in H, we implement a policy
P , otherwise we do not it’. When H is not strongly binary decidable, we have size and power
issue for any test statistics Tn(F, η). If we decide to implement P whenever Tn(F, η) = 1,
we also know that the testing procedure cannot reject structures in Hc consistently. If the
policy P is harmful when the true structure s is not in H, and we decide to implement it
whenever we fail to rejectH by the statistical test, the policy P may do harm to the economy.
This problem does not arise from the sampling error of a finite sample, but arises from the
intrinsic inability to distinguish H and Hc using outcome distribution. It can either be the
problem that H we try to test is too large or too small. If we want to use a decision rule
based on a hypothesis H˜ such that ‘if the true structure is in H˜, we implement the policy
P , otherwise we do not it’, the hypothesis H˜ must be a strongly binary decidable. 8 The
next question is whether we can find an extended set or shrunk set that is strongly binary
decidable. On the other hand, we don’t want the extended set to be the structure space S
or the shrunk set to be the empty set, otherwise the binary decision problem is trivial.
Definition 4.6. A non-trivial strongly binary decidable extension Hext is a strongly binary
decidable set such that H ⊆ Hext and Hext 6= S.
8We can also consider a more general statistical decision problem with other loss functions. The nature
of the issue will not go away when we use a more general statistical decision framework. This is because
statistical decision theory are useful to deal with sampling error in finite data set, while the ambiguity of
making binary decision arises from the inability to distinguish H from Hc from the outcome distribution,
even if we have infinite sample size.
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A non-trivial strongly binary decidable shrunken set Hshk is a strongly binary decidable
set such that Hshk ⊆ H and Hshk 6= ∅.
Suppose there is benefit to implement a policy P when the true structure is in H, and
there is cost to implement P when the true structure is not in H. Moreover, suppose we
manage to find a non-trivial strongly binary decidable extension Hext and a shrunken set
Hshk. Which one should we test and use the result as guideline for the policy P? If the benefit
to correctly implement P when H is true is large, and the cost of mistakenly implement P
when the true structure is in Hext\H is small, we may want to test Hext. Conversely, if
there is a huge cost when we implement P when Hc is true, we may want to test Hshk since
Hshk ⊂ H. In this case, we sacrifice the benefit when the true structure is in H\Hshk to
avoid the risk of mistakenly implementing P when the true structure is in Hc. The following
proposition provides the minimal(maximal) strongly binary decidable extension(shrunken
set),
Proposition 4.6. If HsnfS (H) = HwnfS (H) 6= S, then HsnfS (H) is the smallest non-trivial
strongly binary decidable extension.
If HsconS (H) = HwconS (H) 6= ∅, then HwconS (H) is the largest non-trivial strongly binary
decidable shrunken set.
For complete structure spaces, HsnfS (H) = HwnfS (H) and HsconS (H) = HwconS (H) hold
automatically, so as long as H is refutable (confirmable), we can find a non-trivial strongly
binary decidable extension (shrunken set). For incomplete structure space, even if H is
refutable, due to the multiplicity of outcome distributions, we may fail to find a non-trivial
strongly binary decidable extension (shrunken set).
Example 2. (Interval Data) Consider a classical missing data problem where Y ∗i is the
unobserved real random variable, bounded above and below by observed variables Y ui and
Y li . In this case, we can consider two primitive random variables ui and li, such that ui
is supported on [0,∞) and li is supported on (−∞, 0]. Observed variables Y ui and Y li are
generated through:
Y ui = Y
∗
i + 
u
i and Y
l
i = Y
∗
i + 
l
i. (4.3)
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A structure consists of a joint distribution Gs
Y ∗i ,
u
i ,
l
i
(y∗, eu, el) that satisfies the support condi-
tion, and the mapping defined above, and the structure space contains all such distributions
and the same mapping (4.3). Since the mapping outcome is unique, the structure space is
complete. Our hypothesis set H = {s : EGs(Y ∗i ) ∈ [a, b]} and the corresponding hypothesis
is:
H0 : E[Y ∗i ] ∈ [a, b] v.s. H1 : E[Y ∗i ] /∈ [a, b].
There is no assumption imposed in this hypothesis testing problem, i.e. we want to test H
under S without an identification system. The non-refutable set associated with H is
HsnfS (H) = HwnfS (H) =
{
s :
[
EGs(Y
∗
i + 
l
i), EGs(Y
∗
i + 
u
i )
] ∩ [a, b] 6= ∅} . (4.4)
Indeed, for any s that satisfies the intersection condition above, suppose
a ∈ [EGs(Y ∗i + li), EGs(Y ∗i + ui )] .
We can construct s˜ such that
Y˜ ∗i = Y
∗
i + 
u
i ,
˜ui = 0 a.s.,
˜li = 
l
i − ui ,
and Gs˜ is the push forward measure of (Y˜ ∗i , ˜ui , ˜li) under the mapping above. It is easy to see
EGs˜(Y˜
∗
i ) = a and ˜ui ≥ 0, ˜li ≤ 0 almost surely, so support conditions of (ui , li) are satisfied.
This implies s ∈ HsnfS (H). Conversely, for any s that fails the intersection condition (4.4),
for example EGs(Y ∗i +ui ) < a, then for any s˜ that is observationally equivalent to s, Es˜[Y ∗i ] ≤
Es˜[Y
u
i ] = EGs(Y
∗
i + 
u
i ) < a, so s˜ cannot be in H. The confirmable set can be derived by
using Proposition 4.1:
HsconS (H) = HwconS (H) =
{
s :
[
EGs(Y
∗
i + 
l
i), EGs(Y
∗
i + 
u
i )
] ⊆ [a, b]} .
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If we want to test HsnfS (H), a natural statistics is
T nfn (Fn) =
√
n
( 1
n
n∑
i=1
Y ui − a
)2
−
+
(
b− 1
n
n∑
i=1
Y li
)2
−
 ,
where (x)− = min(0, x). If we want to test HsconS (H), a natural statistics is
T conn (Fn) =
√
n
(b− 1
n
n∑
i=1
Y ui
)2
−
+
(
1
n
n∑
i=1
Y li − a
)2
−
 .
In the example above, the non-refutable set and confirmable set associated with H are
easy to find, while in more complicated structural models, non-refutable and confirmable set
can be hard to characterize. In a complete structure universe, if s0 ∈ H is not a strongly
binary decidable hypothesis, we want to instead test s0 ∈ HsnfS (H) or s0 ∈ HwconS (H), which
are strongly binary decidable. The following proposition shows that in a complete structure
universe, testing s0 ∈ HsnfS (H) can be equivalently written as a test of existence of a structure
that rationalize data.
Proposition 4.7. (Equivalent Decision) Let s0 be the true structure that generates F . If
HwnfS (H) = HsnfS (H) then the following two conditions are equivalent :
1. ∃s ∈ H such that F ∈M s(Gs).
2. The true structure s0 ∈ HsnfS (H).
If HwconS (H) = HsconS (H) then the following two conditions are equivalent :
1. {s : F ∈M s(Gs)} ⊆ H.
2. The true structure s0 ∈ HsconS (H).
Example 2 (Continued). In the interval data above, if there exists a structure s such that
F ∈M s(Gs), and EGs(Y ∗i ) ∈ [a, b], the structure implies
EF (Y
u
i ) ≥ EGs(Y ∗i ) ≥ a and EF (Y li ) ≤ EGs(Y ∗i ) ≤ b.
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A possible test statistics to test this implication is to use T nfn (Fn) defined above.
On the other hand, if any struture s that can generate F is contained in H, the following
two extreme cases:
Y ∗i = Y
u
i 
u
i ≡ 0 li = Y li − Y ui ,
Y ∗i = Y
l
i 
l
i ≡ 0 ui = Y ui − Y li ,
must also be included in H. That means
EF [Y
u
i ] ≤ b and EF [Y li ] ≥ a
must hold. A possible statistics to test this implication is to use T conn (Fn) defined above.
I know come back to the hypothesis testing that happens within an identification system.
In this case, binary decision and hypothesis testing are formulated under A˜, and we do not
care about distinguish structures outside A˜. Since A˜ is non-refutable, ∪s∈A˜M s(Gs) = F ,
we can treat as if A˜ is the structure universe. All results follow by looking at the non-
refutable and confirmable set under A instead of S, e.g. HtypeS (H) replaced by HtypeA (H),
where type ∈ {snf, wnf, scon, wcon}.
4.3 Structure Completion
We have seen that for an incomplete structure space, an ill defined identification system
(S, A˜, θ,ΘIDA ) may not have a strong extension. Moreover, for binary decision and hypothesis
testing, we may not use HsnfS (H) as a strong binary decidable extension. This is because
in incomplete structures, we are agnostic about how distributions of outcomes are selected.
If a structure s has two predicted outcome distribution M s(Gs) = {F1, F2}, we consider
a completion procedure that separate s to two complete structures s∗1 and s∗2 such that
M s
∗
1(Gs
∗
1) = {F1} and M s∗2(Gs∗2) = {F2}. The completion procedure then allows us to
distinguish s∗1 from s∗2 by observing either F1 or F2.
Definition 4.7. A completion C of structure s = (M s, Gs) is a selection mapping C :
2F\{∅} → F , such that C(Φ) ∈ Φ ∀Φ ∈ 2F\{∅}, and s∗ = (M∗sC , Gs) where M∗sC (Gs) =
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{C(M s(Gs))}is a complete structure 9. Let C(s) be the collection of all completions of s. We
call
S∗ = {(M∗sC , Gs) : s ∈ S and C ∈ C(s)} (4.5)
the completion of S. See (5.8)-(5.10)
The definition above considers all possible completions C. The cardinality of C(s) is the
same as that of M s(Gs). This completion procedure is without loss of generality, since all
possible selections are considered. The key property is that for any identification system, the
identified set is preserved if the parameter of interest in the completed structure is properly
defined in the following way.
Proposition 4.8. Let S be an incomplete space, and let (S, A, θ,ΘIDA ) be any identification
system, and let (S∗, A∗, θ∗,Θ∗ID) be the corresponding completed identification system such
that
S∗ is the completion of S,
A∗ = {s∗ : s∗ = (M∗sC , Gs), s ∈ S ∩ A, and C ∈ C(s)},
θ∗((M∗sC , G
s)) = θ((M s, Gs)),
Θ∗ID(F ) = {θ∗(s∗) : F ∈M∗sC (Gs), s∗ ∈ A∗}.
(4.6)
Then ΘIDA (F ) = Θ∗ID(F ) for all F .
Once we have the completion of S, we can use the results from section 2 to find minimal
deviation extensions of a refutable assumption A∗, and to find the strongly binary decidable
extension of a hypothesis in the completed model.
5 Application to Binary Outcome Sector Choice
In this section, I apply the incomplete structure framework to binary outcome Roy model
with a binary instrument (Mourifie et al., 2018). Observed sector outcome Yi ∈ {0, 1} is
binary and observed choice of job sector Di ∈ {0, 1} is binary. A binary instrument Zi is
9The operation defined above ensures the image of M∗sC is a singleton set.
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observed. Primitive variables include Yi(1) and Yi(0), which are the potential outcome in job
sector 1 and 0 respectively. Instrument Zi is also included in primitive variables. Observed
sector outcome Yi is generated through10
Yi = Yi(1)Di + Yi(0)(1−Di). (5.1)
Without imposing further assumption, the model leaves sector choice Di undetermined.
Instead of directly specifying the mapping M s for a structure s, we can specify the set of
outcome of Di for different value of primitive variable, and let M s(Gs) be the set of possible
push forward measures. For example, classical Roy’s sector selection assumption imposes for
all Zi = z ∈ {0, 1}:
Di ∈

{1} if Yi(1) > Yi(0),
{0} if Yi(0) < Yi(1),
{0, 1} if Yi(1) = Yi(0).
(5.2)
The Roy’s sector selection rule (5.2) is just a special case. To specify the structure space S,
we need to consider all possible sector selection rules. For each Yi(0) = y0, Yi(1) = y1, Zi = z,
there are three possible Di set values {0}, {1}, {0, 1}, so there are 38 ways to specify the set
value of Di.
Definition 5.1. A sector selection rule is a function
Dsel : (y1, y0, z) ∈ {0, 1}3 → {{0}, {1}, {0, 1}}.
Let Dsel be the collection of all possible sector selection rules. Let Ds,sel ∈ Dsel be a selection
10Note that here I implicitly prevent Zi from influencing Yi(1), Yi(0).
45
rule with associated M s defined as
M s(Gs) =
{
F ∈ F :PrF (Yi = y,Di = d, Zi = z) = (Cy0zd + Cy1zd )1(d = 1) + (C0yzd + C1yzd )1(d = 0),
Cykz1 + C
ykz
0 = PrGs(Yi(1) = y, Yi(1) = k, Zi = z),
Cykzd = 0 if D
s,sel(y, k, z) = {d} and Cykzd ≥ 0 ∀y, k, z, d ∈ {0, 1}
}
.
(5.3)
In the definition above, Cykzd is the probability of choosing sector d when Yi(1) = y, Yi(0) =
k, Zi = z. When Ds,sel(y, k, z) is {0, 1}, structure s associated with Ds,sel does not specify
how sector is selected, so the only constraint is Cykz1 +C
ykz
0 = PrGs(Yi(1) = y, Yi(1) = k, Zi =
z). When Ds,sel(y, k, z) is {d}, the constraint Cykz1−d = 0 implies the probability of choosing
sector 1− d is zero. Given the set of sector selection rules Dsel, we can specify the structure
space S in this application as following:
S =
{
s
∣∣∣∣Gs is supported on (Yi(1) = y1, Yi(0) = y0, Zi = z) ∀y1, y0, z ∈ {0, 1},
M s is associated with a Dsel ∈ Dsel
} (5.4)
In many cases, we do not want to impose the condition (Yi(1), Yi(0)) ⊥ Zi. When the
instrument is not randomly assigned, the independent condition can fail. Instead, we can
impose some monotonicity assumption on the instrument: for example we may assume higher
Zi generates better outcomes in the following way:
Definition 5.2. In binary outcome case, we say (Yi(1), Yi(0))|Zi = 1 dominates (Yi(1), Yi(0))|Zi =
0 at the best and worst outcomes if
Pr(Yi(1) = Yi(0) = 1|Zi = 1) ≥ Pr(Yi(1) = Yi(0) = 1|Zi = 0)
and
Pr(Yi(1) = Yi(0) = 0|Zi = 1) ≤ Pr(Yi(1) = Yi(0) = 0|Zi = 0).
(5.5)
This assumption only requires the instrument to generate the best potential outcome
Yi(1) = Yi(0) = 1 with higher probability and generate the worst potential outcome Yi(1) =
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Yi(0) = 0 with smaller probability when Zi = 1. This is weaker than assumption 5 in
(Mourifie et al., 2018), where they require (5.2) and Pr(Yi(d) = 1|Zi = 1) ≥ Pr(Yi(d) =
1|Zi = 0) for d ∈ {0, 1} to hold. With the additional requirement, it is called first order
dominating instrument. 11
Domination at the best and worst outcome in definition 5.2 can accommodate broader
empirical scenarios compared with assumption 5 in (Mourifie et al., 2018). For example,
suppose Yi(d) = 1 means individual i gets tenure in sector d, and Zi = 1 means individual i
participates in a job training program. If the skill obtained from the training program can
be applied to both sector, we would expect Pr(Yi(1) = Yi(0) = 1|Zi = 1) ≥ Pr(Yi(1) =
Yi(0) = 1|Zi = 0). On the other hand, each job sector may require specific skill that
cannot be obtained from the job training program. Suppose the training program is time
consuming and prevents individual i from developing skills specific to sector d, it is possible
that Pr(Yi(d) = 1|Zi = 1) ≤ Pr(Yi(d) = 1|Zi = 0). Lastly, Pr(Yi(1) = Yi(0) = 0|Zi = 1) ≤
Pr(Yi(1) = Yi(0) = 0|Zi = 0) ensures the training program is beneficial in that it increases
the probability of success in at least one sector.
However, when (5.5) is combined with Roy’s selection assumption, they are jointly
refutable. Formally, the assumption of Roy’s selection and a monotone instrument that
has dominating feature (5.5) is defined in the following.
Assumption 5.1. Roy’s selection with instrument condition (5.5), denoted as ARoy, is the
collection of structures such that
ARoy =
{
s ∈ S :M s is associated with the Dsel in (5.2), Dsel ∈ Dsel,
M s(Gs) satisfies (5.3), Gs satisfies (5.5)
}
.
(5.6)
I show the sharp testable implications of ARoy, which can be translated into the non-
refutable set associated with ARoy. The following proposition characterizes the non-refutable
and confirmable sets associated with ARoy.
11Condition (5.5) along with the additional requirement Pr(Yi(1) = 1|Zi = 1) ≥ Pr(Yi(1) = 1|Zi = 0) will
imply 1 − PrF (Yi = 0, Di = 1|Zi = 1) ≥ PrF (Yi = 1, Di = 1|Zi = 0) for any outcome distribution F , even
without the Roy’s sector selection assumption. On the other hand, condition (5.5) alone does not imply any
constraints on F .
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Proposition 5.1. Let Fnf be the collection of outcome distributions such that
PrF (Yi = 0|Zi = 1) ≤ PrF (Yi = 0|Zi = 0). (5.7)
The non-refutable and confirmable sets of ARoy are
HsnfS (ARoy) = {s : M s(Gs) ⊆ Fnf},
HwnfS (ARoy) = {s : M s(Gs) ∩ Fnf 6= ∅},
HsconS (ARoy) = HwconS (ARoy) = ∅.
Proposition 5.1 reveals several things: first HsnfS (ARoy) 6= S, so the assumption ARoy is
refutable; second, HwnfS (ARoy) 6= HsnfS (ARoy) so we cannot find a strong extension of ARoy;
third, if we treat Aroy as a hypothesis, it is not strongly binary decidable. Therefore, we look
at the completion of the binary sector choice model. Since each s in the incomplete space is
associated with a sector decision rule, denoted by Ds,sel, we associate this Ds,sel with a set
of tie breaking functions {Cs,tbd }d∈{0,1} such that
Cs,tbd : {0, 1}3 → [0, 1],
1∑
d=0
Cs,tbd (y1, y0, z) ≡ 1,
Cs,tbd (y1, y0, z) = 1 if D
s,sel(y1, y0, z) = {d}.
(5.8)
Let the collection of all such function pairs (Cs,tb1 , C
s,tb
0 ) corresponding to s be C(s). Intu-
itively, Cs,tbd (y1, y0, z) is the tie breaking rule specifying the probability of choosing sector d
for different values of Yi(0) = y0, Yi(1) = y1, Zi = z.
A completed structure s∗ associated with s consists of (Gs, Dsel, Cs,tb1 , C
s,tb
0 ). The com-
pleted mapping M s∗ is
M s
∗
(Gs) =
{
F ∈ F
∣∣∣∣∀y, k, z, d ∈ {0, 1} : Cykzd = Cs,tbd (y, k, z)PrGs(Yi(1) = y, Yi(0) = k, Zi = z),
P rF (Yi = y,Di = d, Zi = z) = (C
y0z
d + C
y1z
d )1(d = 1) + (C
0yz
d + C
1yz
d )1(d = 0)
}
.
(5.9)
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Compared with the incomplete mapping in (5.3), the value of Cykzd is pinned down by the
tie breaking rule Cs,tbd , so M
s∗(Gs) is a singleton. The completed space S∗ is
S∗ =
{
s∗ = (s, Cs,tb1 , C
s,tb
0 )
∣∣∣∣∃s ∈ S s.t. Gs∗ = Gs, (Cs,tb1 , Cs,tb0 ) ∈ C(s),
M s
∗
(Gs
∗
) is specified in (5.9)
} (5.10)
and the Roy assumption set in the completed space is
A∗Roy =
{
s∗ = (s, Cs,tb1 , C
s,tb
0 ) :∃s ∈ S ∩ ARoy s.t. Gs
∗
= Gs, (Cs,tb1 , C
s,tb
0 ) ∈ C(s),
M s
∗
(Gs
∗
) is specified in (5.9)
}
.
5.1 Minimal Efficiency Loss as Strong Extension
I now consider a strong extension under the completed structure space S∗. In the completed
structure space, results in section 2 can be applied directly. I first define the efficient loss of
a structure s∗, which can be viewed as the deviation from Roy’s sector selection assumption.
Definition 5.3. The efficiency loss of a structure s∗ ∈ S∗
mEL(s∗) = EGs∗ [max{Yi(1), Yi(0)}]− EF [Yi] for F ∈M s
∗
(Gs
∗
) (5.11)
is the difference between the expected optimal sector selection outcome and the expected out-
come.
It is easy to see that when Roy’s sector selection holds, mEL(s∗) = 0. Conversely, by
(5.1), mEL(s∗) = 0 implies
Di =
1 if Yi(1) > Yi(0)0 if Yi(1) < Yi(0)
with probability 1, so Roy’s sector selection assumption holds. Once we verify mEL(s∗)
is a well-behaved minimal deviation measure, we can use minimal efficiency loss as strong
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extension.
Assumption 5.2. (Minimal Efficiency Loss) Let A˜∗Roy be the class of s∗ such that
1. Dominating instrument condition (5.5) holds for any s∗ ∈ A˜∗Roy,
2. Minimal efficiency loss: for any s˜∗ that satisfies (5.5), and any s∗ ∈ A˜∗Roy, ifM s˜∗(Gs˜∗) =
M s
∗
(Gs
∗
), then mEL(s∗) ≤ mEL(s˜∗).
Proposition 5.2. A˜∗Roy is a strong extension of A∗Roy in the completed space. Moreover,
given an observed distribution F , the identified set of Gs∗ under A˜∗Roy is
{
Gs
∗
∣∣∣∣there exists {Cykzd } ∀y, k, z, d ∈ {0, 1} s.t. Cykzd ≥ 0,
P rF (Yi = y,Di = d, Zi = z) = (C
y0z
d + C
y1z
d )1(d = 1) + (C
0yz
d + C
1yz
d )1(d = 0),
Cykz1 + C
ykz
0 = PrGs∗(Yi(1) = y, Yi(0) = k, Zi = z),
C0101 = C
100
0 = 0,
C1101 + C
110
0
PrF (Zi = 0)
≤ C
111
1 + C
111
0
PrF (Zi = 1)
,
C1010 + C
011
1 = max
{
PrF (Yi = 0, Zi = 1)− PrF (Yi = 1, Zi = 0)PrF (Zi = 1)
PrF (Zi = 0)
, 0
}}
.
(5.12)
Note that C10z0 and C01z1 corresponds to the efficiency loss when Zi = z.
Proposition 5.2 characterizes the sharp identified set of distributions of primitive vari-
ables. The identified set (5.12) under A˜∗Roy has the following feature: First, there is no
efficiency loss when Zi = 0, which can be seen from C0101 = C1000 = 0; Second, the minimal
efficiency loss is max
{
PrF (Yi = 0, Zi = 1)− PrF (Yi=1,Zi=0)PrF (Zi=1)PrF (Zi=0) , 0
}
; Third, the instru-
ment condition (5.5) holds as long as (C1101 +C1100 )PrF (Zi = 1) ≤ (C1111 +C1110 )PrF (Zi = 0)
holds. The identified set of Gs∗ is a polyhedron characterized by {Cykzd }. Many parame-
ters of interest are linear functions of Cjkzd , whose identified set can be found using linear
programming.
Corollary 5.1. The identified set of Pr(Yi(1) = 1|Zi = z) under A˜∗Roy is
Pr(Yi = 1, Di = 1|Zi = 0) ≤Pr(Yi(1) = 1|Zi = 0) ≤ Pr(Yi = 1|Zi = 0),
P r(Yi = 1, Di = 1|Zi = 1) ≤Pr(Yi(1) = 1|Zi = 1) ≤ Pr(Yi = 1|Zi = 1) + m
EL,min
Pr(Zi = 1)
,
where mEL,min = max
{
PrF (Yi = 0, Zi = 1)− PrF (Yi=1,Zi=0)PrF (Zi=1)PrF (Zi=0) , 0
}
.
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6 Dilation Method for Estimation and Inference
In empirical studies, researchers only have a finite sample drown from the distribution of
outcomes and need to get an estimator of the identified set and do hypothesis testing on
ΘIDA . In this section, I provide an estimation and hypothesis testing procedure using a
modified dilation method from Galichon and Henry (2013). Compared with their method,
my estimation and inference procedure can easily deal with X that is of dimension greater
than 1.
The dilation method is closely related to the construction of estimated identified set from
M-estimation in Chernozhukov et al. (2007). Consider a moment inequality model in their ap-
plication, where each parameter θ ∈ ΘIDA (F ) impliesQ(θ) = EF (m(Xi, θ))′+EF (m(Xi, θ))+ = 0,
and the estimated identified set is constructed by collecting all θ such that
Qn(θ) =
(
1
N
∑
i
m(Xi, θ)
)′
+
(
1
N
∑
i
(Xi, θ)
)
+
≤ cn.
Heuristically, they dilate the population criteria function Q with a number cn to accom-
modate the sampling uncertainty in Qn. In general, by definition 2.7, the identified set is
characterized by matching model predicted distribution M s(Gs) with observed distribution
F . Therefore, similar to dilating Q(θ) in M-estimation based approach, I dilate the model
predicted set M s(Gs) to accommodate sampling uncertainty.
The proposed method should be viewed as a supplementary tool to Chernozhukov et al.
(2007). In most cases, we can write the identified set of a parameter of interest using
infinitely many moment conditions. For example, consider the identified LATEID
A˜
(F ) in
equation (3.15). Suppose the dominating measure µF is Lebesgue measure, we can use the
following moment conditions for all d, z ∈ {0, 1}:
E[1(Yi ≤ y,Di = d)− P θ(y, d)|Zi = 1] = 0 ∀y ∈ Y,
E[1(Yi ≤ y,Di = d)−Qθ(y, d)|Zi = 0] = 0 ∀y ∈ Y,
E
[
Yi1(Di = 1)1
(
(−1)1−d∂(P θ(Yi, d)−Qθ(Yi, d))
∂y
≥ 0
)
− βθdz|Zi = z
]
= 0,
E
[
1(Di = 1)1
(
(−1)1−d∂(P θ(Yi, 1)−Qθ(Yi, 1))
∂y
≥ 0
)
− αθdz|Zi = z
]
= 0,
(6.1)
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where
{
P θ(y, d), Qθ(y, d), βdz, αdz
}
y∈Y,d,z∈{0,1} are parameters, and we can write
LATEID
A˜
(F ) =
βθ11 − βθ10
αθ11 − αθ10
− β
θ
00 − βθ01
αθ00 − αθ01
.
In this case, the M-estimation based approach in Chernozhukov et al. (2007) is hard to imple-
ment since the nuisance parameters
{
P θ(y, d), Qθ(y, d)
}
y∈Y,d,z∈{0,1} are infinite-dimensional.
Recent developed Neyman-orthogonality and doubly robust machine learning method can
deal with high dimensional nuisance parameter, see Chernozhukov et al. (2018) for a complete
review, but their method require sample splitting and can be hard to implement.
In many cases, it is easier to use the identified set in Definition 2.7 and dilate M s(Gs)
than to use the M-estimation based approach. Let
Fd = ∪∞n=1
{
Fn : Fn supported on a finite subset of supp(X)
PrFn(Xi = x) =
m
n
m ∈ N and m ≤ n}
be the collection of all empirical distribution supported on a finite subset of supp(X), and
PrFn(Xi = x) can be written as a fraction. My estimation and inference methods are based
on dilating M s(Gs) properly and check whether the observed empirical distribution Fn falls
into the dilated set.
Definition 6.1. A dilation is a correspondence J : F ⇒ F ∪ Fd such that F ∈ J(F ). We
call Jαnn : F ⇒ F ∪ Fd a sequence of α-stochastic dilations, if conditioned on the sample
(X1, ...Xn) ∼ F there is sequence of αn > 0 and lim supn αn ≤ α, the following holds with
probability 1− αn :
sup
F∈F
Pr(Fn /∈ Jαnn (F )) ≤ αn.
To slightly abuse notation, denote J(M s(Gs)) = ∪F∈Ms(Gs)J(F ).
6.1 Estimation
The estimated identified set use the following sequence of dilations:
Jn(F ) =
{
F ∗ ∈ F ∪ Fd∣∣dF˜(F ∗, F ) < cn} ,
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where dF˜ is some metric defined on F˜ ≡ F∪Fd and cn is a sequence cn →∞. This dilation is
a cn ball centered at F . For example, when dF˜(F
∗, F ) = supx ||F ∗(x)−F (x)|| ≡ ||F ∗−F ||∞,
the sequence of dilations can be written as
Jcn(F ) =
{
F ∗ ∈ F ∪ Fd∣∣ F ∗(x) ∈ [F (x)− cn/√n, F (x) + cn/√n] ∀x ∈ Supp(X)} .
The corresponding estimated identified set is given by
ΘˆID = {θ(s)∣∣s ∈ A , Fn ∈ Jcn(M s(Gs))}. (6.2)
The estimated identified set can also be written as a contour set with respect to dF˜ :
ΘˆID = {θ(s)∣∣s ∈ A, inf
F ∗∈Ms(Gs)
dF˜(Fn, F ) < cn/
√
n}
The analysis of consistency is based on the Hausdorff distance between sets:
dH(A,B) = max{sup
a∈A
d(a,B), sup
b∈B
d(b, A)}.
I assume the following assumption3 hold.
Assumption 6.1. Let F be the true distribution of outcomes and ΘIDA (F ) is the identified
set. Let dF˜ be a metric on F˜ = F ∪ Fd. The following two conditions hold:
1. ΘIDA (F ) is upper hemi-continuous at F
2. There exists a sequence of an such that Cn = √andF˜(Fn, F ) = Op(1), and a sequence of
constant cn such that cn ≥ Cn holds with probability converging to 1, and cn/√an → 0.
The upper hemi-continuity condition can be checked if the identified set is an interval
[θl(F ), θu(F )] and both upper and lower bounds are continuous function of F . This related to
the earlier discussion on the maximal strong extension following Proposition 2.4. If we use the
maximal strong extension, the identified set of parameter of interest θ will fail the upper hemi-
continuity. For example, we look at the identified LATE under the maximal strong extension
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in Proposition 3.1. We can equip F with the Sobolev norm: ||F ||1,∞ ≡ maxi=0,1 ||F (i)||∞,
where F (i) is the i-th Radon-Nikodym derivative of F with respect to µF .
Proposition 6.1. Let A˜1 be the maximal extension defined and LATEIDA˜1 (F ) be the corre-
sponding identified set defined in Proposition 3.1. Let A˜2 be the minimal defiers extension
defined in Assumption 3.2 and LATEID
A˜2
(F ) be the corresponding identified set defined in
(3.15). Suppose ∀F ∈ F , the support of Yi is bounded above by Mus and bounded below by
M ls, then LATE
ID
A˜1
(F ) is not upper hemi-continuous with respect to the Sobolev norm ||·||1,∞,
and LATEID
A˜2
(F ) is continuous with respect to || · ||1,∞.
The second condition of Assumption 6.1 requires dF˜(Fn, F ) is stochastically bounded at
rate
√
an. In many cases, we can take the metric dF˜ to be the sup norm || · ||∞, and take
an = n, cn = log n. However, if the identified set involves density of F as in (3.15), we need
to use Sobolev norm || · ||1,∞. The density of Fn is not defined, in this case we can use the
following metric extended from the Sobolev norm || · ||1,∞:
dF˜(F1, F2) = ||f1(x)− f2(x)|∞ + ||F1 − F2||∞ if F1, F2 ∈ F ,
dF˜(Fn, F ) = ||fn(x)− f(x)||∞ + ||F − Fn||∞ if F ∈ F , Fn ∈ Fd,
(6.3)
where fn is an estimated density of Fn using kernel density estimation or sieve regression.
For example, when dim(X) = 1, and we estimate fn using kernel density method with
bandwidth hn = n−1/5, we can take an = n4/5, and cn = log n.
Proposition 6.2. Let (P , A, θ,ΘIDA ) be a well defined identification system. Under assump-
tion 6.1, ΘIDA (F ) ⊆ ΘˆID with probability approaching 1, and dH(ΘIDA (F ), ΘˆID) = op(1).
The estimated identified set (6.2) can be very hard to compute, since it requires us to
run through all structures in A to see whether Fn ∈ Jcn(M s(Gs)). If s ∈ A can be represent
by a finite dimensional vector, we can discretize the parameter space. However, if s is
infinite-dimensional as in the LATE application 12, sieve approximation of A is needed and
computation can be very costly. Luckily, in many cases, we can find a cleaner representation
12In the LATE application, the distribution of primitive variables is non-parametric, any structure s ∈ S
is infinite-dimensional.
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of the identified set using some function T , for example in moment inequality model,
ΘIDA (F ) = {θval ∈ Θ : EF [m(Xi, θval)]2+ = 0},
and the LATE application gives identified set as in (3.15).
Definition 6.2. We say a function T : Θ×F → R characterizes identified set ΘIDA (F ) if:
ΘIDA (F ) ≡ {θ(s) : s ∈ A and F ∈M s(Gs)}
= {θval ∈ Θ : T (θval, F ) = 0}
for all F ∈ F .
There always exists a function T that characterizes ΘIDA (F ) since
ΘIDA (F ) = {θval ∈ Θ : T (θval, F ) = 0}
for T (θval, F ) = infs:θ(s)=θval,s∈A d(F,M
s(Gs)), and d is a metric defined on F . However,
such T is useless to reduce computational cost, because we still need to search over A. On
the other hand, if we look at the moment inequality model introduced in the beginning of
this section, the function T (θval, F ) = EF [m(Xi, θval)]2+ characterize the moment inequality
models, which does not depend on the assumption set A.
Proposition 6.3. Let T be a function that characterize ΘIDA (F ). Then estimated identified
set can also be characterized by T :
ΘˆID = {θ(s)∣∣s ∈ A , Fn ∈ Jcn(M s(Gs))}
= {θval : ∃F ∗ ∈ F s.t. T (θval, F ∗) = 0, dF˜(F ∗,Fn) < cn}.
For example, to estimate the identified set in the moment inequality model, we can find
a cn-ball B(Fn, cn) around the empirical distribution Fn, and then find collect parameter
values such that EF˜ [m(Xi, θval)]
2
+ = 0 for some F˜ ∈ B(Fn, cn).
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6.2 Confidence Region
In this section, I derive a general method to construct a confidence region for the identified
set ΘIDA from a sequence of α−stochastic dilations.
Proposition 6.4. Let (P , A, θ,ΘIDA ) be a well defined identification system. Suppose as-
sumption 6.1 holds, and there exists a sequence of α-stochastic dilations Jαnn . Then
Θαn = {θ(s)
∣∣s ∈ A, Fn ∈ Jαnn (M s(Gs))}
is a valid α−confidence region for the identified set ΘIDA . Furthermore, if T is a function
that characterize ΘIDA (F ), we can write Θαn = {θval
∣∣T (θval, F ) = 0, Fn ∈ Jαnn (F )}.
The above confidence region is for the identified set rather than for the true parameter
value. In moment inequality models, a major issue with confidence region for the identified
set is that such confidence region can be conservative in the following way:
lim inf
n→∞
inf
(θ0,F0)∈Θ×F
Prθ0,F0(θ0 ∈ Θαn) > 1− α.
The following proposition shows that if we are interested in the structure s itself and when
the structure space S is complete, the α-confidence region Θαn constructed in Proposition 6.4
is not conservative.
Proposition 6.5. Let s0 be the true structure and Θαn be the confidence region in Proposition
6.4. Suppose the parameter of interest θ is the full structure, i.e. θ(s) = s, assumption 6.1
holds, and S is a complete structure universe. Moreover, suppose there exists a sequence of
α-stochastic dilation Jαnn such that
lim
n→∞
lim sup
F∈F
Pr(Fn /∈ Jαnn (F )) = α.
Then
lim inf
n→∞
sup
(s0,F0)
PrF0(s0 ∈ Θαn) = lim inf
n→∞
inf
(s0,F0)
PrF0(s0 ∈ Θαn) = α.
Remark 6.1. When parameter of interest is a sub-vector of s, confidence region Θαn essen-
tially takes projection of confidence region of structure s0, which will be conservative.
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6.2.1 Construction of Jαnn when the metric is induced by || · ||∞
When dF˜ is || · ||∞, we can use bootstrap to construct Jαnn . Let (X1, ..., Xn) be the orig-
inal sample and (Xb1, ...Xbn) be the bootstrapped sample. Let Fbn be the empirical dis-
tribution for the bootstrapped sample. For each bootstrapped sample, I calculate ηbn =
supx∈supp(X) |
√
n(Fbn(x)− Fn(x))|, and let c∗(α) be the (1− α)-quantile of {ηbn}Bn=1, where B
is the number of bootstrap simulations.
Proposition 6.6. Under assumption 6.1, then
Jαn (F ) =
{
F ∗ ∈ F˜∣∣F ∗(x) ∈ [F (x)− c∗(α)/√n, F (x) + c∗(α)/√n] ∀x ∈ supp(X)}
is a sequence of α-stochastic dilations.
To construct the dilation sequence, we first construct c∗(α) using the bootstrap method.
To check whether Fn ∈ Jαn (F ), it suffices to check whether the following holds for each
x = X1, ...Xn:
Fn(x) ∈ [F (x)− c∗(α)/
√
n, F (x) + c∗(α)/
√
n].
The advantage is that we only need to compute c∗(α) once, and it can be applied to check
for all F ∈ F .
7 Conclusion
In this paper, I study complete and incomplete economic structures with testable assump-
tions. I generalize the definition of refutability and confirmability of an assumption A to
incomplete economic structures space and study the identification problem when an assump-
tion A is testable. I provide a general method for estimation and inference. In the main
application to Potential Outcome framework, I give a set of minimal defiers condition and
characterize the identified set of LATE under the relaxed assumption.
One of the limitations of the estimation and inference method in Section 6 is the con-
fidence region tends to be conservative. Indeed, my inference method can be viewed as a
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projection inference method and it is conservative by the property of projection inference
method.
Based on the theory of refutability, there are several issues to pursue as future research
questions. First, in many structural models, sharp testable implications ∪s∈AM s(Gs) are
hard to find. Instead, we may find some testable implication Fn−shp ( F that is weaker
than the sharp testable implication, i.e. ∪s∈AM s(Gs) ( Fn−shp. Due to the difficulty to
find the sharp testable implication, we want to relax the assumption to avoid rejection from
Fn−shp. Second, all extensions A˜ of a refutable assumption A in this paper aims to keep the
identified set unchanged when A is not rejected. If we give up this goal, there can be other
ways to construct a extension.
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A The Identified Set of LATE under Extended Assump-
tion 3.1
Proposition A.1. Let extension A˜ satisfies assumption 3.1. If Assumption 3.4 holds, then
the identified set of LATE is given by LATEID
A˜
(F ) = [L˜ATE
l
(F ), L˜ATE
u
(F )] where
L˜ATE
l
(F ) =
∫
Y y(max{p(y, 1)− q(y, 1), 0}+ g1,lc (y))dµF (y)−
∫
Y y(max{q(y, 0)− p(y, 0), 0}+ g0,lc (y))dµF (y)
max{P (Y1, 1)−Q(Y1, 1), Q(Y0, 0)− P (Y0, 0)} ,
L˜ATE
u
(F ) =
∫
Y y(max{p(y, 1)− q(y, 1), 0}+ g1,uc (y))dµF (y)−
∫
Y y(max{q(y, 0)− p(y, 0), 0}+ g0,uc (y))dµF (y)
max{P (Y1, 1)−Q(Y1, 1), Q(Y0, 0)− P (Y0, 0)} ,
(A.1)
and g1,lc , g0,lc , g1,uc , g0,uc are specified as:
• When P (Y1, 1) − Q(Y1, 1) ≤ Q(Y0, 0) − P (Y0, 0), for all y ∈ Y, g0,lc (y) = g0,uc (y) = 0
and
g1,lc (y) =

min{p(y, 1), q(y, 1)} if y ∈ (−∞, tlF ),
min{p(y, 1), q(y, 1)}rlF if y = tlF ,
0 otherwise,
g1,uc (y) =

min{p(y, 1), q(y, 1)} if y ∈ (tuF ,∞),
min{p(y, 1), q(y, 1)}ruF if y = tuF ,
0 otherwise,
(A.2)
where tlF satisfies ∫
(−∞,tlF )
min{p(y, 1), q(y, 1)}dµF (y)
≤ ∣∣[P (Y1, 1)−Q(Y1, 1)]− [Q(Y0, 0)− P (Y0, 0)]∣∣
≤
∫
(−∞,tlF ]
min{p(y, 1), q(y, 1)}dµF (y),
(A.3)
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and rlF ∈ [0, 1] satisfies∫
(−∞,tlF )
min{p(y, 1), q(y, 1)}dµF (y) + µF ({y = tlF}) min{p(tlF , 1), q(tlF , 1)}rlF
=
∣∣[P (Y1, 1)−Q(Y1, 1)]− [Q(Y0, 0)− P (Y0, 0)]∣∣. (A.4)
The term tuF and ruF satisfy the above conditions with (−∞, tlF ), (−∞, tlF ] and rlF in
equations (A.3),(A.4) replaced by (tuF ,∞), [tuF ,∞) and rlF respectively.
• When P (Y1, 1) − Q(Y1, 1) ≥ Q(Y0, 0) − P (Y0, 0), for all y ∈ Y, g1,lc (y) = g1,uc (y) = 0,
and
g0,uc (y) =

min{q(y, 0), p(y, 0)} if y ∈ (−∞, tlF ),
min{q(y, 0), p(y, 0)}rlF if y = tlF ,
0 otherwise,
g0,lc (y) =

min{q(y, 0), p(y, 0)} if y ∈ (tuF ,∞),
min{q(y, 0), p(y, 0)}ruF if y = tuF ,
0 otherwise,
(A.5)
where tuF satisfies ∫
(−∞,tuF )
min{p(y, 1), q(y, 1)}dµF (y)
≤ ∣∣[P (Y1, 1)−Q(Y1, 1)]− [Q(Y0, 0)− P (Y0, 0)]∣∣
≤
∫
(−∞,tuF ]
min{p(y, 1), q(y, 1)}dµF (y),
(A.6)
and ruF ∈ [0, 1] satisfies∫
(−∞,tuF )
min{p(y, 1), q(y, 1)}dµF (y) + µF ({y = tlF}) min{p(tlF , 1), q(tlF , 1)}ruF
=
∣∣[P (Y1, 1)−Q(Y1, 1)]− [Q(Y0, 0)− P (Y0, 0)]∣∣. (A.7)
The term tlF and rlF satisfy the above conditions with (−∞, tuF ), (−∞, tuF ] and ruF in
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equations (A.6),(A.7) replaced by (tlF ,∞) [tlF ,∞) and rlF respectively.
Remark A.1. When µF has a probability mass at y = tlF , the extra multiplier term rlF
in (A.4) and (A.7) corrects for the gap of integration in (A.3) and (A.6). When Yi is
continuously distributed such that p(y, d) and q(y, d) are the densities with respect to Lebesgue
measure, µ({y = tlF}) = 0 and rlF can be any real number.
Remark A.2. Compared to the identification result in Proposition 3.4, the extra den-
sity terms gk,lc and gk,uc in Proposition A.1 are needed to correct for the difference between
P (Y1, 1)−Q(Y1, 1) and Q(Y0, 0)− P (Y0, 0). The measure of compliers identified under full
independent instrument is max{P (Y1, 1)−Q(Y1, 1), Q(Y0, 0)−P (Y0, 0)}. In the case where
P (Y1, 1) − Q(Y1, 1) ≤ Q(Y0, 0) − P (Y0, 0), g0,lc (y) = g0,uc (y) = 0, we use g1,lc and g1,uc to
increase the marginal density of Yi(1, 1) for compliers. To achieve upper bound, we use g1,lc
to collect all small values of Yi(1, 1), and use g1,uc to collect all large value of Yi(1, 1). Sym-
metrically, g0,uc (y) (g0,lc (y)) collects small (large) values of Yi(0, 0) to achieve upper (lower)
bound.
Remark A.3. The difference between P (Y1, 1) − Q(Y1, 1) and Q(Y0, 0) − P (Y0, 0) makes
it complicated to construct an estimator of the identified set A.1. An estimator and its
corresponding statistical properties are given in Appendix J.
B Minimal Marginal Difference as LATE-consistent Ex-
tension
This section consider an extension that relaxes the exclusion restriction. The exclusion re-
striction fails when the instrument has a direct effect on potential outcomes. Like the inde-
pendent instrument assumption, the exclusion restriction is a distributional assumption and
there are infinitely many ways to relax it. By discussion of equation (3.6), PrGs(Yi(d, z) ∈
B,Di(1) = d1, Di(0) = d0|Zi = z) is absolutely continuous with respect to µF for all
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d1, d0, z ∈ {0, 1}. Let
gsyd11
(y, d1, d0|Zi = 1) = dPrGs(Yi(d1, 1), Di(1) = d1, Di(0) = d0|Zi = 1)
dµF
,
gsyd00
(y, d1, d0|Zi = 0) = dPrGs(Yi(d0, 0), Di(1) = d1, Di(0) = d0|Zi = 0)
dµF
,
be the Radon-Nikodym derivatives of marginal distributions of G with respect to µF . The
deviation mMD measures how much the marginal distributions of Y (d, 1) and Y (d, 0) condi-
tioned on different instrument value differ:
mMD(s) =
∫
y
[gsy10(y, 1, 1|Zi = 0)− gsy11(y, 1, 1|Zi = 1)]2dµF (y)
+
∫
y
[gsy00(y, 0, 0|Zi = 0)− gsy01(y, 0, 0|Zi = 1)]2dµF (y),
which measures the marginal difference for potential outcome for always takers and never
takers: gsy10(y, 1, 1|Zi = 0) and gsy11(y, 1, 1|Zi = 1) are the conditional marginal densities of
Y (1, 0) and Y (1, 1) for always takers13, conditioned on instrument Z. Under exclusion re-
striction and independent instrument condition, since Yi(1, 0) = Yi(1, 1) holds almost surely,
their marginal densities should be the same. The measure mMD equals zero whenever ex-
clusion restriction holds, the converse is not true.
Assumption B.1. (Minimal Marginal Difference) Let A˜ be the class of s such that
1. No defiers: Di(1) ≥ Di(0) Gs − a.s. holds for all s ∈ A˜,
2. Type Independence: (Yi(1, 1), Yi(0, 1), Yi(0, 1), Yi(0, 0)) ⊥ Zi|(Di(1), Di(0)) holds for
s ∈ A˜,
3. Exclusion Restriction on compliers: conditioned on the event {Di(1) = 1, Di(0) = 0},
Yi(1, 1) = Yi(1, 0) and Yi(0, 1) = Yi(0, 0) holds for all s ∈ A˜,
4. Minimal Marginal Difference: for any s∗ that satisfies condition 1-3 above, and any
s ∈ A˜, if M s(Gs) = M s∗(Gs∗), then mMD(s∗) ≥ mMD(s).
13Since d1 = d0 = 1.
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Condition 3 in Assumption B.1 is similar to the type independence for compliers condition
in assumption 3.3, under which we can generate informative constraint on LATE. We can
show this extension is LATE-consistent.
Proposition B.1. The A˜ defined in assumption B.1 is a LATE-consistent extension of A.
We should note that the extension in assumption B.1 also relaxes the independent in-
strument assumption, since I only require the instrument to be type independent. This is
because, if we use full independence in the set A˜, the measure mMD(s) is not a well-behaved
relaxation measure.
Proposition B.2. (I)The measure mMD(s) is not a well-behaved measure with respect to
{AND, AFI}, where
AFI = {s : (Yi(1, 1), Yi(0, 1), Yi(0, 1), Yi(0, 0), Di(1), Di(0)) ⊥ Zi}.
(II) The measure mMD(s) is not a well-behaved measure with respect to {AND, ATI , AEM−C},
where ATI is type independent instrument assumption
ATI = {s : (Yi(1, 1), Yi(0, 1), Yi(0, 1), Yi(0, 0)) ⊥ Zi|Di(1), Di(0)},
and AEM−C is the assumption that measure of compliers does not change with instrument Zi
AEM−C = {s : PrGs(Di(1) = 1, Di(0) = 0|Zi = 1) = PrGs(Di(1) = 1, Di(0) = 0|Zi = 0)}.
Remark B.1. Recall by definition 2.10, a relaxation measure is well defined if inf{mj(s) :
F ∈ M s(Gs) and s ∈ ∩l 6=jAl} is finite and achievable by some s ∈ ∩l 6=jAl for all F . In
case (I) of Proposition B.2, there exists some F0 such that {mj(s) : F ∈M s(Gs) and s ∈
∩l 6=jAl} = ∅ and infimum over ∅ is +∞; In case (II) of Proposition B.2, while inf{mj(s) :
F ∈M s(Gs) and s ∈ ∩l 6=jAl} exists, it is not achievable by any structure s ∈ ∩l 6=jAl.
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C Details of Implementation of Empirical Illustration
I use the following bandwidth and trimming sequences:
h =
s.d(Yi)× log(n)
2n1/5
,
b = n−1/4 ×
∑n
i=1 fh(Yi, 1) + fh(Yi, 0)
n
,
Mu = F−1Y (0.99),
Ml = F−1Y (0.01),
so Mu and Ml are the empirical 99-th and 1-th quantile of {Yi}ni=1. Note that we can write
p(y, d) = f(y|Di = d, Zi = 1)× Pr(Di = d|Zi = 1),
and q(y, d) = f(y|Di = d, Zi = 0)× Pr(Di = d|Zi = 0).
For the tail conditions in Assumption 3.6, I set
Yutd =
[Mu,+∞) if V0.9(Yi|Di = d, Zi = d)P(Di = d|Zi = d)
2 ≥ V0.9(Yi|Di = d, Zi = 1− d)P(Di = d|Zi = 1− d)2,
∅ otherwise,
where V0.9(Yi|Di = d, Zi = z) is the conditional empirical variance of Yi, conditioned
on Di = d, Zi = z and Yi being on the 10th upper quantile, i.e. Yi ≥ F−1Y |Di=d,Zi=z(0.9).
P(Di = d|Zi = z) is the empirical conditional probability. Intuitively, this is a selection of
tail sign in Assumption 3.6 based on how fat the tail is. If the true density p(y, d) and q(y, d)
has sub-Gaussian tails, larger conditional variances imply fatter tails. For example, p(y, 1)
and q(y, 1) are Gaussian above the 90-th quantile, and the following variance
V0.9(Yi|Di = 1, Zi = 1)P (Di = 1|Zi = 1)2 ≥ V0.9(Yi|Di = 1, Zi = 0)P (Di = 1|Zi = 0)2
holds for the true conditional variance V , the tail of p(y, 1) is fatter than q(y, 1), and thus
p(y, 1) > q(y, 1) on [Mu,+∞). Similarly, we can set the lower-end set Y ltd as
Y ltd =
(−∞,Ml] if V0.1(Yi|Di = d, Zi = d)P(Di = d|Zi = d)
2 ≥ V0.1(Yi|Di = d, Zi = 1− d)P(Di = d|Zi = 1− d)2,
∅ otherwise,
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where V0.1(Yi|Di = d, Zi = z) is the conditional empirical variance of Yi, conditioned
on Di = d, Zi = z and Yi being on the 10th lower quantile, i.e. Yi ≤ F−1Y |Di=d,Zi=z(0.1).
P(Di = d|Zi = z) is the empirical conditional probability. It should be noted that my
trimming band Ml,Mu and tail sign Yutd ,Y ltd are data driven in this empirical application,
but Theorem 2 requires these quantities to be known. This is one limitation of my results.
D Proofs in Section 2
D.1 Proof of proposition 2.1
Proof. First we note that by the definition of non-refutable set, we have
∪s∈AM s(Gs) = ∪s∈HnfS (A)M
s(Gs).
If A is refutable, then there exists F0 that can reject A, so F 6= ∪s∈AM s(Gs). Since F =
∪s∈SM s(Gs) by definition of structure space, so HnfS (A) 6= S holds.
Conversely, if A is non-refutable, then ∪s∈AM s(Gs) = F must hold. Then by definition
HnfS (A) = {s ∈ S : M s(Gs) ⊆ F} = S.
D.2 Proof of proposition 2.2
Proof. Define S−1(F ) = {s ∈ S : F ∈M s(Gs)} as the pre-image of F . WhenHnfS (A) = S,
A is non-refutable, so A ∩ S−1(F ) 6= ∅ holds for all F . By definition of the identified set,
ΘIDA (F ) = {θ(s)| s ∈ A ∩ S−1(F )} 6= ∅ holds for all θ.
Conversely, if ΘIDA (F ) = ∅ for some θ and F , that means A∩S−1(F ) = ∅ by definition of
identified set, which means A is refutable, since F /∈ ∪s∈AM s(Gs), or equivalently HsnfS (A) 6=
S.
D.3 Proof of proposition 2.3
Proof. Suppose A˜ is not a strong extension, then there exists a parameter of interest θ∗ and
F such that the corresponding identified set Θ∗ID satisfies
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• Θ∗ID(F ) 6= ∅, and
• Θ˜∗ID(F )\Θ∗ID(F ) 6= ∅.
This means there exists some s ∈ A˜\A such that F ∈M s(Gs) and θ∗(s) ∈ Θ˜∗ID(F )\Θ∗ID(F ).
By definition, this shows s ∈ HnfS (A), since ΘIDA (F ) 6= ∅. This implies HnfS (A) ∩ A˜ 6= A.
Conversely, if HnfS (A) ∩ A˜ 6= A, there exists s˜ ∈ (A˜\A) ∩ HnfS (A). Let the parameter
of interest θ be the structure itself: θ(s) = s. Because s˜ /∈ A, s˜ /∈ ΘIDA (F ) and s˜ ∈ A˜ ⇒
s˜ ∈ ΘID
A˜
(F ), we have s˜ ∈ ΘID
A˜
(F )\ΘIDA (F ). So A˜ is not θ-consistent hence it is not a strong
extension.
D.4 Proof of proposition 2.4
Proof. First, by assumption of this proposition, A˜ = A ∪ [HnfS (A)]c, so we can write
∪s∈A˜M s(Gs) = [∪s∈AM s(Gs)] ∪ [∪s∈[HnfS (A)]cM
s(Gs)],
and by definition ∪s∈AM s(Gs) = ∪s∈HnfS (A)M
s(Gs), so
∪s∈A˜M s(Gs) = ∪s∈SM s(Gs) = F .
As a result, A˜ is non-refutable and hence a well-defined extension. And by construction
A˜ ∩HnfS (A) = A, so A˜ is a strong extension.
To show A˜ = A∪ [HnfS (A)]c is maximal, let A˜′ be any strong extension. Suppose A˜′ * A˜,
then we can find s ∈ A˜′\A˜. By A˜ = A ∪ [HnfS (A)]c, s /∈ A and s /∈ [HnfS (A)]c holds. As a
result s ∈ HnfS (A)\A holds, and A˜′ ∩HnfS (A) 6= A, so A˜′ is not a strong extension.
D.5 Proof of proposition 2.5
Proof. First I show A˜ defined through minimal deviation extension is a well-defined exten-
sion. For any F ∈ F , let s1 be the structure that achieves the minimal min{mj(s) : F ∈
M s(Gs) and s ∈ ∩l 6=jAl}. Then s1 ∈ A˜ because it is the minimal mj measure among
∩l 6=jAl that generates F . So A˜ is a well-defined extension.
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Second, if ΘIDA (F ) 6= ∅, it means there exists some structure s2 ∈ A such that F ∈
M s2(Gs2) and mj(s2) = 0 by definition of relaxation measure. Let s∗2 be any structure in A˜
that also rationalizes F , i.e. F ∈ M s(Gs), by construction s∗2 achieves minimal deviation,
so s∗2 must satisfy 0 ≤ mj(s∗2) ≤ mj(s2). This implies that mj(s∗2) = 0 holds for any s∗2 such
that F ∈M s∗2(Gs∗2). Then the identified set satisfies
ΘID
A˜
(F ) = {θ(s) : s ∈ A˜ and F ∈M s(Gs)}
= {θ(s) : s ∈ A˜ and F ∈M s(Gs) and mj(s) = 0}
= {θ(s) : F ∈M s(Gs) and s ∈ (∩l 6=jAl) ∩ A∗j(0)}.
The first equality holds by definition of the identified set, the second holds by mj(s∗2) = 0
for all s∗2 ∈ A˜, the third line holds by definition of A˜ and mj(s) = 0. So A˜ is θ-consistent if
ΘIDA (F ) = {θ(s) : F ∈M s(Gs) and s ∈ (∩l 6=jAl) ∩ A∗j(0)}
holds.
I prove the strong extension statement by contradiction. Suppose A˜ is not a strong
extension, then there exist some s3 ∈ (HnfS (A)\A) ∩ A˜ and s4 ∈ A such that M s3(Gs3) =
M s4(Gs4). Sincemj(s4) = 0, and s3 ∈ A˜, since s3 achieves the minimal deviation, mj(s3) = 0
must hold, so s3 ∈ A∗j(0)∩ (∩l 6=jAl). Since s3 /∈ A = ∩lAl, but at the same time s3 ∈ ∩l 6=jAl,
then it must be the case that A∗j(0) 6= Aj holds. The result follows by contradiction.
E Proof in Section 3
E.1 Proof of Theorem 1
Proof. By definition of P (B, d) and Q(B, d) in (3.6), they are measures since they are gen-
erated by probability measures. Moreover, they are finite measure.
Now, suppose the testable implication in Radon-Nikodym form (3.10) holds, then for any
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Borel measurable set B,
P (B, 1)−Q(B, 1) =
∫
B
p(y, 1)− q(y, 1)dµF ≥ 0
Q(B, 0)− P (B, 0) =
∫
B
q(y, 0)− p(y, 0)dµF ≥ 0
holds.
Conversely, suppose testable implication in Radon-Nikodym form (3.10) fails. Without
loss of generality, let B1 be the set that µF (B1) > 0
p(y, 1)− q(y, 1) < 0 ∀y ∈ B1.
By lemma K.1, there exists measurable set B′1 ⊆ B1 with µF (B′1) > 0 such that∫
B′1
p(y, 1)− q(y, 1)dµF < 0/
As a result,
P (B′1, 1)−Q(B′1, 1) =
∫
B′1
p(y, 1)− q(y, 1)dµF < 0
So testable implication (3.8) fails.
E.2 Proofs in Section 3.1
E.2.1 Proof of Lemma 3.2
Proof. Let A′ = AER ∩ ATI ∩ AEM−NTAT ∩ AND, and let A be the representation in (3.7).
Since independent instrument implies type independent instrument and measure of always
takers and never takers is independent of Z, we have A ⊆ A′.
Conversely, let s ∈ A′, it suffices to independent instrument condition {Yi(d, z), Di(z)}d,z∈{0,1} ⊥
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Zi holds for s. For any B1, B0 set, by exclusion restriction of s we have
PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0, Di(1) = 1, Di(0) = 0|Zi = 1)
=(1) PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0|Di(1) = 1, Di(0) = 0, Zi = 1)
× PrGs(Di(1) = 1, Di(0) = 0|Zi = 1)
=(2) PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0|Di(1) = 1, Di(0) = 0, Zi = 1)
× (1− PrGs(Di(1) = 1, Di(0) = 1|Zi = 1)− PrGs(Di(1) = 0, Di(0) = 0|Zi = 1))
=(3) PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0|Di(1) = 1, Di(0) = 0, Zi = 0)
× (1− PrGs(Di(1) = 1, Di(0) = 1|Zi = 1)− PrGs(Di(1) = 0, Di(0) = 0|Zi = 1))
=(4) PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0|Di(1) = 1, Di(0) = 0, Zi = 0)
× (1− PrGs(Di(1) = 1, Di(0) = 1|Zi = 0)− PrGp(Di(1) = 0, Di(0) = 0|Zi = 0))
=(5) PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0, Di(1) = 1, Di(0) = 0|Zi = 0),
(E.1)
where (1) and (5) follows by the formula of conditional probability, (2) follows by Di(1) ≥
Di(0) almost surely, (3) follows by type independence, (4) follows by measure of always
takers and never takers is independent of Zi. We can similarly show for j = 0, 1:
PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0, Di(1) = Di(0) = j|Zi = 1)
= PrGs(Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ B0, Di(1) = Di(0) = j|Zi = 0).
(E.2)
Use (E.1) and (E.2) to conclude independence {Yi(d, z), Di(z)}d,z∈{0,1} ⊥ Zi holds when there
is no defiers. So s ∈ A and A = A′ holds.
E.2.2 Proof of Proposition 3.1
Proof. Let A˜′ be the extension constructed in Assumption 3.3, and let A˜ be the exten-
sion constructed in Proposition 3.1. By Proposition 2.5, A˜′ is a well defined extension, so
HnfS (A˜′) = S. By construction, A˜′ ⊆ A˜, so this implies HnfS (A˜) = S. This shows A˜ is a well
defined extension. Moreover, A˜∩HnfS (A) = A∩AER∩AND = A, so A˜ is a strong extension.
When (3.10) holds for F , the identification result follows by equation (3.12) and definition
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2.9. To show the identification result when F fails 3.10), we consider the following Gs for all
Bdz measurable:
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 1|Zi = z)
=
G
a(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 p(y, 1)− g1sc (y)dµF (y) if z = 1,
Ga(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 q(y, 1)dµF (y) if z = 0,
(E.3)
where Ga is any probability measure,
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 0|Zi = z)
=
G
n(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 q(y, 0)− g0sc (y)dµF (y) if z = 0,
Gn(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 p(y, 0)dµF (y) if z = 1,
(E.4)
where Gn is any probability measure. Let
CZ=1 =
∫
y
g1sc (y)dµF (y) and C
Z=0 =
∫
y
g0sc (y)dµF (y), (E.5)
and define:
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 0|Zi = z)
=
∫
B00∩B01 g
1s
c (y)dµF (y)×
∫
B10∩B11 g
0s
c (y)dµF (y)
CZ=1−z
,
(E.6)
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 1|Zi = z) ≡ 0. (E.7)
By construction, the ‘No Defier’ and the exclusion restriction condition hold for this Gs, and
F ∈M s(Gs). The LATE for this Gs is
LATE(s) =
∫
yg1sc (y)dµF (y)∫
g1sc (y)dµF (y)
−
∫
yg0sc (y)dµF (y)∫
g0sc (y)dµF (y)
. (E.8)
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We take k0 = YQ(B,0), k1 = Y¯P (B,1), k′0 = Y¯P (B,0) and k′1 = YP (B,1), and choose α, β ∈ (0, 1)
and a small  > 0, and take
g1sc (y) = α1(y ∈ [k1 − , k1])× min
y˜∈[k1−,k1]
{p(y˜, 1)}+ (1− α)1(y ∈ [k′1, k′1 + ])× min
y˜∈[k′1−,k′1]
{p(y˜, 1)},
g0sc (y) = β1(y ∈ [k0, k0 + ])× min
y˜∈[k0,k0+]
{q(y˜, 0)}+ (1− β)1(y ∈ [k′0 − , k′0])× min
y˜∈[k′0,k′0+]
{q(y˜, 0)}.
Since P (B, 1) are supported on Y¯P (B,1), miny˜∈[k1−,k1]{p(y˜, 1)} > 0 holds for  small enough.
Similarly, other minimization over densities generates positive outcome. So g1sc (y) and g0sc (y)
are convex combinations of constant density functions supported on a neighborhood of upper
and lower support of Yi under P (B, 1) or Q(B, 0). Plug into the expression (E.8), we have
LATE(s) = αk1 + (1− α)k′1 + (1/2− α)− (βk0 + (1− β)k′0 + (1/2− β)). Let → 0. By
taking α = 1, β = 1 we get the upper bound of the identified set, and by taking α = 0, β = 0
we get the lower bound of the identified set, and by taking different combinations of (α, β)
we can generate values in the interval.
E.2.3 Lemmas for Identification Result
Lemma E.1. Let F be any distribution of outcome, and let p(y, d), q(y, d) be the Radon-
Nikodym derivatives with respect µF . Let g0c (y) and g1c (y) be two measurable functions with
respect to µF such that for
∆ = [P (Y1, 1)−Q(Y1, 1)]− [Q(Y0, 0)− P (Y0, 0)],
• If ∆ ≤ 0, g1c (y) ≡ 0 and g0c (y) is any non-negative µF -measurable function such that∫
Y
g0c (y)dµ = |∆| and g0c (y) ≤ min{p(y, 0), q(y, 0)} ∀y ∈ Y
• If ∆ > 0, g0c (y) ≡ 0 and g1c (y) is any non-negative µF -measurable function such that∫
Y
g1c (y)dµ = |∆| and g1c (y) ≤ min{p(y, 1), q(y, 1)} ∀y ∈ Y .
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Consider the following Gs :
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 1, Di(0) = 1|Zi = 1) = PrGs(Yi(d, z) ∈ Bdz, Di(1) = 1, Di(0) = 1|Zi = 0)
= Ga(Yi(0, 0) ∈ B00 ∩B01)×
∫
B11∩B10
(min{p(y, 1), q(y, 1)} − g1c (y))dµF (y),
(E.9)
where Ga is any probability measure, and
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 0, Di(0) = 0|Zi = 1) = PrGs(Yi(d, z) ∈ Bdz, Di(1) = 0, Di(0) = 0|Zi = 0)
= Gn(Yi(1, 1) ∈ B11 ∩B10)×
∫
B00∩B01
(min{p(y, 0), q(y, 0)} − g0c (y))dµF (y),
(E.10)
where Gn is any probability measure. Let
Cmax = max{P (Y1, 1)−Q(Y1, 1), Q(Y0, 0)− P (Y0, 0)}
Dmax = max{Q(Yc1, 1)− P (Yc1, 1), P (Yc0, 0)−Q(Yc0, 0)},
(E.11)
and construct
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 1, Di(0) = 0|Zi = 1) = PrGs(Yi(d, z) ∈ Bdz, Di(1) = 1, Di(0) = 0|Zi = 0)
=
1
Cmax
∫
B00∩B01
max{q(y, 0)− p(y, 0), 0}+ g0c (y)dµF (y)×
∫
B11∩B10
max{p(y, 1)− q(y, 1), 0}+ g1c (y)dµF (y),
(E.12)
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 0, Di(0) = 1|Zi = 1) = PrGs(Yi(d, z) ∈ Bdz, Di(1) = 0, Di(0) = 1|Zi = 0)
=
1
Dmax
∫
B00∩B01
max{p(y, 0)− q(y, 0), 0}+ g0c (y)dµF (y)×
∫
B11∩B10
max{q(y, 1)− p(y, 1), 0}+ g1c (y)dµF (y).
(E.13)
Then the constructed Gs is a probability measure and satisfies:
• F ∈M s(Gs),
• Zi ⊥ (Yi(1, 1), Yi(0, 1), Yi(1, 0), Yi(0, 0), Di(1), Di(0)),
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• Yi(1, 1) = Yi(0, 1) and Yi(0, 1) = Yi(0, 0) almost surely,
• For any s∗ that generate F : F ∈ M s∗(Gs∗), s∗ satisfies exclusion restriction and
independent instrument assumption, then md(s∗) ≥ md(s) holds.
Proof. First, I check Gs is a probability measure. Note that by construction of Gs
PrGs(Yi(d, z) ∈ Y ∀d, z ∈ {0, 1}|Zi = 1)
= P (Yc1, 1) +Q(Y1, 1) + P (Y0, 0) +Q(Yc0, 0)− |∆|+ Cmax +Dmax.
Without loss of generality, assume in (E.11) Cmax = P (Y1, 1) − Q(Y1, 1). Then because∑
d[P (Yd, d)+P (Ycd, d)] =
∑
d[Q(Yd, d)+Q(Ycd, d)] = 1, we have Dmax = Q(Yc1, 1)−P (Yc1, 1).
Substitute back to expression above to get
PrGs(Yi(d, z) ∈ Y ∀d, z ∈ {0, 1}|Zi = 1)
= P (Yc1, 1) +Q(Y1, 1) + P (Y0, 0) +Q(Yc0, 0)
− [P (Y1, 1)−Q(Y1, 1)] + [Q(Y0, 0)− P (Y0, 0)]︸ ︷︷ ︸
|∆|
+ P (Y1, 1)−Q(Y1, 1) +Q(Yc1, 1)− P (Yc1, 1)
= Q(Y , 1) +Q(Y , 0) = 1
So Gs is a probability measure. Independent instrument condition holds by construction of
Gs. The construction of Gs satisfies conditions in Lemma K.2, for example
PrGs(Yi(1, 1) ∈ B11, Yi(1, 0) ∈ B10|Zi = 1) = PrGs(Yi(1, 1) ∈ B11, Yi(1, 0) ∈ B10|Zi = 0)
=
∫
B11∩B10
(min{p(y, 1), q(y, 1)} − g1c (y))dµF (y) +Gn(Yi(1, 1) ∈ B11 ∩B10)
+
∫
B11∩B10
max{p(y, 1)− q(y), 0}+ g1c (y)dµF (y) +
∫
B11∩B10
max{q(y, 1)− p(y, 1)}+ g1c (y)dµF (y).
The right hand side of the above display is the measure that depends only on the set B11∩B10,
so by Lemma K.2, exclusion restriction Yi(1, 1) = Yi(1, 0) holds. The same can be checked
with exclusion restriction Yi(0, 1) = Yi(0, 0). So exclusion restrictions holds for Gs.
To show that F ∈M s(Gs), it suffices to check that P (B, d) and Q(B, d) can be generated
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by Gs. Without loss of generality, assume ∆ < 0, we look at the probability measure under
M s(Gs):
PrMs(Gs)(Yi ∈ B,Di = 1|Zi = 1)︸ ︷︷ ︸
Model Predicted Outcome Distribution
=
1∑
j=0
PrGs(Yi(1, 1) ∈ B, Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = j|Zi = 1)
= [Q(B ∩ Y1, 1) + P (B ∩ Yc1, 1)] + [P (B ∩ Y1, 1)−Q(B ∩ Y1, 1)]
= P (B, 1)
= PrF (Yi ∈ B,Di = 1|Zi = 1)︸ ︷︷ ︸
Observed Outcome Distribution
,
(E.14)
where the first equality holds by (3.1), the second holds by construction of Gs, and the last
equality holds by definition of P (B, 1). The equality condition of Q(B, d) can be checked
similarly. So this shows F ∈M s(Gs).
Last, we show that any structure s∗ satisfying exclusion restriction and independent
instrument, and M s(Gs) = M s∗(Gs∗), md(s∗) ≥ md(s). This will verify the minimal defiers
condition of s. First note that, by equation (3.6) and exclusion restriction,
P (B1, 1) = PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 1|Zi = 1)
+ PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 1),
Q(B1, 1) = PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 1|Zi = 0)
+ PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0).
(E.15)
Since s∗ satisfies independent instrument assumption, we have
PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 1|Zi = 1)
= PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 1|Zi = 0).
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Take the difference P (B1, 1)−Q(B1, 1) to get
P (B1, 1)−Q(B1, 1) = PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y, Di(1) = 1, Di(0) = 0|Zi = 1)
− PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y, Di(1) = 0, Di(0) = 1|Zi = 0).
Take B1 = Yc1 in the equation above, we have
md(s∗) =(1) PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ Y , Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
≥(2) PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ Yc1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
=(3) PrGs∗ (Yi(1, 1) ∈ Yc1, Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 1) +Q(Yc1, 1)− P (Yc1, 1)
≥(4) Q(Yc1, 1)− P (Yc1, 1),
(E.16)
where equality (1) holds by independent instrument, (2) holds by Yc1 ⊆ Y , (3) holds by our
equality on P (B1, 1)−Q(B1, 1) derived above, (4) holds by probability is greater than zero.
Similarly,
Q(B0, 0)− P (B0, 0) = PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 0)
− PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 1),
and we take B0 = Yc0 to get md(s∗) ≥ P (Yc0, 0) − Q(Yc0, 0). Combining (E.16) and the
expression of Q(B0, 0)− P (B0, 0) , we see that md(s∗) ≥ Dmax.
On the other hand, by the construction of Gs, the measure of defiers under s is:
md(s) =
∫
Y×Y
max{p(y, 0)− q(y, 0) + g0c (y), 0} ×max{q(y, 1)− p(y, 1) + g1c (y), 0}/DmaxdµF
=
[
P (Yc0, 0)−Q(Yc0, 0) +
∫
Y0
g0cdµF
]
×
[
Q(Yc1, 1)− P (Yc1, 1) +
∫
Y1
g1cdµF
]
/Dmax
= Dmax ×Dmax/Dmax = Dmax,
where the first line follows by construction of Gs, the second equality holds by construction
of Y0 and Y1 set. The third equality holds by construction of g0c and g1c . So md(s) achieves
the minimal measure of defiers.
77
Lemma E.2. Let F be any distribution of outcome, and let p(y, d), q(y, d) be the Radon-
Nikodym derivatives with respect to µF . Consider the following Gs:
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 1, Di(0) = 1|Zi = 1) = PrGs(Yi(d, z) ∈ Bdz, Di(1) = 1, Di(0) = 1|Zi = 0)
= Ga(Yi(0, 0) ∈ B00 ∩B01)×
∫
B11∩B10
(min{p(y, 1), q(y, 1)} − g1c (y))dµF (y),
(E.17)
where Ga is any probability measure, and
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 0, Di(0) = 0|Zi = 1) = PrGs(Yi(d, z) ∈ Bdz, Di(1) = 0, Di(0) = 0|Zi = 0)
= Gn(Yi(1, 1) ∈ B11 ∩B10)×
∫
B00∩B01
(min{p(y, 0), q(y, 0)} − g0c (y))dµF (y),
(E.18)
where Gn is any probability measure. Let
CZ=1 = P (Y1, 1)−Q(Y1, 1), CZ=0 = Q(Y0, 0)− P (Y0, 0),
DZ=1 = Q(Yc1, 1)− P (Yc1, 1), DZ=0 = P (Yc0, 0)−Q(Yc0, 0),
(E.19)
and construct
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 1, Di(0) = 0|Zi = z)
=
1
CZ=1−z
∫
B00∩B01
max{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B11∩B10
max{p(y, 1)− q(y), 0}dµF (y),
(E.20)
and
PrGs(Yi(d, z) ∈ Bdz, Di(1) = 0, Di(0) = 1|Zi = z)
=
1
DZ=1−z
∫
B00∩B01
max{p(y, 0)− q(y, 0), 0}dµF (y)×
∫
B11∩B10
max{q(y, 1)− p(y, 1), 0}dµF (y).
(E.21)
Then the constructed measure Gs satisfies:
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• F ∈M s(Gs),
• Type independence Zi ⊥ (Yi(1, 1), Yi(0, 1), Yi(1, 0), Yi(0, 0)) |Di(1), Di(0),
• Yi(1, 1) = Yi(0, 1) and Yi(0, 1) = Yi(0, 0) almost surely,
• Measure of always takers and never takers is independent of Z:
EGs [1(Di(1) = Di(0) = 1)|Zi = 1] = EGs [1(Di(1) = Di(0) = 1)|Zi = 0]
EGs [1(Di(1) = Di(0) = 0)|Zi = 1] = EGs [1(Di(1) = Di(0) = 0)|Zi = 0],
(E.22)
• For any s∗ that generate F : F ∈ M s∗(Gs∗), and s∗ satisfies exclusion restriction
and type independent instrument and measure of always takers and never takers is
independent of Z, then md(s∗) ≥ md(s) holds.
Remark E.1. The construction is simpler than the construction in Lemma E.1 because it
allows the measure of defiers and compliers to change with the value of instrument Z. In
particular, the measure of compliers conditioned on Z = j is CZ=j. The construction here
hence fails to satisfy independence condition if CZ=1 6= CZ=0.
Proof. Checking F ∈M s(Gs) is similar as proof in Lemma E.1. The condition that measure
of always takers and never takers is independent of Zi holds by construction. Exclusion
restriction holds by Lemma K.2 and the proof of it is similar to the proof in Lemma E.1. I
check type independent instrument condition for compliers, and the type independent instru-
ment condition for always takers, never takers and defiers follows similarly. By construction
of Gs:
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}|Zi = 0, Di(1) = 1, Di(0) = 0)
=
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 0|Zi = 0)
PrGs(Di(1) = 1, Di(0) = 0|Zi = 0)
=
1
CZ=1
∫
B00∩B01 max{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B10∩B11 max{p(y, 1)− q(y, 1), 0}dµF (y)
CZ=0
=
∫
B00∩B01 max{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B10∩B11 max{p(y, 1)− q(y, 1), 0}dµF (y)
CZ=1CZ=0
.
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Similarly, conditioned on Zi = 1,
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}|Zi = 1, Di(1) = 1, Di(0) = 0)
=
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 0|Zi = 1)
PrGs(Di(1) = 1, Di(0) = 0|Zi = 1)
=
1
CZ=0
∫
B00∩B01 max{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B10∩B11 max{p(y, 1)− q(y, 1), 0}dµF (y)
CZ=1
=
∫
B00∩B01 max{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B10∩B11 max{p(y, 1)− q(y, 1), 0}dµF (y)
CZ=1CZ=0
= PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}|Zi = 0, Di(1) = 1, Di(0) = 0).
So type independent instrument condition holds when conditioned on Di(1) = 1, Di(0) = 0.
Checking type independence for always takers, never takers and defiers is similar. This
finishes the proof of type independent instrument condition.
For any s∗ that satisfies exclusion restriction, type independent instrument, AT and NT
measure independent of Z, and F ∈M s(Gs) ∩M s∗(Gs∗), we want to show md(s∗) ≥ md(s).
Note that by exclusion restriction,
PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y, Di(1) = 1, Di(0) = 1|Zi = 1)
= PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y|Di(1) = 1, Di(0) = 1, Zi = 1)Pr(Di(1) = 1, Di(0) = 1|Zi = 1)
= PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y|Di(1) = 1, Di(0) = 1, Zi = 0)Pr(Di(1) = 1, Di(0) = 1|Zi = 0)
= PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y, Di(1) = 1, Di(0) = 1|Zi = 0),
(E.23)
where the first equality holds by Bayes’ rule, the second holds by type independence, exclu-
sion restriction and same measure of AT for different Z. Use the same decomposition as in
Lemma E.1:
P (B1, 1) = PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 1|Zi = 1)
+ PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 1),
Q(B1, 1) = PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 1|Zi = 0)
+ PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0),
(E.24)
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and use (E.23) and take difference to get
P (B1, 1)−Q(B1, 1) = PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 1)
− PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ B1, Yi(0, 0) = Yi(0, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0).
(E.25)
Take B1 = Yc1, we have
Pr(Di(1) = 0, Di(0) = 1|Zi = 0)
≥ PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ Yc1 , Yi(0, 0) = Yi(0, 1) ∈ Y, Di(1) = 0, Di(0) = 1|Zi = 0)
= PrGs∗ (Yi(1, 0) = Yi(1, 1) ∈ Yc1 , Yi(0, 0) = Yi(0, 1) ∈ Y, Di(1) = 1, Di(0) = 0|Zi = 1) +Q(Yc1 , 1)− P (Yc1 , 1)
≥ Q(Yc1 , 1)− P (Yc1 , 1),
(E.26)
and similarly, we can show Pr(Di(1) = 0, Di(0) = 1|Zi = 1) ≥ P (Yc0, 0)−Q(Yc0, 0). So the
total measure of defiers satisfies
md(s∗) ≥ [Q(Yc1, 1)− P (Yc1, 1)]Pr(Zi = 0)
+ [P (Yc0, 0)−Q(Yc0, 0)]Pr(Zi = 1).
On the other hand, the by the construction of Gs, the measure of defiers
md(s) = [Q(Yc1, 1)− P (Yc1, 1)]Pr(Zi = 0) + [P (Yc0, 0)−Q(Yc0, 0)]Pr(Zi = 1).
So the constructed s achieves the minimal measure of defiers.
Lemma E.3. Let F be any distribution of outcome, and let p(y, d), q(y, d) be the Radon-
Nikodym derivatives with respect to µF . Consider the following Gs:
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 1|Zi = z)
=
G
a(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 min{p(y, 1), q(y, 1)}dµF (y) if z = 1,
Ga(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 q(y, 1)dµF (y) if z = 0,
(E.27)
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where Ga is any probability measure, and
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 0|Zi = z)
=
G
n(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 min{p(y, 0), q(y, 0)}dµF (y) if z = 0,
Gn(Yi(0, 0) ∈ B00 ∩B01)×
∫
B10∩B11 p(y, 0)dµF (y) if z = 1,
(E.28)
where Gn is any probability measure. Let
CZ=1 = P (Y1, 1)−Q(Y1, 1), CZ=0 = Q(Y0, 0)− P (Y0, 0), (E.29)
and define:
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 0|Zi = z),
=
∫
B00∩B01 min{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B10∩B11 min{p(y, 1)− q(y, 1), 0}dµF (y)
CZ=1−z
,
(E.30)
PrGs(Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 1|Zi = z) ≡ 0. (E.31)
Then the Gs satisfies:
• F ∈M s(Gs),
• No defiers,
• Type independence for compliers ,
• Exclusion restriction,
• For any s∗ that generates F : F ∈M s∗(Gs∗), and s∗ satisfies exclusion restriction, type
independence for compliers and no defiers condition, then mMI(s∗) ≥ mMI(s) .
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Proof. Checking F ∈ M s(Gs) is similar to the proofs in Lemma E.1, checking type inde-
pendence for compliers is similar to the proofs in Lemma E.2. No defiers condition holds
directly by construction and exclusion restriction holds by Lemma K.2.
Let s∗ be any structure that satisfies F ∈M s∗(Gs∗), exclusion restriction, type indepen-
dence for compliers and no defiers condition. We can decompose P and Q similar to (E.15):
P (B1, 1) = PrGs∗ (Yi(1, 1) ∈ B1, Di(1) = 1, Di(0) = 1|Zi = 1)
+ PrGs∗ (Yi(1, 1) ∈ B1, Di(1) = 1, Di(0) = 0|Zi = 1),
Q(B1, 1) = PrGs∗ (Yi(1, 0) ∈ B1, Di(1) = 1, Di(0) = 1|Zi = 0)
+ PrGs∗ (Yi(1, 0) ∈ B1, Di(1) = 0, Di(0) = 1|Zi = 0)
= PrGs∗ (Yi(1, 0) ∈ B1, Di(1) = 1, Di(0) = 1|Zi = 0),
(E.32)
where I use no defiers condition in the last equality. Take Radon-Nikodym derivatives with
respect to µF on both sides to get
p(y, 1) = gs
∗
y11
(y, 1, 1|Zi = 1) + gs∗y10(y, 1, 0|Zi = 1)
q(y, 1) = gs
∗
y10
(y, 1, 1|Zi = 0).
Take the difference between p(y, 1) and q(y, 1) to get
gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 1|Zi = 0) = p(y, 1)− q(y, 1)− gs
∗
y10
(y, 1, 0|Zi = 1). (E.33)
Since gs∗y10(y, 1, 0|Zi = 1) ≥ 0 14 , we .have
[
gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 1|Zi = 0)
]2 ≥ max{−(p(y, 1)− q(y, 1)), 0}2.
Similarly, using Q(B, 0) and P (B, 0) to get
[
gs
∗
y00
(y, 0, 0|Zi = 0)− gs∗y01(y, 0, 0|Zi = 1)
]2 ≥ max{−(q(y, 0)− p(y, 0)), 0}2.
14Note that (x− t)2 ≥ (max{−x, 0})2 when t ≥ 0 holds
83
So the measure of deviation from marginal independence equals:
mMI(s∗) =
∫ [
gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 1|Zi = 0)
]2
+
[
gs
∗
y00
(y, 0, 0|Zi = 0)− gs∗y01(y, 0, 0|Zi = 1)
]2
dµF (y)
≥
∫
max{−(p(y, 1)− q(y, 1)), 0}2 + max{−(q(y, 0)− p(y, 0)), 0}2dµF (y)
= mMI(s),
where the last equality holds by construction of s. So this shows that s achieves the minimal
deviation from marginal independence.
Lemma E.4. Let F be any distribution of outcome, and let p(y, d), q(y, d) be the Radon-
Nikodym derivatives with respect to µF . Let
CZ=1 = P (Y1, 1)−Q(Y1, 1), CZ=0 = Q(Y0, 0)− P (Y0, 0),
AZ=0 = Q(Y , 1), AZ=1 = P (Y , 1)− CZ=1,
NZ=0 = P (Y , 0), NZ=1 = Q(Y , 0)− CZ=0.
(E.34)
Consider the following Gs:
PrGs(Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 1|Zi = z)
=
Ga(Yi(0, 0) ∈ B00)×Ga(Yi(0, 1) ∈ B01)×
∫
B10
q(y, 1)dµF (y)×
∫
B11
min{p(y, 1), q(y, 1)}dµF (y)
AZ=1−z
,
(E.35)
where Ga is any probability distribution, and
PrGs(Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 0|Zi = z)
=
∫
B01
p(y, 0)dµF (y)×
∫
B00
min{p(y, 0), q(y, 0)}dµF (y)×Gn(Yi(1, 0) ∈ B10)×Gn(Yi(1, 1) ∈ B11)
NZ=1−z
,
(E.36)
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where Gn is any probability distribution, and
PrGs(Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 0|Zi = z)
=
∫
B01∩B00 max{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B10∩B11 min{p(y, 1), q(y, 1)}dµF (y)
CZ=1−z
(E.37)
and
PrGs(Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 1|Zi = z) = 0.
Then the Gs satisfies:
• F ∈M s(Gs),
• No defiers,
• Type independent instrument,
• Exclusion restriction for compliers,
• For any s∗ that generates F : F ∈ M s∗(Gs∗), s∗ satisfies exclusion restriction, type
independence for compliers and no defiers condition, then mMI(s∗) ≥ mMI(s).
Proof. Checking F ∈ M s(Gs) is similar to proofs in Lemma E.1, checking type indepen-
dence of compliers is similar to proofs in Lemma E.2. ‘No defiers’ condition holds directly
by construction and the exclusion restriction holds by Lemma K.2. It remains to check
type independent instrument condition for always takers and never takers. Note that the
conditional density of always takers given Zi = 1 is
PrGs(Ydz ∈ Bdz ∀d, z ∈ {0, 1}|Di(1) = 1, Di(0) = 1, Zi = z)
=
PrGs(Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 1|Zi = z)
PrGs(Di(1) = 1, Di(0) = 1|Zi = z)
=
1
AZ=1−zG
a(Yi(0, 0) ∈ B00)×Ga(Yi(0, 1) ∈ B01)×
∫
B10
q(y, 1)dµF (y)×
∫
B11
min{p(y, 1), q(y, 1)}dµF (y)
AZ=z
=
Ga(Yi(0, 0) ∈ B00)×Ga(Yi(0, 1) ∈ B01)×
∫
B10
q(y, 1)dµF (y)×
∫
B11
min{p(y, 1), q(y, 1)}dµF (y)
AZ=1AZ=0
.
(E.38)
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In the above equation, the left hand side is the distribution of Yi(d, z) conditioned on always
takers type and Zi = z, while the right hand side does not depend on the value of z. This
implies Gs satisfies type independent instrument for always takers. The same can be checked
for never takers. So type independent instrument condition holds.
Now I check the minimal deviation condition. Let s∗ be any structure that satisfies F ∈
M s
∗
(Gs
∗
), exclusion restriction for compliers, type independence and no defiers condition.
Note that
P (B1, 1) = PrGs∗ (Yi(1, 1) ∈ B1, Di(1) = 1, Di(0) = 1|Zi = 1)
+ PrGs∗ (Yi(1, 1) ∈ B1, Di(1) = 1, Di(0) = 0|Zi = 1),
Q(B1, 1) = PrGs∗ (Yi(1, 0) ∈ B1, Di(1) = 1, Di(0) = 1|Zi = 0)
+ PrGs∗ (Yi(1, 0) ∈ B1, Di(1) = 0, Di(0) = 1|Zi = 0)
= PrGs∗ (Yi(1, 0) ∈ B1, , Di(1) = 1, Di(0) = 1|Zi = 0),
(E.39)
where the last equality holds by no defiers assumption. Taking Radon-Nikodym derivatives
on both side, and take difference between p(y, 1) and q(y, 1) to get
p(y, 1)− q(y, 1)− gs∗y11(y, 1, 0|Zi = 1) = gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 0|Zi = 0). (E.40)
Since gs∗y11(y, 1, 1|Zi = 1) ≥ 0,
[
gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 1|Zi = 0)
]2
≥ max{−(p(y, 1)− q(y, 1)), 0}2.
Similarly, we have
[
gs
∗
y00
(y, 0, 0|Zi = 0)− gs∗y01(y, 0, 0|Zi = 1)
]2 ≥ max{−(q(y, 1)− p(y, 1)), 0}2.
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Therefore
mMI(s∗) =
∫ [
gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 1|Zi = 0)
]2
dµF (y)
+
∫ [
gs
∗
y00
(y, 0, 0|Zi = 0)− gs∗y01(y, 0, 0|Zi = 1)
]2
dµF (y)
≥
∫
max{−(p(y, 1)− q(y, 1)), 0}2dµF (y)
+
∫
max{−(q(y, 0)− p(y, 0)), 0}2dµF (y)
= mMD(s),
where the last equality holds by construction of s, so s achieves the minimal conditional
marginal difference.
E.2.4 Proof of Proposition 3.2
Proof. By Lemma E.1, md is a well defined relaxation measure with respect to AER, AFI . By
Lemma E.2, md is a well-behaved relaxation measure with respect to AER, ATI , AEM−NTAT .
So by proposition 2.5, these two extensions are strong extensions because md(s) = 0 if and
only if Di(1) ≥ Di(0) almost surely.
E.2.5 Proof of Proposition 3.3 and B.1
Proof. By the identification proposition 3.4, when A˜ satisfying assumption 3.3 or B.1, iden-
tified LATE is
LATEID
A˜
(F ) =
∫
Y1 y(p(y, 1)− q(y, 1))dµF (y)
P (Y1, 1)−Q(Y1, 1) −
∫
Y0 y(q(y, 0)− p(y, 0))dµF (y)
Q(Y0, 0)− P (Y0, 0) . (E.41)
When the IA-M assumption cannot be rejected, by theorem 1, we have Y1 = Y0 = Y , so
P (Y , 1)−Q(Y , 1) = E[Di|Zi = 1]− E[Di|Zi = 0]
= Q(Y , 0)− P (Y , 0),
(E.42)
where the second equality holds by P (Y , 1) + P (Y , 0) = Q(Y , 1) + Q(Y , 0) = 1. Also,∫
Y y(p(y, 1) + p(y, 0))dy = E[Yi(1)Di(1) + (1−Di(1))Yi(0)|Zi = 1] = E[Yi|Zi = 1], and
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∫
Y y(q(y, 1) + q(y, 0))dy = E[Yi|Zi = 0]. Rearrange terms in (E.41) to get
LATEID
A˜
(F ) =
∫
Y y(p(y, 1) + p(y, 0))dµF (y)
P (Y , 1)−Q(Y , 1) −
∫
Y0 y(q(y, 0) + q(y, 1))dµF (y)
Q(Y , 0)− P (Y , 0)
=
E[Yi|Zi = 1]− E[Yi|Zi = 0]
E[Di|Zi = 1]− E[Di|Zi = 0] .
(E.43)
When Y1 = Y0 = Y , i.e. the IA-M assumption cannot be rejected, LATEIDA˜ (F ) =
LATEIDA (F ) holds. So A˜ is LATE-consistent.
E.2.6 Proof of Proposition B.2
Proof. Proof of statement (I):
The deviation measure mMD is not well-behaved because assumptions AND and AFI
already impose testable implications even without exclusion restriction. Note that by no
defiers assumption, we have PrF (Di = 1|Zi = 0) = PrGs(Di(1) = 1, Di(0) = 1|Zi = 0) and
PrF (Di = 1|Zi = 1) = PrGs(Di(1) = 1, Di(0) = 1|Zi = 1)+PrGs(Di(1) = 1, Di(0) = 0|Zi = 1).
By the independent instrument assumption AFI , PrGs(Di(1) = 1, Di(0) = 1|Zi = 1) =
PrGs(Di(1) = 1, Di(0) = 1|Zi = 0), therefore the following must hold:
0 ≤ PrGs(Di(1) = 1, Di(0) = 0|Zi = 0) = PrF (Di = 1|Zi = 1)− PrF (Di = 1|Zi = 0).
So ‘No defiers’ assumption AND and the independent instrument assumption AFI imply
PrF (Di = 1|Zi = 1) − PrF (Di = 1|Zi = 0) ≥ 0 must hold for F ∈ M s(Gs). So there is no
structure in AND ∩ AFI that can rationalize F such that PrF (Di = 1|Zi = 1) − PrF (Di =
1|Zi = 0) < 0 and for this F , inf{mj(s) : F ∈M s(Gs) and s ∈ AFI ∩ AND} is +∞.
Proof of statement (II):
Let s∗ be any structure that satisfies the independent instrument assumption and the ‘No
defier’ assumption. Since type independence is weaker than independence, as in the proof of
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Lemma E.4, s∗ must satisfy
[
gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 1|Zi = 0)
]1 ≥ max{−(p(y, 1)− q(y, 1)), 0}2,[
gs
∗
y00
(y, 0, 0|Zi = 0)− gs∗y01(y, 0, 0|Zi = 1)
]2 ≥ max{−(q(y, 1)− p(y, 1)), 0}2. (E.44)
So we have
mMD(s∗) ≥
∫
max{−(p(y, 1)− q(y, 1)), 0}2dµF (y) +
∫
max{−(q(y, 0)− p(y, 0)), 0}2dµF (y).
(E.45)
Without loss of generality, we look at an observed distribution F such that the corresponding
P andQ satisfy: P (Y1, 1)−Q(Y1, 1) ≥ Q(Y0, 0)−P (Y0, 0), and Y1 = [y,∞) for some constant
y. Let
AZ=0 = Q(Y , 1), AZ=1 = P (Y , 1)− [Q(Y0, 0)− P (Y0, 0)],
NZ=0 = P (Y , 0), NZ=1 = Q(Y , 0)− [Q(Y0, 0)− P (Y0, 0)].
(E.46)
Consider the following sequence of structures sn:
PrGsn (Yi(d, z) ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 1, Di(0) = 1|Zi = z)
=
Ga(Yi(0, 0) ∈ B00)Ga(Yi(0, 1) ∈ B01)×
∫
B10
p(y, 1)dµF (y)×
∫
B11
min{p(y, 1), q(y, 1)}+ gnc (y)dµF (y)
AZ=1−z
,
(E.47)
where Ga is any probability distribution, and gnc (y) satisfies
gnc (y) =
 min
{
[P (Y1,1)−Q(Y1,1)]−[Q(Y0,0)−P (Y0,0)]
n
, p(y, 1)− q(y, 1)
}
if y ∈ [y, y + n],
0 otherwise.
So gnc is uniformly distributed over [y, y+n] to correct for the difference between [P (Y1, 1)−
Q(Y1, 1)] and [Q(Y0, 0)− P (Y0, 0)]. Note that∫
Y
min{p(y, 1), q(y, 1)}+ gnc (y)dµF (y) = AZ=1
and
∫
Y
p(y, 1)dµF (y) = A
Z=0
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hold, so we have the following marginal densities of Yi(1, 0) and Yi(1, 1) with respect to µF :
gs
n
y10
(y, 1, 1|Zi = 0) = p(y10, 1),
gs
n
y11
(y, 1, 1|Zi = 1) = min{p(y, 1), q(y, 1)}+ gnc (y).
For never takers, consider
PrGsn (Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 0|Zi = z)
=
∫
B01
p(y, 0)dµF (y)×
∫
B00
min{p(y, 0), q(y, 0)}dµF (y)×Gn(Yi(1, 0) ∈ B10)×Gn(Yi(1, 1) ∈ B11)
NZ=1−z
,
(E.48)
where Gn is any probability distribution. This construction gives
gs
n
y01
(y, 0, 0|Zi = 1) = q(y, 0),
gs
n
y00
(y, 0, 0|Zi = 0) = min{q(y, 0), p(y, 0).}
For compliers, consider:
PrGsn (Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 0|Zi = z)
=
∫
B00∩B01 max{q(y, 0)− p(y, 0), 0}dµF (y)×
∫
B10∩B11 max{p(y, 1)− q(y, 1), 0} − gnc (y, 1)dµF (y)
Q(Y0, 0)− P (Y0, 0) .
(E.49)
Since gnc (y, 1) is zero on Yc1, the construction of gnc (y, 1) implies max{p(y, 1) − q(y, 1), 0} −
gnc (y, 1) ≥ 0 holds for all y, so PrGsn (Ydz ∈ Bdz ∀d, z ∈ {0, 1}, Di(1) = 0, Di(0) = 0|Zi =
z) ≥ 0 holds for all Bdz sets.
The construction of sn ensures that Zi is a type independent instrument under sn, and
there are no defiers. Moreover, the measure of compliers is independent of instrument Zi:
PrGsn (Di(1) = 1, Di(0) = 0|Zi = 1) = PrGsn (Di(1) = 1, Di(0) = 0|Zi = 0) = Q(Y0, 0)−P (Y0, 0).
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For this sequence of sn, by construction, we have
mMD(sn) =
∫ [
gs
∗
y11(y, 1, 1|Zi = 1)− gs
∗
y10(y, 1, 1|Zi = 0)
]2
dµF +
∫ [
gs
∗
y00(y, 0, 0|Zi = 0)− gs
∗
y01(y, 0, 0|Zi = 1)
]2
dµF
≤
∫
max{−(p(y, 1)− q(y, 1)), 0}2dµF +
∫
max{−(q(y, 0)− p(y, 0)), 0}2dµF +
∫ y+n
y
(
1
n
)2
dy
→
∫
max{−(p(y11, 1)− q(y11, 1)), 0}2dµF +
∫
max{−(q(y01, 0)− p(y01, 0)), 0}2dµF ≡ mMDinf
.
By (E.45), we see the infimum is indeed mMDinf .
Now, suppose there exists some s that achieves this infimum, by (E.44) it must be the
case that µF (y) almost surely:
gsy10(y, 1, 1|Zi = 0) = q(y, 1), and gsy11(y, 1, 1|Zi = 1) = min{p(y, 1), q(y, 1)},
gsy01(y, 0, 0|Zi = 1) = p(y, 0), and gsy00(y, 0, 0|Zi = 0) = min{p(y, 0), q(y, 0)}.
Then by equation (E.39), the marginal distribution for compliers is pinned down by the
following equations:
gsy11(y, 1, 0|Zi = 1) = max{p(y, 1)− q(y, 1), 0},
gsy00(y, 1, 0|Zi = 0) = max{q(y, 0)− p(y, 0), 0}.
Integrate the densities above, then we have
PrGs(Di(1) = 1, Di(0) = 0|Zi = 0) = Q(Y0, 0)− P (Y0, 0),
P rGs(Di(1) = 1, Di(0) = 0|Zi = 1) = P (Y1, 1)−Q(Y1, 1).
So the measure of compliers is dependent of Zi for s. So s does not satisfy the assumption
AEM−C .
E.3 Proofs in Section 3.2
E.3.1 Proof of Proposition 3.4
Proof. Note that under all extensions in Assumption 3.2 3.3 or B.1, exclusion restriction
holds for compliers, i.e. Yi(d, z) = Yi(d, 1 − z) holds when Di(1) − Di(0) = 1. Given a
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structure s, conditional density of Yi(1, 1) given Di(1)−Di(0) = 1 and Zi = 1 is
gsy11(y, 1, 0|Zi = 1)dµF (y)∫
Y g
s
y11
(y, 1, 0|Zi = 1)dµF (y) .
Similarly, conditional density of Yi(0, 0) given Di(1)−Di(0) = 1 and Zi = 0 is
gsy00(y, 1, 0|Zi = 0)dµF (y)∫
Y g
s
y00
(y, 1, 0|Zi = 0)dµF (y) .
So the LATE of a structure s such that F ∈M s(Gs) is identified as
LATEID(F ) =
∫
Y yg
s
y11
(y, 1, 0|Zi = 1)dµF (y)∫
Y g
s
y11
(y, 1, 0|Zi = 1)dµF (y) −
∫
Y yg
s
y00
(y, 1, 0|Zi = 0)dµF (y)∫
Y g
s
y00
(y, 1, 0|Zi = 0)dµF (y) ,
where the denominator
∫
Y g
s
y11
(y, 1, 0|Zi = z)dµF (y) represent the measure of compliers con-
ditioned on Zi = z. To show the identified LATE satisfies expression (3.11), it suffices to
show
gsy11(y, 1, 0|Zi = 1) = max{p(y, 1)− q(y, 1), 0}
and gsy00(y, 1, 0|Zi = 0) = max{q(y, 0)− p(y, 0), 0}
hold for all s ∈ A˜, under three different A˜s.
First, suppose A˜ satisfies Assumption 3.2 and Lemma E.2 implies the minimal measure
of defiers:
mdmin = min{md(s) : s ∈ A˜ and F ∈M s(Gs)}
= [Q(Yc1, 1)− P (Yc1, 1)]Pr(Zi = 0) + [P (Yc0, 0)−Q(Yc0, 0)]Pr(Zi = 1).
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Now we look at the equation (E.26) from Lemma E.2:
Pr(Di(1) = 0, Di(0) = 1|Zi = 0)
= PrGs(Yi(1, 0) ∈ Yc1, Yi(0, 0) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
+ PrGs(Yi(1, 0) ∈ Y1, Yi(0, 0) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
≥(1) PrGs(Yi(1, 0) ∈ Yc1, Yi(0, 0) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
=(2) PrGs(Yi(1, 1) ∈ Yc1, Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 1) +Q(Yc1, 1)− P (Yc1, 1)
≥(3) Q(Yc1, 1)− P (Yc1, 1),
where the first inequality (1) holds with equality if and only if gsy10(y, 0, 1|Z = 0) = 0 for all
y ∈ Y1, equality (2) holds by (E.26), and inequality (3) holds with equality if and only if
gsy11(y, 1, 0|Zi = 1) = 0 for all y ∈ Yc1. Similarly, we can write the condition for Zi = 1:
Pr(Di(1) = 0, Di(0) = 1|Zi = 1)
= PrGs(Yi(0, 1) ∈ Yc0, Yi(1, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 1)
+ PrGs(Yi(0, 1) ∈ Y0, Yi(1, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 1)
≥ PrGs(Yi(0, 1) ∈ Yc0, Yi(1, 1) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 1)
= PrGs(Yi(01) ∈ Yc0, Yi(1, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 0) + P (Yc0, 0)−Q(Yc0, 0)
≥ P (Yc0, 0)−Q(Yc0, 0),
where the first inequality with equality holds if and only if gsy01(y, 0, 1|Z = 1) = 0 for all
y ∈ Y0 and the last inequality holds with equality if and only if gsy00(y, 1, 0|Zi = 0) = 0 for
all y ∈ Yc0. Therefore,md(s) = mdmin if and only if the density conditions:
gsy10(y, 0, 1|Zi = 0) = 0 ∀y ∈ Y1
gsy11(y, 1, 0|Zi = 1) = 0 ∀y ∈ Yc1
gsy01(y, 0, 1|Zi = 1) = 0 ∀y ∈ Y0
gsy00(y, 1, 0|Zi = 0) = 0 ∀y ∈ Yc0
(E.50)
93
hold. Now, take Radon-Nikodym derivatives of (E.25), we have
p(y, 1)− q(y, 1) = gsy11(y, 1, 0|Zi = 1)− gsy10(y, 0, 1|Z = 0).
Combine the expression of p(y, 1) − q(y, 1) and equation (E.50), we have gsy11(y, 1, 0|Z =
1) = max{p(y, 1)− q(y, 1), 0}. We can symmetrically get gy00(y, 0, 1|Z = 0) = max{q(y, 0)−
p(y, 0), 0}. This finishes the proof for A˜ that satisfies 3.2.
Second, suppose A˜ satisfies Assumption 3.3. By Lemma E.3, the minimal marginal
independence deviation is:
mMImin = min{mMI(s) : F ∈M s(Gs) and s ∈ A˜}
=
∫
max{(p(y, 1)− q(y, 1))2, 0}+ max{(q(y, 0)− p(y, 0))2, 0}dµF (y).
For any s∗ ∈ A˜, use equation (E.33), we have
(gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 1|Zi = 0))2 = [p(y, 1)− q(y, 1)− gs
∗
y11
(y, 1, 0|Zi = 1)]2
≥ max{−p(y, 1) + q(y, 1), 0}2,
where the inequality holds with equality if and only if
gs
∗
,y11
(y, 1, 0|Zi = 1) =
0 if y ∈ Y
c
1,
p(y, 1)− q(y, 1) if y ∈ Y1.
Similarly,
(gs
∗
y01
(y, 0, 0|Zi = 1)− gs∗y00(y, 0, 0|Zi = 0))2 = (q(y, 0)− p(y, 0)− gs
∗
y00
(y, 1, 0|Zi = 0))2
≥ max{−q(y, 0) + p(y, 0), 0}2,
where the inequality holds with equality if and only if gs∗y00(y, 1, 0|Zi = 0) = max{q(y, 0) −
p(y, 0), 0}. Since s∗ achieves the mMImin, the two density conditions holds, this finishes the
proof for A˜ that satisfies Assumption 3.3.
Last, suppose A˜ satisfies Assumption B.1. By Lemma E.4, the minimal marginal differ-
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ence measure is:
mMDmin = min{mMD(s) : F ∈M s(Gs) and s ∈ A˜}
=
∫
max{p(y, 1)− q(y, 1), 0}2 + max{q(y, 0)− p(y, 0), 0}2dµF (y)
For any s∗ ∈ A˜, use equation (E.40), we have
(gs
∗
y11
(y, 1, 1|Zi = 1)− gs∗y10(y, 1, 0|Zi = 0))2 = (p(y, 1)− q(y, 1)− gs
∗
y11
(y, 1, 0|Zi = 1))2
≥ max{−(p(y, 1) + q(y, 1), 0}2,
(E.51)
where the inequality holds with equality if and only if
gs
∗
y11
(y, 1, 0|Zi = 1) =
0 if y ∈ Y
c
1,
p(y, 1)− q(y, 1) if y ∈ Y1.
Similarly,
(gs
∗
y01
(y, 0, 0|Zi = 1)− gs∗y00(y, 0, 0|Zi = 0))2 = (q(y, 0)− p(y, 0)− gs
∗
y00
(y, 1, 0|Zi = 0))2
≥ max{−q(y, 0) + p(y, 0), 0}2,
where the inequality holds with equality if and only if gs∗y00(y, 1, 0|Zi = 0) = max{q(y, 0) −
p(y, 0), 0}. Since s∗ achieves the mMDmin , the two density conditions hold, this finishes the
proof for A˜ that satisfies Assumption B.1.
E.3.2 Proof of Proposition A.1
Proof. Without loss of generality, let’s look at the case where P (Y1, 1)−Q(Y1, 1) ≥ Q(Y0, 0)−
P (Y0, 0) holds. Since P (Y , 1) + P (Y , 0) = Q(Y , 1) +Q(Y , 0) = 1 holds, we have Q(Yc1, 1)−
P (Yc1, 1) ≥ P (Yc0, 0)−Q(Yc0, 0). By Lemma E.1, the measure of minimal defiers is:
mdmin = min{s ∈ A˜ : md(s) F ∈M s(Gs)}
= Q(Yc1, 1)− P (Yc1, 1).
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Let s be any structure that satisfies the exclusion restriction and independent instrument
assumption, by (E.16) in Lemma E.1, we have
md(s) = PrGs(Yi(1, 0) ∈ Yc1, Yi(0, 0) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
+ PrGs(Yi(1, 0) ∈ Y1, Yi(0, 0) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
≥ PrGs(Yi(1, 0) ∈ Yc1, Yi(0, 0) ∈ Y , Di(1) = 0, Di(0) = 1|Zi = 0)
= PrGs(Yi(1, 1) ∈ Yc1, Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 1) +Q(Yc1, 1)− P (Yc1, 1)
≥ Q(Yc1, 1)− P (Yc1, 1),
(E.52)
where the first inequality holds with equality if and only if PrGs(Yi(1, 0) ∈ Y1, Yi(0, 0) ∈
Y , Di(1) = 0, Di(0) = 1|Zi = 0) = 0; and the second inequality holds with equality if and
only if PrGs(Yi(1, 1) ∈ Yc1, Yi(0, 1) ∈ Y , Di(1) = 1, Di(0) = 0|Zi = 1) = 0. Since structure s
achieves minimal defiers, the inequalities must hold with equality. By taking Radon-Nikodym
derivatives of marginal distribution of Yi(1, 0) and Yi(1, 1) with respect to µF , we have
gsy10(y, 0, 1|Zi = 0) = 0 ∀y ∈ Y1,
gsy11(y, 1, 0|Zi = 1) = 0 ∀y ∈ Yc1.
(E.53)
Now, we use the following equation
P (B1, 1)−Q(B1, 1) = PrGs(Yi(1, 1) ∈ B1, Di(1) = 1, Di(0) = 0|Zi = 1)
− PrGs(Yi(1, 0) ∈ B1, Di(1) = 0, Di(0) = 1|Zi = 0)
and take Radon-Nikodym derivatives with respect to µF on both sides to get
p(y, 1)− q(y, 1) = gsy11(y, 1, 0|Zi = 1)− gsy10(y, 0, 1|Zi = 0).
Combine with the constraint (E.53) to get
gsy11(y, 1, 0|Zi = 1) =
0 if y ∈ Y
c
1,
p(y, 1)− q(y, 1) if y ∈ Y1.
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This shows the marginal density for compliers conditioned on Zi = 1 and implies the correc-
tion term g1sc (y) = 0 holds.
It remains to construct the marginal for compliers conditioned on Zi = 0. We use the
similar equation conditioned on Zi = 0:
Q(B0, 0)− P (B0, 0) = PrGs(Yi(0, 0) ∈ B0, Di(1) = 1, Di(0) = 0|Zi = 0)
− PrGs(Yi(0, 1) ∈ B0, Di(1) = 0, Di(0) = 1|Zi = 1),
Q(B0, 0) = PrGs(Yi(0, 0) ∈ B0, Di(1) = 1, Di(0) = 0|Zi = 0)
+ PrGs(Yi(0, 0) ∈ B0, Di(1) = 0, Di(0) = 0|Zi = 0),
and take Radon-Nikodym derivatives on both sides to get
q(y, 0)− p(y, 0) = gsy00(y, 1, 0|Z = 0)− gsy01(y, 0, 1|Z = 1),
q(y, 0) = gsy00(y, 1, 0|Z = 0) + gsy00(y, 0, 0|Z = 0).
(E.54)
We can write
gsy00(y, 1, 0|Z = 0) = max{q(y, 0)− p(y, 0), 0}+ g0sc (y).
Now I show g0sc (y) ≥ 0 for all y ∈ Y . By the first equality in (E.54),
0 ≤ gsy01(y, 0, 1|Z = 1) = max{q(y, 0)− p(y, 0), 0}+ g0sc (y)− [q(y, 0)− p(y, 0)],
which implies g0sc (y) ≥ 0 for all y ∈ Y0, since on y ∈ Y0, q(y, 0)− p(y, 0) ≥ 0. On the other
hand, on y ∈ Yc0, max{q(y, 0)− p(y, 0), 0} = 0, so gsy00(y, 1, 0|Z = 0) = g0sc (y) ≥ 0 must hold.
By the second equality in (E.54), we also have gsy00(y, 1, 0|Z = 0) ≤ q(y, 0). As a result,
we have:
0 ≤ g0sc (y) ≤ q(y, 0)−max{q(y, 0)− p(y, 0), 0} = min{q(y, 0), p(y, 0)} ∀y ∈ Y . (E.55)
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We can now look at the measure of defiers conditioned on Zi = 1:
E[Di(1) = 0, Di(0) = 1|Zi = 1] =
∫
Y
gsy01(y, 0, 1|Z = 1)dµF (y)
=
∫
Y
max{q(y, 0)− p(y, 0), 0}+ g0sc (y)− [q(y, 0)− p(y, 0)]dµF (y)
=
∫
Y
g0sc (y)dµF (y) +
∫
Yc0
[p(y, 0)− q(y, 0)]dµF (y)
=
∫
Y
g0sc (y)dµF (y) + P (Yc0, 0)−Q(Yc0, 0)
where the first equality holds by definition of defiers of structure s, and the second equality
holds by equation (E.54). Since s achieves the minimal measure of defiers, which is Q(Yc1, 1)−
P (Yc1, 1), we must have:∫
Y
g0sc (y)dµF (y) = Q(Yc1, 1)− P (Yc1, 1)− [P (Yc0, 0)−Q(Yc0, 0)]
= P (Y1, 1)−Q(Y1, 1)− [Q(Y0, 0)− P (Y0, 0)],
(E.56)
where the second equality holds by P (Y , 1)+P (Y , 0) = Q(Y , 1)+Q(Y , 0) = 1. So the LATE
corresponding to s is
LATE(s) =
∫
gsy11(y11, 1, 0|Z = 1)dµF (y)−
∫
gsy00(y, 1, 0|Z = 0)dµF (y)
P (Y1, 1)−Q(Y1, 1)
=
∫
max{p(y, 1)− q(y, 1), 0} −max{q(y, 0)− p(y, 0), 0} − g0sc (y)dµF (y)
P (Y1, 1)−Q(Y1, 1) ,
where g0sc (y) satisfies two constraints (E.56) and (E.55). The upper bound of LATE(s) is
achieved when g0sc (y) takes as small value as possible, i.e.
g0sc (y) =

min{q(y, 0), p(y, 0)} if y ∈ (−∞, tlF )
min{q(y, 0), p(y, 0)}rlF ify = tlF
0 otherwise
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achieves the upper bound of LATE(s), where tlF , rlF satisfies∫
(−∞,tlF )
g0sc (y)dµ+ µF (t
l
F )r
l
F = P (Y1, 1)−Q(Y1, 1)− [Q(Y0, 0)− P (Y0, 0)].
This is the expression shown in proposition A.1. The lower bound of LATE(s) is constructed
in a symmetrical way when g0sc (y) takes as large value as possible.
When Q(Yc1, 1)− P (Yc1, 1) ≤ P (Yc0, 0)−Q(Yc0, 0), the bounds of LATE is similar.
E.4 Proofs in Section 3.3
E.4.1 Lemmas for Theorem 2
Lemma E.5. Let hn = n−γ for some γ ∈ (0, 1), such that nhn| log hn| → ∞. Define an =
min{
√
nhn
log h−1n
, h−2n }. Suppose assumptions 3.7 and 3.8 hold, then there exists a constant C
such that
lim sup
n→∞
an sup
y
| 1
nhn
n∑
i=1
K
(
Yi − y
hn
)
1(Di = 1, Zi = 1)− p(y, 1)Pr(Zi = 1)| ≤ C a.s.,
lim sup
n→∞
an sup
y
| 1
nhn
n∑
i=1
K
(
Yi − y
hn
)
1(Di = 0, Zi = 1)− p(y, 0)Pr(Zi = 1)| ≤ C a.s.,
lim sup
n→∞
an sup
y
| 1
nhn
n∑
i=1
K
(
Yi − y
hn
)
1(Di = 1, Zi = 0)− q(y, 1)Pr(Zi = 1)| ≤ C a.s.,
lim sup
n→∞
an sup
y
| 1
nhn
n∑
i=1
K
(
Yi − y
hn
)
1(Di = 0, Zi = 0)− q(y, 1)Pr(Zi = 0)| ≤ C a.s..
(E.57)
Proof. I prove the first inequality and the rest inequalities follow similarly. Using the notation
of f 1,1n and f¯ 1,1n in (K.4), by triangular inequality
an sup
y
|f 1,1n (y)− p(y, 1)Pr(Zi = 1)| ≤ an sup
y
|f¯ 1,1n (y)− p(y, 1)Pr(Zi = 1)|+ an|f 1,1n (y)− f¯ 1,1n (y)|
≤ an sup
y
|f¯ 1,1n (y)− p(y, 1)Pr(Zi = 1)|+
√
nhn
log h−1n
|f 1,1n (y)− f¯ 1,1n (y)|.
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The first term an supy |f¯ 1,1n (y)− p(y, 1)Pr(Zi = 1)| is the bias term and can be bounded as:
an sup
y
|f¯ 1,1n (y)− p(y, 1)Pr(Zi = 1)|
= an
∣∣∣∣ 1hn
∫
t
K(
t− y
hn
)f(t|Di = 1, Zi = 1)− f(y|Di = 1, Zi = 1)dt
∣∣∣∣Pr(Di = 1, Zi = 1)
= an
∣∣∣∣∫
u
K(u)[f(y + uhn|Di = 1, Zi = 1)− f(y|Di = 1, Zi = 1)]dt
∣∣∣∣Pr(Di = 1, Zi = 1)
= an
∣∣∣∣∫
u
K(u)uhnf
′(y|Di = 1, Zi = 1) +K(u)u2h2nf ′′(y|Di = 1, Zi = 1) + o(h2n)
∣∣∣∣Pr(Di = 1, Zi = 1)
≤ h−2n
∣∣∣∣∫
u
K(u)u2h2nf
′′(y|Di = 1, Zi = 1) + o(h2n)
∣∣∣∣Pr(Di = 1, Zi = 1)
≤
∣∣∣∣∫
u
K(u)u2f ′′(y|Di = 1, Zi = 1)
∣∣∣∣Pr(Di = 1, Zi = 1) + o(1).
(E.58)
Let C¯ be the constant in Lemma K.5, and set set C = C¯ +
∣∣∫
u
K(u)u2f ′′(y|Di = 1, Zi = 1)
∣∣.
The result follows.
Lemma E.6. Let hn = n−γ for some γ ∈ (0, 1), such that nhn| log hn| → ∞ and let an =
min{
√
nhn
log h−1n
, h−2n }. If there exists a constant c > 0 such that Pr(Zi = 1) ∈ [c, 1 − c], then
there exists an  > 0 such that
n−an sup
y
|fh(y, 1)− (p(y, 1)− q(y, 1))| = op(1)
n−an sup
y
|fh(y, 0)− (q(y, 0)− q(y, 0))| = op(1).
(E.59)
Proof. Note that
|fh(y, 1)− (p(y, 1)− q(y, 1))| ≤ sup
y
∣∣∣∣ f 1,1n (y)1
n
∑n
i=1 1(Zi = 1)
− p(y, 1)Pr(Zi = 1)
Pr(Zi = 1)
∣∣∣∣
+ sup
y
∣∣∣∣ f 1,0n (y)1
n
∑n
i=1 1(Zi = 1)
− q(y, 1)Pr(Zi = 1)
Pr(Zi = 1)
∣∣∣∣ . (E.60)
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For the first term in (E.60), we have
n−an sup
y
∣∣∣∣ f 1,1n (y)1
n
∑n
i=1 1(Zi = 1)
− p(y, 1)Pr(Zi = 1)
Pr(Zi = 1)
∣∣∣∣
≤ n−an
∣∣∣∣ f 1,1n (y)1
n
∑n
i=1 1(Zi = 1)
− f
1,1
n (y)
Pr(Zi = 1)
∣∣∣∣+ n−an ∣∣∣∣ f 1,1n (y)Pr(Zi = 1) − p(y, 1)Pr(Zi = 1)
∣∣∣∣
=? sup
y
[p(y, 1) + o(1)]n−anOp(
1√
n
) +
1
Pr(Zi = 1)
n−an sup
y
|f 1,1n (y)− p(y, 1)|
≤ sup
y
p(y, 1)Op(
√
n−2hn
log h−1n
) + o(n−)
= op(1),
where equality ? follows by |∑ni=1 1(Zi = 1) − Pr(Zi = 1)| = Op(1/√n) and continuous
mapping holds when Pr(Zi = 1) > 0. By the same argument, the second term in (E.60) is
also op(1). The result follows.
Lemma E.7-E.9 below contain statement regarding tkF , t¯kF . For proof of Theorem 2, it
suffices to take tkF = −∞ and t¯kF = ∞. The general result is used to prove statistical
properties of LATE bounds estimator in Theorem 3 in Appendix J.
Lemma E.7. (Limit Distribution of Infeasible Components) Recall f(y, 1) = p(y, 1)−q(y, 1)
and f(y, 0) = q(y, 0)− p(y, 0). Define the infeasible trimming set
Y infsbd (bn) = {y ∈ Y : f(y, d) ≥ bn y ∈ [Ml,Mu]} ∪ Yutd ∪ Y ltd .
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then for any bn → 0, and tkF , t¯kF ∈ R−∞,+∞, for k = 1, 2, 3, 4, 5, 6:
1√
n
n∑
i=1

1(Zi = 1)− Pr(Zi = 1)
1(Zi = 0)− Pr(Zi = 0)
Yi[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)Pr(Zi=0) ]1(Yi ∈ Y
infsb
1 (bn), Yi ∈ [t1F , t¯1F ])−
∫
y∈Y yf(y, 1)1(y ∈ Yinfsb1 (bn), y ∈ [t1F , t¯1F ])
Yi[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)Pr(Zi=1) ]1(Yi ∈ Y
infsb
0 (bn), Yi ∈ [t2F , t¯2F ])−
∫
y∈Y yf(y, 0)1(y ∈ Yinfsb0 (bn), y ∈ [t2F , t¯2F ])
[1(Di=1,Zi=1)Pr(Zi=1) −
1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Yinfsb1 (bn), Yi ∈ [t3F , t¯3F ])−
∫
y∈Y f(y, 1)1(y ∈ Yinfsb1 (bn), y ∈ [t3F , t¯3F ])
[1(Di=0,Zi=0)Pr(Zi=0) −
1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Yinfsb0 (bn), Yi ∈ [t4F , t¯4F ])−
∫
y∈Y f(y, 0)1(y ∈ Yinfsb0 (bn), y ∈ [t4F , t¯4F ])
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
Pr(Zj=1)
1(Yi ∈ [t5F , t¯5F ])
]
− ∫Y yp(y, 1)1(y ∈ [t5F , t¯5F ])
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
Pr(Zj=0)
1(Yi ∈ [t6F , t¯6F ]
]
− ∫Y yq(y, 0)1(y ∈ [t6F , t¯6F ])

→d N(0,Σ(tF , t¯F )),
(E.61)
where
Σ(tF , t¯F ) = V ar

1(Zi = 1)
1(Zi = 0)
Yi[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Y1, Yi ∈ [t1F , t¯1F ])
Yi[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Y0, Yi ∈ [t2F , t¯2F ])
[1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Y1, Yi ∈ [t3F , t¯3F ])
[1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Y0, Yi ∈ [t4F , t¯4F ])
Yi
[
1(Di=1,Zi=1)
Pr(Zj=1)
1(Yi ∈ [t5F , t¯5F ])
]
Yi
[
1(Di=0,Zi=0)
Pr(Zj=0)
1(Yi ∈ [t6F , t¯6F ]
]
.

Proof. First note that
E

1(Zi = 1)− Pr(Zi = 1)
1(Zi = 0)− Pr(Zi = 0)
Yi[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)Pr(Zi=0) ]1(Yi ∈ Y
infsb
1 (bn), Yi ∈ [t1F , t¯1F ])−
∫
y∈Y yf(y, 1)1(y ∈ Yinfsb1 (bn), y ∈ [t1F , t¯1F ])
Yi[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)Pr(Zi=1) ]1(Yi ∈ Y
infsb
0 (bn), Yi ∈ [t2F , t¯2F ])−
∫
y∈Y yf(y, 0)1(y ∈ Yinfsb0 (bn), y ∈ [t2F , t¯2F ])
[1(Di=1,Zi=1)Pr(Zi=1) −
1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Yinfsb1 (bn), Yi ∈ [t3F , t¯3F ])−
∫
y∈Y f(y, 1)1(y ∈ Yinfsb1 (bn), y ∈ [t3F , t¯3F ])
[1(Di=0,Zi=0)Pr(Zi=0) −
1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Yinfsb0 (bn), Yi ∈ [t4F , t¯4F ])−
∫
y∈Y f(y, 0)1(y ∈ Yinfsb0 (bn), y ∈ [t4F , t¯4F ])
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
Pr(Zj=1)
1(Yi ∈ [t5F , t¯5F ])
]
− ∫Y yp(y, 1)1(y ∈ [t5F , t¯5F ])
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
Pr(Zj=0)
1(Yi ∈ [t6F , t¯6F ]
]
− ∫Y yq(y, 0)1(y ∈ [t6F , t¯6F ])

= 0
(E.62)
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and there exists δ > 0 such that E[Y 2+δi ] <∞. Let
Xni =

1(Zi = 1)− Pr(Zi = 1)
1(Zi = 0)− Pr(Zi = 0)
Yi[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)Pr(Zi=0) ]1(Yi ∈ Y
infsb
1 (bn), Yi ∈ [t1F , t¯1F ])−
∫
y∈Y yf(y, 1)1(y ∈ Yinfsb1 (bn), y ∈ [t1F , t¯1F ])
Yi[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)Pr(Zi=1) ]1(Yi ∈ Y
infsb
0 (bn), Yi ∈ [t2F , t¯2F ])−
∫
y∈Y yf(y, 0)1(y ∈ Yinfsb0 (bn), y ∈ [t2F , t¯2F ])
[1(Di=1,Zi=1)Pr(Zi=1) −
1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Yinfsb1 (bn), Yi ∈ [t3F , t¯3F ])−
∫
y∈Y f(y, 1)1(y ∈ Yinfsb1 (bn), y ∈ [t3F , t¯3F ])
[1(Di=0,Zi=0)Pr(Zi=0) −
1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Yinfsb0 (bn), Yi ∈ [t4F , t¯4F ])−
∫
y∈Y f(y, 0)1(y ∈ Yinfsb0 (bn), y ∈ [t4F , t¯4F ])
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
Pr(Zj=1)
1(Yi ∈ [t5F , t¯5F ])
]
− ∫Y yp(y, 1)1(y ∈ [t5F , t¯5F ])
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
Pr(Zj=0)
1(Yi ∈ [t6F , t¯6F ]
]
− ∫Y yq(y, 0)1(y ∈ [t6F , t¯6F ])

,
we have E[||Xni||2+δ2 ] ≤ max{E[Y 2+δi ], 1} <∞, and
V ar(Xni) = V ar

1(Zi = 1)
1(Zi = 0)
Yi[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Y infsb1 (bn), Yi ∈ [t1F , t¯1F ])
Yi[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Y infsb0 (bn), Yi ∈ [t2F , t¯2F ])
[1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Y infsb1 (bn), Yi ∈ [t3F , t¯3F ])
[1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Y infsb0 (bn), Yi ∈ [t4F , t¯4F ])
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
Pr(Zj=1)
1(Yi ∈ [t5F , t¯5F ])
]
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
Pr(Zj=0)
1(Yi ∈ [t6F , t¯6F ]
]

→ Σ(tF , t¯F ),
where the convergence holds by dominated convergence theorem, since 1(f(y, d) ≥ bn) →
1(f(y, d) ≥ 0) pointwisely. Note that we can alternatively write:
Yd = {y ∈ Y : f(y, d) ≥ 0 y ∈ [Ml,Mu]} ∪ Yutd ∪ Y ltd ,
so 1(y ∈ Y infsbd (bn), y ∈ [tF , t¯F ]) → 1(y ∈ Yd, y ∈ [tF , t¯F ]) pointwisely. Last, by Lyapunov
CLT, the triangular array converges in distribution to N(0,Σ(tF , t¯F )).
Lemma E.8. Let hn = n−1/5 and bn = n−1/4/ log n, and assumption 3.4 - 3.9 holds, then
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for all d, k ∈ {0, 1} and tF , t¯F ∈ R−∞,+∞ on the extended real line,
sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
Yi
[
1(Di = d, Zi = d)
Pr(Zi = d)
− 1(Di = d, Zi = 1− d)
Pr(Zi = 1− d)
]
(1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])− 1(Yi ∈ Yinfsb1 (bn), Yi ∈ [tF , t¯F ])
∣∣∣∣
≡ Term 1 = op(1/
√
n),
sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
[
1(Di = d, Zi = d)
Pr(Zi = d)
− 1(Di = d, Zi = 1− d)
Pr(Zi = 1− d)
]
(1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])− 1(Yi ∈ Yinfsb1 (bn), Yi ∈ [tF , t¯F ])
∣∣∣∣
≡ Term 2 = op(1/
√
n),
sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
Yi1(Di = d, Zi = k)(1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])− 1(Yi ∈ Yinfsb1 (bn), Yi ∈ [tF , t¯F ])
∣∣∣∣
≡ Term 3 = op(1),
sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
1(Di = d, Zi = k)(1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])− 1(Yi ∈ Yinfsb1 (bn), Yi ∈ [tF , t¯F ])
∣∣∣∣
≡ Term 4 = op(1).
(E.63)
Proof. I prove the case for d = k = 1, the rest holds similarly. I look at Term 1 first. For
any  > 0,
Pr
(∣∣∣∣∣
√
n
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
× (1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])− 1(Yi ∈ Y infsb1 (bn), Yi ∈ [tF , t¯F ])
∣∣∣∣∣ > 
)
≤ Pr(sup
y
|fh(y, 1)− f(y, 1)| ≥ cn−2/5+)
+ Pr
(√
n
n
n∑
i=1
∣∣∣∣Yi [1(Di = 1, Zi = 1)Pr(Zi = 1) − 1(Di = 1, Zi = 0)Pr(Zi = 0)
]
× 1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ])
∣∣∣∣ > ),
(E.64)
where the inequality hold because on the event supy |fh(y, 1)− f(y, 1)| < cn−2/5+:
∣∣∣1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])− 1(Yi ∈ Yinfsb1 (bn), Yi ∈ [tF , t¯F ])∣∣∣ ≤ 1(|f(Yi, 1)| < bn+cn−2/5+, Yi ∈ [Ml,Mu]).
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Note that
V ar
(∣∣∣∣∣
√
n
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
(1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ]))
∣∣∣∣∣
)
≤ E
∣∣∣∣∣
√
n
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
(1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ]))
∣∣∣∣∣
2

≤ E
[∣∣∣∣∣ Y 2i
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]2
(1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ]))
∣∣∣∣∣
]
+ (n− 1)E
[
|Yi|
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ])
]2
≤(∗) E
[∣∣∣∣∣ Y 2i
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]2
(1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu]))
∣∣∣∣∣
]
︸ ︷︷ ︸
A
+ (n− 1)E
[
|Yi|
∣∣∣∣1(Di = 1, Zi = 1)Pr(Zi = 1) − 1(Di = 1, Zi = 0)Pr(Zi = 0)
∣∣∣∣1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu]]2︸ ︷︷ ︸
B
,
where the (∗) step holds because the terms in the expectation are non negative. Term
A = o(1) by dominated convergence theorem since
1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu])→ 0,
and the second moment of Yi is bounded by assumption. Term B, by assumption 3.9,
E
[
Yi
∣∣∣∣1(Di = 1, Zi = 1)Pr(Zi = 1) − 1(Di = 1, Zi = 0)Pr(Zi = 0)
∣∣∣∣1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ]))]
≤ max{|Ml|, |Mu|}E
[∣∣∣∣1(Di = 1, Zi = 1)Pr(Zi = 1) − 1(Di = 1, Zi = 0)Pr(Zi = 0)
∣∣∣∣1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu])]
= O((bn + cn
−2/5+)2) = O(
1√
n log2 n
)
, therefore B = (n − 1)O( 1
n log4 n
) = o(1). Note that both A and B do not depend on tF ,
therefore
Pr
(
sup
tF
∣∣∣∣∣
√
n
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu] ∩ [tF , t¯F ]))
∣∣∣∣∣ > 
)
→ 0
by mean squared error convergence. The result for Term 1 follows since Pr(supy |fh(y, 1)−
f(y, 1)| ≥ cn−2/5+)→ 0 by Lemma E.6. Proof of results for Term 2 is similar to Term 1.
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Then I look at Term 3:
Pr
(∣∣∣∣ 1n
n∑
i=1
Yi1(Di = 1, Zi = 1)(1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ]))− 1(Yi ∈ Y infsb1 (bn), Yi ∈ [tF , t¯F ]))
∣∣∣∣ > 
)
≤ Pr(sup
y
|fh(y, 1)− f(y, 1)| ≥ cn−2/5+)
+ Pr
(
1
n
n∑
i=1
∣∣∣∣Yi1(Di = 1, Zi = 1)1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ]))∣∣∣∣ > 
)
.
Note that
V ar
(∣∣∣∣ 1n
n∑
i=1
Yi1(Di = 1, Zi = 1)1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ]))
∣∣∣∣
)
≤ E
(∣∣∣∣ 1n
n∑
i=1
Yi1(Di = 1, Zi = 1)1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu], Yi ∈ [tF , t¯F ]))
∣∣∣∣2
)
≤ 1
n
E
(∣∣∣∣Y 2i 1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu])∣∣∣∣)︸ ︷︷ ︸
C
+
n− 1
n
(
E
∣∣∣∣Yi1(Di = 1, Zi = 1)1(|f(Yi, 1)| < bn + cn−2/5+, Yi ∈ [Ml,Mu])∣∣∣∣)2︸ ︷︷ ︸
D
.
Term C → 0 and Term D → 0 by dominated convergence theorem, since bn + cn−2/5+ → 0.
The result for Term 3 in the lemma holds by mean squared error convergence. Both C and
D does not depend on tF , t¯F . The result for Term 4 holds by similar argument.
Lemma E.9. (Asymptotic Linear Expansion of numerator and denominator) Let hn =
n−1/5, bn = n−1/4/ log n and cn = cn−2/5+ as in Lemma E.8, and assumption 3.4 -3.9 holds,
106
then tF , t¯F ∈ R−∞,+∞:
sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])
−
∫
Y1
y(p(y, 1)− q(y, 1))1(y ∈ [tF , t¯F ])dy
− E[Yi1(Di = 1, Zi = 1)1(Yi ∈ Y1, y ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
+ E[Yi1(Di = 1, Zi = 0)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 0)
− 1
Pr(Zj = 0)
]
− 1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ])
+
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), y ∈ [tF , t¯F ])dy
∣∣∣∣ = op(1/√n),
(E.65)
sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
Yi
[
1(Di = 0, Zi = 0)
1
n
∑n
j=1 1(Zj = 0)
− 1(Di = 0, Zi = 1)1
n
∑n
j=1 1(Zj = 1)
]
1(Yi ∈ Yˆ0(bn), Yi ∈ [tF , t¯F ])
−
∫
Y0
y(q(y, 0)− p(y, 0))1(y ∈ [tF , t¯F ])dy
− E[Yi1(Di = 0, Zi = 0)1(Yi ∈ Y0, Yi ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 0)
− 1
Pr(Zj = 0)
]
+ E[Yi1(Di = 0, Zi = 1)1(Yi ∈ Y0, Yi ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
− 1
n
n∑
i=1
Yi
[
1(Di = 0, Zi = 0)
Pr(Zi = 0)
− 1(Di = 0, Zi = 1)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb0 (bn + cn), Yi ∈ [tF , t¯F ])
+
∫
Y
y(q(y, 0)− p(y, 0))1(y ∈ Yinfsb0 (bn + cn), y ∈ [tF , t¯F ])dy
∣∣∣∣ = op(1/√n),
(E.66)
sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])
−
∫
Y1
(p(y, 1)− q(y, 1))1(y ∈ [tF , t¯F ])dy
− E[1(Di = 1, Zi = 1)1(Yi ∈ Y1, y ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
+ E[1(Di = 1, Zi = 0)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 0)
− 1
Pr(Zj = 0)
]
− 1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ])
+
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), y ∈ [tF , t¯F ])dy
∣∣∣∣ = op(1/√n),
(E.67)
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sup
tF ,t¯F
∣∣∣∣ 1n
n∑
i=1
[
1(Di = 0, Zi = 0)
1
n
∑n
j=1 1(Zj = 0)
− 1(Di = 0, Zi = 1)1
n
∑n
j=1 1(Zj = 1)
]
1(Yi ∈ Yˆ0(bn), Yi ∈ [tF , t¯F ])
−
∫
Y0
(q(y, 0)− p(y, 0))1(y ∈ [tF , t¯F ])dy
− E[1(Di = 0, Zi = 0)1(Yi ∈ Y0, Yi ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 0)
− 1
Pr(Zj = 0)
]
+ E[1(Di = 0, Zi = 1)1(Yi ∈ Y0, Yi ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
− 1
n
n∑
i=1
[
1(Di = 0, Zi = 0)
Pr(Zi = 0)
− 1(Di = 0, Zi = 1)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb0 (bn + cn), Yi ∈ [tF , t¯F ])
+
∫
Y
(q(y, 0)− p(y, 0))1(y ∈ Yinfsb0 (bn + cn), y ∈ [tF , t¯F ])dy
∣∣∣∣ = op(1/√n).
(E.68)
Proof. I prove the first equality, and the rest of equalities hold similarly by changing the
value of Di and Zi. Throughout the proof, let o!tFp denote a stochastic order term that does
not depend on tF , t¯F , i.e. suptF ,t¯F |o!tFp (1)| = op(1).
We look at the expansion
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])−
∫
Y1
y(p(y, 1)− q(y, 1))1(y ∈ [tF , t¯F ])dy
=
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 1)
Pr(Zj = 1)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])︸ ︷︷ ︸
A1
− 1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 0)
1
n
∑n
j=1 1(Zj = 0)
− 1(Di = 1, Zi = 0)
Pr(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])︸ ︷︷ ︸
A2
+
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
(1(Yi ∈ Yˆ1(bn))− 1(Yi ∈ Yinfsb1 (bn + cn)))× 1(Yi ∈ [tF , t¯F ])︸ ︷︷ ︸
B
+
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn),×1(Yi ∈ [tF , t¯F ]))︸ ︷︷ ︸
C1
−
∫
y(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), y ∈ [tF , t¯F ])dy︸ ︷︷ ︸
C2
+
∫
Y
y(p(y, 1)− q(y, 1))(1(y ∈ Yinfsb1 (bn + cn))− 1(y ∈ Y1))× 1(y ∈ [tF , t¯F ])dy︸ ︷︷ ︸
D
(E.69)
The expansion holds by adding and subtracting the same terms repeatedly. For term A1, we
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can write it as
A1 =
1
n
n∑
i=1
Yi1(Di = 1, Zi = 1)1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
=
[
1
n
n∑
i=1
Yi1(Di = 1, Zi = 1)1(Yi ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ]) + o!tFp (1)
][
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
=
[
E
(
Yi1(Di = 1, Zi = 1)1(Yi ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ])
)
+ o!tFp (1)
] [ 1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
=
(
E[Yi1(Di = 1, Zi = 1)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])] + o!tFp (1)
) [ 1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
= E[Yi1(Di = 1, Zi = 1)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])]
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
+ o!tFp (1/
√
n),
where the second equality holds by Lemma E.8 with d = k = 1, so the op(1) term does not
depend on tF , t¯F ; the third equality holds by Glivenko-Cantalli theorem for changing class of
set, and the fact that {1(y ∈ [tF , t¯F ]) : tF , t¯F ∈ R−∞,+∞} is a VC class; the fourth equality
holds by dominated convergence theorem, and the last holds by 11
n
∑n
j=1 1(Zj=1)
− 1
Pr(Zj=1)
=
Op(1/
√
n) by delta method and the Op term does not depend on tF , t¯F . Similarly, apply
Lemma E.8 with d = 1, k = 0 we have
A2 = E[Yi1(Di = 1, Zi = 0)1(Yi ∈ Y0)]
[
1
1
n
∑n
j=1 1(Zj = 0)
− 1
Pr(Zj = 0)
]
+ o!tFp (1/
√
n).
By Lemma E.8, B = op(1/
√
n), by assumption 3.9,
D ≤ max{|Mu|, |Ml|}O((bn + cn)2) = o!tF ( 1√
n
).
Combining terms we have the expression for the first equality. The rest of the equality holds
by applying different values of d, k in Lemma E.9.
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E.4.2 Proof of Theorem 2
Proof. Let
θˆ =

1
1(Zi=1)
1
1(Zi=0)
Yi[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Y infsb1 (bn))
Yi[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Y insfb0 (bn))
[1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]1(Yi ∈ Y infsb1 (bn))
[1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]1(Yi ∈ Y insfb0 (bn))

, θ =

1
Pr(Zi=1)
1
Pr(Zi=0)∫
y∈Y yg(y, 1)1(y ∈ Y infsb1 (bn))∫
y∈Y yg(y, 0)1(y ∈ Y infsb0 (bn))∫
y∈Y g(y, 1)1(y ∈ Y infsb1 (bn))∫
y∈Y g(y, 0)1(y ∈ Y infsb0 (bn))

.
By delta method and Lemma E.7 with tkF = −∞, t¯kF = +∞ for all k = 1, ...6,
√
n(θˆ− θ)→d
N(0, D′ΣD), where D and Σ are specified in the theorem. Now let
pˆi =

1
n
∑N
i=1 Yi
[
1(Di=1,Zi=1)
1
N
∑N
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
N
∑N
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn))
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn))
1
n
∑N
i=1
[
1(Di=1,Zi=1)
1
N
∑N
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
N
∑N
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn))
1
n
∑n
i=1
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn))

pi =

∫
Y1 y(p(y, 1)− q(y, 1))dy∫
Y0 y(q(y, 0)− p(y, 0))dy∫
Y1(p(y, 1)− q(y, 1))dy∫
Y0(q(y, 0)− p(y, 0))dy

By Lemma E.9 with tF = −∞, t¯F = +∞,
√
n(pˆi − pi) = op(1) + Γ
√
n(θˆ − θ).
And we notice that L̂ATE = pˆi1
pˆi3
− pˆi2
pˆi4
, and L˜ATE
ID
= pi1
pi3
− pi2
pi4
, and Π is the Jacobian matrix
of function f(pi) = pi1
pi3
− pi2
pi4
. The result follows by delta method.
F Proofs in Section 4
F.1 Lemmas
Lemma F.1. The following three conditions are equivalent:
1. HwnfS (A) = HsconS (A);
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2. A = HwnfS (A);
3. A = HsconS (A).
Proof. Recall that the following set relations hold:
HsconS (A) ⊆ HwconS (A) ⊆ A ⊆ HsnfS (A) ⊆ HwnfS (A).
1⇒ 2 holds by the sandwich form above.
To show 2 ⇒ 3, it suffices to show that A ⊆ HsconS (A). Suppose not, so there exists a
s ∈ A\HsconS (A). Since s /∈ HsconS (A), by definition, there exists s∗ ∈ Ac such that
M s(Gs) ∩M s∗(Gs∗) 6= ∅.
Now, since s ∈ A, it implies that s∗ ∈ HwnfS (A). However, by 2, HwnfS (A) = A, s∗ ∈ A, so
this yields the contradiction.
To show 3 ⇒ 1, it suffices to show that HwnfS (A) ⊆ A. Suppose not, there exists
s ∈ HwnfS \A. By definition of HwnfS :
M s(Gs) ∩ [∪s∗∈AM s∗(Gs∗)] 6= ∅.
By assumption A = HsconS (A), we have
M s(Gs) ∩ [∪s∗∈HsconS (A)M s
∗
(Gs
∗
)] 6= ∅.
So we can find an s∗ ∈ HsconS (A) such that M s∗(Gs∗) ∩M s(Gs) = ∅. However, by definition
of HsconS (A), s∗ cannot be weakly observationally equivalent to structures outside A, that
means s ∈ A must hold. This contradicts s ∈ HwnfS \A.
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F.2 Proof of proposition 4.1
Proof. 1. If s ∈ HsnfS (A)c, by definition it means M s(Gs) ∩
[∪s∗∈AM s∗(Gs∗)]c 6= ∅. Since
(Ac)c = A and [∪s∗∈AM s∗(Gs∗)]c = ∩s∗∈(Ac)cM s∗(Gs∗)c,
this shows HsnfS (A)c ⊆ HwconS (Ac). Use the same logic to find HsnfS (A)c ⊃ HwconS (Ac)
2.If s ∈ HwnfS (A)c, by definition of HwnfS (A), it means ∀s∗ ∈ A, M s(Gs)∩M s
∗
(Gs
∗
) = ∅.
Since (Ac)c = A and
M s(Gs) ⊆ ∩s∗∈(Ac)c
(
M s
∗
(Gs
∗
)c
)
,
by definition of HsconS (Ac) it means s ∈ HsconS (Ac), use the same logic to find the reversed
inclusion.
3. Suppose not, we can find s ∈ HwconS (A) but s /∈ HwconS (HwconS (A)). By the definition
of weakly confirmable set, it means there exists s∗ ∈ HwconS (A)c such that
M s(Gs) ∩M s∗(Gs∗)c = ∅ ⇔M s(Gs) ⊆M s∗(Gs∗).
Now, since s ∈ HwconS (A), it means
M s(Gs) ∩ [∩s˜∈AcM s˜(Gs˜)c] 6= ∅.
Since M s(Gs) ⊆M s∗(Gs∗), it means
M s
∗
(Gs
∗
) ∩ [∩s˜∈AcM s˜(Gs˜)c] 6= ∅,
which by definition means s∗ ∈ HwconS (A), which is a contradiction.
4. The last statement follows from 3 and 1 by set operation.
F.3 Proof of proposition 4.2
Proof. Suppose A˜ is not a strongly extension, then there exists a parameter of interest θ∗
and F such that: 1.Θ∗ID(F ) 6= ∅, and 2.Θ˜∗ID(F )\Θ∗ID(F ) 6= ∅. It means that there exists
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some s ∈ A˜\A such that F ∈ M s(Gs) and θ∗(s) ∈ Θ˜∗ID(F )\Θ∗ID(F ). By definition, this
shows s ∈ HwnfS (A). This implies HwnfS (A) ∩ A˜ 6= A.
Conversely, if HwnfS (A) ∩ A˜ 6= A, there exists s˜ ∈ (A˜\A) ∩ HwnfS (A). By definition of
HwnfS (A), we can find some s∗ ∈ A and an F such that F ∈ M s
∗
(Gs
∗
) ∩M s˜(Gs˜) Let the
parameter of interest θ be the structure itself: θ(s) = s. Then
s˜ ∈ ΘID
A˜
(F )\ΘIDA (F ).
So A˜ is not θ-consistent hence is not a strong extension.
F.4 Proof of Proposition 4.3
Proof. By the second condition of the proposition, there exists some F ∈ F that can only
be generated by structures in s∗ ∈ HwnfS (A)\HsnfS (A). In this case, if we want to have a well
defined extension A˜ such that HsnfS (A˜) = S, s∗ ∈ A˜ ∩
(
HwnfS (A)\HsnfS (A)
)
6= ∅ must hold.
Since A ⊆ HsnfS (A), s∗ /∈ A. This means A˜ ∩HwnfS (A) 6= A.
F.5 Proof of Lemma 4.1
Proof. ⇒: Suppose HsconS (H) 6= HwnfS (H), by Lemma F.1, it means ∃s ∈ HwnfS (H) but
s /∈ H. By definition of s ∈ HwnfS (H), ∃F ∈M s(Gs)∩ (∪s∗∈HM s
∗
(Gs
∗
)), it means H cannot
be decided by F , because F ∈ ∪s∗∈HcM s∗(Gs∗) and there exists some s∗ ∈ H such that
F ∈M s∗(Gs∗).
⇐: Suppose there exists F such thatH can not be decided by F , then F ∈ ∪s∗∈HcM s∗(Gs∗)
and F ∈ ∪s∈HM s(Gs). This means we can find s ∈ Hc, such that F ∈ M s(Gs), and find
s˜ ∈ H such that F ∈M s˜(Gs˜). By definition s ∈ HwnfS (H). This shows H 6= HwnfS (H), which
implies H 6= HwnfS (H) must hold. By Lemma F.1, HsconS (H) ( H, we have HsconS (H) 6=
HwnfS (H).
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F.6 Proof of proposition 4.4
Proof. By Lemma 4.1 and F.1, H is not strongly binary decidable implies H 6= HwnfS (H).
So we can find s ∈ H and s˜ ∈ HwnfS (H)\H and an F˜ such that
F˜ ∈M s(Gs) ∩M s˜(Gs˜).
Let F˜n be any empirical distribution sampled from F˜ such that F˜n converges to F˜ weakly.
If (4.1) holds for some α < 1, then since s˜ ∈ Hc, we look at the LHS of equation (4.2):
inf
F∈∪s∈AcMs(Gs)
lim supn→∞Pr(Tn(Fn, η) = 0)
≤ lim supn→∞Pr(Tn(F˜n, η˜) = 0)
= lim supn→∞1− Pr(Tn(F˜n, η˜) = 1)
= 1− lim infn→∞Pr(Tn(F˜n, η˜) = 1)
≤ 1− (1− α) = α < 1,
where the last inequality follows by F˜ ∈ M s(Gs), s ∈ H and (4.1). Therefore, we cannot
achieve pointwise size control and test consistency simultaneously.
F.7 Proof of Proposition 4.5
Proof. By Lemma F.1, it suffices to show HwnfS (H) = H. Since H ⊆ HwnfS (H) it suffices to
showHwnfS (H) ⊆ H. Take a structure s˜ ∈ HwnfS (H), by definition, there exists an s′ ∈ H and
an F such that F ∈M s˜(Gs˜)∩M s′(Gs′). By definition of the identified set ΘIDA (F ) = {θ(s) :
F ∈ M s(Gs)}, and therefore {θ(s˜), θ(s′)} ⊆ ΘIDA (F ). By point identification assumption,
ΘIDA (F ) is a singleton, so θ(s˜) = θ(s′) ∈ Θ0. This shows s˜ ∈ H.
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F.8 Proof of Proposition 4.6
Proof. Let Hext be any non-trivial strongly binary decidable extension. By Lemma 4.1 and
F.1, we have Hext = HwnfS (Hext) = HsconS (Hext), which implies
Hext = HsnfS (Hext).
Since H ⊆ Hext, we have
HsnfS (H) ⊆ HsnfS (Hext) = Hext.
Since all such extensions must includes HsnfS (H), if we show HsnfS (H) is a strongly binary
decidable extension, it must be the smallest. Note that by definition of HsnfS (H),
∪s∈HsnfS (H)M
s(Gs) = ∪s∈HM s(Gs),
so applying the definition of weakly non-refutable set, we have
HwnfS (HsnfS (H)) = {s ∈ S : M s(Gs) ∩
(
∪s∗∈HsnfS (H)M
s∗(Gs
∗
)
)
6= ∅}
= {s ∈ S : M s(Gs) ∩ (∪s∗∈HM s∗(Gs∗)) 6= ∅}
= HwnfS (H) = HsnfS (H),
where the last equality holds by the assumption thatHwnfS (H) = HsnfS (H). The above equal-
ity implies condition 3 in Lemma F.1 holds for A = HsnfS (H). As a result, HwnfS (HsnfS (H)) =
HsconS (HsnfS (H)). So HsnfS (H) is strongly binary decidable by Lemma 4.1.
Let Hshk be any non-trivial strongly binary decidable shrunken set. By Lemma 4.1 and
F.1, it implies
Hshk = HsconS (Hshk) = HwconS (Hshk).
Since Hshk ⊆ H, we have
Hshk = HsconS (Hshk) ⊆ HsconS (H).
Since all such shrinkage must be included in HsconS (H), HsconS (H) is a strongly binary decid-
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able shrunken set, it must be the largest. By the same argument as shown in the refutable set,
we can show HsconS (HwconS (H)) = HsconS (H) = HwconS (H), so by Lemma F.1, it is equivalent
to
HsconS (HwconS (H)) = HwnfS (HwconS (H)).
As a result HwconS (H) is strongly binary decidable by Lemma 4.1.
F.9 Proof of proposition 4.7
Proof. I first prove the first part of the proposition.
"1⇒ 2": If ∃s ∈ H and F ∈M s(Gs), and since F is what we observe, then F ∈M s0(Gs0)
holds. By definition s0 ∈ HwnfS (H). By assumption
(
HwnfS (H)\HsnfS (H)
)
= ∅, it implies
that s0 ∈ HsnfS (H)
"1 ⇐ 2": If s0 ∈ HsnfS (H) and F ∈ M s
0
(Gs
0
), by definition of HsnfS (H), there exists
s ∈ H such that F ∈M s(Gs).
I now show the second part of the proposition.
"1 ⇒ 2": If {s : F ∈ M s(Gs)}H, and since F is what we observe, then F ∈ M s0(Gs0)
holds. By definition s0 ∈ HwconS (H). By assumption (HwconS (H)\HsconS (H)) = ∅, it implies
that s0 ∈ HsconS (H).
"2 ⇒ 1": Suppose 1 does not hold. So we can find a structure s∗ ∈ Hc such that
F ∈ M s∗(Gs∗). Since s0 generates F , F ∈ (∪s∈HcM s(Gs)) ∩M s0(Gs0) holds. As a result,
M s0(Gs0) * (∩s∈HcM s(Gs)c), so 2 does not hold.
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G Proofs in Section 5
G.1 Proof of Proposition 5.1
Proof. First we note that for any s ∈ ARoy such that F ∈M s(Gs),
PrF (Yi = 0, Zi = 1)
PrF (Zi = 1)
=
PrGs(Yi(1) = 0, Yi(0) = 0, Zi = 1)
PrGs(Zi = 1)
≤ PrGs(Yi(1) = 0, Yi(0) = 0, Zi = 0)
PrGs(Zi = 0)
=
PrF (Yi = 0, Zi = 0)
PrF (Zi = 0)
,
where the equality holds by Roy’s assumption, and the inequality holds by (5.5), so this
implies ∪s∈ARoyM s(Gs) ⊆ Fnf .
Conversely, if F satisfies PrF (Yi=0,Zi=1)
PrF (Zi=1)
≤ PrF (Yi=0,Zi=0)
PrF (Zi=0)
, we consider the following s:
PrGs(Yi(1) = 0, Yi(0) = 0, Zi = 0) = PrF (Yi = 0, Zi = 0)
PrGs(Yi(1) = 0, Yi(0) = 1, Zi = 0) = PrF (Yi = 1, Di = 0, Zi = 0)
PrGs(Yi(1) = 1, Yi(0) = 0, Zi = 0) = PrF (Yi = 1, Di = 1, Zi = 0)
PrGs(Yi(1) = 1, Yi(0) = 1, Zi = 0) = 0
PrGs(Yi(1) = 0, Yi(0) = 0, Zi = 1) = PrF (Yi = 0, Zi = 1)
PrGs(Yi(1) = 0, Yi(0) = 1, Zi = 0) = 0
PrGs(Yi(1) = 1, Yi(0) = 0, Zi = 0) = 0
PrGs(Yi(1) = 1, Yi(0) = 1, Zi = 0) = PrF (Yi = 1, Zi = 1)
and M s is the Roy’s selection mapping and M s(Gs) is implied by (5.3). By construction of
Gs, and take
C1100 = C
110
1 = C
001
0 = C
001
1 = 0,
C1110 = PrF (Yi = 1, Di = 0, Zi = 1), C
111
1 = PrF (Yi = 1, Di = 1, Zi = 1),
C0000 = PrF (Yi = 0, Di = 0, Zi = 0), C
000
1 = PrF (Yi = 0, Di = 1, Zi = 0),
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we can show F ∈M s(Gs). This implies Fnf ⊆ ∪s∈ARoyM s(Gs). Therefore, the statement of
non-refutable sets follows by definition.
To show HwconS (ARoy) = ∅, we can look at the unrestricted sector selection rule Dunc such
that Di ∈ {0, 1} ∀ Yi(1) = y1, Yi(0) = y0, Zi = z and the structure sunc corresponding to
this structure:
M s
unc
(Gs
unc
) = {F : PrF (Zi = z) = PrGsunc (Zi = z)}. (G.1)
Therefore, any F ∈ F , we can find a G∗ distribution such that PrF (Zi = z) = PrG∗(Zi = z)
holds. Construct a structure s = (M s, Gs) such that M s corresponds to Dunc, and Gs = G∗,
then by (G.1), F ∈M s(Gs). This shows that ∪s∈AcM s(Gs) = F . By definition of confirmable
sets 4.2, HsconS (ARoy) = HwconS (ARoy) = ∅ holds.
G.2 Proof of Proposition 5.2
Before going to the details of the proof, I first set up some notations. Note that each M s∗ is
associated with a D∗s,sel(y1, y0, z, Cs,tb1 , C
s,tb
0 ) function. To simplify notation, we let
Di =
1 with probability p
jkz
1 , when Yi(1) = j, Yi(0) = k, Zi = z,
0 with probability pjkz0 , when Yi(1) = j, Yi(0) = k, Zi = z,
where pjkz1 + p
jkz
0 = 1 and p
jkz
1 ∈ [0, 1]. Also, let
Cjkzd = Pr(Yi(1) = j, Yi(0) = k, Zi = z)× pjkzd
be the probability mass that is allocated to (Yi = Yi(d), Di = d, Zi = z). Each structure
can then be represented by Gs∗ and the numbers {Cjkzd (s∗)}d,j,k,z∈{0,1}. The set of structures
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that are consistent with observation F and (5.5) is given by
{
s∗ :Cj1z1 (s
∗) + Cj0z1 (s
∗) = PrF (Yi = j,Di = 1, Zi = z)
C1kz0 (s
∗) + C0kz0 (s
∗) = PrF (Yi = k,Di = 1, Zi = z)
Cjkz1 + C
jkz
0 = PrGs∗ (Yi(1) = j, Yi(0) = k, Zi = z)
and (5.5) holds
}
.
Also, let qy1y0z,s∗ = PrGs∗ (Yi(1) = y1, Yi(0) = y0, Zi = z). The proof of Proposition 5.2 is
based on the following lemmas.
G.2.1 Lemmas
Lemma G.1. Let s∗ be any structure such that F ∈M s∗(Gs∗) and (5.5) holds, there exists
an s˜∗ such that F ∈ M s˜∗(Gs˜∗) such that s˜∗ satisfies (5.5) and Cjk1d (s∗) = Cjk1d (s˜∗) for all
d, j, k ∈ {0, 1}, and C1000 (s˜∗) = C0101 (s˜∗) = 0.
Remark G.1. This lemma shows that it suffices to consider structures such that the effi-
ciency loss at Zi = 0 is zero (C1000 (s˜∗) = C0101 (s˜∗) = 0).
Proof. Given s∗, we construct s˜∗ such that qjk1,s∗ = qjk1,s˜∗ for j, k ∈ {0, 1} and Cjk1d (s∗) =
Cjk1d (s˜
∗). The construction implies
Cj1z1 (s
∗) + Cj011 (s
∗) = PrF (Yi = j,Di = 1, Zi = 1),
C1kz0 (s
∗) + C0k10 (s
∗) = PrF (Yi = k,Di = 1, Zi = 1).
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Now, let C1000 (s˜∗) = C0101 (s˜∗) = 0, and let
C0000 (s˜
∗) = C0000 (s
∗) + C1000 (s
∗),
C0001 (s˜
∗) = C0001 (s
∗) + C0101 (s
∗),
C0100 (s˜
∗) = C0100 (s
∗), C1001 (s˜
∗) = C1001 (s
∗),
C1101 (s˜
∗) = C1101 (s
∗), C1100 (s˜
∗) = C1100 (s
∗),
q000,s˜
∗
= q000,s
∗
+ C1000 (s
∗) + C0101 (s
∗), q110,s˜
∗
= q110,s
∗
,
q100,s˜
∗
= q100,s
∗ − C1000 (s∗), q010,s˜
∗
= q010,s
∗ − C0101 (s∗).
The construction above essentially moves the original efficiency loss allocation C1000 (s∗) and
C0101 (s
∗) to the event that Yi(1) = Yi(0) = 0, Zi = 0. By construction, F can be generated
by s˜∗, for example to check PrF (Yi = 0, Di = 0, Zi = 0) can be generated by our structure
s, we write:
C0000 (s˜
∗) + C1000 (s˜
∗)
= C0000 (s˜
∗)
= C0000 (s
∗) + C1000 (s
∗)
= PrF (Yi = 0, Di = 0, Zi = 0),
where the first equality holds by construction C1000 (s˜∗) = 0, and the third equality holds
because F ∈M s∗(Gs∗).
Last, it suffices to check s˜∗ satisfies (5.5). For the first inequality in (5.5), we want to
show
q110,s˜
∗
PrF (Zi = 0)
≤ q
111,s˜∗
PrF (Zi = 1)
.
Note that since s∗ satisfies q
110,s∗
PrF (Zi=0)
≤ q111,s
∗
PrF (Zi=1)
, and q11z,s˜∗ = q11z,s∗ for z = 0, 1 by con-
struction, then q
110,s˜∗
PrF (Zi=0)
≤ q111,s˜
∗
PrF (Zi=1)
holds. For the second inequality in (5.5), we want to
show
q001,s˜
∗
PrF (Zi = 1)
≤ q
000,s˜∗
PrF (Zi = 0)
.
Note that since q
001,s∗
PrF (Zi=1)
≤ q000,s
∗
PrF (Zi=0)
holds for s∗, and q001,s˜∗ = q001,s∗ , q000,s˜∗ = q000,s∗ +
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C1000 (s
∗) + C0101 (s
∗) > q000,s
∗ , so q
001,s˜∗
PrF (Zi=1)
≤ q000,s˜
∗
PrF (Zi=0)
holds for s˜∗. The result follows.
Lemma G.2. For any s∗ such that C1000 (s∗) = C0101 (s∗) = 0 and F ∈M s∗(Gs∗), there exists
a structure s˜∗ satisfying
q000,s˜
∗
= PrF (Yi = 0, Zi = 0), q
010,s˜∗ = PrF (Yi = 1, Di = 0, Zi = 0),
q110,s˜
∗
= 0, q100,s˜
∗
= PrF (Yi = 1, Di = 1, Zi = 0),
C0000 (s˜
∗) = C0001 (s˜
∗) = q000,s˜
∗
/2, C1000 (s˜
∗) = C0101 (s˜
∗) = C1100 (s˜
∗) = C1101 (s˜
∗) = 0,
C0100 (s˜
∗) = q010,s˜
∗
, C1001 (s˜
∗) = q100,s˜
∗
,
(G.2)
and
C1110 (s˜
∗) = PrF (Yi = 1, Di = 0, Zi = 1), C1111 (s˜
∗) = PrF (Yi = 1, Di = 1, Zi = 1),
C1010 (s˜
∗) = C1010 (s
∗), C0111 (s˜
∗) = C0111 (s
∗),
C1011 (s˜
∗) = C0110 (s˜
∗) = 0,
C0010 (s˜
∗) = PrF (Yi = 0, Di = 0, Zi = 1)− C1010 (s˜∗) = C0010 (s∗),
C0011 (s˜
∗) = PrF (Yi = 0, Di = 1, Zi = 1)− C0111 (s˜∗) = C0011 (s∗),
qjk1,s˜
∗
= Cjk11 (s˜
∗) + Cjk10 (s˜
∗).
(G.3)
Then F ∈M s˜∗(Gs˜∗) and Gs˜∗ satisfies (5.5). Moreover, mEL(s∗) = mEL(s˜∗).
Proof. By construction, s˜∗ satisfies
Cj1z1 (s˜
∗) + Cj0z1 (s˜
∗) = PrF (Yi = j,Di = 1, Zi = z)
C1kz0 (s˜
∗) + C0kz0 (s˜
∗) = PrF (Yi = k,Di = 1, Zi = z),
and Cjkzd ≥ 0 for all j, k, z, d ∈ {0, 1}. Also,
mEL(s˜∗) = C1000 (s˜
∗) + C0101 (s˜
∗) + C1010 (s˜
∗) + C0111 (s˜
∗)
= C1010 (s˜
∗) + C0111 (s˜
∗)
= C1010 (s˜) + C
011
1 (s˜) = m
EL(s∗),
so it remains to check Gs˜∗ satisfies (5.5).
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Since by construction PrGs˜∗ (Yi(1) = 1, Yi(0) = 1, Zi = 0) = q110,s˜
∗
= 0, so the first
inequality in (5.5) holds automatically.
Also, since the second inequality in (5.5) holds for s∗, we have
PrGs∗ (Yi(1) = 0, Yi(0) = 0, Zi = 1)
PrGs∗ (Zi = 1)
≤ PrGs∗ (Yi(1) = 0, Yi(0) = 0, Zi = 0)
PrGs∗ (Zi = 0)
.
By construction, PrGs∗ (Yi(1) = 0, Yi(0) = 0, Zi = 0) = PrGs˜∗ (Yi(1) = 0, Yi(0) = 0, Zi = 0),
and PrGs˜∗ (Zi = z) = PrGs∗ (Zi = z). Also
PrGs˜∗ (Yi(1) = 0, Yi(0) = 0, Zi = 1) =(1) PrF (Yi = 0, Zi = 1)− C1010 (s˜∗)− C0111 (s˜∗)
=(2) PrF (Yi = 0, Zi = 1)− C1010 (s∗)− C0111 (s∗)
=(3) PrGs∗ (Yi(1) = 0, Yi(0) = 0, Zi = 1),
where (1) follows by construction of s˜∗, (2) follows by C1010 (s˜∗) = C1010 (s∗) and C0110 (s˜∗) =
C0110 (s
∗), (3) follows by F ∈M s∗(Gs∗). Therefore, we have
PrGs˜∗ (Yi(1) = 0, Yi(0) = 0, Zi = 1)
PrGs˜∗ (Zi = 1)
≤ PrGs˜∗ (Yi(1) = 0, Yi(0) = 0, Zi = 0)
PrGs˜∗ (Zi = 0)
,
which implies the second inequality in (5.5) also holds s˜∗. The result follows.
Lemma G.3. Given any F ∈ F , for all structure s∗ that satisfies (5.5) and F ∈M s∗(Gs∗),
mEL(s∗) ≥ max{0, P rF (Yi = 0, Zi = 1)− PrF (Yi = 0, Zi = 0)
PrF (Zi = 0)
Pr(Zi = 1)}.
Moreover, there exists a structure s˜∗ achieves this lower bound.
Proof. By Lemma G.1, to find the lower bound of efficiency loss, it suffices to look at the
class of structures that has no efficiency loss at Zi = 0. By Lemma G.2, we can focus on the
’representative’ type of structures that satisfies (G.2) and (G.3) with C1010 (s˜∗) and C0111 (s˜∗)
undetermined, since the representative type does not change the efficiency loss.
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Note that s˜∗ needs to be a structure, so in (G.3), we must have
0 ≤ C1010 (s˜∗) ≤ PrF (Yi = 0, Di = 0, Zi = 1)
0 ≤ C0111 (s˜∗) ≤ PrF (Yi = 0, Di = 1, Zi = 1).
Also, s˜∗ has to satisfy (5.5). Since q110,s˜∗ = 0, the first inequality in (5.5) holds automatically.
The second inequality in (5.5) requires
C0001 (s˜
∗) + C0000 (s˜
∗)
PrF (Zi = 0)
≥ C
001
1 (s˜
∗) + C0010 (s˜
∗)
PrF (Zi = 0)
.
By construction, this is equivalent to
PrF (Yi = 0, Zi = 0)
PrF (Zi = 0)
≥ PrF (Yi = 0, Zi = 1)− C
011
1 (s˜
∗)− C1010 (s˜∗)
PrF (Zi = 1)
.
The problem of finding the minimal efficiency loss becomes a linear programming problem:
minC0111 (s˜
∗) + C1010 (s˜
∗)
s.t.
0 ≤ C1010 (s˜∗) ≤ PrF (Yi = 0, Di = 0, Zi = 1),
0 ≤ C0111 (s˜∗) ≤ PrF (Yi = 0, Di = 1, Zi = 1),
C0111 (s˜
∗) + C1010 (s˜
∗) ≥ PrF (Yi = 0, Zi = 1)− PrF (Yi = 0, Zi = 0)
PrF (Zi = 0)
Pr(Zi = 1).
(G.4)
Since
PrF (Yi = 0, Di = 1, Zi = 1) + PrF (Yi = 0, Di = 0, Zi = 1)
−
[
PrF (Yi = 0, Zi = 1)− PrF (Yi = 0, Zi = 0)
PrF (Zi = 0)
Pr(Zi = 1)
]
> 0
holds, so the feasible region is non-empty. This is a linear programming problem with
bounded feasible set, so the minimal exists and can be achieved by some C0111 (s˜∗), C1010 (s˜∗),
which corresponds to the structure that achieves the minimal efficiency loss. In particular,
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the minimum is achieved at
(C0111 (s˜
∗), C1010 (s˜
∗)) =
(
0,max
{
0, P rF (Yi = 0, Zi = 1)− PrF (Yi = 0, Zi = 0)
PrF (Zi = 0)
Pr(Zi = 1)
})
.
The result follows.
G.2.2 Main Proof
Proof. Lemma G.1 shows that it the identified set of Gs∗ must satisfy C0101 = C1000 =
0, i.e. no efficiency loss at Zi = 0. Lemma G.3 shows the minimal efficiency loss is
max{0, P rF (Yi = 0, Zi = 1) − PrF (Yi=0,Zi=0)PrF (Zi=0) Pr(Zi = 1)}. The result in Proposition (5.2)
follows by imposing the minimal efficiency loss and condition (5.5).
G.3 Proof of Corollary 5.1
Proof. First note that Pr(Yi(1) = 1|Zi = z) = C
11z
1 +C
11z
0 +C
10z
1 +C
10z
0
PrF (Zi=z)
, and
C11z1 + C
10z
1 = PrF (Yi = 1, Di = 1, Zi = z),
so the following inequalities holds by C11z0 ≥ 0 and C10z0 ≥ 0:
Pr(Yi = 1, Di = 1|Zi = 0) ≤Pr(Yi(1) = 1|Zi = 0),
P r(Yi = 1, Di = 1|Zi = 1) ≤Pr(Yi(1) = 1|Zi = 1).
In the identified set of Gs∗ by Proposition 5.2, C1000 = 0, C1100 ≤ PrF (Yi = 1, Di = 1, Zi = 0),
and C1110 ≤ PrF (Yi = 1, Di = 1, Zi = 1), C1010 ≤ mEL,min, so the following inequalities hold:
Pr(Yi(1) = 1|Zi = 0) ≤ Pr(Yi = 1|Zi = 0),
P r(Yi(1) = 1|Zi = 1) ≤ Pr(Yi = 1|Zi = 1) + m
EL,min
Pr(Zi = 1)
.
To show the display in the corollary is sharp, it suffices to show that the bounds can be
achieved by some Gs∗ in the identified set. The Gs∗ that can achieve the bounds are listed
in the following table. The column title denotes the bound we try to achieve in Corollary
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5.1, and column entries specify the value of Cy1,y0,zd that will achieve the bound.
PrF (Yi = 1, Di = 1|Zi = 0) = PrG(Yi(1) = 1|Zi = 0) PrF (Yi = 1|Zi = 0) = PrG(Yi(1) = 1|Zi = 0)
C0000 PrF (Yi = 0, Zi = 0)/2 PrF (Yi = 0, Zi = 0)/2
C0001 PrF (Yi = 0, Zi = 0)/2 PrF (Yi = 0, Zi = 0)/2
C0100 PrF (Yi = 1, Di = 0, Zi = 0) 0
C0101 0 0
C1000 0 0
C1001 PrF (Yi = 1, Di = 1, Zi = 0) PrF (Yi = 1, Di = 1, Zi = 0)
C1100 0 PrF (Yi = 1, Di = 0, Zi = 0)
C1101 0 0
C0010 PrF (Yi = 0, Zi = 0)/2−mEL,min/2 PrF (Yi = 0, Zi = 0)/2−mEL,min/2
C0011 PrF (Yi = 0, Zi = 0)/2−mEL,min/2 PrF (Yi = 0, Zi = 0)/2−mEL,min/2
C0110 0 0
C0111 0 0
C1010 m
EL,min mEL,min
C1011 0 0
C1110 PrF (Yi = 1, Di = 0, Zi = 1) PrF (Yi = 1, Di = 0, Zi = 1)
C1111 PrF (Yi = 1, Di = 1, Zi = 1) PrF (Yi = 1, Di = 1, Zi = 1)
PrF (Yi = 1, Di = 1|Zi = 1) = PrG(Yi(1) = 1|Zi = 1) PrF (Yi = 1|Zi = 1) + mEL,minPr(Zi=1) = PrG(Yi(1) = 1|Zi = 1)
C0000 PrF (Yi = 0, Zi = 0)/2 PrF (Yi = 0, Zi = 0)/2
C0001 PrF (Yi = 0, Zi = 0)/2 PrF (Yi = 0, Zi = 0)/2
C0100 PrF (Yi = 1, Di = 0, Zi = 0) PrF (Yi = 1, Di = 0, Zi = 0)
C0101 0 0
C1000 0 0
C1001 PrF (Yi = 1, Di = 1, Zi = 0) PrF (Yi = 1, Di = 1, Zi = 0)
C1100 0 0
C1101 0 0
C0010 PrF (Yi = 0, Zi = 0)/2−mEL,min/2 PrF (Yi = 0, Zi = 0)/2−mEL,min/2
C0011 PrF (Yi = 0, Zi = 0)/2−mEL,min/2 PrF (Yi = 0, Zi = 0)/2−mEL,min/2
C0110 PrF (Yi = 1, Di = 0, Zi = 1) 0
C0111 m
EL,min 0
C1010 0 mEL,min
C1011 0 0
C1110 0 PrF (Yi = 1, Di = 0, Zi = 1)
C1111 PrF (Yi = 1, Di = 1, Zi = 1) PrF (Yi = 1, Di = 1, Zi = 1)
H Proofs in Section 6
Lemma H.1. Let ΘID,(F ) = {θ ∈ Θ∣∣d(θ,ΘIDA (F )) < } be the -enlargement of identified
set ΘIDA (F ). Let assumption 6.1.2 holds, then ∀ > 0, there exists δ() > 0 such that for all
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θ˜ ∈ Θ\ΘID,(F ) and ∀s such that θ(s) = θ˜, the following holds:
inf
F ∗∈Ms(Gs)
dF˜(F
∗, F ) ≥ δ().
Proof. Since ΘIDA (F ) is upper hemi-continuous at F , and ΘID,(F ) is an open neighborhood
of ΘIDA (F ), there exists an open neighborhood U of F such that ΘIDA (F ∗) ⊆ ΘID,(F˜ ) for all
F˜ ∈ U . Let δ() = supF1,F2∈U dF˜(F1, F2)/2, then for any θ˜ ∈ Θ\ΘID,(F ) and s such that
θ(s) = θ˜, infF ∗∈Ms(Gs) dF˜(F
∗, F ) ≥ δ() holds.
H.1 Proof of Proposition 6.1
Proof. To show LATEID
A˜1
(F ) is not upper hemi-continuous with respect to || · ||1,∞, let’s con-
sider an F0 such that the corresponding densities p0(y, d) and q0(y, d) satisfy (−1)1−d(p0(y, d)−
q0(y, d)) ≥ 0 for all y ∈ Y , d ∈ {0, 1}; moreover, suppose there exists a set Yzero1 set such
that p0(y, 1)− q0(y, 1) = 0 for all y ∈ Yzero1 and µF (Yzero1 ) > 0; there exists a constant c > 0
such that the density p0(y, 1) > c for all y ∈ Yzero1 .
Then F0 satisfies the IA-M assumption by Theorem 1, but the density condition (3.10)
is binding on a positively measured set Yzero1 . For any  > 0, we consider an F  such that
the corresponding p(y, d) and q(y, d) satisfy:
1. q(y, d) = q0(y, d), p(y, 0) = p1(y, 0) for all y ∈ Y , d ∈ {0, 1};
2. We can find two sets Ysub,1 and Ysub,2 such that Ysub,j ⊆ Yzero1 for j = 1, 2 and
µF (Ysub,1) = µF (Ysub,2) > 0;
3. p(y, 0) = p0(y, 0)−min{, c/2} for all y ∈ Ysub,1, and p(y, 0) = p0(y, 0) + min{, c/2}
for all y ∈ Ysub,2, and p(y, 0) = p(y, 0) for all y ∈ Y\(Ysub,1 ∪ Ysub,2).
Then F  ∈ F is a probability measure, and ||F0 − F ||1,∞ ≤ . However, on the set Ysub,1,
F  fails the density constraint (3.10) in Theorem 1. By Proposition 3.1, LATEID
A˜1
(F ) =(
Y
Q(B,0)
− Y¯P (B,1),−YQ(B,0) + Y¯P (B,1)
)
. On the other hand, LATEID
A˜1
(F0) is a singleton.
Since  is arbitrary, LATEID
A˜1
(F ) is not continuous at F = F0.
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On the other hand, recall that under the minimal defier with type independent instrument
assumption,
LATEID
A˜2
(F ) =
∫
Y1 y(p(y, 1)− q(y, 1))dµF (y)
P (Y1, 1)−Q(Y1, 1) −
∫
Y0 y(q(y, 0)− p(y, 0))dµF (y)
Q(Y0, 0)− P (Y0, 0) (H.1)
is the difference between two fractions. To show LATEID
A˜2
(F ) is continuous at F0 with
respect to || · ||1,∞, it suffices to show that all components in the fractions are continuous at
F0. Without loss of generality, I assume µF is a finite measure. 15 Note that we can write∫
Y1
y(p(y, 1)− q(y, 1))dµF (y) =
∫
Y
ymax{p(y, 1)− q(y, 1), 0}dµF (y),
P (Y1, 1)−Q(Y1, 1) =
∫
Y1
(p(y, 1)− q(y, 1))dµF (y) =
∫
Y
max{p(y, 1)− q(y, 1), 0}dµF (y).
Therefore, for any F η such that ||F0 − F η||1,∞ < :∫
Y
y
(
max{p0(y, 1)− q0(y, 1), 0} −max{pη(y, 1)− qη(y, 1), 0}) dµF (y)
≤ 2
∫
Y
ydµF (y) ≤ 2max{|Mus |, |M ls|}µF (Y),
which shows the numerator
∫
Y1 y(p(y, 1)− q(y, 1))dµF (y) is continuous in F . We also have∫
Y
(
max{p0(y, 1)− q0(y, 1), 0} −max{pη(y, 1)− qη(y, 1), 0}) dµF (y)
≤ 2dµF (y) ≤ 2µF (Y),
which shows the denominator P (Y1, 1)−Q(Y1, 1) is continuous in F . We can show the other
two terms corresponding to Y0 are continuous in F by similar argument. The result follows
by observing that f(x1, x2, x3, x4) = x1x2 − x3x4 is continuous whenever x3, x4 6= 0.
15Note that for any measure µ(y) on Y, we can construct a finite measure µ˜(y) from a positive and integrable
function ζ(y) such that ζ(y) > 0 holds µ(y) almost surely, and µ˜(B) =
∫
B
ζ(y)µ(y) for all measurable set B.
Then µ˜ is a finite measure. Moreover, µ is absolute continuous with respect to µ˜.
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H.2 Proof of proposition 6.2
Proof. If θ˜ ∈ ΘIDA (F ), there exists an s such that θ(s) = θ˜, and F ∈M s(Gs), which implies
inf
F ∗∈Ms(Gs)
√
andF˜(Fn, F
∗) ≤ √andF˜(Fn, F ) ≤ cn
holds with probability approaching 1. This the right hand side does not depend on θ˜, it
implies ΘIDA (F ) ⊆ ΘˆID with probability approaching 1. This proves the first claim.
Next, I show dH(ΘˆID,ΘIDA (F )) →p 0 by showing that ΘˆID does not intersect Θ\ΘID,
with probability approaching 1 for all  > 0. It suffices to show that
inf
s:θ(s)∈Θ\ΘID,(F )
inf
F ∗∈Ms(Gs)
dF˜(Fn, F
∗) > cn/
√
an
holds with probability approaching 1. Note that
inf
s:θ(s)∈Θ\ΘID,(F )
inf
F ∗∈Ms(Gs)
dF˜(Fn, F
∗)
≥ inf
s:θ(s)∈Θ\ΘID,(F )
inf
F ∗∈Ms(Gs)
dF˜(F, F
∗)− dF˜(Fn, F )
≥ δ() +Op(1/√an),
where the last inequality follows from Lemma H.1. Since cn/
√
an → 1, ΘIDA ⊆ ΘID,(F ) with
probability approaching 1.
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H.3 Proof of Proposition 6.3
Proof. Note that
{θval : ∃F ∗ ∈ F s.t. T (θval, F ∗) = 0, dF˜(F ∗,Fn) < cn}
= ∪F ∗:dF˜ (F ∗,Fn)<cn{θval : T (θval, F ∗) = 0}
=(1) ∪F ∗:dF˜ (F ∗,Fn)<cn{θ(s) : s ∈ A, F ∗ ∈M s(Gs)}
= {θ(s) : s ∈ A, F ∗ ∈M s(Gs), dF˜(F ∗,Fn) < cn}
= {θ(s)∣∣s ∈ A , Fn ∈ Jcn(M s(Gs))},
where equality (1) follows because T characterize ΘIDA (F ). The result follows.
H.4 Proof of Proposition 6.4
Proof. Let F be the distribution of X and θ˜ ∈ ΘIDA (F ), then there exists a s ∈ A such that
θ(s) = θ˜ and F ∈ M s(Gs). If Fn ∈ Jαnn (F ) holds, then θ˜ ∈ Θαn holds by construction of Θαn.
Since this holds for all θ˜ ∈ ΘIDA (F ), ΘIDA (F ) ∈ Θαn holds whenever Fn ∈ Jαnn (F ) holds. By
assumption of Jαnn ,
sup
F
Pr(ΘIDA (F ) ⊆ Θαn) ≥ sup
F
[1− Pr(Fn /∈ Jαnn (F ))] ≥ 1− αn.
Take lim inf on both side to get uniform coverage results.
H.5 Proof of Proposition 6.5
Proof. Since s0 is the true structure and F0 is the outcome distribution, we have F0 ∈
M s0(Gs0). Then
PrF0(θ0 ∈ Θαn) = PrF0(Fn ∈ Jαnn (M s0(Gs0))) = Pr(Fn ∈ Jαnn (F0)) = 1− αn,
where the second equality holds because M s0(Gs0) is a singleton. Note that the RHS of the
above equation does not depend on s0. Take lim infn→∞ sup(s0,F0) on both sides, the result
follows by assumption on Jαnn .
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Online Appendix and Auxiliary Results
I Minimal Measure Deviation Method as Bayesian Model
Selection
In this section, I discuss the economic reasoning behind the minimal deviation extension.
Suppose A = ∩Jl=1Al and the practitioner believes the refutability of A is caused by a
particular Aj. In this case, he decides to relax Aj and keep all other assumptions {Al}l 6=j.
Let Σ be a sigma-algebra on {Al}l 6=j and the practitioner has a prior belief distribution Hs
on ({Al}l 6=j,Σ). The belief is formed on {Al}l 6=j because the practitioner is convinced that
only Aj fails. We consider the following conditional probability measure:
Hmj(t|F ) = PrHs(mj(s) ≤ t|F ∈M s(Gs)).
This is the belief of deviation mj(s) conditioned on F as the outcome distribution.
To construct a non-refutable extension A˜ such that ∩l 6=jAl ⊂ A˜, a practitioner should con-
sider for each F ∈ F , pick at least one structure from the set of possible candidate structures
{s : F ∈M s(Gs), s ∈ ∩l 6=jAl} and put it into A˜. If conditional probability measureHmj(t|F )
has a density hmj(t|F ), one way to pick structures from {s : F ∈ M s(Gs), s ∈ ∩l 6=jAl} is
to choose the collection of structures that maximize the posterior belief hmj(t|F ). In this
case, the practitioner use deviation measuremj(s) as the decision rule of choosing structures.
Repeating this process for all F ∈ F , we get a non-refutable assumption which I called Max
Belief assumption AMaxBelief :
AMaxBelief = ∪F∈F{s : F ∈M s(Gs), s ∈ ∩l 6=jAl,mj(s) = arg max
t
hmj(t|F )}.
As discussed above, the reason why Aj is imposed in the first place is because we be-
lieve deviation from Aj is abnormal and unlikely. If the practitioner trusts his baseline
assumption Aj and the rest assumptions {Al}l 6=j, he will think larger deviation is less likely
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hmj(t1|F ) > hmj(t2|F ) ∀t1 < t2, (I.1)
then the Max Belief assumption setAMaxBelief coincides with the minimal deviation extension
set A˜.
Proposition I.1. Fix a j ∈ {1, 2, ...J} and a well-behaved relaxation measure mj. If a
researcher’s conditional belief density hmj(t|F ) satisfies (I.1), then A˜ defined in definition
2.11 satisfies AMaxBelief = A˜.
Proof. When (I.1) holds, the belief density is maximized at min{mj(s) : F ∈ M s(Gs), s ∈
∩l 6=jAl}. By well-behavior of mj, we can find a structure s˜F such that mj(s˜F ) = min{mj(s) :
F ∈M s(Gs), s ∈ ∩l 6=jAl}. Now by definition of A˜,
A˜ =
{
s : s ∈ ∩l 6=jAl, and mj(s) ≤ mj(s∗) ∀s∗ ∈ ∩l 6=jAl and M s(Gs) = M s∗(Gs∗)
}
= ∪F∈F
{
s : s ∈ ∩l 6=jAl, and mj(s) ≤ mj(s∗) ∀s∗ ∈ ∩l 6=jAl and M s(Gs) = M s∗(Gs∗) = {F}
}
= ∪F∈F
{
s : s ∈ ∩l 6=jAl, F ∈M s(Gs), mj(s) = mj(s˜F )
}
= AMaxBelief .
The proposition shows that minimal deviation extension A˜ can be viewed as the result of a
first step model selection via maximal likelihood, if the conditional density condition (I.1) holds.
J Estimation an Inference of LATE Bounds in Proposi-
tion A.1
Since Yi is continuously distributed by Assumption 3.5, rlF and ruF can be arbitrary. We only
need to estimate tlF and tuF . To do so, we first estimate P (Y1, 1)−Q(Y1, 1) and Q(Y0, 0)−
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P (Y0, 0) by
Pˆ (Y1, 1)− Qˆ(Y1, 1) = 1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn)),
Qˆ(Y0, 0)− Pˆ (Y0, 0) = 1
n
n∑
i=1
[
1(Di = 0, Zi = 0)
1
n
∑n
j=1 1(Zj = 0)
− 1(Di = 0, Zi = 1)1
n
∑n
j=1 1(Zj = 1)
]
1(Yi ∈ Yˆ0(bn)).
(J.1)
Define ∆ˆ = Pˆ (Y1, 1)−Qˆ(Y1, 1)−Qˆ(Y0, 0)+Pˆ (Y0, 0) and ∆ = P (Y1, 1)−Q(Y1, 1)−Q(Y0, 0)−
P (Y0, 0). When ∆ˆ ≤ −κn, where κn is a sequence of tuning parameters such that κn → 0,
we estimate tlF by
tˆlF ∈ arg min
tF∈R
[
1
n
∑n
i=1 1(Di = 1, Zi = 1)1(Yi ∈ Yˆ1(bn), Yi ≤ tF )
1
n
∑n
i=1(Zi = 1)
+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ Yˆ1(bn)c, Yi ≤ tF )
1
n
∑n
i=1(Zi = 0)
− |∆ˆ|
]2
.
(J.2)
Then tˆlF is a minimal distance estimator of tlF , and L˜ATE
l
(F ) is estimated by
L̂ATE
l
=
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
n
∑n
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn))
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}︸ ︷︷ ︸
Term 1
+
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
1(Yi ∈ Yˆ1(bn)c, Yi ≤ tˆlF ) + 1(Di=1,Zi=0)1
n
∑n
j=1 1(Zj=0)
1(Yi ∈ Yˆ1(bn), Yi ≤ tˆlF )
]
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}︸ ︷︷ ︸
Term 2
−
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn))
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}︸ ︷︷ ︸
Term 3
(J.3)
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where Term 1 and Term 3 are similar to estimator in (3.17), and Term 2 accounts for the
correction term g1,lc (y) in (A.2). We can rearrange terms in (J.3) to write L̂ATE
l
as
L̂ATE
l
=
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
n
∑n
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn), Yi ≥ tˆlF )
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}
+
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
1(Yi ≤ tˆlF )
]
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}
−
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn))
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}
.
(J.4)
The upper bound can be estimated similarly: tˆuF can be estimated similar to equation (J.2)
with Yi ≤ tF in (J.2) replaced by Yi ≥ tF , and tˆuF is the argmin of the distance to |∆ˆ|;
L̂ATE
u
can be estimated similar to (J.4), with Yi ≤ tˆlF in (J.4) replaced by Yi ≥ tˆuF .
Similarly, when ∆ˆ ≥ κn, estimated tˆuF by
tˆuF ∈ arg min
tF∈R
[
1
n
∑n
i=1 1(Di = 0, Zi = 0)1(Yi ∈ Yˆ0(bn), Yi ≤ tF )
1
n
∑n
i=1(Zi = 0)
+
1
n
∑n
i=1 1(Di = 0, Zi = 1)1(Yi ∈ Yˆ0(bn)c, Yi ≤ tF )
1
n
∑n
i=1(Zi = 1)
− |∆ˆ|
]2
,
(J.5)
and the lower bound
L̂ATE
l
=
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
n
∑n
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn))
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}
−
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
1(Yi ≥ tˆuF )
]
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}
−
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn), Yi ≤ tˆuF )
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}
.
(J.6)
Then by similar arguments, we can estimate tˆlF with Yi ≤ tF in (J.5) replaced by Yi ≥ tF ,
and L̂ATE
u
estimated with Yi ≥ tˆuF in (J.6) replaced by Yi ≤ tˆlF . When |∆ˆ| < κn, we
consider the ∆ is essentially indistinguishable from zero, and use (3.15) to estimate LATE.
The following technical assumptions are maintained throughout this section:
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Assumption J.1. There exists constants C1, C2 > 0 such that F satisfies:
1. |∆| > C1 or ∆ = 0;
2. If ∆ < −C1, tlF and tuF satisfies
max{d(tlF ,Y1), d(tlF ,Yc1)} > C1 max{d(tuF ,Y1), d(tuF ,Yc1)} > C1;
3. If ∆ > C1, tlF and tuF satisfies
max{d(tlF ,Y0), d(tlF ,Yc0)} > C1 max{d(tuF ,Y0), d(tuF ,Yc0)} > C1;
4. Moreover, the densities p(y, d), q(y, d) and the density of Yi, denoted by fy, are bounded
above by C2.
The first requirement in Assumption J.1 rules out any local sequence of ∆, such as
∆ = 1/
√
n. The second and third requirements in Assumption J.1 ensure that the true tlF
and tuF are bounded away from the boundary of Yd. This allows us to use Taylor expansion
to deal with the estimation error in tlF and tuF .
Theorem 3. If assumptions in theorem 2 and assumption J.1 holds and κn = log n/
√
n.
When ∆ = 0, then LATE is point identified so L˜ATE
l
(F ) = L˜ATE
u
(F ), and the limit
distribution of the corresponding estimator (3.15) is given in theorem 2 . When ∆ < −C,
then for the L˜ATE
l
(F ) and L˜ATE
u
(F ) given in Proposition A.1,
√
n(L̂ATE
l − L˜ATEl(F ))→d Γ(tlF )(M1(tlF ) +M2(tlF ))N(0,Σ(tlF )),
√
n(L̂ATE
u − L˜ATEu(F ))→d Γ(tuF )(M1(tuF ) +M2(tuF ))N(0,Σ(tuF )),
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where
M ′1(t
l
F ) =

1 0 0 0
0 0 0 0
−E[Yi1(Di=1,Zi=1)1(Yi∈Y1,Yi≥tlF )]
Pr(Zi=1)2
−E[1(Di=1,Zi=1)1(Yi∈Y1,,Yi≤tlF )]
Pr(Zi=1)2
E[Yi1(Di=0,Zi=1)1(Yi∈Y0)]
Pr(Zi=1)2
0
E[Yi1(Di=1,Zi=0)1(Yi∈Y1,Yi≥tlF )]
Pr(Zi=0)2
0 −E[Yi1(Di=0,Zi=0)1(Yi∈Y0)]
Pr(Zi=0)2
0
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
0 0 1 0

,
M ′1(t
u
F ) =

1 0 0 0
0 0 0 0
−E[Yi1(Di=1,Zi=1)1(Yi∈Y1,Yi≤tuF )]
Pr(Zi=1)2
−E[1(Di=1,Zi=1)1(Yi∈Y1,,Yi≥tuF )]
Pr(Zi=1)2
E[Yi1(Di=0,Zi=1)1(Yi∈Y0)]
Pr(Zi=1)2
0
E[Yi1(Di=1,Zi=0)1(Yi∈Y1,Yi≤tuF )]
Pr(Zi=0)2
0 −E[Yi1(Di=0,Zi=0)1(Yi∈Y0)]
Pr(Zi=0)2
0
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
0 0 1 0

,
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and
M ′2(t
l
F ) =

1(tlF ∈ Y1)tlF
tlF p(t
l
F ,1)
p(tlF ,1)−q(tlF ,1))1(tlF∈Y1)+q(tlF ,1)
0
0

′
⊗

0
−1
E[1(Di=1,Zi=1)1(Yi∈Y1,Yi≤tlF )]
Pr(Zi=1)2
E[−1(Di=1,Zi=0)1(Yi∈Y1,Yi≤tlF )]
Pr(Zi=0)2
+
E[1(Di=1,Zi=0),Yi≤tlF ]
Pr(Zi=0)2
−1
0
−1
1
0

,
M ′2(t
u
F ) =

1(tuF ∈ Y1)tuF
tuF p(t
u
F ,1)
p(tuF ,1)−q(tuF ,1))1(tuF∈Y1)+q(tuF ,1)
0
0

′
⊗

0
−1
E[1(Di=1,Zi=1)1(Yi∈Y1,Yi≥tuF )]
Pr(Zi=1)2
E[−1(Di=1,Zi=0)1(Yi∈Y1,Yi≥tuF )]
Pr(Zi=0)2
+
E[1(Di=1,Zi=0),Yi≥tuF ]
Pr(Zi=0)2
−1
0
−1
1
0

,
where ⊗ denotes the Kronecker product,
Γ′(tlF ) =

1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
−1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}∫
Y y(p(y,1)−q(y,1))1(y∈Y1,y≥tlF )+
∫
Y yp(y,1)1(y≤tlF )−
∫
Y y(q(y,0)−p(y,0))1(y∈Y0)
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
 ,
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Γ′(tuF ) =

1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
−1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}∫
Y y(p(y,1)−q(y,1))1(y∈Y1,y≤tuF )+
∫
Y yp(y,1)1(y≥tuF )−
∫
Y y(q(y,0)−p(y,0))1(y∈Y0)
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
 ,
and
Σ(tlF ) = V ar

Yi
[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1, Yi ≥ tlF )[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1, Yi ≤ tlF )
1(Zi = 1)
1(Zi = 0)
1(Di=1,Zi=0)1(Yi≤tlF )
Pr(Zi=0)
1(Di=1,Zi=1)1(Yi≤tlF )
Pr(Zi=1)[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1)[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0)
Yi
[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0)

,
Σ(tuF ) = V ar

Yi
[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1, Yi ≤ tuF )[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1, Yi ≥ tuF )
1(Zi = 1)
1(Zi = 0)
1(Di=1,Zi=0)1(Yi≥tuF )
Pr(Zi=0)
1(Di=1,Zi=1)1(Yi≥tuF )
Pr(Zi=1)[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1)[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0)
Yi
[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0)

.
When ∆ > C, we have
√
n(L̂ATE
l − L˜ATEl(F ))→d Γ(tuF )(M1(tuF ) +M2(tuF ))N(0,Σ(tuF )),
√
n(L̂ATE
u − L˜ATEu(F ))→d Γ(tlF )(M1(tlF ) +M2(tlF ))N(0,Σ(tlF )),
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where
M ′1(t
u
F ) =

1 0 0 0
0 0 0 0
E[Yi1(Di=0,Zi=0)1(Yi∈Y0,Yi≥tuF )]
Pr(Zi=0)2
0 E[Yi1(Di=1,Zi=1)1(Yi∈Y1)]
Pr(Zi=1)2
0
−E[Yi1(Di=0,Zi=1)1(Yi∈Y0,Yi≥tuF )]
Pr(Zi=1)2
E[1(Di=0,Zi=0)1(Yi∈Y0,,Yi≤tuF )]
Pr(Zi=0)2
−E[Yi1(Di=1,Zi=0)1(Yi∈Y1)]
Pr(Zi=0)2
0
0 0 0 0
0 1 0 0
0 0 0 1
0 0 0 0
0 0 1 0

,
M ′1(t
l
F ) =

1 0 0 0
0 0 0 0
E[Yi1(Di=0,Zi=0)1(Yi∈Y0,Yi≤tlF )]
Pr(Zi=0)2
0 E[Yi1(Di=1,Zi=1)1(Yi∈Y1)]
Pr(Zi=1)2
0
−E[Yi1(Di=0,Zi=1)1(Yi∈Y0,Yi≤tlF )]
Pr(Zi=1)2
E[1(Di=0,Zi=0)1(Yi∈Y0,,Yi≥tlF )]
Pr(Zi=0)2
−E[Yi1(Di=1,Zi=0)1(Yi∈Y1)]
Pr(Zi=0)2
0
0 0 0 0
0 1 0 0
0 0 0 1
0 0 0 0
0 0 1 0

,
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and
M ′2(t
u
F ) =

1(tuF ∈ Y0)tuF
tuF q(t
u
F ,0)
q(tuF ,0)−p(tuF ,0))1(tuF∈Y0)+p(tuF ,0)
0
0

′
⊗

0
−1
−E[1(Di=0,Zi=1)1(Yi∈Y1,Yi≤tuF )]
Pr(Zi=1)2
− E[1(Di=0,Zi=1),Yi≤tuF ]
Pr(Zi=1)2
E[1(Di=0,Zi=0)1(Yi∈Y0,Yi≤tuF )]
Pr(Zi=0)2
−1
0
1
−1
0

,
M ′2(t
l
F ) =

1(tlF ∈ Y0)tlF
tlF q(t
l
F ,0)
q(tlF ,0)−p(tlF ,0))1(tlF∈Y0)+p(tlF ,0)
0
0

′
⊗

0
−1
−E[1(Di=0,Zi=1)1(Yi∈Y1,Yi≥tlF )]
Pr(Zi=1)2
− E[1(Di=0,Zi=1),Yi≥tlF ]
Pr(Zi=1)2
E[1(Di=0,Zi=0)1(Yi∈Y0,Yi≥tlF )]
Pr(Zi=0)2
−1
0
1
−1
0

,
where ⊗ denotes the Kronecker product, and
Γ′(tuF ) =

−1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
−1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}∫
Y y(p(y,1)−q(y,1))1(y∈Y1)−
∫
Y yq(y,0)1(y≤tuF )−
∫
Y y(q(y,0)−p(y,0))1(y∈Y0,y≤tuF )
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
 ,
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Γ′(tlF ) =

−1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
−1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
1
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}∫
Y y(p(y,1)−q(y,1))1(y∈Y1)−
∫
Y yq(y,0)1(y≥tlF )−
∫
Y y(q(y,0)−p(y,0))1(y∈Y0,y≥tlF )
max{P (Y1,1)−Q(Y1,1),Q(Y0,0)−P (Y0,0)}
 ,
and
Σ(tuF ) = V ar

Yi
[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0, Yi ≥ tuF )[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0, Yi ≤ tuF )
1(Zi = 1)
1(Zi = 0)
1(Di=0,Zi=1)1(Yi≤tuF )
Pr(Zi=1)
1(Di=0,Zi=0)1(Yi≤tuF )
Pr(Zi=0)[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0)[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1)
Yi
[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1)

,
Σ(tlF ) = V ar

Yi
[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0, Yi ≤ tlF )[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0, Yi ≥ tlF )
1(Zi = 1)
1(Zi = 0)
1(Di=0,Zi=1)1(Yi≥tlF )
Pr(Zi=1)
1(Di=0,Zi=0)1(Yi≥tlF )
Pr(Zi=0)[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y0)[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1)
Yi
[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y1)

.
Given the limit distributions of bound estimators, we can derive a confidence set for
the identified set of LATEID
A˜
(F ) by Generalized Moment Selection method (Andrews and
Soares, 2010). I will prove the limit distributions of L˜ATE
l
and L˜ATE
u
when ∆ < −C
holds. When ∆ > C, the limit distributions of L˜ATE
l
and L˜ATE
u
can be proved similarly.
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J.1 Lemmas
I first derive Lemmas that will be used to prove the limit distributions of L˜ATE
l
. Throughout
this section, I consider the case where ∆ < −C and ∆ˆ < −κn and establish the lemmas
needed for limit distribution of L˜ATE
l
. I first define the non-centered process that is used
to estimate the tlF :
Mn(tF ) ≡
[
1
n
∑n
i=1 1(Di = 1, Zi = 1)1(Yi ∈ Yˆ1(bn), Yi ≤ tF )
1
n
∑n
i=1(Zi = 1)
+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ Yˆ1(bn)c, Yi ≤ tF )
1
n
∑n
i=1(Zi = 0)
− |∆ˆ|
]2
=
[
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
1
n
∑n
i=1(Zi = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
i=1(Zi = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ≤ tF )
+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ≤ tF )
1
n
∑n
i=1(Zi = 0)
− |∆ˆ|
]2
,
(J.7)
and define the centering function
M(tF ) =
[∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Y1, y ≤ tF )dy +
∫
Y
q(y, 1)1(y ≤ tF )dy − |∆|
]2
. (J.8)
We can view M(tF ) as the limit of Mn(tF ).
Lemma J.1. Let
MtFδ = {1(y ≤ tF )− 1(y ≤ tF + δ) : tF ∈ R, δ ∈ R}
ThenMtFδ is a VC class with VC index less than 3.
Proof. For any set of the form {(y1, k), (y2, k), (y3, k)} such that k ∈ R, and y1 < y2 < y3,
thenMtFδ cannot pick out {(y1, k), (y3, k)}. So the VC dimension ofMtFδ is less than 3.
Lemma J.2. (Uniform Asymptotic Linear Expansion of Mn(tF ) Terms) Suppose ∆ˆ < −κn
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holds. Let cn = n−2/5+ for some  > 0 be defined in Lemma E.9, then
sup
−∞≤tF≤t¯F≤+∞
∣∣∣∣A<(tF , t¯F )− 1n
n∑
i=1
[
1(Di = 1, Zi = 1)
1
n
∑n
i=1(Zi = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
i=1(Zi = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])
+
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Y1, y ∈ [tF , t¯F ])dy
∣∣∣∣ = op(1/√n),
(J.9)
sup
−∞≤tF≤t¯F≤+∞
∣∣∣∣B<(tF , t¯F )− 1n∑ni=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])1
n
∑n
i=1(Zi = 0)
+
∫
Y
q(y, 1)1(y ∈ [tF , t¯F ])dy
∣∣∣∣ = op(1/√n),
(J.10)
where
A<(tF , t¯F ) = −
E[1(Di = 1, Zi = 1)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])]
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)

+
E[1(Di = 1, Zi = 0)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])]
Pr(Zj = 0)2
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ])
−
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), y ∈ [tF , t¯F ])dy,
(J.11)
and
B<(tF , t¯F ) = −
E[1(Di = 1, Zi = 0, Yi ∈ [tF , t¯F ])]
Pr(Zj = 0)2
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
Pr(Zi = 0)
−
∫
Y
q(y, 1)1(y ∈ [tF , t¯F ])dy.
(J.12)
Remark J.1. This establish the linear approximation of Mn(tF ) in (J.7) by A< and B<.
For example, we take t¯F = tF and tF = −∞. The key property of the approximation is that
it is independent of the trimming location tF , t¯F .
Proof. Throughout the proof, let o!tFp and O!tFp denote stochastic terms that does not depend
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on tF . We first look at the term that approximate A<(tF , t¯F ) in (J.9):
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
1
n
∑n
i=1(Zi = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
i=1(Zi = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])
−
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Y1, y ∈ [tF , t¯F ])dy
=
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 1)
Pr(Zj = 1)
]
1(∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])︸ ︷︷ ︸
A1
− 1
n
n∑
i=1
[
1(Di = 1, Zi = 0)
1
n
∑n
j=1 1(Zj = 0)
− 1(Di = 1, Zi = 0)
Pr(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])︸ ︷︷ ︸
A2
+
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
(1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])− 1(Yi ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ]))︸ ︷︷ ︸
A3
+
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ])−
∫
y(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ])dy︸ ︷︷ ︸
A4
+
∫
Y
(p(y, 1)− q(y, 1))(1(y ∈ Yinfsb1 (bn + cn), Yi ∈ [tF , t¯F ])− 1(y ∈ Y1, Yi ∈ [tF , t¯F ]))dy︸ ︷︷ ︸
A5
(J.13)
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Term A1 ∼ A5 are generated by adding and subtracting the same quantity. First look at A1:
A1 =
1
n
n∑
i=1
1(Di = 1, Zi = 1)1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
=(1)
1
n
n∑
i=1
1(Di = 1, Zi = 1)1(Yi ∈ Yˆ1(bn), Yi ∈ [tF , t¯F ])
 −1
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)
+ o!tFp (1/√n)

=(2)
[
1
n
n∑
i=1
1(Di = 1, Zi = 1)1(Yi ∈ Yinfsb1 (bn), Yi ∈ [tF , t¯F ]) + o!tFp (1)
]
×
 −1
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)
+ o!tFp (1/√n)

=(3)
[
E[1(Di = 1, Zi = 1)1(Yi ∈ Yinfsb1 (bn), Yi ∈ [tF , t¯F ])] + o!tFp (1)
]
×
 −1
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)
+ o!tFp (1/√n)

=(4)
[
E[1(Di = 1, Zi = 1)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])] + o!tFp (1)
]
×
 −1
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)
+ o!tFp (1/√n)

=(5) [E[1(Di = 1, Zi = 1)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])]]×
 −1
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)
+ o!tFp (1/√n)
where (1) follows by Delta Method, (2) follows by Lemma E.8. Fix an n, 1(y ∈ Y infsb1 (bn) is
a fixed function, and {1(y ∈ [tF , t¯F ]) : −∞ ≤ tF ≤ t¯F ≤ +∞} is a VC class of dimension 3,
so Ln = {1(y ∈ Y infsb1 (bn))×1(y ∈ [tF , t¯F ]) : −∞ ≤ tF ≤ t¯F ≤ +∞} is a changing class with
fixed VC-dimension, so the logged entropy number of Ln is integrable, and step (3) follows
by Glivenko-Cantalli theorem with changing class; step (4) follows by Assumption 3.9 and
bn → 0; step (5) holds by
(
1
n
∑n
j=1 1(Zj = 1)− Pr(Zj = 1)
)
= O!tFp (1). The final display of
A1 above appears in the first row in the expression of A<(tF ). Similarly, A2 differs from A1
only by the value of Zi, so we can show
A2 =
E[1(Di = 1, Zi = 0)1(Yi ∈ Y1, Yi ∈ [tF , t¯F ])]
Pr(Zj = 0)2
[
1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)
]
+o!tFp (1/
√
n),
which appears in the second row in the expression of A<(tF ). By Lemma E.8, A3 =
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o!tFp (1/
√
n), A4 appears in the third and fourth rows in A<(tF ), and by Assumption 3.9,
A5 ≤
∫
Y
|p(y, 1)− q(y, 1)|(1(y ∈ Y infsb1 (bn + cn))− 1(y ∈ Y1))dy = o((bn + cn)2) = o(1/
√
n).
Therefore, the statement on A< hold. For the statement on B<, we have
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
1
n
∑n
i=1(Zi = 0)
−
∫
Y
q(y, 1)1(y ∈ [tF , t¯F ])dy
=
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
1
n
∑n
i=1(Zi = 0)
−
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
Pr(Zi = 0)
+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
Pr(Zi = 0)
−
∫
Y
q(y, 1)1(y ∈ [tF , t¯F ])dy
=
[
1
n
n∑
i=1
1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
]
× −1
Pr(Zj = 0)
[
1
n
n∑
i=1
1(Zi = 0)− Pr(Zj = 0) + o!tFp (1/
√
n)
]
+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
Pr(Zi = 0)
−
∫
Y
q(y, 1)1(y ∈ [tF , t¯F ])dy
=(∗)
−E[1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])] + o!tFp (1/
√
n)
Pr(Zi = 0)
[
1
n
n∑
i=1
1(Zi = 0)− Pr(Zj = 0) + o!tFp (1)
]
+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ∈ [tF , t¯F ])
Pr(Zi = 0)
−
∫
Y
q(y, 1)1(y ∈ [tF , t¯F ])dy,
(J.14)
where the first equality holds by adding and subtracting the same quantity, the second
holds by Delta method, and the last equality follows by Donsker’s theorem, since {1(y ∈
[tF , t¯F ]) : −∞ ≤ tF ≤ t¯F ≤ +∞} is a VC class. The statement on B< in the lemma follows
by observing
(
1
n
∑n
j=1 1(Zj = 1)− Pr(Zj = 1)
)
= O!tFp (1).
Lemma J.3. (Stochastic Equicontinuity of A< and B<) The following condition hold
E∗
√
n sup
|δ|<δ0
∣∣A<(−∞, tlF + δ)− A<(−∞, tlF )∣∣ . δ0,
E∗
√
n sup
|δ|<δ0
∣∣B<(−∞, tlF + δ)−B<(−∞, tlF )∣∣ . δ0,
E∗
√
n sup
|δ|<δ0
∣∣A<(tlF + δ,+∞)− A<(tlF ,+∞)∣∣ . δ0,
E∗
√
n sup
|δ|<δ0
∣∣B<(tlF + δ,+∞)−B<(tlF ,+∞)∣∣ . δ0,
where E∗ denotes the outer expectation. As a result, sup|δ|<δ0 |
√
nA<(−∞, tlF + δ)| and
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sup|δ|<δ0 |
√
nB<(−∞, tlF + δ)| are asymptotically tight.
Proof. I only prove the cases for (−∞, tlF ) and (−∞, tlF + δ) that appear in the first two
inequalities. Without loss of generality, assume δ > 0. Use the definition of A< in Lemma
J.2, we have
A<(−∞, tlF + δ)−A<(−∞, tlF ) = −
E[1(Di = 1, Zi = 1)1(Yi ∈ Y1, tlF ≤ Yi ≤ tlF + δ)]
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)

+
E[1(Di = 1, Zi = 0)1(Yi ∈ Y1, tlF ≤ Yi ≤ tlF + δ)]
Pr(Zj = 0)2
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn), tlF ≤ Yi ≤ tF + δ)
−
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), tlF ≤ y ≤ tlF + δ)dy.
(J.15)
We can bound the first term in (J.15) by mean value theorem:
E[1(Di = 1, Zi = 1)1(Yi ∈ Y1, tlF ≤ Yi ≤ tlF + δ)]
Pr(Zj = 1)2
≤ p(t
∗
F , 1)δ
Pr(Zj = 1)
+ o(δ),
where t∗F ∈ [tlF , tlF + δ], and E∗[ 1√n
∑n
j=1 1(Zj = 1) − Pr(Zj = 1)] < ∞ by central limit
theorem. The second term in (J.15) differs from the first term only by the value of Zi, so
the second term is also of order δ.
To show the last two terms in (J.15) are bounded by δ up to a constant, we write it as a
centered empirical process:
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Y infsb1 (bn + cn), tlF ≤ Yi ≤ tF + δ)
−
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Y infsb1 (bn + cn), tlF ≤ y ≤ tlF + δ)dy
=
√
n
[
1
n
n∑
i=1
mδ,n(Yi, Di, Zi)− E[mδ,n(Yi, Di, Zi)]
]
,
(J.16)
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with function
mδ,n(y, d, z) =
[
1(d = 1, z = 1)
Pr(Zi = 1)
− 1(d = 1, z = 0)
Pr(Zi = 0)
]
1(y ∈ Y infsb1 (bn + cn))︸ ︷︷ ︸
m1(y,d,z)
×1(y ∈ [tlF , tlF + δ])︸ ︷︷ ︸
m2(y,δ)
,
and denote the classM(δ0, n) = {mδ,n : |δ| ≤ δ0}. Let’s first fix n, then m1(y, d, z) is a fixed
function that does not change with δ. By Lemma J.1, the class of m2(δ) is a VC class of
VC index 3, by Lemma 2.6.18 in Van Der Vaart and Wellner (1996), eachM(δ0, n) is a VC
class of VC index 3. An envelope function is menv(y) = 1(y ∈ [tlF .tlF + δ0]). This envelope
function holds for all n. Now, we can apply theorem 2.14.1 in Van Der Vaart and Wellner
(1996) to get
sup
|δ|≤δ0
E
∣∣∣∣∣√n
[
1
n
n∑
i=1
mδ,n(Yi, Di, Zi)− E[mδ,n(Yi, Di, Zi)]
]∣∣∣∣∣
. E[(menv(Yi))2] sup
Q
∫ 1
0
sup
n
√
1 + logN(||menv||Q,2,M(δ0, n), L2(Q))d,
where N is the entropy number. SinceM(δ0, n) is a VC class of VC index 3,
N(||menv||Q,2,M(δ0, n), L2(Q)) .
(
1

)4
∀n,Q.
Therefore we have
sup
|δ|≤δ0
E
∣∣∣∣∣√n
[
1
n
n∑
i=1
mδ,n(Yi, Di, Zi)− E[mδ,n(Yi, Di, Zi)]
]∣∣∣∣∣
. E[1(y ∈ [tlF , tlF + δ])]
∫ 1
0
√
1− 4 log d
= (δfy(t
∗
F ))
∫ 1
0
√
1− 4 log d . δ
where t∗F ∈ [tlF , tlF + δ0], and fy is the density of Yi. We have shown all terms in (J.15) are
bounded by δ up to a multiplicative constant. This finishes the stochastic equi-continuity of
A<(−∞, tlF + δ)− A<(−∞, tlF ).
The proof of statement of B<(−∞, tlF ) is similar. We first note that the first term in the
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expression of B< is similar to the second term in the expression of A<, so it is bounded by
δ up to a multiplicative constant. For the terms in the second line of A<, we consider an
empirical process that uses the following function class
mδ(y, d, z) =
1(d = 1, z = 0)
Pr(Zi = 0)
1(tF ≤ Yi ≤ tF + δ),
whose VC dimension is 3. Then we can apply theorem 2.14.1 in Van Der Vaart and Wellner
(1996) again to show E∗[B<(−∞, tlF + δ)−B<(−∞, tlF ) . δ.
The asymptotically tightness of A< and B< follows from the equicontinuity condition
and Theorem 1.5.7 in Van Der Vaart and Wellner (1996).
Lemma J.4. When ∆ˆ < −κn the asymptotic Linear Expansion of
√
n(tˆlF − tlF ) is given in
the following:
√
n(tˆlF − tlF ) =
−√n
p(tlF , 1)− q(tlF , 1))1(tlF ∈ Y1) + q(tlF , 1)
×
[
− E[1(Di = 1, Zi = 1)1(Yi ∈ Y1, Yi ≤ t
l
F )]
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)

+
E[1(Di = 1, Zi = 0)1(Yi ∈ Y1, Yi ≤ tlF )]
Pr(Zj = 0)2
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn), Yi ≤ tlF )
−
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), y ≤ tlF )dy
− E[1(Di = 1, Zi = 0, Yi ≤ t
l
F )]
Pr(Zj = 0)2
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ≤ tlF )
Pr(Zi = 0)
−
∫
Y
q(y, 1)1(y ≤ tlF )dy − (|∆ˆ| − |∆|)
]
.
(J.17)
The asymptotic linear expansion of
√
n(tˆuF−tuF ) is similar to (J.17), with the Yi ≤ tlF in (J.17)
replaced by Yi ≥ tuF , y ≤ tlF in (J.17) replaced by y ≥ tuF , and the denominator on the first
term p(tlF , 1)−q(tlF , 1))1(tlF ∈ Y1)+q(tlF , 1) replaced by p(tuF , 1)− q(tuF , 1))1(tuF ∈ Y1) + q(tuF , 1).
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When ∆ˆ > κn, the asymptotic linear expansion of
√
n(tˆuF − tuF ) is given by
√
n(tˆuF − tuF ) =
−√n
q(tuF , 0)− p(tuF , 0))1(tuF ∈ Y0) + p(tuF , 0)
×
[
− E[1(Di = 0, Zi = 0)1(Yi ∈ Y0, Yi ≤ t
u
F )]
Pr(Zj = 0)2
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
E[1(Di = 0, Zi = 1)1(Yi ∈ Y0, Yi ≤ tuF )]
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)

+
1
n
n∑
i=1
[
1(Di = 0, Zi = 0)
Pr(Zi = 0)
− 1(Di = 0, Zi = 1)
Pr(Zi = 1)
]
1(Yi ∈ Yinfsb0 (bn + cn), Yi ≤ tuF )
−
∫
Y
y(q(y, 0)− p(y, 0))1(y ∈ Yinfsb0 (bn + cn), y ≤ tuF )dy
− E[1(Di = 0, Zi = 1, Yi ≤ t
u
F )]
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)

+
1
n
∑n
i=1 1(Di = 0, Zi = 1)1(Yi ≤ tuF )
Pr(Zi = 1)
−
∫
Y
p(y, 0)1(y ≤ tuF )dy − (|∆ˆ| − |∆|)
]
(J.18)
The asymptotic linear expansion of
√
n(tˆlF − tlF ) is similar to the expression above, with
the Yi ≤ tuF in (J.18) replaced by Yi ≥ tlF , y ≤ tuF in (J.18) replaced by y ≥ tlF , and
the denominator on the first term q(tuF , 0) − p(tuF , 0))1(tuF ∈ Y0) + p(tuF , 0) replaced by
q(tlF , 0)− p(tlF , 0))1(tlF ∈ Y0) + p(tlF , 0).
Proof. I only prove the result for ∆ˆ < −κn and tlF , the remaining three cases hold by similar
argument. Note that using the notation of < and B< in Lemma J.2, we can write
√
n(tˆlF−tlF )
in (J.17) as
√
n(tˆlF − tlF ) =
−√nA<(−∞, tlF )−
√
nB<(−∞, tlF ) + |∆ˆ| − |∆|
p(tlF , 1)− q(tlF , 1))1(tlF ∈ Y1) + q(tlF , 1)
+ op(1). (J.19)
So it suffices to show the above display (J.19) holds.
We set up the local process:
√
n(tˆlF − tlF ) = arg min
h
nMn(tlF +
h√
n
).
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We can write
Mn(tlF +
h√
n
) =
[
1
n
n∑
i=1
[
1(Di = 1, Zi = 1)
1
n
∑n
i=1(Zi = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
i=1(Zi = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ≤ tlF +
h√
n
)
−
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Y1, y ≤ tlF +
h√
n
)dy)dy
+
∫
Y
(p(y, 1)− q(y, 1))1(y ∈ Y1, tlF ≤ y ≤ tlF +
h√
n
)dy)dy
+
1
n
∑n
i=1 1(Di = 1, Zi = 0)1(Yi ≤ tlF + h√n )
1
n
∑n
i=1(Zi = 0)
−
∫
Y
q(y, 1)1(y ≤ tlF +
h√
n
)dy
+ q(y, 1)1(tlF ≤ y ≤ tlF +
h√
n
)dy + |∆| − |∆ˆ|
]2
=
[
A<(−∞, tlF +
h√
n
) +B<(−∞, tlF +
h√
n
) +
h√
n
[
p(t∗F , 1)− q(t∗F , 1))1(tlF ∈ Y1) + q(t∗F , 1)
]
+ |∆| − |∆ˆ|+ op( 1√
n
)
]2
Since the above display takes a quadratic form, the minimal of nMn(tlF + h√n) is achieved
when
h
[
p(t∗F , 1)− q(t∗F , 1))1(tlF ∈ Y1) + q(t∗F , 1)
]
= −√nA<(tlF+
h√
n
)−√nB<(tlF+
h√
n
)+
√
n(|∆ˆ|−|∆|)+op(1)
(J.20)
Note that using the stochastic equicontinuity result in Lemma J.3, we have
Pr(
√
n|A<(−∞, tlF+
h√
n
)−A<(−∞, tlF )| > ) <
√
nE∗|A<(−∞, tlF + h√n)− A<(−∞, tlF )|

≤ h√
n
→ 0
This shows |√nA<(−∞, tlF + h√n) −
√
nA<(−∞, tlF )| = op(1). Lemma J.3 also shows
|√nB<(−∞, tlF + h√n)−
√
nB<(−∞, tlF )| = op(1). Therefore, therefore
h
[
p(t∗F , 1)− q(t∗F , 1))1(tlF ∈ Y1) + q(t∗F , 1)
]
= −√nA<(tlF )−
√
nB<(tlF )+
√
n(|∆ˆ|−|∆|)+op(1)
(J.21)
Since t∗F ∈ [tlF , tlF + h/
√
n], we have t∗F → tlF . By continuity of p(y, 1) and q(y, 1),
[
p(t∗F , 1)− q(t∗F , 1))1(tlF ∈ Y1) + q(tlF , 1)
]→ [p(tlF , 1)− q(tlF , 1))1(tlF ∈ Y1) + q(tlF , 1)] .
The expression (J.19) holds.
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Lemma J.5. The following asymptotic expansions hold when ∆ˆ < −κn:
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ≥ tˆlF )−
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Y1, y ≥ tlF )
= op(1/
√
n)− E[Yi1(Di = 1, Zi = 1)1(Yi ∈ Y1, Yi ≥ t
l
F )]
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)

+
E[Yi1(Di = 1, Zi = 0)1(Yi ∈ Y1, Yi ≥ tlF )]
Pr(Zj = 0)
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
Pr(Zi = 1)
− 1(Di = 1, Zi = 0)
Pr(Zi = 0)
]
1(Yi ∈ Yinfsb1 (bn + cn), Yi ≥ tlF )
−
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), y ≥ tlF )dy
+ tlF [p(t
l
F , 1)− q(tlF , 1)]1(tlF ∈ Y1)(tˆlF − tlF ),
(J.22)
and
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
1(Yi ≤ tˆlF )
]
−
∫
yp(y, 1)1(y ≤ tlF )
= −E[1(Di = 1, Zi = 1, Yi ≤ t
l
F )]
Pr(Zj = 1)2
 1
n
n∑
j=1
1(Zj = 1)− Pr(Zj = 1)

+
1
n
∑n
i=1 1(Di = 1, Zi = 1)1(Yi ≤ tlF )
Pr(Zi = 1)
−
∫
Y
p(y, 1)1(y ≤ tlF )dy
+ tlF p(t
l
F , 1)(tˆ
l
F − tˆlF ).
(J.23)
The results also hold when all tlF , tˆlF , Yi ≥ tlF , Yi ≤ tlF , y ≥ tlF ,y ≤ tlF are replaced by tuF ,
tˆuF , Yi ≤ tuF , Yi ≥ tuF , y ≤ tuF ,y ≥ tuF respectively.
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When ∆ˆ > κn:
1
n
n∑
i=1
Yi
[
1(Di = 0, Zi = 0)
1
n
∑n
j=1 1(Zj = 0)
− 1(Di = 0, Zi = 1)1
n
∑n
j=1 1(Zj = 1)
]
1(Yi ∈ Yˆ0(bn), Yi ≥ tˆuF )−
∫
Y
y(q(y, 0)− p(y, 0))1(y ∈ Y0, y ≥ tuF )
= op(1/
√
n) + E[Yi1(Di = 0, Zi = 0)1(Yi ∈ Y0, Yi ≥ tuF )]
[
1
1
n
∑n
j=1 1(Zj = 0)
− 1
Pr(Zj = 0)
]
− E[Yi1(Di = 0, Zi = 1)1(Yi ∈ Y0, Yi ≥ tuF )]
[
1
1
n
∑n
j=1 1(Zj = 1)
− 1
Pr(Zj = 1)
]
+
1
n
n∑
i=1
Yi
[
1(Di = 0, Zi = 0)
Pr(Zi = 0)
− 1(Di = 0, Zi = 1)
Pr(Zi = 1)
]
1(Yi ∈ Yinfsb0 (bn + cn), Yi ≥ tuF )
−
∫
Y
y(q(y, 0)− p(y, 0))1(y ∈ Yinfsb0 (bn + cn), y ≥ tuF )dy
+ tuF [q(t
u
F , 0)− p(tuF , 0)]1(tuF ∈ Y0)(tˆuF − tuF ),
and
1
n
n∑
i=1
Yi
[
1(Di = 0, Zi = 0)
1
n
∑n
j=1 1(Zj = 0)
1(Yi ≤ tˆuF )
]
−
∫
yq(y, 0)1(y ≤ tuF )
= −E[1(Di = 0, Zi = 0, Yi ≤ t
u
F )]
Pr(Zj = 0)2
 1
n
n∑
j=1
1(Zj = 0)− Pr(Zj = 0)

+
1
n
∑n
i=1 1(Di = 0, Zi = 0)1(Yi ≤ tuF )
Pr(Zi = 0)
−
∫
Y
q(y, 0)1(y ≤ tuF )dy
+ tuF p(t
u
F , 1)(tˆ
u
F − tˆuF ).
The results also hold when all tuF , tˆuF , Yi ≥ tuF , Yi ≤ tuF , y ≥ tuF ,y ≤ tuF are replaced by tlF ,
tˆlF , Yi ≤ tlF , Yi ≥ tlF , y ≤ tlF ,y ≥ tlF respectively.
Proof. Only prove the result for tlF and ∆ˆ < −κn, the rest of the results follow by symmetry.
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ≥ tˆlF )−
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Y1, y ≥ tlF )
=
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ≥ tˆlF )︸ ︷︷ ︸
A1
−
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Yinfsb1 (bn + cn), y ≥ tˆlF )︸ ︷︷ ︸
A2
+
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Y1, y ≥ tˆlF ))−
∫
Y
y(p(y, 1)− q(y, 1))1(y ∈ Y1, y ≥lF ))︸ ︷︷ ︸
B1
.
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Note that A1−A2 = A<(tˆlF ,+∞)+op(1/
√
n) and by lemma J.3, |A1−A2−A<(tlF ,+∞)| ≤
1√
n
|tˆlF − tlF |+ op(1/
√
n) = op(1/
√
n). And for term B1, we use mean value theorem to get
B1 = t
∗
F (p(t
∗
F , 1)− q(t∗F , 1))1(tlF ∈ Y1)(tˆlF − tlF ),
where t∗F ∈ [tlF , tˆlF ]. Therefore,
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
− 1(Di = 1, Zi = 0)1
n
∑n
j=1 1(Zj = 0)
]
1(Yi ∈ Yˆ1(bn), Yi ≥ tˆlF )−
∫
Y
p(y, 1)− q(y, 1)1(y ∈ Y1, y ≥ tlF )
= A<(tlF ,+∞) + tlF (p(tlF , 1)− q(tlF , 1))1(tlF ∈ Y1)(tˆlF − tlF ) + op(1/
√
n).
Plugin the expression of A< in Lemma J.2 to get expression (J.22).
The proof of (J.23) is similar:
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
1(Yi ≤ tˆlF )
]
−
∫
yp(y, 1)1(y ≤ tlF )
=
1
n
n∑
i=1
Yi
[
1(Di = 1, Zi = 1)
1
n
∑n
j=1 1(Zj = 1)
1(Yi ≤ tˆlF )
]
−
∫
yp(y, 1)1(y ≤ tˆlF )
+
∫
yp(y, 1)1(y ≤ tˆlF )−
∫
yp(y, 1)1(y ≤ tlF )
= B<(−∞, tˆlF ) + tlF p(tlF )(tˆlF − tlF ) + op(1/
√
n)
We get (J.23) by plugging in the expression of B< in Lemma J.2.
J.2 Proof of the theorem
Proof. When ∆ = 0, the limit distribution fails in theorem 2 only when |∆ˆ| ≥ log n. Note
that by Lemma E.7,
√
n(∆ˆ −∆) = Op(1), so Pr(|∆ˆ| ≥ κn) → 0. So the limit distribution
in theorem 2 holds with probability approaching one.
For |∆| > C, I only consider the case where ∆ < −C and only for the limit distribution
of L˜ATE
l
(F ). Other results follow by symmetry.
Conditioned on the event ∆ˆ < −κn. In this case, |∆| = Q(Y0, 0)−P (Y0, 0)− (P (Y1, 1) +
Q(Y1, 1)) and |∆ˆ| = Qˆ(Y0, 0)− Pˆ (Y0, 0)− (Pˆ (Y1, 1)− Qˆ(Y1, 1)), and
max{Q(Y0, 0)− P (Y0, 0), (P (Y1, 1)−Q(Y1, 1))} = Q(Y0, 0)− P (Y0, 0),
max{Qˆ(Y0, 0)− Pˆ (Y0, 0), (Pˆ (Y1, 1)− Qˆ(Y1, 1))} = Qˆ(Y0, 0)− Pˆ (Y0, 0)
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pˆi =

pˆi1
pˆi2
pˆi3
pˆi4
pˆi5
pˆi6
pˆi7
pˆi8
pˆi9

=

1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y infsb1 (bn + cn), Yi ≥ tlF )
1
n
∑n
i=1
[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y infsb1 (bn + cn), Yi ≤ tlF )
1
n
∑n
i=1 1(Zi = 1)
1
n
∑n
i=1 1(Zi = 0)
1
n
∑n
i=1 1(Di=1,Zi=0)1(Yi≤tlF )
Pr(Zi=0)
1
n
∑n
i=1 1(Di=1,Zi=1)1(Yi≤tlF )
Pr(Zi=1)
1
n
∑n
i=1
[
1(Di=1,Zi=1)
Pr(Zi=1)
− 1(Di=1,Zi=0)
Pr(Zi=0)
]
1(Yi ∈ Y infsb1 (bn + cn))
1
n
∑n
i=1
[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=1)
]
1(Yi ∈ Y infsb0 (bn + cn))
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
Pr(Zi=0)
− 1(Di=0,Zi=1)
Pr(Zi=0)
]
1(Yi ∈ Y infsb0 (bn + cn))

,
and
pi =

pi1
pi2
pi3
pi4
pi5
pi6
pi7
pi8
pi9

=

∫
Y y(p(y, 1)− q(y, 1))1(y ∈ Y infsb1 (bn + cn), y ≥ tlF )∫
Y(p(y, 1)− q(y, 1))1(y ∈ Y infsb1 (bn + cn), y ≤ tlF )
Pr(Zi = 1)
Pr(Zi = 0)∫
Y q(y, 0)1(y ≤ tlF )∫
Y p(y, 1)1(y ≤ tlF )∫
Y p(y, 1)− q(y, 1)1(y ∈ Y infsb1 (bn + cn))∫
Y q(y, 0)− p(y, 0)1(y ∈ Y infsb0 (bn + cn))∫
Y y(q(y, 0)− p(y, 0))1(y ∈ Y infsb0 (bn + cn))

.
By Lemma E.7,
√
n(θˆ − θ)→d N(0,Σ(tlF )),
where Σ(tlF ) is the covariance matrix specified in Theorem 3.
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Now define
ζˆ =

ζˆ1
ζˆ2
ζˆ3
ζˆ4
 =

1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
− 1(Di=1,Zi=0)1
n
∑n
j=1 1(Zj=0)
]
1(Yi ∈ Yˆ1(bn), Yi ≥ tˆlF )
1
n
∑n
i=1 Yi
[
1(Di=1,Zi=1)
1
n
∑n
j=1 1(Zj=1)
1(Yi ≤ tˆlF )
]
1
n
∑n
i=1 Yi
[
1(Di=0,Zi=0)
1
n
∑n
j=1 1(Zj=0)
− 1(Di=0,Zi=1)1
n
∑n
j=1 1(Zj=1)
]
1(Yi ∈ Yˆ0(bn))
max{Pˆ (Y1, 1)− Qˆ(Y1, 1), Qˆ(Y0, 0)− Pˆ (Y0, 0)}

and
ζ =

ζ1
ζ2
ζ3
ζ4
 =

∫
Y y(p(y, 1)− q(y, 1))1(y ∈ Y1, y ≥ tlF )∫
Y yp(y, 1)1(y ≤ tlF )∫
Y y(q(y, 0)− p(y, 0))1(y ∈ Y0)
max{P (Y1, 1)−Q(Y1, 1), Q(Y0, 0)− P (Y0, 0)}

Now, use the asymptotic linear expansion result in Lemma E.9 (for β3 and β4), Lemma
J.5 and Lemma J.4, and use the fact that ∆ < 0 and ∆ˆ < −κn, we have
ζˆ − ζ = (M1(tlF ) +M2(tlF ))(θˆ − θ),
where M1(tlF ) and M2(tlF ) are defined in Theorem 3.
Note that
L̂ATE
l
=
βˆ1 + βˆ2 − βˆ3
βˆ4
and LATEl =
β1 + β2 − β3
β4
.
Apply delta method to get, when conditioned on the event ∆ˆ < −κn, we have
√
n(L̂ATE
l − LATEl) = Γ(tlF )(M1(tlF ) +M2(tlF ))(θˆ − θ) + op(1).
Now since Pr(∆ˆ < −κn) = Pr(
√
n(∆ˆ−∆) < c√n− log n)→ 1, we have
Pr(|√n(L̂ATEl − LATEl)− Γ(tlF )(M1(tlF ) +M2(tlF ))(θˆ − θ))| ≥ )
= Pr(∆ˆ ≥ −κn) + Pr(∆ˆ < −κn)Pr
(
|√n(L̂ATEl − LATEl)− Γ(tlF )(M1(tlF ) +M2(tlF ))(θˆ − θ))| ≥ 
∣∣∣∣∆ˆ > −κn)→ 0
The result follows.
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K Auxiliary Lemmas
Lemma K.1. Let ν1, ν2 and µF be measures on on measurable space (M,M) such that ν1
and ν2 are absolutely continuous with respect to µF . Let ν = ν1 − ν2 be a signed measure,
and let A and B be the positive and negative set of ν respectively. Define the set A′ and B′
by
A′ = {m ∈M : dν1
dµF
(m)− dν2
dµF
(m) ≥ 0},
B′ = {m ∈M : dν1
dµF
(m)− dν2
dµF
(m) < 0},
where dνj
dµF
is the Radon-Nikodym derivatives of νj with respect to µF . Then
ν(A∆A′) = 0 and ν(B∆B′) = 0.
Proof. By Jordan decomposition theorem, we can write ν = ν+−ν−. Apply Radon-Nikodym
theorem to two decompositions we have:
dν
dµF
=
dν1
dµF
− dν2
dµF
=
dν+
dµF
− dν
−
dµF
, (K.1)
So we look at ν(A∆A′)
ν(A∆A′) =(1) ν(A\A′) + ν(A′\A)
=(2) ν
+(A\A′) + ν+(A′\A)− ν−(A′\A)− ν−(A\A′)
=(3) ν
+(A\A′)− ν−(A′\A)
=(4)
∫
A\A′
dν+
dµF
dµF −
∫
A′\A
dν−
dµF
dµF
=(5)
∫
A\A′
dν1
dµF
− dν2
dµF
+
dν−
dµF
dµF −
∫
A′\A
dν−
dµF
dµF
≤(6) 0 + ν−(A\A′)− ν−(A′\A) ≤(7) 0,
where the equality (3) holds because ν+(A′\A) = ν((A′\A)∩A) = ν(∅) = 0 by definition of
Jordan decomposition, and similarly ν−(A\A′) = 0; (4) holds by Radon-Nikodym Theorem;
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(5) holds by (K.1); (6) holds because on (A′)c, dν1
dµF
− dν2
dµF
< 0, so
∫
A\A′
dν1
dµF
− dν2
dµF
dµF ≤ 0;
(6) holds because ν−(A\A′) = 0 and ν− is a measure so ν−(A′\A) ≥ 0.
Similarly, now we change the step (5) above to substitute ν− instead, we have
ν(A∆A′) =(i)
∫
A\A′
dν+
dµF
dµF +
∫
A′\A
dν1
dµF
− dν2
dµF
− dν
+
dµF
dµF
≥(ii) ν+(A\A′) + 0− ν+(A′\A) ≥ 0,
where the (ii) holds because ν+(A′\A) = 0 and dν1
dµF
− dν2
dµF
> 0 on A′. Combining the two
arguments above to get ν(A′∆A) = 0. Similar argument holds for ν(B′∆B) = 0.
Lemma K.2. Let X, Y be two real random variables. Let G be a probability measure of X, Y
and let F the distribution of a real random variable Z,
PrG(X ∈ Bx, Y ∈ By) = PrF (Z ∈ Bx ∩By)
holds for all measurable set Bx, By, then X = Y holds G-a.s..
Proof. Let {xn}∞n=1 and {ym}∞m=1 be the exhausting list of rational number. Then
{(x, y) : x 6= y} ⊆ [∪xn>ym(xn,∞)× (−∞, ym)] ∪ [∪xn<ym(−∞, xn)× (yn,∞)].
Indeed, for any pair of (x, y), if x > y and x − y =  > 0, we can find rational numbers xn
and ym such that x > xn − /3 > ym + /3 > y and (x, y) ∈ (xn,∞)× (−∞, ym). Then
PrGs(X 6= Y ) = PrGs((X,Y ) ∈ {{(x, y) : x 6= y}})
≤
∑
xn>ym
PrGs(X ∈ (xn,∞), Yi ∈ (−∞, ym))
+
∑
xn<ym
PrGs(X ∈ (−∞, xn), Yi ∈ (ym,∞))
=(1)
∑
xn>ym
PrF (Z ∈ (xn,∞) ∩ (−∞, ym))
+
∑
xn<ym
PrF (Z ∈ (−∞, xn) ∩ (ym,∞))
=(2)
∑
xn<ym
0 +
∑
xn>ym
0 =(3) 0,
where equality (1) holds by assumption of the Lemma, (2) holds because (xn,∞)∩(−∞, ym) =
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∅ when xn > ym, (3) holds because the summation over xn < ym and xn > ym is countable,
and countable summation of zero is zero.
Lemma K.3. (Gine and Guillou, 2002) Let G be a measurable uniformly bounded VC class
of functions, such that
N(G, L2(P ), τ ||G||L2(P )) ≤
(
A
τ
v)
,
and let σ and U be the number such that σ2 ≥ supg∈G V arpg and U ≥ supg∈G ||g||∞, and
0 < σ < U/2,
√
nσ ≥ U
√
U
log σ
. Then there exist constant L, C that depends on A and v
only such that
Pr
(
sup
g∈G
∣∣∣∣∣
n∑
i=1
g(xi)− Eg(xi)
∣∣∣∣∣ > Cσ√n
√
log
U
σ
)
≤ L exp
{
−C log(1 + C/(4L))
L
log
U
σ
}
.
(K.2)
Lemma K.4. (Montgomery-Smith’s Maximal Inequality)
Pr
(
max
k≤n
supg∈G
∣∣∣∣∣
k∑
i=1
g(xi)− Eg(xi)
∣∣∣∣∣ > t
)
≤ 9Pr
(
supg∈G
∣∣∣∣∣
n∑
i=1
g(xi)− Eg(xi)
∣∣∣∣∣ > t/30
)
.
(K.3)
Lemma K.5. Let hn = n−γ for some γ ∈ (0, 1), such that nhn| log hn| → ∞. Denote the
estimator and its expectation of the estimator as
f l,mn (y) ≡
1
nhn
n∑
i=1
K
(
Yi − y
hn
)
1(Di = l, Zi = m)
f¯ l,mn (y) ≡
1
hn
, E
[
K
(
Yi − y
hn
)
1(Di = l, Zi = m)
]
.
(K.4)
Then, the following uniform bounds holds for some constant C¯:
lim sup
n→∞
(
sup
y
√
nhn
log h−1n
|f l,mn (y)− f¯ l,mn (y)|
)
≤ C¯ a.s.. (K.5)
Proof. We prove the a.s. convergence result for l = m = 1 and omit the superscript l,m
158
in fn and f¯n, and the rest inequalities hold similarly. Use Montgomery-Smith’s Maximal
inequality, we have
Pr
(
max
2k−1≤n≤2k
√
nhn
log h−1n
sup
y
|fn(y)− f¯n(y)| > t
)
= Pr
(
max
2k−1≤n≤2k
sup
y
∣∣∣∣ n∑
i=1
K
(
Yi − y
hn
)
1(Di = 1, Zi = 1)
− E
[
K
(
Yi − y
hn
)
1(Di = 1, Zi = 1)
] ∣∣∣∣ > t√nhn log h−1n
)
≤ 9Pr
(
sup
y,h
2k−1≤h≤h2k
∣∣∣∣ 2k∑
i=1
K
(
Yi − y
h
)
1(Di = 1, Zi = 1)
− E
[
K
(
Yi − y
h
)
1(Di = 1, Zi = 1)
] ∣∣∣∣ > t√2k−1h2k log h−12k /30
)
.
(K.6)
By Gine and Guillou (2002), the class of function Kk = {K( t−yh )
∣∣t ∈ R, h2k ≤ h ≤ h2k−1}
is a VC class, and we multiply it by a fixed function 1(d = 1, z = 1), the class of function
K˜k = {K( t−yh )1(d = 1, z = 1)
∣∣t ∈ R, h2k ≤ h ≤ h2k−1} is still a VC class. So we take
Uk = ||K(y)||∞, σ2k = h2k−1 supy |f(y|Di = 1, Zi = 1)|
∫
t
K2(t)dt, then we have
sup
y,h
2k
≤h≤h
2k−1
V ar
[
K(
Yi − y
h
)1(Di = 1, Zi = 1)
]
≤ sup
y,h
2k
≤h≤h
2k−1
E
[
K2(
Yi − y
h
)1(Di = 1, Zi = 1)
]
≤ sup
y,h
2k
≤h≤h
2k−1
h
∫
t
K2(t)f(y − th|Di = 1, Zi = 1)dt× Pr(Di = 1, Zi = 1)
≤ h||f ||∞
∫
t
K2(t)dt ≤ σ2k,
and supy,h
2k
≤h≤h
2k−1
∣∣K(Yi−y
h
)1(Di = 1, Zi = 1)
∣∣ ≤ Uk.
Then since h2k−1 → 0 and 2
kh
2k
log h−1
2k
→ ∞ as k → ∞, we can find k0 such that σ2k ≤ Uk/2
and
√
2kσk ≥ Uk
√
Uk
log σk
for all k ≥ k0. So, we can apply (K.2).
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Take t = 30C
√
2× 2−γ supy |f(y|Di = 1, Zi = 1)|
∫
t
K2(t)dt, then
t
√
2k−1h2k log h
−1
2k
/30 = C
√
2k(ch2k) log h
−1
2k
sup
y
|f(y|Di = 1, Zi = 1)|
∫
t
K2(t)dt
≥ C
√
2k
√
h2k−1 log h
−1
2k
sup
y
|f(y|Di = 1, Zi = 1)|
∫
t
K2(t)dt
= C
√
2kσk
√
log h−1
2k
,
Since
h−1
2k
Uk/σk
≥
h−0.5
2k
√
supy |f(y|Di = 1, Zi = 1)|
∫
t
K2(t)dt
||K(y)||∞ →∞,
where we use the construction of σk and h−12k ≥ h−12k−1 , and hn → 0. So we can find k1 such
that C
√
2kσk
√
log h−1
2k
> C
√
2kσk
√
Uk
σk
holds for all k > k1. Then for k > max{k0, k1},
9Pr
(
sup
y,h
2k−1≤h≤h2k
∣∣∣∣ 2k∑
i=1
K
(
Yi − y
h
)
1(Di = 1, Zi = 1)
− E
[
K
(
Yi − y
h
)
1(Di = 1, Zi = 1)
] ∣∣∣∣ > t√2k−1h2k log h−12k /30
)
≤ 9Pr
(
sup
y,h
2k−1≤h≤h2k
∣∣∣∣ 2k∑
i=1
K
(
Yi − y
h
)
1(Di = 1, Zi = 1)
− E
[
K
(
Yi − y
h
)
1(Di = 1, Zi = 1)
] ∣∣∣∣ > C√2kσk√Ukσk
)
≤ L exp
{
−C log(1 + C/(4L))
L
log
Uk
σk
}
≤ L exp
−C log(1 + C/(4L))L log ||K(y)||∞√supy |f(y|Di = 1, Zi = 1)| ∫tK2(t)dt
h2k−1
≤ Constant×
(
1
2γ
)k−1
.
(K.7)
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Note that
∑∞
k=max{k0,k1}+1
(
1
2γ
)k−1
<∞ holds, so by Borel-Cantelli lemma,
Pr
(
lim sup
n→∞
√
nhn
log h−1n
sup
y
|fn(y)−f¯n(y)| > 30C
√
2× 2−γ sup
y
|f(y|Di = 1, Zi = 1)|
∫
t
K2(t)dt
)
= 0.
(K.8)
L Example of Incomplete Model: Binary Entry Game
Example 3. (Binary Entry Game) Consider a binary entry game in Bresnahan and Reiss
(1991). Suppose there are two firms who make decisions Yim on whether to enter a market
m, where i = 1, 2 is the firm index, Yim is binary and Yim = 1 means firm i enters market
m. Profit functions is
pi1m = α1 + β1X1m + δ1Y2m + 1m
pi2m = α2 + δ2Y1m + 2m
where (1m, 2m) is a market shock observed by both firms. To simplify the discussion, let’s
consider X1m only takes two values: X1m ∈ {0, 1}. Let’s focus on competitive entry so δ1 ≤ 0
and δ2 ≤ 0.
Suppose the econometrician only observe the number of players in market m, denoted by
Ym ∈ {0, 1, 2}. So Ym = Y1m +Y2m. Since Ym and X are discrete, the observation space can
be described by a collection of six-dimensional probability vectors
F =
{
(a1, ...a6)
∣∣∣∣ 6∑
j=1
aj = 1, aj ≥ 0
}
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Figure 3: Partition of the space of (1m, 2m)
where each F ∈ F corresponds to the probability vector:
F =

PrF (Ym = 2, X1m = 0)
PrF (Ym = 1, X1m = 0)
PrF (Ym = 0, X1m = 0)
PrF (Ym = 2, X1m = 1)
PrF (Ym = 1, X1m = 1)
PrF (Ym = 0, X1m = 1)

(L.1)
Both m = (1m, 2m) and X1m are primitive variable, and Gs is a joint distribution of
them. A model M s = (θs, Sols) consists of two parts: θs = (αs1, αs2, βs1, δs1, δs2) is the profit
parameter, and Sols ∈ {PSNE, L2R} is the solution concept of the game, where PSNE
stands for pure strategy Nash Equilibrium and L2R stands for level-2 rationality.
Given the profit parameter θs and value of X1m, the space of (1m, 2m) is partitioned into
5 parts as figure 3:
If m ∈ A(y|X1m), where y = (Y1, Y2) ∈ {(1, 1), (1, 0), (0, 1), (0, 0)}, and Sols ∈ {PSNE, L2R},
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the solution concept predicts Ym =
∑
i Yim as the unique outcome. If m ∈ A(M |X1m),
and Sols = PSNE, then the solution concept predicts Ym = 1 as the outcome. If m ∈
AX(M |X1m), and Sols = L2R, then the solution concept does not put any restriction on
outcome Ym.
Following Aradillas-Lopez and Tamer (2008), if Sols = L2R, M s(Gs) is the collection of

Gs(m ∈ A((1, 1)|X1m = 0), X1m = 0) + c20
Gs(m ∈ A((0, 1) ∪ (1, 0)|X1m = 0), X1m = 0) + c10
Gs(m ∈ A((0, 0)|X1m = 0), X1m = 0) + c00
Gs(m ∈ A((1, 1)|X1m = 1), X1m = 1) + c21
Gs(m ∈ A((1, 0) ∪ (0, 1)|X1m = 1), X1m = 1) + c11
Gs(m ∈ A((0, 0)|X1m = 1), X1m = 1) + c01

s.t. c2i + c
1
i + c
0
i = G
s(m ∈ A(M), X1m = i) cji ≥ 0 for i = 0, 1 j = 0, 1, 2
(L.2)
On the other hand, if Sols = PSNE, M s(Gs) is a singleton:

Gs(m ∈ A((1, 1)|X1m = 0), X1m = 0)
Gs(m ∈ A((0, 1) ∪ (1, 0) ∪M |X1m = 0), X1m = 0)
Gs(m ∈ A((0, 0)|X1m = 0), X1m = 0)
Gs(m ∈ A((1, 1)|X1m = 1), X1m = 1)
Gs(m ∈ A((1, 0) ∪ (0, 1) ∪M |X1m = 1), X1m = 1)
Gs(m ∈ A((0, 0)|X1m = 1), X1m = 1)

s.t. c2i + c
1
i + c
01
i + c
0
i = G
s(m ∈ A(M), X1m = i) cjki ≥ 0for i, j, k = 0, 1
(L.3)
Level 2 Rationality can be used as a reference model since it can generate player’ behavior
in various way. Pure strategy Nash Equilibrium model on the other hand predict cleaner
individual behavior and hence makes identification system easier to interpret. We follow
Ciliberto and Tamer (2009) to further consider continuously distributed  that is independent
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of X1m. One can consider a structure universe S as
S =
{
p
∣∣∣θs ∈ R3 × R2−, Sols ∈ {PSNE, L2R}
m ⊥ X1m holds for Gs
Gs(m) has a density g
s
} (L.4)
The following proposition states that S is a structure universe.
Proposition L.1. The F and S defined in the 2× 2 entry game satisfies ∪p∈SM s(Gs) = F
A commonly used empirical assumption is that the solution concept is PSNE, so the
assumption set is
A =
{
s
∣∣∣θs ∈ R3 × R2+, Sols = PSNE
m ⊥ X1m holds for Gs
Gs(m|X1m) has density gs over R2
} (L.5)
I now derive the non-refutable set and confirmable set associated with Pure Strategy Nash
Equilibrium assumption (L.5). The result is stated in the following proposition.
Proposition L.2. The pure strategy Nash Equilibrium assumption A defined above satisfies:
1. HsconS (A) = HwconS (A) = ∅
2. Define two difference between conditional probability
∆11 ≡ (PrF (Ym = 2|X1m = 1)− PrF (Ym = 2|X1m = 0))
∆00 ≡ (PrF (Ym = 0|X1m = 1)− PrF (Ym = 0|X1m = 0))
(L.6)
HsnfS (A) is the collection of s such that ∀F ∈M s(Gs), F satisfies
∆11∆00 ≤ 0 (L.7)
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3. HwnfS (A) = S
The first and third statement of the proposition comes from the fact that if two structures
only differs in the solution concept, i.e. s1 = (G, θ, PSNE) and s2 = (G, θ, L2R), the set of
predicted outcome under s1 is nested in s2, i.e. M s1(G) ⊆M s2(G). Therefore, we can never
confirm the solution concept is PSNE, and L2R can never be rejected. The intuition of the
second implication can be seen from figure 4 below where β1 > 0
Figure 4
When β1 > 0, the blue shaded region is where X1 = 1 implies both enter while X1 = 0
does not, while the orange shaded region is where X1 = 0 implies neither enters while X=1
does not. So the change of ∆11 and ∆00 should always move in different direction.
By discussion above, for the PSNE assumption A, by proposition L.2 we have HwnfS (A) =
S 6= HsnfS (A), so both
1. HwnfS (A)\HsnfS (A) 6= ∅
2.
(
∪s∈HwnfS (A)M
s(Gs)
)
∩
(
∪s∈[HwnfS (A)]cM
s(Gs)
)
= ∅
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hold in this example. Therefore, there is no strong consistent extension of assumption A.
However, if we are only interested in β1, the effective direction of X1m, we can find a β1 −
consistent extension. Proposition L.2 implies that PSNE assumption cannot generate data
distribution such that ∆11∆00 > 0. We first consider an extension A˜ can generate any
∆11∆00 > 0, and then justify A˜ is β1 − consistent.
I use notation ∆Fii to denote the change of conditional probability under F in equation
(L.6). First, let’s consider any F such that ∆F11 ≥ ∆F00 > 0. This class of F cannot be
generated by PSNE assumption A. For this type of F , we consider a structure s such that
Sols = L2R, θs = (0, 0, 1,−1,−1), so
A((1, 1)|X1m = 0) ⊆ A((1, 1)|X1m = 1); A((0, 0)|X1m = 1) ⊆ A((0, 0)|X1m = 0)
and we construct Gs() in the following way:∫
A((1,1)|X1m=0)
gs()d = PrF (Ym = 2|X1m=0)∫
A((0,0)|X1m=0)
gs()d = PrF (Ym = 0|X1m=0)∫
A((1,1)|X1m=1)\A((1,1)|X1m=0)
gs()d = ∆11∫
A((0,0)|X1m=0)\A((0,0)|X1m=1)
gs()d = 0
gs() = 0 for  ∈ (A(M |X1m = 0)\A(M |X1m = 1)) ∪ (A(M |X1m = 1)\A(M |X1m = 0))∫
A(M |X1m=1)∩A(M |X1m=0)
gs()d = ∆00∫
A((1,0)|X1m=1)∪A((0,1)|X1m=0)
gs()d = PrF (Ym = 1|X1m = 1)
The support of Gs can be seen in figure 5
By choosing
c20 = c
0
0 = 0, c
1
0 = ∆00 × Pr(X1m = 0)
c21 = c
1
1 = 0, c
0
1 = ∆00 × Pr(X1m = 1)
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Figure 5
we can show F ∈M s(Gs).
Under this s, for any other F˜ ∈M s(Gs), we must have
∆F˜11 ≡ PrF˜ (Ym = 2|X1m = 1)− PrF˜ (Ym = 2|X1m = 0) ∈ [0,∆F11 −∆F00]
Similarly can construct different class of s such that ∆F11∆F00 > 0, as shown in the following
table:
Table 3: Key construction of s under different F
F
∫
A(M |X=1)∩A(M |X=0) g
s()d βs1 M
s(Gs) also includes ΘIDA (s) under A
∆11 ≥ ∆00 > 0 ∆00 1 ∆˜11 ≥ 0
∆˜00 ≤ 0 [0,∞)
∆00 ≥ ∆11 > 0 ∆11 -1 ∆˜11 ≤ 0
∆˜00 ≥ t0 (−∞, 0]
∆11 ≤ ∆00 < 0 |∆00| -1 ∆˜11 ≤ 0
∆˜00 ≥ 0 (−∞, 0]
∆00 ≤ ∆11 < 0 |∆11| 1 ∆˜11 ≥ 0
∆˜00 ≤ 0 [0,∞)
The fourth column lists the class of F˜ that is also in M s(Gs). The last column report the
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original identified set ΘIDA (s) under A if the situation in the fourth column M s(Gs) holds.
Now we can show A˜ is β1 − consistent. For example, when F satisfies ∆F11 ≥ 0 and
∆F00 ≤ 0, ΘIDA (F ) = [0,∞) under A. In the construction of A˜, only s in the first and fourth
row will generates ∆F11 ≥ 0 and ∆F11 ≤ 0. In both cases, βs1 = 1. So the identified set under
A˜ is ΘID
A˜
(F ) = [0,∞) ∪ {1} = ΘIDA (F ). The identified set also does not change for ∆F11 ≤ 0
and ∆F00 ≥ 0.
In binary entry game setting, M s(Gs) is a singleton when Sols = PSNE. We only
need to find completions for Sols = L2R, and the set M s(Gs) is explicitly defined in (L.2).
Therefore, a completion C can be explicitly defined by a R6 vector: (c20, c10, c00, c21, c11, c01). In the
general framework, I do not specify the meaning of a completion, but in this example it can
be explained as a random equilibrium selection mechanism that depends on X1m. Consider a
random variable ηm supported on {0, 1, 2} such that Pr(ηm = i|X1m = j) = cij/Pr(X1m = j).
When L2R cannot determine in market m what is the outcome, nature selects the outcome
according to the realization of η. Then this η as the equilibrium selection mechanism generates
the same F as our completion C.
Under this completion, we can give a strong extension of A∗, where A∗ is the assumption
of PSNE in the completed universe. Let A˜ be the β1 − consistent extension of A under S,
and let A˜∗ be the corresponding assumption under S∗. Recall that the construction of A˜
depends on the four mutually exclusive situations of (∆F11,∆F00), we consider eliminating s∗
in the completed structures separately.
Now we eliminate s∗ ∈ A˜∗ ∩ {s : ∃F ∈M s(Gs) s.t. ∆F11 ≥ ∆F00 > 0}∗ such that
Sols = L2R
c00
P (X1m = 0)
− c
0
1
P (X1m = 1)
> 0
(L.8)
Call this set A¯∗. Then for all s∗ ∈ A¯∗ ∩ {s : ∆F11 ≥ ∆F00 ≥ 0}∗, it only generates distribution
such that ∆00 > 0 because ∆00 =
c01
P (X1m=1)
− c00
P (X1m=0)
under s∗. The eliminations for other
cases are
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s∗ set Eliminate β1 M s(Gs) only contains
∆11 ≥ ∆00 > 0 cˆ00 − cˆ01 ≥ 0 1 ∆˜11 > 0∆˜00 > 0
∆00 ≥ ∆11 > 0 cˆ20 − cˆ21 ≥ 0 -1 ∆˜11 < 0∆˜00 < 0
∆11 ≤ ∆00 < 0 cˆ00 − cˆ01 ≤ 0 -1 ∆˜11 < 0∆˜00 > 0
∆00 ≤ ∆11 < 0 cˆ20 − cˆ21 ≥ 0 1 ∆˜11 > 0∆˜00 < 0
where cˆji = c
j
i/P (X1m = i). We can give nice interpretation to A¯∗ using the equilibrium
selection mechanism. For example the structure s∗ such that cˆ00− cˆ01 < 0 implies that X1m has
positive effect on selecting no entry outcome, i.e. Pr(η = 0|X1m = 1) > Pr(η = 0|X1m = 0).
L.1 Proofs of propositions in Binary Entry Game Model
L.1.1 Proof of proposition L.1
Proof. Since Gs is a proper probability measure, this implies M s(Gs) ⊆ F .
On the other hand, for any F we consider a model with βs1 = 0, and Ss = L2R so
A(y|X1m = 0) = A(y|X1m = 1) for all y ∈ {(1, 1), (1, 0), (0, 1), (0, 0), M}. Define set Y−M =
{(1, 1), (1, 0), (0, 1), (0, 0)} Now we choose the density gs such that
∫
A(y|X1m)
gs()d = min
i=0,1
PrF (Ym =
2∑
j=1
yj, X1m = i)
for y ∈ Y−M , and choose density such that∫
A(M |X1m)
gs()d = 1−
∑
y∈Y−M
∫
A(y|X1m)
gs()d
Then gs is a well defined density supported on R2. Then it can be shown that F ∈M s(Gs)
by choosing the constant
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c0i = PrF (Ym = 0, X1m = i)−
∫
A((0,0)|X1m)
gs()d
c1i = PrF (Ym = 1, X1m = i)−
∫
A((1,0)∪(0,1)∪M |X1m)
gs()d
c2i = PrF (Ym = 2, X1m = i)−
∫
A((1,1)|X1m)
gs()d
in equation (L.2)
L.1.2 Proof of proposition L.2
For any structure s ∈ A, we associate another structure s∗ ∈ S\A such that: Gs = Gs∗
and θs = θs∗ . The only difference is that Sols = PSNE and Ss∗ = L2R. Then M s(Gs) ⊆
M s
∗
(Gs
∗
), and the inclusion is strict if δ1δ2 > 0, since Gs has full support over R2. Then 1
and 3 follows directly.
To show the second claim, we need to show two things: any s ∈ A generates (L.7), and
any F satisfying (L.7) can be generated by some s ∈ A.
First, we show s ∈ A implies (L.7). First consider β1 ≥ 0. In this case
A((1, 1)|X1m = 0) ⊆ A((1, 1)|X1m = 1) A((0, 0)|X1m = 1) ⊆ A((0, 0)|X1m = 0)
Since PrF (Ym =
∑
yj, X1m = i) =
∫
A(y|X1m=i) dG
s()Gs(X1m = i). Since  has a density
PrF (Ym = 2, X1m = 1)− PrF (Ym = 2, X1m = 0)
=
∫
A((1,1)|X1m=1)\A((1,1)|X1m=0)
dGs()Gs(X1m = i) ≥ 0
(L.9)
Repeat this for Ym = 0 to get when β1 ≥ 0, (L.7) holds. The same reasoning holds for
β1 ≤ 0.
Next we show that any F satisfying (L.7) can be generated by some s ∈ A. Without loss
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of generality, we assume
∆11 ≡ PrF (Ym = 2|X1m = 1)− PrF (Ym = 2|X1m = 0) ≥ 0
∆00 ≡ PrF (Ym = 0|X1m = 1)− PrF (Ym = 0|X1m = 0) ≤ 0
(L.10)
So in this case, we simply take θs = (0, 0, 1, 1, 1), Sols = PSNE and choose choose gs such
that ∫
A((1,1)|X1m=0)
dG() = PrF (Ym = 2|X1m = 1)∫
A((0,0)|X1m=1)
dG() = PrF (Ym = 0|X1m = 1)∫
A((1,1)|X1m=1)\A((1,1)|X1m=0)
dG() = ∆11∫
A((0,0)|X1m=0)\A((0,0)|X1m=1)
dG() = ∆00
(L.11)
and let g to have arbitrary density on R2\ (∪y∈{(0,0),(1,1)},i=0,1A(y|X1m = i)). Then F ∈
M s(Gs). The case with ∆11 ≤ 0, ∆00 ≥ 0 can be constructed similarly with θs = (0, 0,−1, 1, 1).
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