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Abstract
An oscillator group G is a semidirect product of a Heisenberg group with a one-
parameter group. In this article we construct Olshanski semigroups for infinite-dimensional
oscillator groups. These are complex involutive semigroups which have a polar decompo-
sition. The main application will be for representations π of G which are semibounded,
i.e., there exists a non-empty open subset U of the Lie algebra g such that the operators
idπ(x) from the derived representation are uniformly bounded from above for x ∈ U .
More precisely we show that every semibounded representation of an oscillator group G
extends to a non-degenerate holomorphic representation of such a semigroup and con-
versely each non-degenerate holomorphic representation of such a semigroup gives rise to
a semibounded representation of G. The main application of this result is a classification of
representations of the canonical commutation relations with a positive Hamiltonian, which
will be obtained in a subsequent paper. Moreover it yields direct integral decomposition
into irreducible ones and implies the existence of a dense subspace of analytic vectors for
semibounded representations of G.
Keywords: infinite-dimensional Lie group; complex semigroup; semibounded representa-
tion; oscillator group
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1 Introduction
For a finite-dimensional Lie group G and an invariant cone W in its Lie algebra g (cones are
assumed to be convex), such that the spectrum of the operators adx is purely imaginary for x
in the algebraic interior of W , one can associate a corresponding Olshanski semigroup ΓG(W )
(Lawson’s Theorem). It is a complex involutive semigroup and has a polar decomposition
ΓG(W ) = G exp(iW ), cf. [Ne00]. For infinite-dimensional Lie groups there is no general
analogous result, even not for Banach–Lie groups. However, there are natural examples of
Olshanski semigroups which arise as compression semigroups of bounded symmetric domains in
complex Banach spaces, symmetric Hilbert domains, and real forms of such domains ([Ne01]).
In this paper we address the problem of the existence of Olshanski semigroups ΓG(W ) when G
belongs to the class of infinite-dimensional oscillator groups described below. The main goal
is to obtain a better understanding of the canonical commutation relations with a positive
Hamiltonian which is achieved in a subsequent paper using holomorphic extensions of the
corresponding representations to the complex semigroups associated to oscillator groups.
Let (V, ω) be a locally convex symplectic vector space and γ : R → Sp(V, ω) be a one-
parameter group of symplectomorphisms defining a smooth action of R on V and denote by
D := γ′(0) its generator. Then the Lie group
G(V, ω, γ) := Heis(V, ω)⋊γ R
is called an oscillator group, where Heis(V, ω) := R×ω V is the Heisenberg group with multi-
plication given by
(t, x)(s, y) =
(
t+ s+ 12ω(x, y), x+ y
)
.
The Lie algebra of G(V, ω, γ) is g(V, ω, γ) = heis(V, ω) ⋊D R with the bracket
[(t, v, s), (t′, v′, s′)] = (ω(v, v′), sDv′ − s′Dv, 0).
There is a particular interesting class of oscillator groups GA := Heis(VA, ωA)⋊γAR labeled by
injective non-negative operators A on complex Hilbert spaces HA, where VA = C
∞(A) ⊂ HA
is the domain of smooth vectors for A, ωA(x, y) = Im〈Ax, y〉 and γA(t) = e
itA. In particular,
the symplectic form ωA is induced by a complex structure on a pre-Hilbert space VA, which
is not always the case for a general symplectic space (V, ω), see [Ro93]. The groups GA are
called standard oscillator groups.
Each GA contains a canonical dense subgroup G
O
A which has a complexification GA,C. For
every non-empty open invariant cone W in GA we construct a complex semigroup SW ⊂ GA,C
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and show that it is a complex involutive semigroup and has a polar decomposition. The main
application will be for semibounded representations of GA.
Let G be a Lie group with an exponential map and π : G→ U(H) be a unitary represen-
tation which is smooth, i.e., the space of smooth vectors
H∞ := {v ∈ H : G→H, g 7→ π(g)v is smooth}
is dense in H. For a smooth representation π : G→ U(H) we define the derived representation
dπ : g→ End(H∞), dπ(x)v :=
d
dt t=0
π(exp(tx))v,
which is a representation of the Lie algebra g of G by essentially skew-adjoint operators on
H∞. We call π semibounded if the support function
sπ : g→ R ∪ {∞}, sπ(x) := sup(Spec(idπ(x)))
is bounded on a non-empty open subset of g. The basic concept of semibounded represen-
tations was developed in [Ne09, Ne08]. One important point is that sπ can be expressed in
terms of the momentum set Iπ ⊂ g
′, where g′ denotes the topological dual of g. It is defined
as the weak-*-closed convex hull of the image of the momentum map
Φπ : P(H
∞)→ g′, Φπ([v])(x) :=
1
i
〈dπ(x)v, v〉
〈v, v〉
.
Then we have sπ(x) = − inf〈Iπ, x〉, x ∈ g and set B(Iπ) := {x ∈ g : sπ(x) <∞}.
Generalizing the main result of [MN11] which only applies to Banach–Lie groups we show
that every semibounded representation of a simply-connected Mackey-complete Lie group
extends to a holomorphic representation of a complex semigroup, provided this semigroup
exists. Specializing to oscillator groups this implies that every semibounded representation of
GA extends to a holomorphic representation of some SW , which allows us to construct C
∗-
algebras associated to SW whose representations correspond to semibounded representations
of GA. This in turn implies the existence of direct integral decomposition of semibounded
representations into irreducible ones in the separable case. Furthermore it plays a central
role in the classification of representations of the canonical commutation relations with a
positive Hamiltonian, which will be obtained in [Ze15], cf. also [Ze14]. Other C∗-algebras
whose representations correspond to the regular representations of the canonical commutation
relations were constructed in [GN09]. For a detailed discussion of complex semigroups and
holomorphic extensions of representations of finite-dimensional oscillator groups we refer to
[HO92].
Now we give an outline of this paper. In Section 2 we classify the open invariant cones in an
oscillator algebra g := g(V, ω, γ) under the mild condition that DV ⊂ V is dense and consider
some basic properties of semibounded representations π of G(V, ω, γ). In particular we give
a formula for sπ. Under the assumption that DV ⊂ V is dense and G(V, ω, γ) embeds into a
standard oscillator group GA, cf. [NZ13], we show that every semibounded representation π of
G(V, ω, γ) extends to a semibounded representation of GA. In particular, π is automatically
3
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smooth with respect to the coarser subspace topology on G(V, ω, γ) ⊂ GA. Therefore the
semibounded representations of standard oscillator groups essentially cover those of general
oscillator groups.
Section 3 is devoted to the construction of the Olshanski semigroups corresponding to
non-empty open invariant cones W in the Lie algebra gA of GA. This is done in the following
way: We consider the dense subgroup GOA := Heis(V
O, ωA) ⋊γA R of GA where V
O ⊂ VA
denotes the space of γA-holomorphic vectors. Here V
O is equipped with a natural topology
which is finer than the C∞-topology on VA. Then G
O
A is a Fre´chet-Lie group and admits a
complexification GA,C. For each non-empty open invariant cone W we show that the subset
SW = G
O
A · expC(i(W ∩ g
O
A)) of GA,C is an open subsemigroup. Moreover we show that SW
admits an involution and a polar decomposition, i.e., the map
GOA × (W ∩ g
O
A)→ SW , (g,w) 7→ g expC(iw)
is a diffeomorphism, whose inverse turns out to be analytic if W is a proper cone.
In Section 4 we consider holomorphic extensions of semibounded representation of general
Lie groups, where we assume that the corresponding complex semigroups exist. More precisely
we show that every semibounded representation of a simply-connected Mackey complete Lie
group extends to a holomorphic representation of such a complex semigroup. This generalizes
a result from [MN11] for Banach–Lie groups to Mackey complete Lie groups. Furthermore
we prove, under natural sufficient conditions, the extendability of smooth resp. semibounded
representations of dense subgroups. This will be used in Section 5 to show that a semibounded
representation π of GA extends to non-degenerate holomorphic representation of the complex
semigroup corresponding to the cone B(Iπ), which implies that π has a dense space of ana-
lytic vectors. Moreover we show that for a non-empty proper open invariant cone W ⊂ gA
there is a one-to-one correspondence between semibounded representations π of GA satisfying
W ⊂ B(Iπ)
0 and non-degenerate holomorphic representations of SW which preserves commu-
tants. From [Ne08] it is known that the non-degenerate holomorphic representations of SW
correspond to representations of certain C∗-algebras. This will allow us to apply C∗-methods
to semibounded representations of GA.
A result on the existence of complex semigroups associated to elliptic open invariant
cones W in a general Banach–Lie group G would be desirable, where W is called elliptic
if eR adx ⊂ End(g) is equicontinuous for all x ∈ W . This has not been obtained so far. How-
ever an alternative approach avoiding complex semigroups is established in [NSZ15], which
makes C∗-methods available for semibounded representations of any metrizable Lie group
yielding in particular direct integral decomposition of semibounded representations into irre-
ducible ones. Moreover a refinement of some methods used from [MN11] shows that every
semibounded representation π of a Banach–Lie group G extends locally to a holomorphic map
in the following sense: There exists an open 0–neighborhood U in g and a complex manifold
structure on U×(U∩Wπ) such that the map U×(U∩Wπ)→ B(H), (x,w) 7→ π(exp(x))e
idπ(w)
is holomorphic. Now one can consider the C∗-algebra Aπ ⊂ B(H) generated by π(G)e
idπ(Wpi)
and conclude that every non-degenerate representation ρ of Aπ yields a semibounded rep-
resentation ρG of G determined by ρ(π(g)a) = ρG(g)ρ(a), g ∈ G, a ∈ Aπ. This also makes
C∗-methods available for semibounded representations of Banach–Lie groups and moreover
yields a dense subspace of analytic vectors for such.
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2 Oscillator groups
2.1 The exponential function of an oscillator group
We always want the oscillator groups G(V, ω, γ) to have an exponential map. Concerning this
we have the following proposition.
Proposition 2.1. Let V be a locally convex space, Z a Mackey complete locally convex space,
ω : V × V → Z a skew-symmetric bilinear map and γ : R → GL(V ) a one-parameter group
with ω(γ(t)x, γ(t)y) = ω(x, y) for x, y ∈ V, t ∈ R, and such that γ induces a smooth action of
R on V . Consider the Lie group G := (Z ×ω V ) ⋊γ R and assume that for every x ∈ V the
map bx(t) := γ(t)x has a V -valued integral, i.e., there is a smooth curve Bx : R → V with
B′x = bx. In particular
∫ b
a
γ(t)xdt = Bx(b) − Bx(a) for a, b ∈ R. Then G has an exponential
map given by
exp(z, x, s) =
(
z +
1
2
∫ 1
0
∫ 1
0
ω
(
γ(stt′)x, γ(st)x
)
tdt′dt ,
∫ 1
0
γ(st)xdt , s
)
(2.1)
for (z, x, s) ∈ g =  L(G).
Proof. Let exp be defined as in (2.1). Differentiation under the integral sign shows that exp is
smooth. Now let (z, x, s) ∈ g and define α(k) := exp(kz, kx, ks) for k ∈ R. Then integration
by substitution yields
α(k) =
(
kz +
1
2
∫ 1
0
∫ 1
0
ω
(
γ(sktt′)x, γ(skt)x
)
k2tdt′dt ,
∫ 1
0
γ(skt)kxdt , ks
)
=
(
kz +
1
2
∫ k
0
∫ 1
0
ω
(
γ(stt′)x, γ(st)x
)
tdt′dt ,
∫ k
0
γ(st)xdt , ks
)
.
Therefore
α′(k) =
(
z +
1
2
∫ 1
0
ω
(
γ(skt′)x, γ(sk)x
)
kdt′ , γ(sk)x , s
)
. (2.2)
For g ∈ G denote by lg(h) = gh, h ∈ G, the left multiplication with g. Then we have
d(l(z1,x1,s1))(0, 0, 0)(z2 , x2, s2) =
d
dt t=0
((z1, x1, s1) · (tz2, tx2, ts2))
= (z2 +
1
2ω(x1, γ(s1)x2), γ(s1)x2, s2).
In particular
d(lexp(kz,kx,ks))(0, 0, 0)(z, x, s) =
(
z +
1
2
∫ 1
0
ω (γ(kst)kx, γ(ks)x) dt , γ(ks)x , s
)
.
With (2.2) we obtain that the logarithmic derivative of α satisfies δ(α) = (z, x, s). Since
exp(0, 0, 0) = (0, 0, 0), we conclude that α is a one-parameter group and therefore exp is an
exponential map for G.
5
Complex Semigroups for Oscillator Groups
Remark 2.2. If V is Mackey complete then the condition in Proposition 2.1 that the maps
bx(t) = γ(t)x, x ∈ V , have a V -valued integral is automatically satisfied.
When we talk about an oscillator group G(V, ω, γ) we shall always assume that the maps
t 7→ γ(t)x, x ∈ V , have a V -valued integral. Hence G(V, ω, γ) has an exponential map and it
is given by formula (2.1).
Definition 2.3. Let H 6= 0 be a complex Hilbert space, γ : R → U(H) a unitary one-
parameter group and A = A∗ its self-adjoint generator with A ≥ 0 and kerA = 0. Let
VA := C
∞(A) be the space of γ-smooth vectors in HA := H equipped with the C
∞-topology
and ωA(x, y) := Im〈Ax, y〉 for x, y ∈ VA. Then the oscillator group
GA := Heis(VA, ωA)⋊γ R = R×ωA VA ⋊γ R
is called a standard oscillator group. Its Lie algebra is gA := heis(VA, ωA) ⋊D R, where
D := iA|VA . Note ωA(x, y) = −Re〈Dx, y〉 and thatD(VA) ⊂ VA is dense ([NZ13, Lem. 4.1(b)]).
Proposition 2.4. The adjoint action of GA is given by
Ad(t′, x′, s′)(t, x, s) =
(
t− Re〈Dx′, γ(s′)x〉+
1
2
‖Dx′‖2s, γ(s′)x− sDx′, s
)
. (2.3)
For λ = (t∗, α, s∗), the coadjoint action of GA is given by
Ad∗(t′, x′, s′)λ =
(
t∗, α ◦ γ(−s′) + t∗Re〈Dx′, ·〉,
t∗
2
‖Dx′‖2 + α(Dγ(−s′)x′) + s∗
)
. (2.4)
Proof. For (2.4) see [NZ13, Rmk. 2.5] and (2.3) is shown similarly.
Since we are mainly interested in semibounded representations of G := G(V, ω, γ) we
may assume by [NZ13, Thm. 5.9 and Rmk. 2.4] to have a standard oscillator group GA =
Heis(VA, ωA) ⋊γ R with Lie algebra gA and a dense inclusion V →֒ VA such that the corre-
sponding inclusions G →֒ GA and g →֒ gA are morphisms of Lie groups resp. Lie algebras.
We keep this assumption for Section 2. Note that the topology on g is finer than the topology
on gA.
2.2 Open invariant cones in oscillator algebras
In this subsection we want to classify all open invariant cones in the Lie algebra g. We shall
see that every open invariant cone W in g is completely determined by its intersection with
the two-dimensional maximal abelian subalgebra t := R×{0}×R. Furthermore we will clarify
which open cones in t give rise to proper invariant open cones in g.
Definition 2.5. We define
W∞ := R× VA×]0,∞[, C∞ :=W∞ ∩ t = R× {0}×]0,∞[
and
Wd :=
{
(t, x, s) ∈W∞ : t−
1
2s‖x‖
2 + ds > 0
}
, Cd :=Wd ∩ t
for d ∈ R.
6
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Remark 2.6. Note that Cd = {(t, 0, s) : s > 0, t + ds > 0}. Hence the sets Cd for d ∈ R :=
R ∪ {∞} are exactly the non-empty open cones in the upper half-plane R × {0}×]0,∞[ for
which one boundary ray is given by the positive axis ]0,∞[×{0} × {0}.
Remark 2.7. For d ∈ R we define the map
fd : W∞ → R, (t, x, s) 7→ t+ ds−
1
2s‖x‖
2.
Note that Wd = f
−1
d (R>0) for all d ∈ R.
Theorem 2.8. Let D(V ) ⊂ V be dense. Then the following assertions hold:
(a) Every proper open invariant cone W in g is either contained in W∞ or −W∞.
(b) For every open invariant cone W ⊂ g ∩W∞ we have ]0,∞[×{0} × {0} ⊂W ∩ t.
(c) Wd = int(Ad(GA)Cd) is a proper open invariant cone in gA for all d ∈ R.
Proof. Recall the adjoint action of GA from (2.3):
Ad(t′, x′, s′)(t, x, s) =
(
t− Re〈Dx′, γ(s′)x〉+
1
2
‖Dx′‖2s, γ(s′)x− sDx′, s
)
. (2.5)
Since D(V ) ⊂ V is dense, we conclude
(Ad(G)U) ∩ t 6= ∅ for every non-empty open subset U ⊂ g (2.6)
and
1
2
Ad(0, x′, 0)(t, x, s) +
1
2
Ad(0,−x′, 0)(t, x, s) = (t+
1
2
‖Ax′‖2s, x, s). (2.7)
(a) Suppose there is a proper open invariant cone W in g which is neither contained in W∞
nor in −W∞. Then we find (t0, x, s), (t
′
0, x
′, s′) ∈ W such that s > 0 and s′ < 0. Since W is
open and invariant, we may in view of (2.6) achieve that x = x′ = 0. As W is invariant and
convex, we then conclude with (2.7) that (t, 0, s), (t′, 0, s′) ∈ W for all t ≥ t0 and t
′ ≤ t′0. Let
λ := − s
′
s
. SinceW is a cone we have λ(t, 0, s) = (λt, 0,−s′) ∈W for all t ≥ t0. Now we choose
t1 ≥ t0, t2 ≤ t
′
0 with λt1 + t2 = 0 and conclude that 0 =
1
2(λt1, 0,−s
′) + 12(t2, 0, s
′) ∈ W , a
contradiction to the assumption that W is proper.
(b) Since W ⊂W∞ equation (2.7) implies that ]0,∞[×{0} × {0} ⊂ lim(W ∩ t) ⊂W ∩ t.
(c) Let d ∈ R. Obviously Wd is open, proper and λWd ⊂Wd for λ ∈ R>0. Consider
fd : W∞ → R, (t, x, s) 7→ t+ ds−
1
2s‖x‖
2.
Recall Wd = f
−1
d (R>0) from Remark 2.7. Let a1 = (t1, x1, s1) and a2 = (t2, x2, s2) be in Wd.
Set y1 :=
1
s1
x1 and y2 :=
1
s2
x2. By convexity of the map x 7→ ‖x‖
2 we have
s1
s1 + s2
‖y1‖
2 +
s2
s1 + s2
‖y2‖
2 ≥
∥∥∥∥s1y1 + s2y2s1 + s2
∥∥∥∥2 = ‖x1 + x2‖2(s1 + s2)2 .
7
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Thus we obtain
2(fd(a1 + a2)− fd(a1)− fd(a2)) = s1‖
1
s1
x1‖
2 + s2‖
1
s2
x2‖
2 − 1
s1+s2
‖x1 + x2‖
2 ≥ 0.
This shows a1+a2 ∈Wd and we obtain that Wd is a cone. ObviouslyW∞ is an open invariant
cone. Now let d ∈ R. By (2.5) we obtain Ad(GA)Cd ⊂ Wd and with [Ne10b, Lem. 2.8] we
conclude int(Ad(GA)Cd) ⊂ int(Wd) = Wd. Since A(VA) ⊂ VA is dense we obtain from (2.5)
that (Ad(GA)U) ∩ t 6= ∅ for every non-empty open subset U ⊂ gA. Since Wd is open we
conclude that Wd ⊂ Ad(GA)Cd. Hence we get Wd = int(Ad(GA)Cd). Now we see that Wd is
Ad-invariant.
Proposition 2.9. Assume that D(V ) ⊂ V is dense. The non-empty proper open invariant
cones in the oscillator algebra g are given by ±Wd ∩ g, where d ∈ R. In particular, every open
invariant cone in g is the intersection of an open invariant cone in gA with g.
Proof. From Theorem 2.8(c) we obtain that ±Wd ∩ g is an open invariant cone in g. Now
let W ⊂ g be a non-empty proper open invariant cone in g. By Theorem 2.8(a) we may
assume that W ⊂ W∞ ∩ g and with Theorem 2.8(b) we further obtain W ∩ t = Cd for some
d ∈ R. Then Ad(G)Cd ⊂ W . From the density of D(V ) in V and equation (2.3) we further
obtain Wd ∩ g ⊂ W (cf. definition of Wd). Thus Wd ∩ g ⊂ intW = W . If d = ∞ we obtain
W =W∞ ∩ g. Hence we may assume d ∈ R. Recall
fd :W∞ → R, (t, x, s) 7→ t+ ds−
1
2s‖x‖
2
andWd = f
−1
d (R>0) from Remark 2.7. From (2.6) we obtainW ⊂ Ad(G)Cd∩W∞ ⊂Wd∩W∞.
Thus fd(a) ≥ 0 for all a ∈ W since Wd ∩W∞ is the closure of Wd in W∞ because W∞ is
open in gA. Since W is open in g the equality fd(a0) = 0 for some a0 ∈ W would imply the
existence of a a1 ∈ W with fd(a1) < 0 which is a contradiction. Thus W ⊂ f
−1
d (R>0) = Wd.
Hence in all, we get W =Wd ∩ g. This completes the proof.
Remark 2.10. The cones Wd, d ∈ R are open in gA = R × VA × R when VA is equipped
with the ‖ · ‖-topology, since Wd = f
−1
d (R>0) and fd : W∞ → R is ‖ · ‖-continuous for d ∈ R.
Hence if D(V ) ⊂ V is dense, then by the preceding proposition the open invariant cones in
g = R× V × R are also open when V is equipped with the ‖ · ‖-topology.
2.3 Semibounded representations
Let π : G = G(V, ω, γ) → U(H) be a semibounded representation. If D(V ) ⊂ V is dense,
then the open invariant cone B(Iπ)
0 is either equal to g or contained in W∞ or −W∞ (Theo-
rem 2.8(a)).
Lemma 2.11. Let π : G → U(H) be a smooth representation with B(Iπ)
0 6= ∅ and such that
Iπ ⊂ {0} × V
′ × R. Then π|R×D(V )×{0} is trivial.
Proof. Let λ = (0, α, s∗) ∈ Iπ and choose (t, x, s) ∈ B(Iπ)
0, s 6= 0. By (2.4) we have
(Ad∗(0, v, 0)λ)(t, x, s) = α(x) + s∗s+ sα(Dv)
8
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for v ∈ V . Since infv∈V (Ad
∗(0, v, 0)λ)(t, x, s) > −∞ we conclude that α(D(V )) = {0}. Thus
we obtain Iπ ⊂ (R ×D(V )× {0})
⊥, i.e.,
〈
dπ(a)w,w
〉
= 0 for all a ∈ [g, g] = R×D(V )× {0}
and w ∈ H∞. Hence R ×D(V ) × {0} ⊂ ker(dπ) since H∞ ⊂ H is dense. Now the statement
follows.
Proposition 2.12 (Bounded representations). Let π : G→ U(H) be a smooth representation
with B(Iπ) = g. Then π|R×D(V )×{0} is trivial. In particular, if D(V ) ⊂ V is dense, then
π|Heis(V,ω) is trivial.
Proof. Recall our assumption V 6= 0. Let λ = (t∗, α, s∗) ∈ Iπ and choose 0 6= x ∈ V and v ∈ V
with ω(v, x) 6= 0. By equation (2.4)
(Ad∗(0, cv, 0)λ)(0, x, 0) = α(x)− ct∗ω(v, x)
for all c ∈ R. Since B(Iπ) = g we have (0, x, 0) ∈ B(Oλ) and thus
−∞ < inf
c∈R
(Ad∗(0, cv, 0)λ)(0, x, 0) = α(x)− sup{ct∗ω(v, x) : c ∈ R}.
Hence t∗ = 0 since ω(v, x) 6= 0. Thus we obtain Iπ ⊂ {0} × V
′ × R. Lemma 2.11 now implies
that π|R×D(V )×{0} is trivial.
Remark 2.13. Note that the map
ψ : heis(V, ω)⋊D R→ heis(V,−ω)⋊D R, ψ(t, v, s) := (−t, v, s)
defines an isomorphism of Lie algebras. An analogous statement holds for the corresponding
Lie groups.
Remark 2.14. Let π : G = G(V, ω, γ)→ U(H) be a semibounded representation and assume
D(V ) ⊂ V dense. By applying [NZ13, Rmk. 2.4] and Remark 2.13 we may switch from B(Iπ)0
to −B(Iπ)
0 while ω(Dx, y) remains positive definite, so that we still have G ⊂ GA as above.
Thus we may further assume that B(Iπ)
0 ⊂W∞ (Proposition 2.12 and Theorem 2.8(a)).
Lemma 2.15. The map
F : {(t, x, s) ∈ g : s 6= 0} → t, (t, x, s) 7→
(
t− ‖x‖
2
2s , 0, s
)
is ‖ · ‖-continuous, open and Ad-invariant. Moreover, if D(V ) ⊂ V is dense, then
(t, x, s) ∈ Ad(G)F (t, x, s) and F (t, x, s) ∈ Ad(G)(t, x, s)
hold for all (t, x, s) ∈ g, s 6= 0.
Proof. Recall the adjoint action (2.3):
Ad(t′, x′, 0)(t, x, s) =
(
t− Re〈Dx′, x〉+ s2‖Dx
′‖2, x− sDx′, s
)
.
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Hence
F (Ad(t′, x′, 0)(t, x, s)) =
(
t−Re〈x,Dx′〉+ s2‖Dx
′‖2 − ‖x−sDx
′‖2
2s , 0, s
)
=
(
t− ‖x‖
2
2s , 0, s
)
= F (t, x, s).
Moreover F (Ad(0, 0, s′)(t, x, s)) = F (t, γ(s′)x, s) = F (t, x, s). Hence F is Ad-invariant. Ob-
viously F is ‖ · ‖-continuous and open. Now suppose that D(V ) ⊂ V is dense and let
(t, x, s) ∈ g, s 6= 0. Then
Ad
(
0,−x
′
s
, 0
)(
t− ‖x‖
2
2s , 0, s
)
=
(
t− ‖x‖
2
2s +
‖Dx′‖2
2s ,Dx
′, s
)
.
shows that (t, x, s) ∈ Ad(G)F (t, x, s). That F (t, x, s) lies in Ad(G)(t, x, s) is shown by a
similar argument.
Remark 2.16. Note that F restricts to the identity on {(t, 0, s) ∈ t : s 6= 0}. Thus, if the
adjoint orbit Oa of a := (t, x, s) ∈ g, s 6= 0 intersects t, the element F (t, x, s) is the unique
intersection point of Oa with t. If D : V → V is not surjective then there are orbits Oa which
do not intersect t.
Proposition 2.17. Let π : G → U(H) be a smooth representation with G ⊂ GA as above.
Assume D(V ) ⊂ V dense. Then the support function satisfies
sπ(t, x, s) = sπ
(
t−
‖x‖2
2s
, 0, s
)
(2.8)
for all (t, x, s) ∈ g with s 6= 0. Moreover sπ|B(Ipi)0 is continuous when V is equipped with the
‖ · ‖-topology.
Proof. Recall F from Lemma 2.15 and let (t, x, s) ∈ g, s 6= 0. As a supremum of linear
functionals, the support function sπ : g → R ∪ {∞} is lower semicontinuous, i.e. the sets
{a ∈ g : sπ(a) ≤ c} are closed in g for all c ∈ R. Since sπ is also Ad-invariant, we obtain from
(t, x, s) ∈ Ad(G)F (t, x, s) (see Lemma 2.15) that (t, x, s) lies in the closed set
{a ∈ g : sπ(a) ≤ sπ(F (t, x, s))}.
Hence sπ(t, x, s) ≤ sπ(F (t, x, s)). Moreover F (t, x, s) ∈ Ad(G)(t, x, s) by Lemma 2.15, which
implies sπ(F (t, x, s)) ≤ sπ((t, x, s)) in the same fashion. Therefore we have shown that
sπ(t, x, s) = sπ(F (t, x, s)) = sπ
(
t− ‖x‖
2
2s , 0, s
)
.
If B(Iπ)
0 = g then Proposition 2.12 implies that sπ(t, x, s) = s · sπ(0, 0, 1) for s ≥ 0 and
sπ(t, x, s) = −s · sπ(0, 0,−1) for s ≤ 0. In particular, then sπ is continuous. In view of
Proposition 2.9 we thus may assume B(Iπ)
0 ⊂ W∞, i.e. we have for every (t, x, s) ∈ B(Iπ)
0
that s > 0. From (2.8) we obtain F (B(Iπ)) ⊂ B(Iπ) ∩ t and since F is open, F (t, x, s) =(
t − ‖x‖
2
2s , 0, s
)
lies in the interior of B(Iπ) ∩ t in t for every (t, x, s) ∈ B(Iπ)
0. As t is finite-
dimensional the convex function sπ|int(B(Ipi)∩t) is continuous. Thus we conclude with (2.8) that
sπ|B(Ipi)0 is ‖ · ‖-continuous.
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Remark 2.18. Suppose we are in the situation of Proposition 2.17 and let Wd ∩ g ⊂ B(Iπ)
0
for some d ∈ R. The Definition 2.5 of Wd shows that (t −
‖x‖2
2s , 0, s) ∈ Wd ∩ t holds for all
(t, x, s) ∈Wd. Since Wd ∩ t ⊂ B(Iπ)
0 ∩ t the map
ŝ :Wd → R, (t, x, s) 7→ sπ
(
t−
‖x‖2
2s
, 0, s
)
is a ‖ · ‖-continuous extension of sπ|Wd∩g to the open subset Wd ⊂ gA.
Corollary 2.19. Let D(V ) ⊂ V be dense. A smooth representation π : G → U(H) is
semibounded if and only if the set B(Iπ) contains interior points.
Proof. If B(Iπ)
0 6= ∅ then sπ is locally bounded on B(Iπ)
0 by Proposition 2.17, so that π is
semibounded.
Lemma 2.20. Let π : GA → U(H) be a smooth representation. If −idπ(0, 0, 1) is bounded
from below then π is semibounded. If π is semibounded with π(t, 0, 0) = eit1 then −idπ(0, 0, 1)
is bounded from below and B(Iπ)
0 = R× VA×]0,∞[.
Proof. Let b := sπ(0, 0, 1) < ∞. By passing to π ⊗ χa for a suitable character χa(t, x, s) =
eias, a ∈ R, on GA we may assume that b = 0. Consider the closed cone C := s
−1
π (]−∞, 0]) in
gA. By Proposition 2.17 the paraboloid
{(‖x‖2
2 , x, 1
)
: x ∈ VA
}
is contained in C hence also
its closed convex hull. As C is a cone we conclude C0 6= ∅ and thus π is semibounded. Now
assume π(t, 0, 0) = eit1. Then Iπ ⊂ {1} × V
′
A ×R. Let λ = (1, α, s
∗) ∈ Iπ. By Proposition 2.4
(Ad∗(0, v, 0)λ)(t, x, s) = t+ α(x) + Re〈Dv, x〉+ s2‖Dv‖
2 + sα(Dv) + s∗s,
which is a quadratic form in v. If (t, x, s) ∈ B(Iπ)
0 it is bounded from below and thus s > 0.
Hence B(Iπ)
0 ⊂ R× VA×]0,∞[. By Proposition 2.17 and π(t, 0, 0) = e
it1
sπ(t, x, s) =
‖x‖2
2s
− t+ s · sπ(0, 0, 1) (2.9)
for s 6= 0. If π is semibounded we may choose (t0, x0, s0) ∈ B(Iπ)
0. Then (2.9) implies
(0, 0, 1) ∈ B(Iπ) and furthermore R× VA×]0,∞[ ⊂ B(Iπ)
0.
Theorem 2.21. Let G ⊂ GA be as above and assume that D(V ) ⊂ V is dense. Then every
semibounded representation π : G→ U(H) extends (uniquely) to a semibounded representation
π♯ : GA → U(H).
Proof. By Remark 2.14 we may assume that B(Iπ)
0 ⊂ W∞. Hence B(Iπ)
0 = Wd ∩ g for
some d ∈ R (Proposition 2.9). By Remark 2.18 the support functional sπ|B(Ipi)0 extends to a
continuous map ŝ :Wd → R. Thus the assertion follows from [NSZ15, Prop. 6.2].
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3 Complex semigroups associated to GA
In this section we associate complex involutive semigroups to the standard oscillator group GA.
More precisely, we consider a dense subgroup GOA ⊂ GA (with a finer topology) which admits
a complexification GA,C. For the open invariant cones Wd ⊂ gA, d ∈ R, we then consider the
subset Sd = G
O
A · expC(iW
O
d ) of GA,C, where W
O
d = Wd ∩ g
O
A . We show that Sd is an open
complex subsemigroup which admits a natural involution turning it into a complex involutive
semigroup. The semigroups Sd will be useful for studying the semibounded representations of
GA (cf. Section 5).
3.1 Complex oscillator groups
Let us first recall the definition of a complex involutive semigroup from [Ne08].
Definition 3.1. (a) An involutive complex semigroup is a complex manifold S modeled
on a locally convex space endowed with a holomorphic semigroup multiplication and an
involution denoted by ∗ : S → S, s 7→ s∗ which is an antiholomorphic antiautomorphism.
(b) A function α : S → R≥0 is called an absolute value if
α(s) = α(s∗) and α(st) ≤ α(s)α(t)
for all s, t ∈ S.
(c) A holomorphic representation π of a complex involutive semigroup S on the Hilbert space
H is a morphism π : S → B(H) of semigroups with π(s∗) = π(s)∗ for s ∈ S such that
π is holomorphic if B(H) is endowed with its natural complex Banach space structure
defined by the operator norm. If α is an absolute value on S, then the representation π
is said to be α-bounded if ‖π(s)‖ ≤ α(s) holds for each s ∈ S. The representation π is
called non-degenerate if π(S)v = {0} implies v = 0.
Consider a standard oscillator group GA = Heis(V, ω) ⋊γ R, where V := C
∞(A) ⊂ HA.
Denote the complex structure on V resp. HA by I. Consider the real inner product b(x, y) :=
Re〈x, y〉 on HA and let ((HA)C, 〈·, ·〉C) be the complex inner product space obtained by com-
plexification of (HA, b), where (HA)C = HA ⊕ iHA. By complex-linear extension we obtain
γ : R → U((HA)C) and denote its self-adjoint generator by Ac. Thus iAc|VC = DC where
DC : VC → VC is the complex-linear extension of D. Consider the canonical conjugation σ on
(HA)C, σ(x + iy) = x− iy. Recall from Proposition A.6 the dense subspace V
O
C ⊂ VC, which
is a Fre´chet space when equipped with the CO-topology, and the action
γC : C× V
O
C → V
O
C , γC(z, v) = γC(z)(v) =
∑
k≥0
1
k!
zkDkCv
which extends the action γ on V O. Note that (VC)
O = (V O)C by Remark A.5. Let ωC :
V OC × V
O
C → C be the complex bilinear extension of ωA|V O×V O .
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Definition 3.2. (a) Define the complex Lie group
GA,C := HeisC(V
O
C , ωC)⋊γC C
with Lie algebra gOA,C. Since V
O
C is a Fre´chet space, GA,C is a Fre´chet–Lie group.
(b) We also consider the Fre´chet–Lie group
GOA := Heis(V
O, ω)⋊γ R
with Lie algebra gOA . Obviously g
O
A,C is the complexification of g
O
A . Furthermore G
O
A ⊂
GA is a dense subgroup of GA but the topology on G
O
A is finer than that on GA.
(c) Define SA := {(z, x, s) ∈ GA,C : Ims > 0}, which is an open complex subsemigroup in
GA,C. We set W
O
∞ := R× V
O×]0,∞[.
The complex Lie group GA,C has an exponential map which is given by
expC(z, x, s) =
(
z +
1
2
∫ 1
0
∫ 1
0
ωC
(
γC(stt
′)x, γC(st)x
)
tdt′dt ,
∫ 1
0
γC(st)xdt , s
)
(3.10)
with z, s ∈ C and x ∈ V OC (Proposition 2.1). Certainly expC |gOA
is the exponential map of GOA .
Let us give another expression for expC. We define by functional calculus of the self-adjoint
operator Ac on (HA)C the operators
Bz :=
eiAcz − 1
iAcz
for z ∈ C× and set B0 := Id ∈ End((HA)C). Note that V
O
C lies in the domain of Bz because
the vectors in V OC are holomorphic for the unitary one-parameter group generated by Ac.
Obviously Bz|V O
C
= (DCz)
−1(γC(z)− 1), in particular V
O
C is invariant under Bz .
Proposition 3.3. For all (z, x, s) ∈ gA,C with s 6= 0 we have:
expC(z, x, s) =
(
z +
1
2s
〈x, σ(Bsx− x)〉C , Bsx , s
)
. (3.11)
Proof. Obviously Bsx =
∫ 1
0 γC(st)xdt for s 6= 0. Note that ωC(x, y) = −〈DCx, σy〉C and
〈γC(z)x, σγC(z)x〉C = 〈γC(z)x, γC(z)σx〉C = 〈γC(−z)γC(z)x, σx〉C = 〈x, σx〉C
for x, y ∈ V OC , z ∈ C. Hence
s ·
∫ 1
0
∫ 1
0
ωC
(
γC(stt
′)x, γC(st)x
)
tdt′dt = −
∫ 1
0
〈γC(st)x− x, σγC(st)x〉C dt
=
∫ 1
0
〈x, σγC(st)x〉C dt− 〈x, σx〉C = 〈x, σ(Bsx− x)〉C
for all x ∈ V OC , s ∈ C
×. In view of (3.10) we now obtain the statement.
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Note also that D(V O) ⊂ V O is dense. This follows from Proposition A.11 since D(V b) ⊂ V
is norm dense, which again follows from the norm density of both D(V ) and V b in V .
Proposition 3.4. Let σ : V OC → V
O
C denote the canonical complex conjugation on V
O
C . The
map
∗ : GA,C → GA,C, (z, v, s) 7→ (z, σ(v), s)
−1
is an involutive antiholomorphic antiautomorphism. We have
(g expC(iw))
∗ = expC(iw)g
−1
for all g ∈ GOA , w ∈ g
O
A.
Proof. Let τ : GA,C → GA,C, (z, v, s) 7→ (z, σ(v), s). Obviously τ is involutive and anti-
holomorphic. Since ωC is the complex bilinear extension of ωA|V O×V O , we have ωC(v,w) =
ωC(σ(v), σ(w)) for all v,w ∈ V
O
C . Moreover σ(γC(z)v) = γC(z)σ(v) for z ∈ C, v ∈ V
O
C . Thus
we conclude with the explicit formula for the multiplication in GA,C that τ is a Lie group
homomorphism. Since the inversion h 7→ h−1 in the complex Lie group GA,C is a holomorphic
antiautomorphism, ∗ is an antiholomorphic antiautomorphism. Obviously τ |GOA
= IdGOA
. Note
that  L(τ)(it, ix, is) = (−it,−ix,−is) for (t, x, s) ∈ gOA and therefore τ(expC(iw)) = expC(−iw)
for w ∈ gOA . We obtain
(g expC(iw))
∗ = τ(expC(iw))
−1τ(g)−1 = expC(iw)g
−1.
3.2 Polar Decomposition for GA,C and SA
In this subsection we obtain a polar decomposition of GA,C and SA. More specifically we want
to show that the map
ψ : GOA × g
O
A → GA,C, (g,w) 7→ g expC(iw)
is a diffeomorphism. Note that we cannot use the Inverse Function Theorem here, since
the involved Lie groups are Fre´chet–Lie groups and in general not Banach. Moreover we
want to consider smoothness resp. analyticity properties of ψ−1 and ψ−1|SA w.r.t. certain
topologies. To do so we shall explicitly determine ψ−1. Note that, for s = g expC(iw), we
have s∗s = expC(2iw). Thus the main part to determine ψ
−1 is to determine the inverse of
gOA ∋ w 7→ expC(iw). In view of (3.11), we should therefore express x ∈ V
O in terms of
Bisix ∈ V
O
C , s ∈ R. To obtain a suitable form of ψ
−1, which allows us to show smoothness
properties w.r.t. certain topologies, we shall consider the real and imaginary part of Bisix
separately. As we shall see in a moment (see equation (3.12)), this will lead us to the following
functions:
Remark 3.5. For z ∈ C\πiZ define
f˜(z) :=
2z
ez − e−z
and g˜(z) :=
ez + e−z − 2
i(ez − e−z)
.
14
Complex Semigroups for Oscillator Groups
The singularities of f˜ and g˜ at z = 0 are removable by defining f˜(0) = 1 and g˜(0) = 0. Thus
the maps f˜ , g˜ : {0} ∪ C\πiZ→ C are holomorphic. Let
Cr := {z ∈ C : Rez 6= 0} = C\iR.
We define
f : (Cr ∪ {0}) × R→ C, (s, x) 7→ f˜(xs) and g : (Cr ∪ {0})× R→ C, (s, x) 7→ g˜(xs).
Then f(·, x) and g(·, x) are holomorphic on Cr for each x ∈ R. Note that for every s ∈ Cr we
have limx→±∞ f(s, x) = 0 and limx→±∞ g(s, x) ∈ {−i, i}. In particular f(s, ·) and g(s, ·) are
bounded smooth functions for each s ∈ Cr. Moreover the maps f |R×R and g|R×R are smooth.
We set fs(x) := f(s, x) and gs(x) := f(s, x) for (s, x) ∈ (Cr ∪ {0}) × R.
Definition 3.6. By functional calculus of A we define the operators fs(A), gs(A), i.e.
fs(A) =
2sA
esA − e−sA
∈ B(HA), gs(A) =
esA + e−sA − 2
I(esA − e−sA)
∈ B(HA)
for s ∈ Cr and f0(A) = Id, g0(A) = 0. Note that fs(A), gs(A) ∈ B(HA)
γ , where B(HA)
γ
denotes the space of bounded operators on HA which commute with γ(t) for every t ∈ R.
Hence the operators fs(A) and gs(A) leave the subspace V
O invariant by Lemma A.9(a). In
particular we may also consider them as operators on V O.
Recall the operators Bz =
eiAcz−1
iAcz
on (HA)C for z ∈ C
× and B0 := Id ∈ End((HA)C).
Lemma 3.7. For all s ∈ R×, x ∈ V O we have
Bisix = gs(A)fs(A)
−1x+ ifs(A)
−1x. (3.12)
Proof. We calculate:
Bisx = (iDCs)
−1
(
−x+
∞∑
k=0
1
k!
(is)kDkx
)
= (iDCs)
−1
(
−x+
∞∑
k=0
1
(2k)!
(sI)2kD2kx+ iI−1
∞∑
k=0
1
(2k + 1)!
(sI)2k+1D2k+1x
)
= (2iDCs)
−1
(
−2x+ esAx+ e−sAx− iI−1(esAx− e−sAx)
)
=
1
i
gs(A)fs(A)
−1x+ fs(A)
−1x.
Now the assertion follows by multiplying the last equation with i.
The purpose of the next four lemmas is to obtain smoothness and analyticity properties
of fs(A) and gs(A) w.r.t. certain topologies.
Lemma 3.8. For all x ∈ R we have
f˜(x) =
∫
R
f̂(t)eixtdt, where f̂(t) :=
π
(e
pit
2 + e−
pit
2 )2
.
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Proof. This can be shown with the Residue Theorem and for a proof we refer to [Ha00, Sect.
A.15 Eq. (A.15.6)].
Definition 3.9. Let U1 ⊂ X1 and U2 ⊂ X2 be open subsets of the topological spaces X1 resp.
X2 and f : U1 × U2 → C, (x1, x2) 7→ f(x1, x2) be a map. We say that f(x1, ·) is a bounded
function locally uniformly in x1, if for every p ∈ X1 there is a neighborhood N of p in X1 such
that supx1∈N,x2∈U2 f(x1, x2) <∞. In this case we also say that f(x1, x2) is a bounded function
in x2 locally uniformly in x1.
Lemma 3.10. The maps
b1 : Cr → B(HA)
γ , s 7→ fs(A) and b2 : Cr → B(HA)
γ , s 7→ gs(A)
are holomorphic.
Proof. For s ∈ Cr we calculate
∂f
∂s
(s, x) =
2x
exs − e−xs
−
2sx2(exs + e−xs)
(exs − e−xs)2
if x 6= 0 and ∂f
∂s
(s, 0) = 0. From this we see that ∂f
∂s
(s, ·) is a bounded function locally uniformly
in s ∈ Cr. Note that
g(s, x) =
(
e
xs
2 − e−
xs
2
)2
i(e
xs
2 + e−
xs
2 )(e
xs
2 − e−
xs
2 )
=
exs − 1
i(exs + 1)
and therefore
∂g
∂s
(s, x) =
(exs + 1)exsx− (exs − 1)exsx
i(exs + 1)2
=
2x
i(e−xs + exs + 2)
for all s ∈ Cr, x ∈ R. Hence
∂g
∂s
(s, ·) is a bounded function locally uniformly in s ∈ Cr. With
Lemma A.10 we conclude that the maps b1 and b2 are holomorphic.
Lemma 3.11. (a) The maps
Cr × V
O → V O, (s, v) 7→ fs(A)v and Cr × V
O → V O, (s, v) 7→ gs(A)v
are both holomorphic. Moreover, for every k ∈ N0, these maps are still holomorphic
when V O is equipped with the topology given by the norm x 7→ ‖Akx‖. Furthermore
these maps are holomorphic when V O is equipped with the C∞-topology.
(b) The map
h : R× Cr × V
O → V O, (t, s, v) 7→ γ(t)fs(A)v
is analytic when V O is equipped with the C∞-topology as well as when V O is equipped
with the ‖ · ‖-topology.
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Proof. (a) is an immediate consequence of Lemma 3.10 and Lemma A.9(b).
(b) Let (t0, s0) ∈ R × Cr. Then we find small neighborhoods U of t0 in C and U
′ of s0 in Cr
such that the operators
hz,s(A) :=
2sAezIA
esA − e−sA
defined by functional calculus are uniformly bounded for z ∈ U, s ∈ U ′. Then the map
T : U × U ′ → B(HA)
γ , (z, s) 7→ hz,s(A)
is locally bounded. Let v ∈ V O. By part (a) the map
U ′ → HA, s 7→ T (z, s)v = fs(A)e
zIAv
is holomorphic for every z ∈ U since ezIAv ∈ V O. By Proposition A.6(c) the map
U → HA, z 7→ T (z, s)v = e
zIAfs(A)v is holomorphic for every s ∈ U
′. With Hartog’s Theorem
we conclude that (z, s) 7→ T (z, s)v is holomorphic for every v ∈ V O. Since V O ⊂ HA is dense
and T is locally bounded this yields that T is holomorphic, cf. [Ne08, Lem. 3.4]. Now we ob-
tain the assertion from Lemma A.9(b), since the map U ×U ′×V O → V O, (z, s, v) 7→ T (z, s)v
is a local extension of h.
Lemma 3.12. The map α : R× V O → V O, (s, v) 7→ fs(A)v is smooth.
Proof. Recall fs(x) = f˜(sx) for s, x ∈ R. Further recall f̂(t) =
π
(e
pit
2 +e−
pit
2 )2
and fs(x) =∫
R
f̂(t)eisxtdt from Lemma 3.8. Thus
fs(A)v =
∫
R
f̂(t)γ(st)vdt
for s ∈ R, v ∈ V O as a weak integral in the Hilbert space VA. By Remark A.7(b), this equation
also holds as a weak integral in V O w.r.t. the CO-topology. Let λ ∈ (V O)′ be a continuous
linear form on V O. Then
λ(fs(A)v) =
∫
R
u(t, s)dt, u(t, s) := f̂(t)λ(γ(st)v). (3.13)
Since f̂ and γ : R × V O → V O are smooth (Proposition A.6(c)), the map u : R × R → V O
is smooth. Since λ ∈ (V O)′ and the topology on V O is generated by γ-invariant seminorms,
there is a γ-invariant seminorm q on V O such that |λ(v)| ≤ q(v), v ∈ V O. Then we have
∂ku
∂sk
(t, s) = f̂(t)tk · λ(γ(st)Dkv) and |λ(γ(st)Dkv)| ≤ q(Dkv).
Since R ∋ t 7→ f̂(t)tk is an integrable function for every k ∈ N0 we obtain by differentiation
under the integral sign that the map R ∋ s 7→ λ(fs(A)v) is smooth with derivatives
∂kλ(fs(A)v)
∂sk
(t, s) =
∫
R
∂ku
∂sk
(t, s)dt = λ
(∫
R
f̂(t)tkγ(st)Dkvdt
)
.
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Here we note that the integral
∫
R
f̂(t)tkγ(st)Dkvdt exists as a weak integral in V O by Remark
A.7(b). By Grothendieck’s Theorem ([Gl04, Thm. D.1]) we conclude that R ∋ s 7→ α(s, v) =
fs(A)v is smooth with derivatives
∂kα
∂sk
(s, v) =
∫
R
f̂(t)tkγ(st)Dkvdt.
For a γ-invariant seminorm q on V O we thus have
q
(
∂kα
∂sk
(s, v)− ∂
kα
∂sk
(sn, vn)
)
≤ q
(
∂kα
∂sk
(s, v) − ∂
kα
∂sk
(sn, v)
)
+
∫
R
f̂(t)tkdt · q(Dk(v − vn)).
This shows that ∂
kα
∂sk
is continuous for all k ∈ N0, since we have already shown that R ∋ s 7→
α(s, v) is smooth for all v ∈ V O. As α(s, v) is linear in v for fixed s, we conclude that α is
smooth.
Now we want to express expC(0, ix, is) in terms of fs(A) and gs(A). Therefore we consider
the following map.
Definition 3.13. We define the map θ : V O × R→ Heis(V OC , ωC) ⊂ GA,C by
θ(v, s) :=
(
i
2s
‖fs(A)v‖
2 −
i
2s
Re〈fs(A)v, v〉 , −gs(A)v − iv , 0
)
for s 6= 0 and θ(v, 0) := (0,−iv, 0).
Lemma 3.14. (a) expC(0, ix, is) expC(0, 0,−is) = θ(fs(A)
−1x, s)−1 holds for all x ∈ V O
and s ∈ R.
(b) The map θ|V O×R× is analytic. Moreover θ|V O×R× is analytic when V
O and V OC are
equipped with the C∞-topology. Furthermore θ|V O×R× is analytic when V
O and V OC are
equipped with the topology induced by the norm x 7→ ‖x‖+ ‖Ax‖, x ∈ V O.
Proof. Recall D = IA on V O. Note that
gs(A)fs(A)
−1 =
esA + e−sA − 2
2sIA
.
Let x ∈ V O, s ∈ R×. Recall (3.12):
Bisix = gs(A)fs(A)
−1x+ ifs(A)
−1x.
Thus we obtain:
1
is
〈ix, σ(Bisix− ix)〉C =
1
s
〈x, gs(A)fs(A)
−1x− ifs(A)
−1x〉C +
1
is
‖x‖2
=
i
s
(
Re〈x, fs(A)
−1x〉 − ‖x‖2
)
. (3.14)
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Here the last equation follows from the fact that gs(A)fs(A)
−1 is skew-symmetric on V O,
which is easily seen from the definition of fs(A) and gs(A) for s ∈ R, cf. Definition 3.6. By
(3.11) we have:
expC(0, ix, is) expC(0, 0,−is) =
(
1
2is
〈ix, σ(Bisix− ix)〉C , Bisix , 0
)
.
This equation together with (3.14) and (3.12) yields (a) for s 6= 0. Obviously (a) also holds
for s = 0. Note that (b) is a consequence of Lemma 3.11(a).
We also record the following lemma which we will need later.
Lemma 3.15. Let x = (x0, 0, x2) ∈ t = R × {0} × R, x2 6= 0. Then for every y ∈ g
O
A there
exists a ∈ [x, gOA ], such that the logarithmic derivative of expC satisfies
δ(expC)ix(i(y + a)) ∈ iy + g
O
A . (3.15)
Proof. Note [x, gOA ] = {0}× V
O ×{0} since D(V O) ⊂ V O is dense. Let a = (0, a1, 0) ∈ [x, gOA ]
and y = (y0, y1, y2) ∈ g
O
A . Then by [Ne06, Prop. II.5.7] and (3.12)
δ(expC)ix(i(y + a)) =
∫ 1
0
Ad(−tix)i(y + a) dt =
(
iy0,
∫ 1
0
γC(−tix2)i(y1 + a1) dt, iy2
)
= (iy0, B−ix2i(y1 + a1), iy2)
=
(
iy0, g−x2(A)f−x2(A)
−1(y1 + a1) + if−x2(A)
−1(y1 + a1), iy2
)
Thus in order to satisfy (3.15) we may choose a1 := f−x2(A)y1 − y1. Actually one may show
that then even (0, a1, 0) ∈ [x, g
O
A ].
For v = x+ iy ∈ VC with x, y ∈ V we set Re(v) := x and Im(v) := y.
Proposition 3.16 (Polar decomposition for GA,C). (a) The map
ψ : GOA × g
O
A → GA,C, (g,w) 7→ g expC(iw)
is a diffeomorphism and ψ is analytic.
(b) The map ϕ : GA,C → G
O
A × g
O
A , ϕ(z, y, r) = (g, (t, x, s)) defined by
s = Im(r), x = γ(−Re(r))fs(A)(Im(y))
and
g · (it, 0, 0) = (z, y, 0) · θ(Im(y), Im(r)) · (0, 0,Re(r)) (3.16)
is the inverse of ψ.
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Proof. First note that with the explicit formula for the multiplication in GA,C and the defini-
tion of θ one sees that the right hand side of (3.16) lies indeed in C× V O × R. Hence (3.16)
defines g and t in terms of (z, y, r). Now let g ∈ GOA , (t, x, s) ∈ g
O
A and set
(z, y, r) := ψ(g, (t, x, s)) = g expC(it, ix, is).
With (3.11) and (3.12) (and an extra consideration if s = 0) we obtain
(z, y, r) = g ·
(
u, gs(A)fs(A)
−1x+ ifs(A)
−1x, is
)
for some u ∈ C which we do not specify. This equation together with the explicit formula for
the multiplication in GA,C implies
Im(r) = s and Im(y) = γ(Re(r))fs(A)
−1x.
With these equations and Lemma 3.14(a) we further obtain
g · (it, 0, 0) = (z, y, r) · expC(0, ix, is)
−1
= (z, y, is) · expC (Ad(0, 0,Re(r))(0, ix, is))
−1 · (0, 0,Re(r))
= (z, y, 0) · (0, 0, is) · expC(0, iγ(Re(r))x, is)
−1 · (0, 0,Re(r))
= (z, y, 0) · θ(fs(A)
−1γ(Re(r))x, s) · (0, 0,Re(r))
= (z, y, 0) · θ(Im(y), Im(r)) · (0, 0,Re(r)).
This shows that ϕ ◦ ψ = Id. From Lemma 3.14(a) and the definition of ϕ one easily derives
ψ ◦ ϕ = Id, so that ψ is bijective with inverse ϕ. Certainly the map ψ is analytic. To show
that ϕ = ψ−1 is smooth we argue as follows: Let
ψ(g, (t, x, s)) = g expC(it, ix, is) = q ∈ GA,C.
We must show that g, t, x, s depend smoothly on q. Since the action γ : R × V O → V O is
smooth we obtain from the definition of ϕ = ψ−1 and Lemma 3.12 that both s and x depend
smoothly on q. Since g expC(it, 0, 0) = q expC(0,−ix,−is) we conclude that g, t, x, s depend
smoothly on q, i.e. that ψ−1 is smooth.
Proposition 3.17. If A is not bounded then the map ψ−1 : GA,C → G
O
A×g
O
A from Proposition
3.16 is not analytic.
Proof. For r > 0 we set Br := {z ∈ C : |z| < r}. Suppose that ψ
−1 is analytic. By Proposition
3.16(b) the map
α : R× V O → V O, (s, v) 7→ fs(A)v
is then also analytic. Hence there exists R > 0, U ⊂ V O an open 0-neighborhood, C1 > 0 and
a holomorphic map α˜ : BR × UC → V
O such that
α˜|(BR∩R)×U = α|(BR∩R)×U
and ‖α˜(a)‖ ≤ C1 holds for all a ∈ BR × UC. Here UC = U + iU . Since A is not bounded and
A ≥ 0 we find x0 >
4
R
such that x0 ∈ spec(A), i.e. PA([x0 − ε, x0 + ε])V 6= {0} for all ε > 0.
20
Complex Semigroups for Oscillator Groups
Recall that the CO-topology on V O is generated by the norms qn(v) =
∑
k≥0
nk
k! ‖A
kv‖, n ∈ N.
Since qn(v) ≤ qn′(v) for n ≤ n
′, we find N ∈ N and N ′ > 0 such that
{v ∈ V O : qN(v) < N
′} ⊂ U.
For v ∈ PA([x0 − 1, x0 + 1])V we have qN (v) ≤ e
N(x0+1)‖v‖. Thus there is C2 > 0 such that
(PA([x0 − 1, x0 + 1])V ) ∩ {v ∈ V
O : ‖v‖ ≤ C2} ⊂ U.
Recall the holomorphic map
f˜ : {0} ∪ C\πiZ→ C, f˜(z) =
2z
ez − e−z
.
Now choose 0 < ε < min(1, x0), t0 ∈]0, R[ and 0 < δ < t0 such that
tx < π for all t ∈ [0, t0], x ∈ [x0 − ε, x0 + ε], (3.17)
|f˜(itx)| ≥
2C1
C2
for all t ∈ [t0 − δ, t0], x ∈]x0 − ε, x0 + ε[. (3.18)
This is possible since x0 >
4
R
> π
R
and limz→π |f˜(iz)| =∞. Now choose
v0 ∈ PA([x0 − ε, x0 + ε])V with ‖v0‖ = C2.
In particular v0 ∈ U . Consider the holomorphic map
h : Bt0 → V
O, h(s) =
∫ x0+ε
x0−ε
f˜(sx) dPA(x)v0,
which is well-defined by (3.17). Certainly h(s) = fs(A)v0 for all s ∈ Bt0 ∩ R and thus the
Identity Theorem yields h(s) = α˜(s, v0) for all s ∈ Bt0 . Hence we obtain with (3.18):
‖α˜(i(t0 − δ), v0)‖
2 =
∫ x0+ε
x0−ε
|f˜(i(t0 − δ)x)|
2d〈PA(x)v, v〉 ≥
4C21
C22
C22 = 4C
2
1 .
This is a contradiction to ‖α˜(i(t0 − δ), v0)‖ ≤ C1.
Recall the open invariant cone WO∞ = R×V
O×]0,∞[⊂ gOA and the complex subsemigroup
SA of GA,C from Definition 3.2(c).
Proposition 3.18 (Polar decomposition for SA). (a) The map
ψ : GOA ×W
O
∞ → SA, (g,w) 7→ g expC(iw)
is a diffeomorphism and both ψ and ψ−1 are analytic.
(b) The map ϕ : SA → G
O
A ×W
O
∞, ϕ(z, y, r) = (g, (t, x, s)) defined by
s = Im(r), x = γ(−Re(r))fs(A)(Im(y))
and
g · (it, 0, 0) = (z, y, 0) · θ(Im(y), Im(r)) · (0, 0,Re(r)) (3.19)
is the inverse of ψ.
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(c) The map ψ−1 = ϕ is also analytic when both SA and G
O
A ×W
O
∞ are equipped with the
topology induced by the C∞-topology on V O. Moreover ψ−1 is analytic when GOA ×W
O
∞
is equipped with the topology induced by the norm-topology on V O and SA is equipped
with the topology induced by the norm x 7→ ‖x‖ + ‖Ax‖ on V O.
Proof. Note that ψ and ϕ are the restrictions of the corresponding maps in Proposition 3.16.
We denote these corresponding maps by ψF and ϕF in this proof, i.e. ψ is the restriction of
ψF and ϕ the restriction of ϕF . Note that ϕ is defined since ϕF (SA) ⊂ G
O
A ×W
O
∞. From
Proposition 3.16 we obtain that ψ is a diffeomorphism and that (b) holds. Certainly the map
ψ is analytic. The definition of ϕ = ψ−1, Lemma 3.11(a) and Lemma 3.14(b) imply that ψ−1
is also analytic. Moreover from Lemma 3.11(b) and Lemma 3.14(b) we obtain that ψ−1 = ϕ
is also analytic when both SA and G
O
A ×W
O
∞ are equipped with the topology induced by the
C∞-topology on V O. Now let V1 := V be V equipped with the topology given by the norm
x 7→ ‖x‖+ ‖Ax‖ and V2 := V be V equipped with the ‖ · ‖-topology. Then the map
Heis(V1)×Heis(V1)→ Heis(V2),
((t, x), (t′, x′)) 7→ (t, x) · (t′, x′) =
(
t+ t′ + 12Im〈Ax, x
′〉, x+ x′
)
is analytic. This observation, Lemma 3.11(b) and Lemma 3.14(b) imply that ψ−1 = ϕ is also
analytic when GOA ×W
O
∞ is equipped with the topology induced by the norm-topology on V
O
and SA is equipped with the topology induced by the norm x 7→ ‖x‖+ ‖Ax‖.
Proposition 3.19. The map
∗ : SA → SA, g expC(ix) 7→ g
−1 expC(iAd(g)x)
defines an involution and turns SA into an involutive complex semigroup.
Proof. The map ∗ is well-defined and analytic by Proposition 3.18. Since g−1 expC(iAd(g)x) =
expC(ix)g
−1 the map ∗ is the restriction of the map ∗ : GA,C → GA,C from Proposition 3.4.
Now the assertion follows from Proposition 3.4.
3.3 The complex semigroups Sd
Recall the open invariant cones Wd in gA = heis(V, ωA) ⋊D R, where V := C
∞(A) and
Cd = Wd ∩ t in t = R × {0} × R for d ∈ R from Section 2.2. We set W
O
d = Wd ∩ g
O
A for all
d ∈ R. From Proposition 3.18 we know that
Sd := G
O
A expC(iW
O
d )
is open in SA = S∞ and the map G
O
A × W
O
d → Sd, (g,w) 7→ g expC(iw) is an analytic
diffeomorphism. We now want to see that Sd is a subsemigroup of GA,C for every d ∈ R.
To do so we adapt the proof of [Ne00, Theorem XI.1.10] to our infinite-dimensional oscillator
group.
For d ∈ R choose a smooth function h˜d : Cd → R such that:
(a) h˜d(xn)→∞ whenever xn → x ∈ ∂Cd ⊂ t.
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(b) h˜d(x+ y) ≤ h˜d(x) for x, y ∈ Cd.
See also [Ne00, Thm. VIII.3.16] for the existence of such a function. Note that (t, x, s) ∈ Wd
implies (t− 12s‖x‖
2, 0, s) ∈ Cd which may be seen from the explicit definition of Wd. Now we
define the smooth functions
hd : Wd → R, hd(t, x, s) := h˜d
(
t− 12s‖x‖
2, 0, s
)
.
Lemma 3.20. For every d ∈ R, the smooth map hd has the following properties:
(a) hd is Ad-invariant.
(b) hd(wn)→∞ whenever wn → w ∈ ∂Wd ⊂ gA.
(c) hd(w + w
′) ≤ hd(w) for w,w
′ ∈Wd.
Proof. (a) Since
Ad(t′, x′, s′)(t, 0, s) =
(
t+ 12s‖Dx
′‖2,−sDx′, s
)
(3.20)
by (2.3), the definition of hd shows that hd is constant on Ad(GA)a for every a ∈ Cd. From
the definition of Wd we see that
⋃
a∈Cd
Ad(GA)a =Wd. Now (a) follows.
(b) We write w = (t′, x, s) and by Definition 2.5 we may write
wn =
(
tn +
1
2sn
‖xn‖
2, xn, sn
)
with tn + dsn > 0, sn > 0.
Suppose first that s > 0. Since wn → w, the sequence (tn)n converges in this case, say tn → t
so that t′ = t+ 12s‖x‖
2. Since w /∈ Wd we must have t+ ds = 0 which implies (t, 0, s) ∈ ∂Cd.
Hence hd(wn) = h˜d(tn, 0, sn)→∞ by the choice of h˜d. Now suppose s = 0. Since tn+dsn > 0
and sn → 0 the sequence (tn)n is bounded below. Moreover tn ≤ tn +
1
2sn
‖xn‖
2 → t′ implies
that tn is also bounded above. Thus we find a subsequence (tnk)k such that tnk → t and
hd(wnk)→ lim infn
(hd(wn)) as k →∞. (3.21)
Since hd(wnk) = h˜d(tnk , 0, snk) and (tnk,0, snk) → (t, 0, 0) ∈ ∂Cd, we conclude that the se-
quence (hd(wnk))k converges to ∞. Hence hd(wn)→∞ by (3.21).
(c) Write w = (t+ 12s‖x‖
2, x, s) and w′ = (t′ + 12s′ ‖x
′‖2, x′, s′). Then
hd(w + w
′) = h˜d
(
t+ t′ + δ, 0, s + s′
)
= h˜d
(
(t, 0, s) + (t′ + δ, 0, s′)
)
(3.22)
where δ := 12s‖x‖
2 + 12s′ ‖x
′‖2 − 12(s+s′)‖x+ x
′‖2. By convexity of the map x 7→ ‖x‖2, we have
s
s+s′
∥∥1
s
x
∥∥2 + s′
s+s′
∥∥ 1
s′
x′
∥∥2 ≥ ∥∥∥x+x′s+s′ ∥∥∥2 = ‖x+x′‖2(s+s′)2 .
Hence δ ≥ 0. Note that (t, 0, s), (t′, 0, s′) ∈ Cd. Since R≥0×{0}×{0} ⊂ lim(Cd), we thus obtain
(t′ + δ, 0, s′) ∈ Cd. Hence equation (3.22) and the choice of h˜d imply hd(w+w
′) ≤ hd(w).
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Lemma 3.21. Let f : WOd → R be an Ad-invariant smooth function and set F : Sd →
R, F (g expC(ix)) = f(x). Then
dF (s)(s.(iy)) = df(x)y
holds for s = g expC(ix) ∈ Sd, y ∈ g
O
A .
Proof. LetG := GOA , g := g
O
A . Note that Sd is invariant under both left and right multiplication
by G, since WOd is Ad-invariant. Note also that F is G-biinvariant since f is AdG-invariant.
The left G-invariance F ◦ λg = F yields for s = g expC(ix)
dF (s)(s.(iy)) = dF (g expC(ix))(g.(expC(ix).(iy))) = dF (expC(ix))(expC(ix).(iy)).
Thus it suffices to show that
dF (expC(ix))(expC(ix).(iy)) = df(x)y (3.23)
holds for all x ∈WOd , y ∈ g. The Ad-invariance of f and the right G-invariance of F show
df(x)
(
[g, x]
)
= {0} and dF (s)(s.g) = {0}. (3.24)
Since
df(x)y = dF (expC(ix))(expC(ix).δ(expC)ix(iy))
we obtain from Lemma 3.15 and (3.24) that (3.23) holds for all x ∈ Cd, y ∈ g. Next we note
that both the left and the right hand side of (3.23) do not change, if both x and y are replaced
by Ad(g)x resp. Ad(g)y for some g ∈ G. This follows from the invariance properties of f
and F . Thus (3.23) holds for all x ∈ Ad(G)Cd, y ∈ g. By continuity (3.23) therefore holds
for all x ∈ Ad(G)Cd ∩ W
O
d and y ∈ g. Here the closure is taken w.r.t. the C
O-topology.
Since D(V O) ⊂ V O is dense, the definition of Wd and (3.20) show that Ad(G)Cd is dense in
WOd w.r.t. the C
O-topology. Hence (3.23) holds for all x ∈ WOd , y ∈ g. This completes the
proof.
Proposition 3.22. For every d ∈ R, the pair (GOA ,W
O
d ) is complexifiable (see Definition 4.1
below) with corresponding complex involutive semigroup Sd.
Proof. From Proposition 3.18 we know that Sd = G
O
A expC(iW
O
d ) is open in GA,C and that the
map GOA ×W
O
d → Sd, (g, x) 7→ g expC(ix) is an analytic diffeomorphism. Note also that Sd is
invariant under the involution ∗ on SA from Proposition 3.19. Thus we only have to show that
Sd is a subsemigroup ofGA,C. Let x, y ∈W
O
d . We consider the curve c(t) := expC(ix) expC(tiy)
for t ∈ R≥0. Note that this curve does not leave the semigroup SA = S∞ so that we may write
c(t) = gt exp(ixt) for all t according to the polar decomposition from Proposition 3.18. Recall
the function hd from Lemma 3.20. We set Hd(g expC(iw)) := hd(w) for g expC(iw) ∈ Sd. By
Lemma 3.21, we have
(Hd ◦ c)
′(t) = dHd(c(t))(c(t).iy) = dhd(xt)(y) ≤ 0
as long as c(t) ∈ Sd, where the last inequality follows from Lemma 3.20(c). Hence the function
Hd◦c is decreasing. Thus Lemma 3.20(b) implies that the curve does not leave Sd. In particular
c(1) ∈ Sd. This proves expC(ix) expC(iy) ∈ Sd for all x, y ∈W
O
d . Since
g expC(ix)g
′ expC(ix
′) = gg′ expC(iAd(g
′−1)x) expC(ix
′),
we conclude that Sd is a subsemigroup.
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4 Extensions of representations of general Lie groups
In this section we discuss holomorphic extensions of semibounded representations for general
Lie groups. Let G be a simply-connected locally convex analytic Lie group with exponential
map exp : g→ G and assume that g is Mackey complete. Let W ⊂ g be an Ad-invariant open
cone in g.
Definition 4.1. The pair (G,W ) is called complexifiable if there exists a complex Lie group
GC with Lie algebra gC, an exponential map expC : gC → GC and a Lie group embedding
G ⊂ GC which induces the inclusion g →֒ gC of Lie algebras, such that SW := G expC(iW ) is
an open subsemigroup of GC,
ψ : G×W → SW , (g,w) 7→ g expC(iw)
is an analytic diffeomorphism, i.e. ψ and ψ−1 are both analytic, and
∗ : SW → SW , g expC(iw) 7→ expC(iw)g
−1 = g−1 expC(iAd(g)w)
turns SW into an involutive complex semigroup.
Remark 4.2. In the situation of the preceding definition suppose that there is a group
automorphism τ : GC → GC which is antiholomorphic, involutive and satisfies  L(τ)(x+ iy) =
x−iy for x, y ∈ g. Then g∗ := τ(g)−1 defines an antiholomorphic involutive antiautomorphism
of GC which satisfies (g expC(iw)) = expC(iw)g
−1. Hence the existence of ∗ : SW → SW in
Definition 4.1 follows from the existence of τ . In particular, if GC is regular and simply-
connected, then τ exists by [Ne06, Thm. III.1.5].
Theorem 4.3. Let (G,W ) be complexifiable and π : G → U(H) be a semibounded represen-
tation with W ⊂ B(Iπ)
0. Then the map
π̂ : SW → B(H), g expC(ix)→ π(g)e
idπ(x)
is a holomorphic representation of the involutive complex semigroup SW .
Theorem 4.3 was proved in [MN11, Thm. 5.7] when G is assumed to be a Banach-Lie
group. Actually, most of the arguments in the proof of [MN11, Thm. 5.7] carry over to our
more general context. Let us give an outline of the proof of Theorem 4.3. At first we show
that [MN11, Lemma 5.2] also holds if G is not assumed to be Banach.
Definition 4.4. (a) Let g be a locally convex Lie algebra, E be a Banach space and D ⊂ E
a dense subspace. Let α : g → End(D) be a representation of g. Then α is said to be
strongly continuous, if for every v ∈ D the map αv : g→ D, x 7→ α(x)v is continuous.
(b) A locally convex Lie algebra is called ad-integrable if for every x ∈ g there is a one-
parameter group Φx : R → GL(g) such that the corresponding action R × g → g is
smooth and d
dt t=0
Φx(t)y = adx(y) holds for all x, y ∈ g. We then use the notation
et adx := Φx(t), see also [MN11, Def. B.2].
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Lemma 4.5. Let G be a locally convex Lie group with an exponential map such that g is
Mackey complete and gC is ad-integrable. Let π : G→ U(H) be a semibounded representation
with W ⊂ B(Iπ)
0. For every v ∈ H∞ the map ρv :W →H, x 7→ eidπ(x)v is C1 with
dρv(x)(y) = eidπ(x)dπ
(∫ 1
0
e−s ad ixiyds
)
v.
Furthermore the map G×W →H, (g, x) 7→ π(g)eidπ(x)v is also C1.
Proof. Consider the subspace
D∞g :=
⋂
y1,...,yn∈g,n∈N
D(dπ(yn) · · · dπ(y1))
of H (cf. also [Ne10a, Def. 3.1(d)]). Note that H∞ ⊂ D∞g . In particular D
∞
g is dense in H.
Obviously D∞g is invariant under dπ(x) for all x ∈ g. Let v ∈ D
∞
g . From π(exp(tx))π(g)v =
π(g)π(exp(tAd(g)−1x))v we obtain
π(g)v ∈ D(dπ(x)) and dπ(x)π(g)v = π(g)dπ(Ad(g)−1x)v.
Hence dπ(x)π(g)(D∞g ) ⊂ π(g)(D
∞
g ). By induction we conclude that D
∞
g is invariant under
π(G).
For v ∈ D∞g and n ∈ N0 we define
ωvn : g
n →H, ωvn(x1, . . . , xn) = dπ(x1) · · · dπ(xn)v.
We call v ∈ D∞g a good vector if ω
v
n is n-linear and continuous for all n ∈ N and
dπ(x)dπ(y)ωvn(x1, . . . , xn)− dπ(y)dπ(x)ω
v
n(x1, . . . , xn) = dπ([x, y])ω
v
n(x1, . . . , xn)
holds for all x, y, x1, . . . , xn ∈ g, n ∈ N0. Let D denote the space of good vectors in D
∞
g . Note
that H∞ ⊂ D. Note also that D is invariant under dπ(x) for all x ∈ g. We thus obtain a
strongly continuous representation
α : g→ End(D), x 7→ dπ(x)|D.
Complex-linear extension yields a strongly continuous representation α : gC → End(D). Now
one shows as in the proof of [MN11, Lemma 5.2] that
eidπ(x)D ⊂ D∞g and dπ(y)e
idπ(x)v = eidπ(x)dπ(e− ad ixy)v
for all v ∈ D, x ∈ W,y ∈ gC. This further implies that eidπ(x)D ⊂ D. We may thus apply
[MN11, Prop. B.5] to α which shows that
ρ̂ : W ×H → H, (x, v) 7→ eidπ(x)v
is continuous and that for every v ∈ D, ρv is C1 with differential as given. For v ∈ H∞,
consider the map
f : G×W →H, (g, x) 7→ eidπ(x)π(g)v.
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We want to show that f is C1. Since v ∈ H∞ and ρπ(g)v is C1 for each g ∈ G it follows that
the partial derivatives of f exist both in G and W and are given by:
dGf(g, x)(h) = e
idπ(x)d(πv)(g)(h)
dW f(g, x)(y) = e
idπ(x)
dπ
(∫ 1
0
e−s ad ixiyds
)
π(g)v
= eidπ(x)π(g)dπ
(
Ad(g−1)
∫ 1
0
e−s ad ixiyds
)
v.
Since ρ̂ and the action of π on H are both continuous, we see that these partial derivatives
are continuous. Hence f is C1. Since
π(g)eidπ(x)v = f(g,Ad(g)x),
the map G×W →H, (g, x) 7→ π(g)eidπ(x)v is also C1.
With this lemma the proof of Theorem 4.3 now works the same way as the proof of [MN11,
Thm.5.4] and [MN11, Thm.5.7].
Remark 4.6. The following assertions hold in the situation of Theorem 4.3:
(a) π(g)π̂(s) = π̂(gs) for all g ∈ G, s ∈ SW .
(b) The map G→ B(H), g 7→ π(g)π̂(s) is analytic for all s ∈ SW by (a) and the holomorphy
of π̂. In particular, the dense subspace span(π̂(SW )H) consists of analytic vectors for π.
(c) π̂ is non-degenerate. This can be seen as follows: Choose w ∈ W . The self-adjoint
operator B := idπ(w) is bounded above, say by C > 0. Then for v ∈ H and t ∈ [0, 1]
we have
‖π̂(expC(iwt))v − v‖
2 =
∫ C
0
(ext − 1)2 d〈PB(x)v, v〉,
where PB denotes the spectral measure of B. Here (e
xt − 1)2 ≤ e2C + 1 holds for the
integrand. Thus limt→0 π̂(expC(iwt))v = v by the Dominated Convergence Theorem.
Proposition 4.7. Let (G,W ) be complexifiable with corresponding complex involutive semi-
group SW and let ρ : SW → B(H) be a non-degenerate holomorphic representation.
(a) The operator ρ(s) is injective and has dense range for every s ∈ SW .
(b) There exists a unique smooth unitary representation π : G→ U(H) such that π(g)ρ(s) =
ρ(gs) holds for all g ∈ G, s ∈ SW .
Proof. (a) This can be proven as in [Ne00, Lemma XI.3.11]: Since ρ(s∗) = ρ(s)∗, it suf-
fices to show that ρ(s) is injective for every s ∈ SW . Let ρ(s)v = 0. Then we have
ρ(SW s)v = ρ(SW )ρ(s)v = {0}. Since SW s is open in SW ⊂ GC, SW is connected and
ρ is holomorphic, we conclude with the Identity Theorem for Holomorphic Functions that
ρ(SW )v = {0}. Hence v = 0 as ρ is non-degenerate.
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(b) Note that the condition π(g)ρ(s) = ρ(gs) determines π uniquely since ρ is non-degenerate.
From [Ne08, Prop. 4.3] with α(s) := ‖ρ(s)‖ we obtain the existence of π as a unitary rep-
resentation. The condition π(g)ρ(s) = ρ(gs) and the holomorphy of ρ show that the dense
subset span(π(S)H) consists of smooth vectors for π.
Lemma 4.8. Equip the semigroup C+ = R+ iR≥0 with the involution (t+ is)
∗ = −t+ is. Let
ρ : C+ → B(H) be a ∗-representation such that ρ|int(C+) is non-degenerate and holomorphic
and such that ρ|R is strongly continuous. Let B denote the self-adjoint generator of ρ|R, i.e.
ρ(t) = eiBt, t ∈ R. Then the following holds:
(a) ρ is strongly continuous.
(b) B is bounded below.
(c) ρ(z) = eiBz holds for every z ∈ C+ in the sense of functional calculus of B.
Proof. (a) Note that ρ(is)∗ = ρ((is)∗) = ρ(is), i.e. ρ(is) is self-adjoint for s ∈ R≥0. Thus
‖ρ
(
i · n
m
)
‖m = ‖ρ
(
i · n
m
)m
‖ = ‖ρ(i)‖n for n,m ∈ N. This implies ‖ρ(is)‖ = ‖ρ(i)‖s for
s ∈ R≥0 since ρ|int(C+) is holomorphic. We conclude ‖ρ(t+ is)‖ = ‖ρ(i)‖
s since ρ(t) is unitary
for t ∈ R. In particular the map ρ : C+ → B(H) is locally bounded. For y ∈ int(C+), v ∈ H
the map
C+ →H, z 7→ ρ(z)ρ(y)v = ρ(z + y)v
is continuous, since ρ|int(C+) is holomorphic. As ρ|int(C+) is non-degenerate we obtain that
C+ ∋ z 7→ ρ(z)v is continuous for v in a dense subspace of H. The local boundedness of ρ
now implies that ρ is strongly continuous.
(b) With (a) we obtain from [Ne00, Lemma XI.2.6] that B is bounded below.
(c) Part (b) implies eiBz ∈ B(H) for every z ∈ C+. Now, for v ∈ H, the maps z 7→ ρ(z)v and
z 7→ eiBzv are both continuous on C+, holomorphic on int(C+) and they agree on R. Thus
they must be equal.
Let (G,W ) be complexifiable with corresponding complex involutive semigroup SW . Recall
π̂ from Theorem 4.3. Then we obtain the following correspondence.
Theorem 4.9. The assignment π 7→ π̂ yields a bijection
Φ :
{
π : G→ U(H) semibounded
representations with W ⊂ B(Iπ)
0
}
→
{
ρ : SW → B(H) non-degenerate
holomorphic representations
}
which preserves commutants, i.e. π(G)′ = π̂(SW )
′.
Proof. From Theorem 4.3 and Remark 4.6(c) we know that Φ is defined. Suppose that Φ(π1) =
Φ(π2), i.e. π̂1 = π̂2. Then π1(g)π̂1(s) = π̂1(gs) = π̂2(gs) = π2(g)π̂1(s). Hence the unitary
operators π1(g) and π2(g) coincide on the total subset π1(SW )H of H and must therefore be
equal. Thus π1 = π2, which shows that Φ is injective. Now let ρ : SW → B(H) be a non-
degenerate holomorphic representation. By Proposition 4.7(b) there exists a smooth unitary
representation π : G→ U(H) with π(g)ρ(s) = ρ(gs). For x ∈W we define
νx : C
+ → B(H), z 7→
{
ρ(expC(zx)) for z ∈ int(C
+)
π(exp(zx)) for z ∈ R.
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Then νx is a representation since π(g)ρ(s) = ρ(gs). Since ρ is non-degenerate the opera-
tor ρ(expC(ix)) = νx(i) has dense range by Proposition 4.7(a). Therefore νx|int(C+) is non-
degenerate. Now we see that νx satisfies the conditions in Lemma 4.8. Hence −idπ(x) is
bounded below and
ρ(expC(ix)) = νx(i) = e
idπ(x) (4.25)
holds in the sense of functional calculus of idπ(x). Recall the support function sπ(y) =
sup(Spec(idπ(y))) for y ∈ g. From (4.25) we obtain ‖ρ(expC(ix))‖ = e
spi(x) for all x ∈ W .
Since ρ : SW → B(H) is holomorphic and thus in particular locally bounded, the map W ∋
x 7→ espi(x) is locally bounded. Hence sπ is also locally bounded on W which implies that π is
semibounded with W ⊂ B(Iπ)
0. With (4.25) we now obtain
π̂(g expC(ix)) = π(g)e
idπ(x) = π(g)ρ(expC(ix)) = ρ(g expC(ix))
for all g ∈ G,x ∈ W . Hence ρ = π̂ = Φ(π) which shows the surjectivity of Φ. That
π(G)′ = π̂(SW )
′ holds may be shown as in [Ne00, Prop. XI.3.10].
Extending representations of dense subgroups
In this subsection we will show that every smooth representation of a dense locally exponential
Lie subgroup of a locally exponential Lie group G is extendable to a smooth representation
of G. This will be needed in the next section since the complex Lie group GA,C associated to
the oscillator group GA is the complexification of the dense subgroup G
O
A ⊂ GA. At first we
recall a continuous version for topological groups.
Proposition 4.10. Let G be a topological group, H ⊂ G a dense subgroup and let πH : H →
U(H) be a continuous unitary representation. Then πH is uniquely extendable to a continuous
representation π : G→ U(H).
Proof. As πH is a direct sum of cyclic unitary representations ([Ne00, Prop. II.2.11(ii)]), we
may assume that πH is cyclic with cyclic vector v ∈ H. Then the positive definite function
fH : H → C, fH(h) = 〈πH(h)v, v〉 is uniformly continuous w.r.t. the left uniform structure on
G (see [HR63, Thm. 32.4(iv)]). Hence fH is (uniquely) extendable to a continuous positive
definite function f : G → C which corresponds to a representation π : G→ U(H) with cyclic
vector v and 〈π(g)v, v〉 = 〈πH(g)v, v〉 for all g ∈ H. In particular π extends πH .
Lemma 4.11. Let V1, . . . , Vk be locally convex spaces and W be a Banach space. Further let
L1 ⊂ V1, . . . , Lk ⊂ Vk be dense subspaces and m
′ : L1×· · ·×Lk →W be a continuous k-linear
map. Then m′ is uniquely extendable to a continuous k-linear map m : V1 × · · · × Vk →W .
Proof. Choose non-empty convex balanced open subsets Ui ⊂ Vi for all i ∈ {1, . . . , k} such
that m′ is bounded on UL := U ∩ (L1 × · · · × Lk) where U := U1 × · · · × Uk. It is easily
verified that m′ is uniformly continuous on each n · UL. Since n · UL is dense in n · U we
obtain a k-linear continuous extension mn : n · U →W of m
′|n·UL for every n ∈ N (cf. [Bo66,
II.3.6 Thm. 2]). Since
⋃
n∈N n · U = V1 × · · · × Vk, these extensions fit together to a k-linear
continuous extension m : V1 × · · · × Vk →W of m
′.
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Before turning to dense locally exponential subgroups, we state a slightly more general
theorem on extending smooth resp. semibounded representations.
Theorem 4.12. Let G,H be locally convex Lie groups with exponential maps and Lie algebras
g, h. Let f : H → G be a morphism of Lie groups and π : G → U(H) a continuous unitary
representation. Assume that  L(f) : h →֒ g is a topological embedding with dense range. Then
the following assertions hold.
(a) If G is locally exponential and π ◦ f is smooth then π is smooth. Moreover, the space of
smooth vectors for π and π ◦ f coincide.
(b) If π is smooth and π ◦ f is semibounded then π is semibounded.
Proof. (a) We set πH := π ◦ f , h1 :=  L(f)(h) and denote the set of smooth vectors for πH by
H∞(πH) and for π by H
∞(π). In this proof we denote by dπ(x) the skew-adjoint generator
of the unitary one-parameter group t 7→ π(exp(tx)) for all x ∈ g. Note that
dπH(x)|H∞(πH ) = dπ( L(f)(x))
holds for x ∈ h. For every v ∈ H∞(πH) and n ∈ N, the continuous n-linear map
h1 × · · · × h1 →H, (x1, . . . , xn) 7→ dπH( L(f)
−1x1) · · · dπH( L(f)
−1xn)v
is uniquely extendable to a continuous map mvn : g × · · · × g → H by Lemma 4.11, since
h1 ⊂ g is dense. We set mv0 := v for v ∈ H
∞(πH). For n ∈ N, we consider the subspaces
D˜n :=
⋂
x1,...,xn∈g
D(dπ(x1) · · · dπ(xn)) and
Dn :=
{
v ∈ D˜n : dπ(x1) · · · dπ(xn)v = m
v
n(x1, . . . , xn) for all xi ∈ g
}
of H.
Step 1: For n ∈ N0, v ∈ H
∞(πH), t ∈ R
× and x0, x1, . . . , xn ∈ g we have:
π(exp(tx0))m
v
n(x1, . . . , xn)−m
v
n(x1, . . . , xn) = t
∫ 1
0
π(exp(tsx0))m
v
n+1(x0, . . . , xn) ds.
(4.26)
This can be seen as follows. First let x0, x1, . . . , xn ∈ h1, choose y0 ∈ h such that x0 =  L(f)(y0)
and set v˜ := dπH( L(f)
−1x1) · · · dπH( L(f)
−1xn)v. Note that v˜ ∈ H
∞(πH). The Fundamental
Theorem of Calculus applied to the smooth curve c(s) = π(exp(tsx0))v˜ = πH(exp(tsy0))v˜
yields
π(exp(tx0))v˜ − v˜ = t
∫ 1
0
π(exp(tsx0))dπH( L(f)
−1x0)v˜ ds,
which shows that (4.26) holds for all x0, . . . , xn ∈ h1. The map
R2 × g× · · · × g→H, (t, s, x0, . . . , xn) 7→ π(exp(tsx0))m
v
n+1(x0, . . . , xn)
is continuous since mvn+1 and the action G ×H → H, (g,w) 7→ π(g)w are continuous. Hence
the right hand side of (4.26) is continuous in (x0, . . . , xn) ∈ g
n+1. Since the left hand side of
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(4.26) is also continuous in (x0, . . . , xn) ∈ g
n+1 and since h1 ⊂ g is dense we conclude that
(4.26) holds for all (x0, . . . , xn) ∈ g
n+1.
Step 2: H∞(πH) ⊂ Dk for all k ∈ N.
We show this by induction on k ∈ N. Let v ∈ H∞(πH) and consider equation (4.26) with
n = 0. Dividing by t and letting t → 0 in this equation we obtain v ∈ D(dπ(x)) with
dπ(x)v = mv1(x) for all x ∈ g. Hence v ∈ D1. This shows H
∞(πH) ⊂ D1. Now assume
that H∞(πH) ⊂ Dk holds for some k ∈ N. Let v ∈ H
∞(πH) and x0, x1, . . . , xk ∈ g. Then
by assumption v˜ := dπ(x1) . . . dπ(xk)v = m
v
k(x1, . . . , xk). Now consider equation (4.26) with
n = k. Dividing by t and letting t → 0 in this equation we obtain v˜ ∈ D(dπ(x0)) with
dπ(x0)v˜ = m
v
k+1(x0, . . . , xk) for all x ∈ g. We conclude v ∈ Dk+1 and thus H
∞(πH) ⊂ Dk+1.
Hence Step 2 is proven.
Since G is locally exponential we know from [Ne10a, Lem.3.4] that
⋂
kDk = H
∞(π). So
Step 2 shows that H∞(πH) = H
∞(π) and in particular π is smooth.
(b) Since π ◦ f is semibounded, we find a non-empty open subset U ⊂ h such that the support
function of π ◦ f is bounded on U , i.e.,
sup
x∈U
sπ◦f (x) ≤ c <∞
for some c ∈ R. As sπ◦f = sπ ◦  L(f) and since sπ is lower semicontinuous we obtain
sup
x∈ L(f)U
sπ(x) ≤ c <∞.
Since  L(f) : h → g is a topological embedding with dense image, the subset  L(f)U ⊂ g
contains interior points. Hence π is semibounded.
Definition 4.13. Let G be a locally exponential Lie group. A (not necessarily closed) sub-
group H of G is called a locally exponential Lie subgroup, if H carries the structure of a
locally exponential Lie group compatible with the subspace topology H ⊂ G. By [Ne06,
Remark IV.1.22], this structure is unique if it exists. If H ⊂ G is a locally exponential Lie
subgroup, then the inclusion H ⊂ G is smooth and it induces a topological embedding of the
corresponding Lie algebras h ⊂ g. We regard h as a subspace of g in this case.
Corollary 4.14. Let G be a locally exponential Lie group and H ⊂ G be a dense locally
exponential Lie subgroup. Let πH : H → U(H) be a smooth representation. Then πH extends
uniquely to a continuous representation π : G → U(H). This representation π is smooth and
the space of smooth vectors for π and πH coincide.
Proof. By Proposition 4.10 the representation πH extends uniquely to a continuous represen-
tation π : G→ U(H). Let f : H →֒ G denote the inclusion. Then πH = π◦f and the assertion
follows from Theorem 4.12(a).
Corollary 4.15. Let L ⊂ VA = C
∞(A) be a dense real subspace which is invariant under both
D and γ. Consider the oscillator group GL := Heis(L,ωA) ⋊γ R with Lie algebra gL, where
we assume expGA(gL) ⊂ GL. Let πL : GL → U(H) be a smooth representation. Then the
following assertions hold:
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(a) πL is uniquely extendable to a smooth representation π : GA → U(H).
(b) If D(L) ⊂ L is dense and B(IπL)
0 ⊃Wd∩gL holds for some d ∈ R, then π is semibounded
with B(Iπ)
0 ⊃Wd.
Proof. By Proposition 4.10 there exists a unique continuous extension π : GA → U(H) of πL.
Let v ∈ H be a smooth vector for πL. Since Heis(VA) and Heis(L) are locally exponential we
obtain by Corollary 4.14 that v is smooth for π|Heis(VA). But then the map
GA → C, (t, x, s) 7→ 〈π(t, x, s)v, v〉 = 〈πL(0, 0, s)v, π(−t,−x)v〉
is smooth and thus v is smooth for π (cf. [Ne10a, Thm.7.2]). It follows that π is smooth. Now
suppose that D(L) ⊂ L is dense and Wd ∩ gL ⊂ B(IπL)
0. Let ŝ : Wd → R be the continuous
extension of sπL|Wd∩gL from Remark 2.18. Recall
sπL(a) = sup
v∈H∞,‖v‖=1
〈idπL(a)v, v〉.
In particular 〈idπ(a)v, v〉 ≤ ŝ(a) for all a ∈ Wd ∩ gL, ‖v‖ = 1. Since Wd ∩ gL is dense in Wd,
we obtain by continuity
sπ(a) = sup
v∈H∞,‖v‖=1
〈idπ(a)v, v〉 ≤ ŝ(a)
for all a ∈Wd. Therefore π is semibounded with Wd ⊂ B(Iπ)
0.
5 Application to semibounded representations of GA
With the results from Section 4 we show that every semibounded representation π : GA →
U(H) extends to a holomorphic representation of an associated complex semigroup. This
result together with the results from [Ne08] allow us to apply C∗-methods to semibounded
representations of GA, which will be discussed in Section 5.2 below.
5.1 Holomorphic extensions of semibounded representations of GA
Recall from Section 3.3 the complex involutive semigroups Sd = G
O
A expC(iW
O
d ) ⊂ GA,C for
d ∈ R. Let us consider another topology.
Definition 5.1. We denote by τV resp. τV O the topology on V = C
∞(A) resp. on V O given
by the norm x 7→ ‖x‖ + ‖Ax‖. Let τX denote the topology on X ∈ {GA,C, G
O
A , Sd} induced
by the topology τV O on V
O.
Remark 5.2. Note that the groups (X, τX) from the preceding definition are not Lie groups
resp. Lie semigroups, but we may consider (X, τX) as a locally convex space for X ∈
{GA,C, G
O
A}. Note also that Heis(V, ωA) is a Lie group when V is equipped with τV . The
topological space (Sd, τSd) may be considered as an open subset in the locally convex space
(GA,C, τGA,C) since Sd is open in (GA,C, τGA,C). This may be seen as follows: Let ϕ : S∞ →
GOA ×W
O
∞ be the inverse of the polar map. By Remark 2.10, the cone W
O
d ⊂ g
O
A is open when
gOA is equipped with the topology induced by the ‖ · ‖-topology on V
O. Hence Proposition
3.18(c) yields that Sd = ϕ
−1(GOA ×W
O
d ) is open in (GA,C, τGA,C).
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As (GOA ,W
O
d ) is complexifiable by Proposition 3.22, Theorem 4.9 yields a one-to-one cor-
respondence between semibounded representations ν : GOA → U(H) with W
O
d ⊂ B(Iν) and
non-degenerate holomorphic representations ρ : Sd → B(H). However, it does not say if ν is
smooth when GOA ⊂ GA is equipped with the subspace topology nor does it say whether ν
may be extended to GA. This will be part of the next theorem.
Let π : GA → U(H) be a semibounded representation. From Proposition 2.9 we know that
B(Iπ)
0 is one of the cones ±Wd, d ∈ R or g. Since we may switch from B(Iπ)
0 to −B(Iπ)
0,
we may assume Wd ⊂ B(Iπ)
0 for some d ∈ R. Note that πh := π|GOA
is a semibounded repre-
sentation since the topology on GOA is finer than that on GA. Note also W
O
d ⊂ B(Iπh)
0. Since
(GOA ,W
O
d ) is complexifiable by Proposition 3.22, we obtain by Theorem 4.3 the holomorphic
representation π̂h : Sd → B(H) of the complex involutive semigroup Sd. We set π̂ := π̂h. Note
that π̂ also depends on d.
Theorem 5.3. Let d ∈ R. The assignment π 7→ π̂ yields a bijection
Φ :
{
π : GA → U(H) semibounded
representations with Wd ⊂ B(Iπ)
0
}
→
{
ρ : Sd → B(H) non-degenerate
holomorphic representations
}
which preserves commutants, i.e., π(GA)
′ = π̂(Sd)
′. Moreover, every Φ(π) is holomorphic as
a map Φ(π) : (Sd, τSd) → B(H) and for every π the representation π|Heis(V ) is smooth when
V is equipped with topology τV .
Proof. Let d ∈ R. Suppose Φ(π1) = Φ(π2). Then π1|GOA
= π2|GOA
by Theorem 4.9. Since GOA
is dense in GA and π1, π2 are strongly continuous we conclude π1 = π2. Hence Φ is injective.
Now let ρ : Sd → B(H) be a non-degenerate holomorphic representation. By Theorem 4.9,
there is a semibounded representation πh : G
O
A → B(H) with π̂h = ρ and W
O
d ⊂ B(Iπh)
0.
From Proposition 2.17, applied to the oscillator groups GOA ⊂ GA we know that sπh |WOd
is
continuous when WOd is equipped with the topology induced by the ‖ · ‖-topology on V
O. By
Proposition 3.18, the inverse of the polar map
ϕd : Sd → G
O
A ×W
O
d , g expC(iw) 7→ (g,w)
is continuous when GOA×W
O
d is equipped with the topology induced by the ‖·‖-topology on V
O
and Sd is equipped with τSd . Let P : G
O
A ×W
O
d →W
O
d , (g,w) 7→ w. For s = g expC(iw) ∈ Sd
we then have
‖π̂h(s)‖ = e
spih(w) = espih(Pϕd(s)).
Hence π̂h is locally bounded when Sd is equipped with τSd . Since π̂h is holomorphic on affine
discs (of complex dimension 1) in Sd, we obtain that π̂h is holomorphic w.r.t. τSd , c.f. [BS71,
Thm. 6.2] and Remark 5.2. With the explicit formula for the multiplication in GA,C it is
easily verified that, for every s ∈ Sd, the map
GOA → Sd, g 7→ gs
is smooth when GOA is equipped with τGOA
and Sd is equipped with τSd . Thus, for every s ∈ Sd
and v ∈ H, the map
GOA →H, g 7→ πh(g)π̂h(s)v = π̂h(gs)v
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is smooth when GOA is equipped with the topology τGOA
. Since span(π̂h(Sd)H) is dense in H, we
obtain that πh|Heis(V O) is smooth w.r.t. τV O and that πh is smooth when G
O
A ⊂ GA is equipped
with the subspace topology. By Corollary 4.15(a) and Corollary 4.14 we therefore obtain a
smooth representation π : GA → U(H) extending πh such that π|Heis(V ) is smooth when V
is equipped with the topology τV . Since W
O
d = Wd ∩ g
O
A ⊂ B(Iπh)
0 and since D(V O) ⊂ V
is dense, we obtain from Corollary 4.15(b) that π is semibounded with Wd ⊂ B(Iπ)
0. By
construction we have Φ(π) = π̂h = ρ. Thus Φ is surjective. Since G
O
A ⊂ GA is dense and π
is strongly continuous we have π(GA)
′ = π(GOA)
′ = π̂(Sd)
′, where the last equation holds by
Theorem 4.9.
Corollary 5.4. Let π : GA → U(H) be a semibounded representation. Then π|Heis(V ) is a
smooth representation when V is equipped with the topology τV .
Proof. Recall that we may assume B(Iπ)
0 ⊂W∞ and therefore B(Iπ)
0 =Wd for some d ∈ R.
Hence the assertion follows from Theorem 5.3.
5.2 C∗-algebras associated to GA
In the preceding subsection we showed that, for d ∈ R, the semibounded representations
π : GA → U(H) satisfyingWd ⊂ B(Iπ)
0 are in one-to-one correspondence with non-degenerate
holomorphic representations ρ : Sd → B(H) (Theorem 5.3). From [Ne08] it is known that, for
every locally bounded absolute value α on Sd, there is a C
∗-algebra C∗(Sd, α) such that the
α-bounded non-degenerate holomorphic representations of Sd correspond to the representa-
tions of C∗(Sd, α). Combining these results will allow us to apply C
∗-methods to semibounded
representations of GA. In particular, we show that for a separable oscillator group GA ev-
ery semibounded representation of GA on a separable Hilbert space is a direct integral of
semibounded factor representations.
Let S be a complex involutive semigroup and α be a locally bounded absolute value on S.
Definition 5.5. To the pair (S, α) we associate the C∗-algebra C∗(S, α) as defined in [Ne08,
Def. 3.3]. According to [Ne08, Thm. 3.5], there exists a holomorphic morphism ηα : S →
C∗(S, α) of involutive semigroups with total range, i.e., ηα(S) spans a dense subspace of
C∗(S, α), such that ‖ηα(s)‖ ≤ α(s), s ∈ S, and the following holds:
Proposition 5.6. For every α-bounded holomorphic representation π : S → B(H) there exists
a unique representation π˜ : C∗(S, α)→ B(H) such that π = π˜◦ηα holds. Conversely, for every
representation π˜ : C∗(S, α)→ B(H), the representation π˜ ◦ηα : S → B(H) is holomorphic and
α-bounded. The commutants of π˜ and π˜ ◦ ηα coincide, i.e. π˜(C
∗(S, α))′ = π˜(ηα(S))
′.
Proof. The first statement is [Ne08, Thm. 3.5(ii)]. The second statement holds, since π˜ is
holomorphic and contractive as a morphism of C∗-algebras and since ‖ηα(s)‖ ≤ α(s) for all
s ∈ S. The equality of commutants π˜(C∗(S, α))′ = π˜(ηα(S))
′ is easily derived from the fact
that ηα(S) is total in C
∗(S, α).
Remark 5.7. (a) A representation π˜ : C∗(S, α) → B(H) is non-degenerate if and only if
the holomorphic representation π˜ ◦ ηα : S → B(H) is non-degenerate. This follows from
the fact that ηα(S) is total in C
∗(S, α).
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(b) C∗(S, α) is separable if S is separable, since ηα(S) is total in C
∗(S, α). If S = Sd =
GOA expC(iW
O
d ) for some d ∈ R, then S is separable if and only if V = C
∞(A) ⊂ HA is
separable, which is equivalent to the separability of HA.
The preceding proposition entails that the α-bounded holomorphic representations of S
are in one-to-one correspondence with the representations of the C∗-algebra C∗(S, α). For
separable C∗-algebras there is a good disintegration theory. We shall show now that the
correspondence in Theorem 5.3 behaves well under disintegration. For the concept of direct
integrals we refer to [Di81, Part II].
Lemma 5.8. Assume that V = C∞(A) is separable. Let α : Sd → R be a locally bounded
absolute value and ηα : Sd → C
∗(Sd, α) as above. Let π˜ : C
∗(Sd, α) → B(H) be a non-
degenerate representation. Suppose that H is separable and that
(π˜,H) ∼=
(∫ ⊕
X
π˜λ dµ(λ),
∫ ⊕
X
Hλ dµ(λ)
)
,
where X is a Borel space, µ a positive measure on X and λ 7→ π˜λ a µ-measurable field of
representations of C∗(Sd, α) on the Hλ. Then the following assertions hold.
(a) There exists a µ-zero set N ⊂ X such that π˜λ is non-degenerate for every λ ∈ X\N .
(b) Let π := Φ−1(π˜ ◦ ηα), where Φ is as in Theorem 5.3. Set πλ := Φ
−1(π˜λ ◦ ηα) for all
λ ∈ X\N and let πλ be the trivial representation for λ ∈ N . Then we have
(π,H) ∼=
(∫ ⊕
X
πλ dµ(λ),
∫ ⊕
X
Hλ dµ(λ)
)
.
Proof. Part (a) follows from [Di77, 8.1.5]. We set G := GOA and S := Sd. Let X
′ := X\N and
let us identify (π˜,H) with (
∫ ⊕
X
π˜λ dµ(λ),
∫ ⊕
X
Hλ dµ(λ)). Recall
π(g)π˜(ηα(s)) = π˜(ηα(gs)) and πλ(g)π˜λ(ηα(s)) = π˜λ(ηα(gs)) (5.27)
for all g ∈ G, s ∈ S, λ ∈ X ′ by Remark 4.6(a). Thus the field λ 7→ πλ(g)π˜λ(ηα(s))vλ on X is
µ-measurable for all g ∈ G, s ∈ S, v =
∫ ⊕
vλ dµ(λ) ∈ H. This implies that λ 7→ πλ(g)vλ is µ-
measurable for every v =
∫ ⊕
vλ dµ(λ) ∈ H
0 := span(π˜(ηα(S))H). Now let v =
∫ ⊕
vλ dµ(λ) ∈
H. Since H0 is dense in H, we find a sequence vn =
∫ ⊕
vλ,n dµ(λ) in H
0 such that vλ,n → vλ
holds for µ-almost all λ in X. Thus, for every g ∈ G, the field λ 7→ πλ(g)vλ is µ-measurable
as a pointwise-limit of a sequence of µ-measurable fields. Moreover, since G ⊂ GA is dense,
we find for each g ∈ GA a sequence gn ∈ G with gn → g. Since πλ is strongly continuous, we
now see that for every g ∈ GA the field λ 7→ πλ(g)vλ is µ-measurable as a pointwise-limit of a
sequence of µ-measurable fields. Hence we have shown that X ∋ λ 7→ πλ(g) is a µ-measurable
field of operators for every g ∈ GA and we therefore may consider the decomposable operator∫ ⊕
πλ(g) dµ(λ) ∈ U(H) for g ∈ GA. From the equations (5.27) we easily derive that the
operators π(g) and
∫ ⊕
πλ(g) dµ(λ) coincide on the dense subspace H
0 for every g ∈ G. By
continuity we therefore have π(g) =
∫ ⊕
πλ(g) dµ(λ) for all g ∈ GA.
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Corollary 5.9 (Disintegration into factor representations). Suppose that C∞(A) and H are
separable and let π : GA → U(H) be a semibounded representation. Let Wd ⊂ B(Iπ)
0 for some
d ∈ R. Then we have
(π,H) ∼=
(∫ ⊕
X
πλ dµ(λ),
∫ ⊕
X
Hλ dµ(λ)
)
,
where X is a standard Borel space, µ a positive measure on X and πλ : GA → U(Hλ) is a
semibounded factor representation with Wd ⊂ B(Iπ)
0 for all λ ∈ X.
Proof. Consider the non-degenerate holomorphic representation π̂ : Sd → B(H) from Theo-
rem 5.3. We set α(s) := ‖π̂(s)‖ and consider the associated non-degenerate representation
π˜ : C∗(Sd, α) → B(H) satisfying π̂ = π˜ ◦ ηα from Proposition 5.6. By applying [Di77, Thm.
8.4.2], we obtain
(π˜,H) ∼=
(∫ ⊕
X
π˜λ dµ(λ),
∫ ⊕
X
Hλ dµ(λ)
)
,
where X is a standard Borel space, µ a positive measure on X and π˜λ is a factor representation
for every λ ∈ X. Lemma 5.8 yields
(π,H) ∼=
(∫ ⊕
X
πλ dµ(λ),
∫ ⊕
X
Hλ dµ(λ)
)
.
Here πλ = Φ
−1(π˜λ ◦ ηα) for λ ∈ X\N and πλ is the trivial representation for λ ∈ N , where
N ⊂ X is as in Lemma 5.8. In particular πλ(GA)
′ = π˜λ(C
∗(Sd, α))
′ for all λ ∈ X\N , cf.
Theorem 5.3 and Proposition 5.6. Hence πλ is a semibounded factor representation for all
λ ∈ X.
Corollary 5.10 (Central disintegration). Suppose that C∞(A) and H are separable and let
π : GA → U(H) be a semibounded representation. Then we have
(π,H) ∼=
(∫ ⊕
R
πλ dµ(λ),
∫ ⊕
R
Hλ dµ(λ)
)
,
where µ a positive measure on R and πλ : GA → U(Hλ) is a semibounded representation with
πλ(t, 0, 0) = e
iλt1 for all t ∈ R and almost all λ ∈ R.
Proof. Assume w.l.o.g. Wd ⊂ B(Iπ)
0 for some d ∈ R. Consider the holomorphic extension
π̂ : Sd → B(H) from Theorem 5.3, set α(s) := ‖π̂(s)‖ and recall the associated non-degenerate
representation π˜ : C∗(Sd, α)→ B(H) satisfying π̂ = π˜ ◦ ηα from Proposition 5.6. Let πc(t) :=
π(t, 0, 0) for t ∈ R, so that πc : R→ U(H) is a continuous unitary representation. The Spectral
Theorem yields
(πc,H) ∼=
(∫ ⊕
R
πc,λ dµ(λ),
∫ ⊕
Hλ dµ(λ)
)
,
where µ is a positive measure on R and πc,λ(t) = e
iλt1, cf. e.g. [GV64, sect. I.4.A.1]. Let us
consider this equivalence as an identification of the corresponding spaces. One may verify that
πc(R)
′′ is the algebra of diagonalizable operators on H =
∫ ⊕
Hλ dµ(λ). Since R×{0}×{0} is
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the center of GA we have π˜(C
∗(Sd, α))
′′ = π(GA)
′′ ⊂ πc(R)
′. Thus every π˜(a), a ∈ C∗(Sd, α),
is a decomposable operator, cf. [Di81, II.2.5. Cor.]. Therefore [Di77, Lem. 8.3.1] yields a
direct integral decomposition
(π˜,H) ∼=
(∫ ⊕
R
π˜λ dµ(λ),
∫ ⊕
R
Hλ dµ(λ)
)
.
With Lemma 5.8 we obtain further
(π,H) ∼=
(∫ ⊕
R
πλ dµ(λ),
∫ ⊕
R
Hλ dµ(λ)
)
,
where πλ : GA → U(H) are semibounded representations for all λ ∈ R. In particular∫ ⊕
πλ(t, 0, 0) dµ(λ) = π(t, 0, 0) = πc(t) =
∫ ⊕
eiλt1 dµ(λ). Hence there is a µ-zero set N ⊂ R
such that πλ(t, 0, 0) = e
iλt1 holds for all λ ∈ R\N, t ∈ Q. By continuity this also holds for all
t ∈ R. Now the statement follows.
Remark 5.11. If inf Spec(A) > 0 we show in [Ze15] that the C∗-algebras C∗(Sd, α) are
postliminal and all semibounded representations of GA are of type I.
5.3 A smoothness condition
The main result of this subsection is Theorem 5.13. It gives a criterion for the extendability of
representations of certain dense direct limit subgroups of GA, which are assumed to be smooth
w.r.t. the finer direct limit topology, to semibounded representations of GA. This plays an
important role in the study of semibounded representations of GA (cf. [Ze15]).
Remark 5.12. Consider a standard oscillator group GA = Heis(V, ωA) ⋊γ R, V = C
∞(A).
Suppose we are given γ-invariant complex subspaces Vn ⊂ V , which are closed in V , with Vn ⊂
Vn+1 for all n ∈ N. Further we assume that V(∞) :=
⋃
n Vn is dense in V . Then γ restricts to
unitary one-parameter groups R→ U(Vn) for all n ∈ N with self-adjoint generator An = A|Vn
with domain D(An) ⊂ HAn , where the Hilbert completion HAn of Vn may be considered as
a closed subspace of HA. Note that C
∞(An) = Vn ([NZ13, Lem. 4.1(b)]). The corresponding
oscillator groups GAn are subgroups of GA and we also consider the corresponding complex
groups GAn,C and complex semigroups SAn . We set
GO(∞) :=
⋃
n
GOAn , S(∞) :=
⋃
n
SAn and G(∞),C := HeisC((V(∞))
O
C , ωC)⋊γ C =
⋃
n
GAn,C
which are dense in GOA , SA resp. GA,C by Proposition A.11 (note
⋃
n V
O
n = (
⋃
n Vn)
O). Recall
the polar map ψ : GOA ×W
O
∞ → SA. Proposition 3.18 applied to GAn , n ∈ N, entails
ψ(GO(∞) × (W
O
∞ ∩ g
O
(∞))) = S(∞) = {(z, x, s) ∈ G(∞),C : Ims > 0}.
Note that S(∞) = G(∞),C ∩ SA is open in G(∞),C. Now consider a locally bounded map
f : S(∞) → B into some Banach space B, where S(∞) ⊂ SA is equipped with the subspace
topology. Then f is holomorphic if and only it is holomorphic on affine discs and hence if and
only f |SAn is holomorphic for all n ∈ N.
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Theorem 5.13 (Smoothness condition for semibounded representations). Let Vn ⊂ V =
C∞(A) be γ-invariant closed complex subspaces of V with Vn ⊂ Vn+1 for all n ∈ N and such
that
⋃
n Vn is dense in V . Let π
0 : Heis(
⋃
n Vn)⋊γR→ U(H) be a (not necessarily continuous)
representation satisfying π0(t, 0, 0) = eit1 for all t ∈ R. Assume that π0|Heis(Vn)⋊γR is a smooth
representation for all n ∈ N and that the self-adjoint generator B of s 7→ π0(0, 0, s) is bounded
from below. Then π0 is continuous and extends uniquely to a semibounded representation
π : GA → U(H).
Proof. We set V(∞) :=
⋃
n Vn and An := A|Vn . Recall G
O
(∞) =
⋃
nG
O
An
and S(∞) =
⋃
n SAn
from Remark 5.12. From Proposition 3.18 we recall the polar map
ψ : GOA ×W
O
∞ → SA, (g,w) 7→ g expC(iw).
By Remark 5.12 we know that ψ(GO(∞) × (W
O
∞ ∩ g
O
(∞))) = S(∞). By Lemma 2.20 π
0|GAn is
semibounded for all n ∈ N and we may define
π̂0 : S(∞) → B(H), g expC(iw) 7→ π
0(g)eidπ
0(w).
Let a := inf(SpecB). Consider
αa : SA → R, g expC(iw) 7→ e
‖x‖2
2s
−t−sa for w = (t, x, s) ∈WO∞.
Note ‖π̂0(g expC(iw))‖ = e
s
pi0 (w) = αa(g expC(iw)) (see equation (2.9)). Thus π̂
0|SAn is αa-
bounded and holomorphic for all n ∈ N (Theorem 5.3). We conclude that π̂0 is αa-bounded and
thus also holomorphic (cf. Remark 5.12). By Proposition 3.18(c), the map αa is continuous
w.r.t. the C∞-topology on SA. Hence π̂
0 is holomorphic w.r.t. the C∞-topology on S(∞). It
follows that, for every v ∈ H, the map
GO(∞) →H, g 7→ π
0(g)π̂0(0, 0, i)v = π̂0(g · (0, 0, i))v
is smooth when GO(∞) ⊂ GA is equipped with the subspace topology. As π̂
0(0, 0, i)H is dense
in H (since ker eidπ
0(0,0,1) = 0), we conclude that π0|GO
(∞)
is a smooth representation when
GO(∞) ⊂ GA is equipped with the subspace topology. With Corollary 4.15(a) we obtain a
smooth representation π : GA → U(H) extending π
0. By Lemma 2.20 this representation π is
semibounded.
Remark 5.14. The preceding theorem is quite useful. Suppose for instance that we have Vn ⊂
V finite-dimensional γ-invariant complex subspaces with Vn ⊂ Vn+1 for all n ∈ N,
⋃
n Vn ⊂ V
dense and πH : Heis(
⋃
n Vn) → U(H) a ray-continuous representation with π
H(t, 0, 0) = eit1.
Let us further assume the existence of a continuous unitary one-parameter group γ˜ : R→ U(H)
with self-adjoint generator bounded from below such that
γ˜(t)πH(x)γ˜(t)−1 = πH(γ(t)x)
holds for all x ∈
⋃
n Vn, t ∈ R. Then, with the preceding theorem, we obtain a unique
semibounded representation π : GA → U(H) with π|Heis(
⋃
n Vn)
= πH and π(0, 0, s) = γ˜(s).
Therefore we obtain in this context a one-to-one correspondence between semibounded rep-
resentations of GA on a Hilbert space H and ray-continuous representations of Heis(
⋃
n Vn)
on H together with an implementation of γ by a unitary one-parameter group on H whose
self-adjoint generator is bounded from below.
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A Appendix: Entire vectors for equicontinuous actions of R
In this section let V be a locally convex space over K ∈ {R,C} and let γ : R → End(V ) be
a representation defining a smooth action R × V → V, (t, x) 7→ γ(t)x. We set D := γ′(0) ∈
End(V ). The set of continuous seminorms on V is denoted by Γ(V ). By Γ(V )γ we denote the
set of γ-invariant continuous seminorms on V .
Definition A.1. The representation γ is called equicontinuous if the subset γ(R) ⊂ End(V )
is equicontinuous, i.e., if for every open 0-neighborhood U in V there exists a 0-neighborhood
W in V such that γ(t)W ⊂ U holds for every t ∈ R.
Proposition A.2. ([Ne10c, Prop. A.1]) The following conditions are equivalent:
(a) γ is equicontinuous.
(b) The topology on V is defined by the set of γ-invariant seminorms Γ(V )γ .
(c) There exists a basis of γ-invariant absolutely convex 0-neighborhoods in V .
Definition A.3. For each q ∈ Γ(V ) on V we define
qn(v) :=
∑
k≥0
1
k!
nkq(Dkv) ∈ [0,∞]
for v ∈ V, n ∈ N. Note q(v) ≤ qn(v) for all n ∈ N, v ∈ V . We consider the subspace
V O := {v ∈ V : qn(v) <∞ for all q ∈ Γ(V ) and n ∈ N}.
The elements of V O are called γ-holomorphic vectors in V . We equip V O with its natural CO-
topology given by the seminorms qn|V O , where (q, n) ∈ Γ(V ) × N. Note that V
O is invariant
under γ(t), t ∈ R and D.
Remark A.4. (a) Suppose that V is sequentially complete and let v ∈ V . Then v ∈ V O
holds if and only if the orbit map t 7→ γ(t)v extends to a holomorphic map C→ VC.
(b) If Γ(V ) is replaced in Definition A.3 by any set of seminorms generating the topol-
ogy on V , the space V O and the CO-topology remain the same. In particular, if γ is
equicontinuous then V O = {v ∈ V : qn(v) < ∞ for all q ∈ Γ(V )
γ and n ∈ N} and the
CO-topology is generated by the γ-invariant seminorms qn|V O where (q, n) ∈ Γ(V )
γ×N,
cf. Proposition A.2.
(c) If γ is equicontinuous, then γ(R)|V O ⊂ End(V
O) is also equicontinuous with V O equipped
with the CO-topology. This follows from (b) and Proposition A.2.
Remark A.5. Suppose that V is a real locally convex space. Let VC = V ⊗R C be the
complexification of V with its natural topology turning it into a complex locally convex space.
By complex-linear extension of γ(t) we obtain a one-parameter group γc : R→ End(VC) with
generator γ′c(0) = DC inducing a smooth action R × VC → VC, (t, v) 7→ γc(t)v. Then γ is
equicontinuous if and only if γc is equicontinuous. Furthermore (VC)
O = (V O)C holds as
topological vector spaces, where (VC)
O denotes the space of γc-holomorphic vectors in VC.
39
Complex Semigroups for Oscillator Groups
Proposition A.6. Suppose that V is sequentially complete. Then the following assertions
hold:
(a) If γ is equicontinuous, then V O ⊂ V is a dense subspace.
(b) The space V O equipped with the CO-topology is sequentially complete.
(c) Suppose, in addition, that V is a complex locally convex space. Then
γC : C× V
O → V O, (z, v) 7→ γC(z)v :=
∑
k≥0
1
k!
zkDkv
defines a holomorphic action extending the action of γ on V O. In particular, the map
R× V O → V O, (t, v) 7→ γ(t)v is analytic.
Proof. For (a) we may assume in view of Remark A.5 that K = C. Now (a) follows from
[Ma92, Prop 1.13].
(b) Let (vn), vn ∈ V
O be a Cauchy sequence for all qm, q ∈ Γ(V ),m ∈ N. Then (vn) is
also a Cauchy sequence for every q ∈ Γ(V ). Since V is sequentially complete we find v ∈ V
such that vn → v holds in V . Since D : V → V is continuous this implies D
kvn → D
kv in V
as n→∞ for every k ∈ N0. Now let q ∈ Γ(V ) and m ∈ N. For ε > 0 there is an n0 ∈ N such
that q2m(vn − vn′) ≤
ε
2 holds for all n, n
′ ≥ n0. Hence
1
k!
q(Dk(vn − vn′))m
k ≤
ε
2k+1
for all n, n′ ≥ n0, k ≥ 0.
If we let n′ →∞ we obtain 1
k!q(D
k(vn − v))m
k ≤ ε
2k+1
for all n ≥ n0, k ≥ 0. This yields
qm(vn − v) ≤ ε for all n ≥ n0.
In particular this yields qm(v) ≤ qm(v − vn0) + qm(vn0) <∞, so that v ∈ V
O. It also implies
vn → v with respect to the C
O-topology.
(c) First note that γC is well-defined as a map C × V
O → V , since for every v ∈ V O the
power series
∑
k≥0
1
k!z
kDkv converges absolutely in V for all z ∈ C. For m ∈ N, z ∈ C, v ∈ V O
we calculate:
qm(γC(z)v) =
∑
k≥0
1
k!
mkq
(
Dk
(∑
l≥0
1
l!
zlDlv
))
≤
∑
k≥0
∑
l≥0
1
k!
1
l!
mk|z|lq(Dk+lv)
=
∑
k≥0
∑
l≥0
1
(k + l)!
(
k + l
k
)
mk|z|lq(Dk+lv)
=
∑
n≥0
1
n!
(m+ |z|)nq(Dnv) ≤ qm+c(v)
for c ∈ N with c ≥ |z|. This shows that γC(z)v ∈ V
O and that γC is locally bounded.
Certainly the map C → V O, z 7→ γC(z)v is holomorphic for each v ∈ V
O. Moreover γC(z)v
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is linear and holomorphic in v for fixed z. Since γC is locally bounded we obtain that γC is
holomorphic. A direct calculation shows that γC is indeed an action of (C,+) on V
O. In
particular we may consider γC as a representation γC : C → End(V
O). For v ∈ V O consider
the map fv : R→ V, t 7→ γC(t)v. We have fv(0) = v and f
′
v(t) = Dfv(t). As the generator D
determines γ, cf. [Ma92, Thm. 1.5], we conclude that γC(t)v = fv(t) = γ(t)v, i.e., γC extends
the action of γ on V O.
Remark A.7. (a) If V is complete then V O is also complete. This may be proven as
Proposition A.6(b) by considering nets instead of sequences.
(b) Suppose that V is complete and assume that γ is equicontinuous. Then γ(R)|V O ⊂
End(V O) is also equicontinuous by Remark A.4(c). For every f ∈ L1(R,K), where
K ∈ {R,C}, the continuous linear operator π(f) :=
∫
R
f(t)γ(t) dt ∈ End(V O) exists in
the sense of weak integrals. Moreover this leads to an algebra representation
π : (L1(R,K),+, ∗)→ B(V O),
where ∗ denotes the convolution product in the group algebra L1(R,K). For this we
refer to [Ne10c, Def. A.5(a)].
Remark A.8. Consider the situation when γ : R→ U(H) is a unitary one-parameter group
on a complex Hilbert space H with self-adjoint generator A. With V := C∞(A) the space
of γ-smooth vectors in H equipped with its natural C∞-topology we obtain a smooth action
R × V → V, (t, v) 7→ γ(t)v. Obviously, γ(R) ⊂ End(V ) is equicontinuous and V is complete.
Define qn(v) :=
∑
k≥0
nk
k! ‖A
kv‖ for v ∈ V, n ∈ N. Then it is easily seen that V O = {v ∈ V :
qn(v) <∞ ∀n ∈ N} and that the C
O-topology on V O is given by the norms qn|V O , n ∈ N.
In the following, let V := C∞(A),H and γ be as in Remark A.8. By B(H)γ we denote the
subspace of operators in B(H) which commute with γ(t) for all t ∈ R. We equip both B(H)γ
and B(H) with the operator norm topology induced by the norm ‖ · ‖ on H. It turns them
both into Banach spaces. Set D := iA|V and assume kerD = 0.
Lemma A.9. (a) Every T ∈ B(H)γ leaves V O invariant, i.e. T (V O) ⊂ V O.
(b) The map α : B(H)γ × V O → V O, (T, v) 7→ Tv is holomorphic. Moreover, for every
k ∈ N0, the map α is holomorphic when V
O is equipped with the norm x 7→ ‖Akx‖. In
particular α is holomorphic when V O is equipped with the C∞-topology.
Proof. Recall the seminorms qn, n ∈ N from Remark A.8. Let T ∈ B(H)
γ . Certainly T leaves
V = C∞(A) invariant. For v ∈ V O we have
qn(Tv) =
∑
k≥0
nk
k!
‖AkTv‖ =
∑
k≥0
nk
k!
‖TAkv‖ ≤ ‖T‖ · qn(v).
This shows (a).
(b) Since α is complex bilinear, we only have to show that α is continuous w.r.t. the stated
topologies. This follows from the following estimates:
qn(α(T, v)) = qn(Tv) ≤ ‖T‖ · qn(v)
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for n ∈ N, v ∈ V O and
‖Akα(T, v)‖ = ‖TAkv‖ ≤ ‖T‖ · ‖Akv‖
for k ∈ N0, v ∈ V .
Let U ⊂ C be an open subset and f : U × R → C be a map such that f(s, ·) is a
bounded measurable function on R for every s ∈ U . We set fs(x) := f(s, x) and define
f(s,A) := fs(A) ∈ B(H) by functional calculus of the self-adjoint operator A. Note that
fs(A) ∈ B(H)
γ .
Lemma A.10. Assume that f(·, x) is a holomorphic function on U for every x ∈ R. Assume
further that ∂f
∂s
(s, x) is a bounded function in x locally uniformly in s. Then the map F : U →
B(H)γ , s 7→ f(s,A) is holomorphic.
Proof. The assumption on ∂f
∂s
implies that the functions f(s, ·) are bounded locally uniformly
in s. Hence F is locally bounded. Let s ∈ U and let sn → s with sn 6= s for all n ∈ N.
Consider
gn(x) :=
f(sn, x)− f(s, x)
sn − s
−
∂f
∂s
(
s, x
)
and note gn(x) → 0 for all x ∈ R. The assumption on
∂f
∂s
implies that the functions gn are
uniformly bounded. Hence [RS73, Thm. VII.2(d)] implies that gn(A)→ 0 strongly. Thus, the
map U → H, s 7→ f(s,A)v is complex differentiable, i.e. U → H, s 7→ F (s)v is holomorphic
for every v ∈ H. Since F is locally bounded we conclude that F is holomorphic (cf. [Ne08,
Lem. 3.4]).
Proposition A.11. The space V b := {v ∈ V : v is γ-bounded} is dense in V O. More
generally, if L ⊂ V is dense w.r.t. the ‖·‖-topology and invariant under PA(J) for all bounded
intervals J ⊂ R, then L ∩ V O is dense in V O. Here PA denotes the spectral measure of A.
Proof. For v ∈ V O define vn := PA([−n, n])v ∈ V
b. Let m ∈ N. Then
qm(v − vn) ≤
N∑
k=0
mk
k!
‖(1− PA([−n, n]))A
kv‖+ r(N)
where r(N) :=
∑
k>N
mk
k! ‖A
kv‖ converges to zero for N →∞. For every k we have:
(1− PA([−n, n]))A
kv → 0 for n→∞.
We conclude that qm(v − vn) → 0 for n → ∞. Thus V
b ⊂ V O is dense. For the second
statement we only have to show that L∩V b is dense in V b. Let v ∈ V b and choose a bounded
interval J ⊂ R with PA(J)v = v. We choose vn ∈ L with vn → v in the norm topology. Then
v′n := P (J)vn ∈ L ∩ V
b and obviously v′n → v in the C
O-topology.
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