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Abstract--Dynamic models of physical systems often yield little information on the value of internal 
parameters. This paper provides a technique for determining the joint torques of a double compound 
pendulum from observation f the end or terminal point of the pendulum. Quasilinearization and dynamic 
programming are used in this nonlinear inverse problem. 
1. INTRODUCTION 
One of the mathematical techniques pioneered by Richard Bellman was that of quasilinearization 
and its application to the identification of system parameters in physical problems[l-9]. He 
was always interested in numerical and computational spects of mathematical problems and 
was constantly looking for new applications of well-known techniques, as well as unique 
combinations of seemingly unrelated techniques to enhance computational solutions. 
In this paper, we shall consider aparticular problem in nonlinear dynamics, for it illustrates 
the power of quasilinearization in numerical computation. The motion of a double compound 
pendulum is required in many applications ranging from the motion of mechanical parts in an 
oscillating system to the motion of the thigh/shank in the analysis of human gait. In many 
applications, the determination f the joint torques is of major interest. 
The problem we wish to consider in this paper is the determination f the joint torques in 
a double compound pendulum if we observe the angular displacement of the pendulum over a 
finite length of time. Even more interesting is the problem of determining the joint torques if 
we observe the trajectory of the terminal point of the pendulum. Quasilinearization plays a 
central role in this analysis and allows one to treat experimentally observed ata and design 
data in the same manner in considering the problem of the determination f joint torques from 
terminal observation. 
2. THE PHYSICAL PROBLEM 
Consider the double compound pendulum shown in Fig. 1. 
The double compound pendulum consists of masses m~ and m., located at distances d~ and 
d2 from points A and B. Mass mr, having a moment of inertia I~ is allowed to swing thru angle 
0~, while mass m, having a moment of inertia 12 swings around angle 0.,. The pendulum is 
given a torque Tt at point A while point B sustains a zero sum torque affecting both arms of 
the pendulum. 
In this paper both torques Tz and T2 are considered constant. Our problem is to determine 
both torques from the observed ata 0~(t) and 0z(t) for 0 < t < T. We place no restriction on 
the angular displacements for we wish to have an identification technique which is accurate in 
the nonlinear ange of the problem. 
3. THE NONLINEAR EQUATIONS OF MOTION 
The total kinetic energy of the double compound pendulum can be written immediately as 
T = ~ {/,Or + I.,0~ + [m,CScP + yp) + (rn_,Sc., 2 + ~'.~)]}. (1) 
Because of the applications we have in mind, the masses are allowed to be placed at a given 
distance d, along the lengths l,. The potential energy or the work done against he force of 
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gravity is given as 
V = mlg( l  - cos 01) + mzg[ll( 
where g is the acceleration due to gravity. The 
x¢ = d~ sin 0~, 
Yl =d l  cos 0t, 
.r~ = 1~ sin 0~ + d,_ sin 0,_, 
y2 = It cos O~ + d 2 COS 0 2. 
The lower tip C (shown in Fig. 1) of the pendulum is given by 
x = lj sin 01 + 12 sin 02, 
y = It cos 0~ + l: cos 0:. 
Substituting (3) into (1), we have 
1 
T = ~ (I, + rn~d~ + m,.l~)6~ 
With the applied torques T~ and T., 
d OT 
dt 0t~1 
d OT 
Yt 00: 
These reduce to the set of coupled 
double compound pendulum: 
1 - cos 01) + d:(l - cos 0_,)], (2) 
geometrical constraints of the system require 
+ 2 m,.l,d2 cos(01 - 02)01()2 + (12 + mz~)0_~. 
the Euler-Lagrange quations of motion are 
where 
+ = T i  - T,_. 
+ = T 2. 
° 
(3) 
(4) 
(5) 
(6) 
nonlinear differential equations governing the motion of a 
mtzOi + mr2 cos(01 - 02)02  --1- m12 sin(01 - 0,_)0z z + gl sin O~ = Tt - T2 ,  
me_, cos(0~ - 0z)0~ + mzz02 - mz2 sin(01 - 0_,)01 z + g., sin 02 = T2, 
(7) 
mu = Ii + m~ + m,l~, 
m12 = m2d2ll, 
m22 = l 2 -t- m:~,  
g~ = (m~dl + m:l l )g,  
g2 = m2d2g. 
This paper is chiefly concerned with solving the inverse problem for the double compound 
pendulum using quasilinear techniques as a numerical tool. We shall assume that the initial 
conditions 0~(0), 0z(0), and their angular velocities are known and we have observed the angular 
displacements 0t and 02 over a finite time interval, (0, T). We seek to determine the constant 
joint torques T~ and T2 which are consistent with the observations. That is, if T~ and T2 were 
used in a numerical solution of (7), the results would best fit the observed angular displacements 
in a least squares ense. 
4. THE IDENTIFICATION PROBLEM 
Given the initial conditions for 0i and the joint torques, T~ and T2, the full motion of the double 
compound pendulum can be computed over any time interval. 
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Fig. 1. The double compound pendulum. 
5. THE QUASILINEAR TECHNIQUE 
The quasilinear[10] technique seeks to solve a nonlinear differential equation by con- 
structing a sequence of quasilinear solutions which converge to the solution of the original 
nonlinear equation• Each quasilinear solution is determined numerically from a quasilinear 
differential equation which must be derived from the original problem• 
Consider the nonlinear problem as a first order system of differential equations, thus 
ti = G(u, t), (8) 
where u is an mth dimensional vector and G(u, t) represents the nonlinear forcing term. The 
quasilinear technique introduces a sequence of vector solutions u", each defined by a quasilinear 
differential equation given by 
OG/(u n, t) 
~~+ ~ Gj (u  ", t) + ~j = (ul ~+~ - u:'), 
i~ l c'lUi 
n~"+tl(0) = cj, j = 1 2, m (9) 
A careful examination of (9) reveals that it is a linear differential equation for the solution 
u~,+ t~. As such, the solution to (9) can be written as the sum of a particular solution and m 
homogeneous solutions• The solution utn÷ tl can, therefore, be expressed as 
u~"+t)(t) = p(t) + ~ akh,(t), (10) 
k=l  
where p(t) is the vector solution of (9) with initial conditions c/(0) = 0. The m homogeneous 
solutions hk(t) are the solutions to the homogeneous form of (9) with the initial conditions 
]° 
0 
h2(O) • 
0 
. ° 
hi(O) = 
ol 
iI 
i] ; . . .  h~(O) = • 
o 
0 
=|. 
(Ii) 
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The particular choice of initial conditions for the particular solution and the m homogeneous 
solutions allow us to compute these basic functions numerically independent of the initial 
conditions of the problem. In fact, comparing the form of the solution (10) with the initial 
conditions (1 1) reveal that, because of this selection, the coefficients a~ of (10) are the initial 
conditions of the problem. 
6. THE SYSTEM PARAMETERS 
In many cases involving identification problems, the unknown is not an initial condition, 
but rather a set of system parameters, this being the case for the current problem. Let us write 
the original nonlinear differential equation (8) as 
= G(u, t, TI, T2), (12) 
where both Tt and T,. are the unknown constant orques. We may, however, consider these 
constants to be functions of time satisfying the trivial differential equation. Thus we may write 
(12) in the form 
fi = G(u, TI, T2), u(0) = a, 
T, = 0, Tl(0) = cl, 
T2 = 0, T2(0) = c2. 
(13) 
Thus we have converted the unknown system parameters into unknown initial conditions. The 
penalty we pay is, of course, that we have to carry two additional equations in our system. 
7. DETERMINATION OF THE TORQUES 
If we combine the quasilinear technique with the conversion of the system parameters to 
initial conditions, we can define a method for determining the unknown torques occurring in 
the compound pendulum problem. Consider the nonlinear set of equations (7). These can be 
easily converted to the form 
= G(u, Tt, Z2) (14) 
by setting 01 = u i ,  02 = u.,, 0t = u3, 0z = u,, TI = us, T2 = 116. We can derive the quasi- 
linear equations defined in (9). We can immediately compute and save one vector particular 
solution and six homogeneous solutions. Because of the linearity of the solution, for any iteration 
n, we can write 
u~"+l)(t) = p(t) + alhl(t) + a2h2(t) + a3h3(t) + a4h4(t) + clhs(t)c,.h6(t). (15) 
Because of the choice of initial conditions, the coefficients am . . . . .  a4 are the known initial 
conditions of the system, while ct and cz represent the unknown joint torques. Hence for each 
iteration, (15) can be written in vector form as 
u~"+l~(t) = f ( t )  + c~h 5 + c2h6, (16) 
where the only unknowns are the constants c~ and c_,. Because of the definition of the problem, 
the first componant of the vector defined in (15) is 01 and the second is 02. We now ask for 
the values of ct and c, which will minimize the error between the observed angular displacement 
0i and the nth iteration, that is, find c~ and c: to minimize the functional 
f0 " {[6, - (u~"+")~]:  + [6:  - (u ' " - " ) , ]  2} dt.  (17) 
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Substituting the expression (16) into (17), we have, 
f0 " {[01 - f l ( t )  + + ¢.,hr~(t)]-' + [0_, - f.,(t) + elhs:(t) + czh~.(t)]'-} dt, (18) clhsl(/) 
which must be minimized over all choices of ct and c_,. The normal equations corresponding 
to the minimum conditions are 
fi{[ hs,(t)'- + hs:(t)l'} dt el + fo~ {[hs,(t)h6,(t) + hsz(t)h6:(t)] } dt c ,  
= fo" [8, - f l ( t ) ]hs,( t )  + [0, - f , . ( t ) ]hs:( t )dt ,  (19) 
and 
;o r {[hr,(t)h6t (t) + hs,.(t)h6,.(t)]} dt ct + {[hr,(t)" + h6:(t)"]} dt c, 
= [Oi - f f f t )]h6,(t)  + [8,. - f2( t ) ]hr : ( t )dt .  (20) 
Solving the set of linear equations (19) and (20) yields new approximate values for the 
constants c~ and c2 and therefore the torques T~ and T,_. 
Once the approximate orques are computed, the full vector approximate solution can be 
constructed using (15). This new vector solution is then used in the next iteration. The process 
continues until the values of the two torques converge and the angular displacement agrees with 
the observed ata. 
8. FINDING A FIRST APPROXIMATION 
The process we have just outlined is expected to work well provided the approximate 
solution is known to be close to the observed ata. If the vector G is known to be concave, 
then the convergence an be reasonably expected to be quadratic[10]. A simple way to obtain 
a first approximation is to select values of Tl and T 2 which are fairly close to the accepted 
values and solve the nonlinear equation (13) directly by numerical means. Once a first ap- 
proximation has been determined over the time interval (0, T), the iterative process is begun. 
9. THE SIMPLE COMPOUND PENDULUM 
A simple, but noteworthy example is the nonlinear motion of a simple pendulum. The 
general solution to the nonlinear equation, 
ii + (g / l )  sin u = 0, (21) 
is known to have solutions in terms of Jacobi elliptic functions[11]. Numerically, the quasi- 
linearization technique yields good estimate for the applied torque even in the nonlinear ange. 
The solutions to (21) occur in both the linear and nonlinear anges depending on the 
magnitude of u(t). If u(t) is small, (21) becomes linear yielding simple oscillations as solutions. 
Furthermore, if the underlying equation is linear, the quasilinear technique would be expected 
to yield the correct orque after one iteration. If the initial conditions on u are large, we would 
expect he solution to be driven into the nonlinear ange and the quasilinear technique would 
require many iterations. Typical results, shown in Table 1, bear this out. 
Case 1, where the initial condition places the solution in the nonlinear ange, shows 
convergence after two iterations. The remaining five cases examine the convergence in the 
linear range for different initial approximations of the joint torque. Only for the extremely high 
value of the initial approximation (Case 6) was more than one iteration required. 
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Table 1. Convergent values of torque 
Torque Torque Torque 
Initial First First Second Torque 
Case Cond. Approximation Iteration Iteration Data 
1 1.11 40.00 32.470 32.200 32.200 
2 0.10 0.20 0.966 0.966 0.966 
3 0.01 1.50 0.966 0.966 0.966 
4 0.01 10.50 0.966 0.966 0.966 
5 0.01 110.50 0.996 0.966 0.966 
6 0.01 910.50 1.094 0.966 0.966 
10. THE DOUBLE COMPOUND PENDULUM 
The double compound pendulum presents a greater problem for in this case we are dealing 
not only with trigonometric nonlinearities but a set of highly coupled dynamic equations of 
motion. In this case we consider a physical problem consisting of two iron spheres of 1 in. 
radius placed at the centers of two rods of 2 ft in length. This information determines the 
physical parameters in (7). In both cases the initial conditions were chosen as follows, 0~ = 1.1 1 
radian, 02 = - 0.1 1 radian and both angular velocities were initially zero. The initial conditions 
place the solution well into the nonl inear ange. 
The results shown in Table 2 were generated in the following way. The data values for 
joint torques were used to generate a set of angular displacements (observed ata) as a function 
of time by solving (7) directly. The initial approximation was generated in the same manner 
using T~ = T2 = 0. The subsequent i erative values of torque were found by the quasilinear- 
ization technique. Curves showing the data, initial approximation and the final approximation 
are shown in Figs. 2-5.  
It is interesting to compare the results shown in Table 2. In both cases the torques converge 
within six iterations. Case 1 shows convergence to the correct set while Case 2 demonstrates 
a situation of convergence to the wrong set of torques. In case 1 the data torques were chosen 
close to the equil ibrium torques consistent with the initial conditions while in the second case 
the data torques were chosen two orders of magnitude less. In the second case, the inertia forces 
dominated and the quasil inear technique was unable to extract he correct information from the 
observations. 
11. VARIABLE TORQUE AND DYNAMIC PROGRAMMING 
The results of the paper so far have considered a situation where both joint torques are 
held constant throughout the time of observation. While this is interesting numerically, it is not 
too realistic in the physical situation. Since torque is applied to the system, in many cases the 
torque itself can be modelled as a differential equation, that is the applied torque is the solution 
of a differential equation. This equation can be incorporated into the quasil inear technique and 
the unknown joint torque is replaced by a parameter associated with the differential equation. 
If the torque is applied in the form of a piecewise constant moment, and the switching 
times are unknown,  then both the set of torque values and the set of switching times can be 
estimated from the observed ata by using a blend of quasil inearization a d dynamic program- 
ming known as segmental differential approximation[8]. 
Table 2. Torque fit from angular observations 
Case I Case 2 
Iteration T I T2  T 1 T2 
I 0.0000 
2 0.2989e -
3 0.2299e -
4 0.2698e -
5 0.2699e -
6 0.2699e -
data 0.2699e -
0.0000 0.0000 0.0000 
0.3140e - 2 0.9272e - 4 0.9572e - 4 
-0.5744e - 3 0.4761e - 3 -0.5732e - 4 
-0.1027e - 2 0.5602e - 3 -0.6904e - 4 
-0.1149e - 2 0.5753e - 3 -0.7101e - 4 
-0.1149e - 2 0.5770e - 3 -0.714% - 4 
-0.1150e - 2 0.2699e - 3 -0.1150e - 4 
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12. QUASILINEARIZATION AND TERMINAL OBSERVATION 
The techniques outlined in this paper and pioneered by Richard Bellman appear to have a 
number of useful applications. In human gait, for example, terminal observation can be con- 
sidered the motion of the ankle during free swing. Because of the physiological constraints of 
the problem, terminal observations can be directly converted to angular displacements from 
which the joint torques can be estimated. 
As the example in Table 2 illustrates, combining quasil inearization a d terminal obser- 
vations to determine joint torques is only successful when the applied torque is large enough 
to significantly influence the inertia terms. As in all mathematical studies it is well advised to 
keep the underlying physical problem constantly in mind in order to accurately assess the 
numerical results. 
Keeping the above comments in mind, the technique of quasil inearization should prove to 
be a valuable mathematical tool in the understanding and design of nonlinear dynamic systems. 
This is the goal Richard Bel lman constantly had in mind in all of his work; in that respect he 
has certainly succeeded. 
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