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Abstract
For the first time we develop the gauge invariance of the supersymmetric grassman-
nian sigma model G(M,N). It is richer then its purely bosonic submodel and we show
how to use it in order to reduce some constant curvature holomorphic solutions of the
model into simpler expressions.
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1 Introduction
Although gauge invariance of the supersymmetric grassmannian sigma model (susy σ-
model) G(M,N) is well known [1, 2, 3, 4], to our knowledge, up to now no explicit form of
it had been used in an effective way to analyse the solutions of the model. However, as the
gauge invariance of the susy G(M,N) σ-model is richer than of its purely bosonic submodel,
we can exploit this invariance to construct the solutions of the model in a simpler form.
The aim of this manuscript is to demonstrate this fact explicitly. In order to make it self
consistent we start by reminding the reader some properties of the susy G(M,N) σ-model
[2]:
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The susy G(M,N) σ-model is defined on a two-dimensional complex superspace (x±; θ±),
where (x+, x−) are local coordinates on C and (θ+, θ−) are complex odd Grassmann vari-
ables. The bosonic superfield has the following expansion
Φ(x±, θ±) = Φ0(x±) + iθ+Φ1(x±) + iθ−Φ2(x±)− θ+θ−Φ3(x±), (1.1)
where Φ0 and Φ3 are N ×M bosonic complex matrices and Φ1 and Φ2 are N ×M fermionic
complex matrices. As in a purely bosonic model [5], the superfield Φ satisfies
Φ†Φ = IM . (1.2)
The energy action functional of the model is given by
S = 2
∫
S2
dx+dx−dθ+dθ−Tr
(|Dˇ+Φ|2 − |Dˇ−Φ|2) , (1.3)
where the supercovariant derivatives Dˇ± are defined by
Dˇ± = ∂ˇ± − (Φ†∂ˇ±Φ) , (1.4)
with usual superderivatives
∂ˇ± = −i∂θ± + θ±∂± , ∂± ≡ ∂x± . (1.5)
Note that the susy operators satisfy ∂ˇ2± = −i∂±. Using the principle of least action, it
is found that the superfield Φ satisfies the Euler-Lagrange equations of the model
Dˇ+Dˇ−Φ + Φ|Dˇ−Φ|2 = 0 , (1.6)
together with the constraint (1.2). We know that if we want to obtain finite action solutions
of the susy G(M,N) σ-model, we have to impose additionally the boundary conditions
Dˇ±Φ→ 0, |x±| → ∞.
In the following section we use the well known MacFarlane parametrization (first used
for finding solutions of the purely bosonic models [6], and later used also in the susy case [7])
and look at the solutions of the susy G(M,N) σ-model. In Section 3, we show that these
susy solutions can be effectively transformed into a simpler form by explicitly using the full
gauge invariance of the model. In Section 4, two examples are presented to emphasize the
effectiveness of using the gauge transformation in the context of susy G(M,N) σ-model.
Finally, we give some concluding remarks and discussions of our ongoing projects.
2 MacFarlane parametrization and solutions of the susy
G(M,N) σ-model
Let us start with a holomorphic solution of the susy G(M,N) σ-model, written as
W (x+, θ+) = Z(x+) + iθ+η(x+)A(x+) , (2.1)
where we have introduced a fermionic function η(x+) so that the matrices Z ∈ CN×M and
A ∈ CN×M are both usual bosonic matrix functions of x+. Moreover, the form of Z is given
by
Z =
(
IM
K
)
, K ∈ C(N−M)×M . (2.2)
The form (2.2) guarantees that Z(x+) is written in the usual MacFarlane parametrization
(i.e.; if we drop the fermionic part of (2.1) we end with the holomorphic solution of the purely
bosonic model). At this stage A(x+) is arbitrary and a natural question that can be asked
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is: Would it be possible to simplify the form of (2.1) by exploiting the gauge invariance of
the susy model?
Let us first observe that the solution W given by (2.1) satisfies ∂ˇ−W = 0, where ∂ˇ− is
defined in (1.5).
This form of the solution is equivalent to a solution of the original susy model (1.6) given
by
Φ(x±, θ±) =W (x+, θ+)L(x±, θ±) , (2.3)
where L(x±, θ±) is an M ×M matrix. The function Φ has to satisfy the condition
Φ†Φ = IM ⇐⇒ W †W = (LL†)−1 . (2.4)
Proving that the expression for Φ(x±, θ±) given in (2.3), which comes from the holomor-
phic expression W (x+, θ+) solves (1.6) is easy; here one repeats the steps used in the proof
for the purely bosonic case. In order to see that ∂ˇ−W = 0 implies Dˇ−Φ = 0, we consider
Dˇ−Φ = ∂ˇ−Φ− Φ(Φ†∂ˇ−Φ) ,
= (1 − ΦΦ†)∂ˇ−Φ ,
= W (∂ˇ−L)− ΦΦ†W (∂ˇ−L) ,
= W (∂ˇ−L)−W (LL†)(W †W )(∂ˇ−L) = 0, (2.5)
due to (2.4).
In the purely bosonic case, this is the whole story; in the susy case L is anM×M matrix
superfield and so it makes sense to exploit this freedom to get a simpler expression for the
additional matrix A. So let us look at the relations between L and A and, in particular, the
implications of the right hand side of (2.4). Looking first at (2.1) we get
W †W = Z†Z + iθ+η(Z
†A) + iθ−η
†(A†Z)− θ+θ−η†η(A†A) . (2.6)
To express the product LL† we use the usual decomposition of a matrix superfield L(x±, θ±)
L = L0 + iθ+ηL1 + iθ−η
†L2 − θ+θ−η†ηL3 , (2.7)
together with the properties of Grassmann variables:
θ2+ = θ
2
− = 0 , θ+θ− = −θ−θ+ , θ+η = −ηθ+ , (θ+η)† = −η†θ− . (2.8)
This way we find the conditions which have to be imposed on the matrices L0, L1, L2, and
L3 so that they satisfy (2.4):
L0L
†
0 =M
−1
0 , (2.9)
L0L
†
2 + L1L
†
0 = −M−10 M1M−10 , (2.10)
L0L
†
1 + L2L
†
0 = −M−10 M2M−10 , (2.11)
L0L
†
3 + L3L
†
0 + L1L
†
1 + L2L
†
2 = −M−10 (M3 −M1M−10 M2 −M2M−10 M1)M−10 , (2.12)
where
M0 = Z
†Z , M1 = Z
†A , M2 = A
†Z , M3 = A
†A . (2.13)
Clearly L0 is obtained from the purely bosonic solution Z. The two equations, involving
L1 and L2 only are equivalent, since M
†
2 = M1. As we are looking at the conditions that
have to be imposed on the matrices Li we observe that, without any loss of generality, we
can assume L1 = 0 and L3 = L
†
3 and we will satisfy all conditions on L. Indeed we find that
L2 = −M−10 M †1L0 , (2.14)
and
L0L3 + L3L0 = −M−10 (M3 −M1M−10 M †1 )M−10 . (2.15)
In the subsequent development we will not need the explicit form of L. However, the
choice of L1 = 0 will play an important role in simplifying the final expressions.
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3 Gauge invariance of the susy G(M,N) σ-model
The gauge invariance of the susy G(M,N) σ-model is obtained by generalising its purely
bosonic submodel to simplify the form of the solutions of the model.
If Φ is a solution of (1.6), then it can be shown that
Φ˜ = V ΦU , (3.1)
is also a solution where V = V0 ∈ U(N) is a constant matrix (purely bosonic) and U =
U(x±, θ±) ∈ U(M). It is easy to see why V0 has to be a constant matrix. Indeed we note
that the supercovariant derivatives given in (1.4) and the superfield Φ transform in a similar
fashion under the gauge transformation. Hence, starting with a general transformation
matrix V = V (x±, θ±) the imposition of the condition that Φ and Dˇ±Φ transform in the
same way, we immediately obtain that V is a constant matrix. This result is similar to the
purely bosonic case [5]. So let us consider the conditions on U .
Since the matrix U depends on x± and also on θ±, we can perform the usual decompo-
sition
U = U0 + iθ+ηU1 + iθ−η
†U2 − θ+θ−η†ηU3 , (3.2)
where now Ui = Ui(x+, x−) ∈ CM×M , i = 0, 1, 2, 3 and the fermionic function η(x+) is the
same as before.
The condition of unitarity of U may be written explicitly as
U †U = UU † = IM ⇐⇒
{
U †0 = U
−1
0 , U1 = −U0U †2U0 ,
U3 + U0U
†
1U1 + U1U
†
1U0 + U0U
†
3U0 = 0 .
(3.3)
Now, we address the question of how to exploit gauge invariance to reduce the solution
Φ and thus W to simpler expressions. Since we want to preserve the form of the purely
bosonic solution Z, we consider the simplified solution in the form
ΦR =WRLR = (Z + iθ+ηAR)LR , (3.4)
and want to find V = V0 and U such that
ΦR = V0ΦU , ⇐⇒ WRLR = V0WLU . (3.5)
Writing WR and W explicitly (3.5) becomes
(Z + iθ+ηAR)LR = V0(Z + iθ+ηA)LU . (3.6)
Considering first the purely bosonic case, we see that we can take V0 = IN and U0 = IM .
This implies that the purely bosonic part of LR is L0R = L0. Note that now the unitarity
of U implies that
UU † = U †U = IM ⇐⇒ U1 = −U †2 , U †3 + U3 + U1U †1 + U †1U1 = 0 . (3.7)
Moreover, by choosing U †3 = U3, we reduce the additional freedom in U and get an explicit
form of U3 in terms of U1 as
U3 = −1
2
(
U1U
†
1 + U
†
1U1
)
. (3.8)
It is important to observe here that the remaining gauge freedom is now reduced to the
arbitrariness of choosing U1.
Using the expressions of V0 and U , we can now express the system (3.6) as a set of 3
matrix equations by identifying the coefficients of θ−, θ+ and θ+θ−, respectively,
ZL2 + ZL0U2 = ZL2R , (3.9)
ZL1 + ZL0U1 +AL0 = ZL1R +ARL0 , (3.10)
ZL3 + ZL0U3 + ZL1U2 + ZL2U1 +AL2 +AL0U2 = ZL3R +ARL2R . (3.11)
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Since Z is in the MacFarlane parametrization (2.2), each of these equations can be split
into two by taking into account the expressions for A and AR
A =
(
α
β
)
, AR =
(
αR
βR
)
,
α, αR ∈ CM×M ,
β, βR ∈ C(N−M)×M . (3.12)
The final form of our equations (3.9)-(3.11) is then
L2R = L2 − L0U †1 , (3.13)
L1R = L1 + L0U1 + (α− αR)L0 , (3.14)
βR = β −K(α− αR) , (3.15)
L3R = L3 + L0U3 + L2U1 − L1U †1 − αRL2R − αL0U †1 . (3.16)
Since (3.15) does not involve U1, the matrix function β cannot be modified further by
using the gauge freedom. The only equation involving U1 and α , in a simple way, is (3.14).
Hence, assuming L1 = L1R = 0 we get
U1 = −L−10 (α− αR)L0 . (3.17)
This enables us to put αR = 0 in the simplified form of AR which greatly simplifies the
arbitrariness of A and hence of the solution of the susy G(M,N) σ-model. Now, we have
that
U1 = −L−10 αL0 , (3.18)
together with
βR = β −Kα . (3.19)
We see that by now, the gauge freedom has been completely used up and the explicit forms
of L2R and L3R can be obtained from (3.13) and (3.16), respectively.
Hence, having started from a solution (2.1) in which A is completely arbitrary we reach
a simplified solution
WR = Z + iθ+ηAR , (3.20)
with
AR =
(
0
β −Kα
)
, (3.21)
and this result holds in the gauge (3.18). So the simple form of the solution holds in this
particular gauge.
4 Constant curvature solutions and gauge invariance
In our analysis of different sets of holomorphic solutions of the susy G(M,N) σ-models we
have already found some of them generalising the purely bosonic ones. We consider now
two examples in order to emphasize the importance and usefulness of the gauge invariance
in the context of susy G(M,N) σ-model.
4.1 Constant curvature solutions of CPN−1 model
First we look at such solutions for the case of M = 1 i.e.; of the CPN−1 model.
It has been shown that the susy holomorphic constant curvature solution of CPN−1
model can be written in the form [8]
W˜ (x+, θ+) = u(x+) + iθ+η(x+)A(x+) , (4.1)
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where u(x+) = (un(x+)) is the Veronese sequence with
un(x+) =
√(
N − 1
n
)
xn+ , n = 0, 1, 2, . . . , N − 1 , (4.2)
and A(x+) = (an(x+)), with
an(x+) = −a0(x+)(n− 1)un(x+) + a1(x+)√
N − 1∂+un(x+) , n = 0, 1, 2, . . . , N − 1 . (4.3)
We want to simplify this solution by applying to it a gauge transformation U , which is
now a complex function of (x±, θ±). Indeed,
U = 1 + iθ+ηu˜(x±) + iθ−η
†u˜∗(x±)− θ+θ−η†η|u˜(x±)|2 . (4.4)
From our preceding discussion, we see that the choice of the gauge u˜ is
u˜ = αR − α , (4.5)
since L0 is a scalar function. Due to the fact that we want αR = 0, we see that
u˜ = −α = −a0(x+) . (4.6)
Our ultimate goal is to find the expression for AR which appears in W˜R. Indeed, solving
the equation
βR = β −Kα , (4.7)
in our special case, we get the final form of AR as
aRn =
n√
N − 1
un(x+)
x+
(
a1(x+)− a0(x+)
√
N − 1 x+
)
, n = 0, . . . , N − 1 . (4.8)
This means that the unique susy holomorphic constant curvature solution of CPN−1
model is
W˜ (x+, θ+) = u(x+) + iθ+
η˜(x+)√
N − 1∂+un(x+) , n = 0, . . . , N − 1 , (4.9)
where η˜(x+) =
(
a1(x+) − a0(x+)
√
N − 1 x+
)
is an arbitrary function of x+, in agreement
with our previous result [9]. That is the solution (4.9) given in our previous theorem [9] is
unique up to gauge transformations.
4.2 The simplest holomorphic constant curvature solution of G(2, 4)
σ-model
Considering the special solution W1 of the form (2.1) with
Z1 =
(
I2
K1
)
, K1 =
(
x+ 0
0 0
)
, (4.10)
it can be shown that A takes the form [8]
A1 =
(
α
β
)
=

α11(x+) α12(x+)
α21(x+) α22(x+)
β11(x+) c0 +
(
c1 + α12(x+)
)
x+
b0 + b1x+ d0
 , (4.11)
in order to have a constant curvature solution.
This solution W1, can be reduced by using the gauge invariance (indeed using only U1
given in (3.18)) to the following form
W1R = Z1 + iθ+η(x+)AR(x+) , (4.12)
with
AR =
(
0
βR −K1α
)
, βR =
(
β11(x+)− α11(x+)x+ c0 + c1x+
b0 + b1x+ d0
)
. (4.13)
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5 Conclusions and final comments
In this article we have shown that the gauge invariance of the susy G(M,N) σ-model can
be used effectively to obtain simple forms of the holomorphic constant curvature solutions.
Among other things this has allowed us to claim that:
• All solutions that can be obtained by direct calculations (e.g.; the examples of the
constant curvature solutions for CPN−1 σ-model and for G(2, 4) σ-model) could be
written in such a simplified form.
• In order to solve the general problem (say for G(2, 4)), the computations can be started
by assuming A to be of the form (3.21).
We believe that exploiting the gauge invariance in such an effective way many properties
of the solutions of the susy G(M,N) σ-model can be understood more easily. In particular,
work is in progress on determining all constant curvature solutions of the susy G(2, 4) σ-
model in which all holomorphic bosonic solutions are given by:
Z1 =

1 0
0 1
x+ 0
0 0
 , Z2 =

1 0
0 1
x2+ cos 2t
√
2x+ cos t√
2x+ sin t 0
 ,
Z3 =

1 0
0 1√
3x2+
√
8/3x+
0
√
1/3x+
 , Z4 =

1 0
0 1
2x3+
√
3x2+√
3x2 2x+
 ,
(5.1)
where t is a real parameter. Up to a U(4) gauge transformation, these are the only bosonic
solutions with constant curvature [10].
Finally, the next step would be to analyse the constant curvature solutions of the susy
G(2, 5) and in general the susy G(2, N) σ-models where the purely bosonic solutions are
given in [11] and [12], respectively.
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