Abstract. This paper generalises the result of Jean-Pierre Demailly on his OhsawaTakegoshi-type L 2 extension theorem, which guarantees holomorphic extensions for some sections f on analytic subspaces Y defined by multiplier ideal sheaves of plurisubharmonic functions. The result in this paper provides L 2 estimates for the extended sections even if those f do not vanish on the singular sets of the reduced loci of the subspaces Y , at least for the case when the ambient manifold X is compact and the relevant metrics have only neat analytic singularities. This is achieved by replacing the generalised Ohsawa measure by a measure supported on log-canonical centres.
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Abstract. This paper generalises the result of Jean-Pierre Demailly on his OhsawaTakegoshi-type L 2 extension theorem, which guarantees holomorphic extensions for some sections f on analytic subspaces Y defined by multiplier ideal sheaves of plurisubharmonic functions. The result in this paper provides L 2 estimates for the extended sections even if those f do not vanish on the singular sets of the reduced loci of the subspaces Y , at least for the case when the ambient manifold X is compact and the relevant metrics have only neat analytic singularities. This is achieved by replacing the generalised Ohsawa measure by a measure supported on log-canonical centres.
In this paper, the following notations are used throughout. Notation 0.0.3. For any prime divisor E, let
• φ E := log |s E | 2 , representing the collection log |s E,γ | 2 γ
, denote a potential (of the curvature of the metric) on the line bundle associated to E given by the collection of local representations {s E,γ } γ of some canonical section s E (thus φ E is uniquely defined up to an additive constant); • ϕ sm E denote a smooth potential on the line bundle associated to E;
• ψ E := φ E − ϕ sm E , which is a global function on X, when both φ E and ϕ sm E are fixed. All the above definitions are extended to any R-divisor E by linearity. For notational convenience, the notations for a R-divisor and its associated R-line bundle are used interchangeably.
Introduction
This work is spun off from the research on the conjectural holomorphic extension theorem on dlt pairs, a collaborative work with Young-Jun Choi from the National Pusan University, which is related to the Abundance Conjecture in algebraic geometry (see, for example, [13] , [12] and [14] ).
1.1. Background. Since the inception of the celebrated Ohsawa-Takegoshi extension theorem in [32] , there are numerous improvements and generalisations in various aspects: on the assumptions on the ambient manifold and the subvariety from which holomorphic sections are extended from ( [29] , [27] , [9] , [24] ); on the method of proof ( [35] , [2] , [7] , [3] ); and on the weights and constant in the estimate ( [28] , [5] , [17] ). The author cannot do better than the survey by Varolin ([37] ) which provides an account of the development of the L 2 extension theorems up till the extension theorem with optimal estimates (see [5] , [17] and [3] ). Interested readers are referred to that.
The present work takes off from the work of Demailly in [11] . Let X be a weakly pseudoconvex Kähler manifold, K X its canonical bundle and (L, e −ϕ L ) a hermitian line bundle on X equipped with a hermitian metric e −ϕ L . Assume the metric to be smooth for the moment. In [11] , Demailly proves a new version of the Ohsawa-Takegoshi L 2 extension theorem applicable to the set-up in which (1) the ambient manifold X is a weakly pseudoconvex Kähler manifold and need not be Stein on the complement of any subvariety (a feature appeared already in [9] ), (2) the relevant curvature form/current associated to the line bundle L is only required to be weakly positive and need not be strictly positive (a feature appeared already in [36] and [30] with erratum [31] for non-Stein ambient manifolds) 2 , (3) the analytic subspace Y , from which any legitimate (K X ⊗ L)| Y -valued holomorphic section f is extended, need not be the zero locus of a holomorphic section of some vector bundle, but is more generally defined by the multiplier ideal sheaf I(m p ψ) (or, more precisely, by the structure sheaf O Y := O X /I(m p ψ)) of a quasi-plurisubharmonic (quasi-psh) function ψ on X with jumping numbers 0 = m 0 < m 1 < · · · < m p (thus the subspace Y can possibly be non-reduced and reducible) (a feature which can be considered as a generalisation to the result in the work of Dano Kim, [23] and [24] , in which an L 2 extension theorem for extending holomorphic sections on maximal log-canonical centres of some log-canonical pairs (X, D) is proved).
An interesting new input of this version of L
2 extension theorem is that, if the ambient manifold X is compact (or if it is holomorphically convex, see [6] ), via a brilliant use of the Hausdorff-ness of the topology on the relevant cohomology groups, a holomorphic extension of f can be assured without the need of any L 2 assumption on the section f (provided that the suitable weak positivity assumption involving ϕ L and ψ still holds true).
Demailly's result holds true more generally for the cases when L is a vector bundle of arbitrary rank or when L is a line bundle but the metric e −ϕ L is singular. In the latter case, Y = Y (mp) is given by I(ϕ L + m p ψ) instead and f is required to have some holomorphic extension locally which is a section of I(ϕ L ).
Note that the Ohsawa measure in the estimates given by all different versions of the Ohsawa-Takegoshi extension theorem diverges to infinity around the singular points of the subspaces Y (mp) , or more precisely, the singular points of the reduced subvariety S (mp) ⊂ Y (mp) which is the schematic difference between Y (mp) and Y (m p−1 ) . A section f on Y (mp) (and thus on S (mp) ) can then never be L 2 with respect to the Ohsawa measure if it does not vanish along the singular locus of S (mp) . Although the extension theorem of Demailly without the L 2 assumption loses the estimate on the extended section, it was considered advantageous since the sections to be extended would not have to vanish along the singular locus of S (mp) . It was hoped that, with this feature in the new version of the extension theorem, one could follow the arguments as in [12] to construct a suitable psh potential in order to prove the so called "dlt extension" (see [12, Conj. 1.3] ). Unfortunately, it was impossible for the author to avoid a convergence argument in the construction of the required psh potential, and the argument required estimates which was provided by the use of the Ohsawa-Takegoshi extension theorem, as in [12] .
In view of this, the goal of the present work is to resume the estimate of the OhsawaTakegoshi L 2 extension theorem under Demailly's setting by replacing the (generalised) Ohsawa measure by the "measure on log-canonical centres", or the "lc-measure" for short, which is defined in Section 1.3. The latter measure, instead of diverging to infinity around the singular locus of S (mp) , is indeed supported in the singular locus of S (mp) (or on some lc centres of (X, S (mp) ) if S (mp) is a divisor). This provides the means to get some sort of control over the L 2 norm of the holomorphic extensions, and eventually can be useful in proving the "dlt extension".
For the purpose of introducing the lc-measure and stating the main theorems, the basic set-up of this paper is first given here.
1.2. Set-up. Let (X, ω) be a compact Kähler manifold of complex dimension n, and let I(ϕ) := I X (ϕ) be the multiplier ideal sheaf of the potential ϕ on X given at each x ∈ X by
where dλ Vx is the Lebesgue measure on V x . Throughout this paper, the following are assumed on X:
is a hermitian line bundle with an analytically singular metrics e −ϕ L , where ϕ L is locally equal to ϕ 1 − ϕ 2 , where each of the ϕ i 's is a quasi-psh local function with neat analytic singularities, i.e. locally
where c i ∈ R ≥0 and g ij ∈ O X ; (2) ψ is a global function on X such that it can also be expressed locally as a difference of two quasi-psh functions with neat analytic singularities; (3) sup X ψ ≤ 0 (which implies that ψ is quasi-psh after some blow-ups as it has only neat analytic singularities); (4) there exist numbers m 0 , m 1 ∈ R ≥0 with m 0 < m 1 such that
i.e. m 1 is a jumping number of the family {I(ϕ L + mψ)} m∈R ≥0 (such numbers exist on compact X as ψ is quasi-psh after suitable blow-ups and thus it follows from the openness property of multiplier ideal sheaves and (eq 2.1.1));
is a reduced subvariety defined by the annihilator
ψ is a quasi-psh potential for all β ∈ [0, δ] for some δ > 0 (which holds true in all the main theorems in this paper), openness property guarantees that, on every compact subset K ⊂ X, there exists ε > 0 such that [18] ). This then implies that the analytic subspace defined by
is automatically reduced, following the arguments in [11, Lemma 4.2] . Remark 1.2.2. Most of the arguments in this paper can be adapted to the case when X is just a weakly pseudoconvex (non-compact) Kähler manifold (after passing to a relatively compact exhaustion) provided that the upper-boundedness on ψ in (3) still holds true on X. As this is not automatic on a non-compact manifold, and the most interesting applications which the author concerns about are on compact manifolds, the background manifold is assumed to be compact in this paper for the sake of clarity. Definition 1.2.3. Suppose that ϕ is a potential or a global function on X such that it is locally a difference ϕ 1 − ϕ 2 of quasi-psh local functions with neat analytic singularities as in (1) above. The polar ideal sheaf of ϕ is defined to be the ideal sheaf generated by the local holomorphic functions g ij for all j's and i = 1, 2.
on V (which is supported in S), and a section F of I(ϕ L + m 0 ψ) on V , the notation
is set to mean that, for all x ∈ V , if (F ) x and (f ) x denote the germs of F and f at x respectively, one has
If such a relation between F and f holds, F is said to be an extension of f on V . If the set V is not specified, it is assumed to be the whole space X. Such notation is also applied to cases with a slight variation of the sheaf I(ϕ L + m 1 ψ) (for example, with
Lc-measure and main theorems. As explained above, the goal of this paper is to replace the generalised Ohsawa measure
in the previous versions of L 2 extension theorem (as in [11] ) by the measure on log-canonical (lc) centres given by (eq 1.3.1)
where (X is assumed to be compact here, and)
and f is a smooth extension of f to a section on
• g is any smooth extension of g to a function on X;
• σ is a non-negative integer and the measure |f |
is supported (if finite) on a (reduced) subvariety lc σ X (S) of S, which is the union of lc centres of (X, S) of codimension σ in X if S is a divisor (see Definition 2.3.1), and is the image of such kind of union under some log-resolution (see Section 2.1). Such measure vanishes when σ is large and diverges when σ is small (see Section 3), and can be finite and non-zero only at one particular value of σ. Here an ad hoc definition of such special value of σ is given so that the main theorems can be stated properly. Definition 1.3.1. Given the setting above, the codimension of minimal lc centres (mlc) of (X, S) (or of (X, ϕ L , ψ, m 1 )) with respect to f , denoted by σ f , is the smallest integer σ such that
The precise behaviour of such measure is discussed in Section 3. It can be seen from the calculation there that this definition coincides with the one in Definition 3.0.5 when S is a divisor with simple normal crossings (snc). Indeed, σ f is ranging between 0 and the codimension of mlc of (X, S) when S is an snc divisor. If I(ϕ L + m 0 ψ) = O X and if σ f ≥ 1, then f vanishes on all lc centres of (X, S) with codimension < σ f in X but is non-trivial on at least one lc centre of codimension σ f . Moreover, from the discussion in Section 2.1, if π : X → X is a log-resolution of (X, ϕ L , ψ), the codimension σ f coincides with σ π * f ⊗s E (see Section 2.1 for the meaning of s E and log-resolution of (X, ϕ L , ψ)).
The author would like to mention that the use of such lc-measure was inspired by the study of residue currents in [4] , [33] and [1] . In their works, the kind of current-valued function (in 1-variable case)
is studied. Such function gives a holomorphic family of currents for ε > 0 and can be analytically continued across ε = 0. Its value at ε = 0 is a residue measure on {z = 0}. The lc-measure considered in this paper is essentially given by the value at ε = 0 of the current-valued function
after analytically continued across ε = 0. It happens that the lc-measure above can be fitted into the Ohsawa-Takegoshi-type L 2 extension theorem. The main result of this paper can be stated as follows. 
(which is at most dim C X; when S is a divisor, σ S can also be taken to be the codimension of mlc of (X, S) instead). Suppose that
(2) for any given constant ℓ > 0 and using the notation e σ := σ √ e, the function ψ is normalised (by adding to it a suitable constant) such that ψ < − e σ S ℓ and 5 |ψ| log
Then, for any holomorphic section
, there exists a se-
with estimates
i=σ+1 F i is defined to be 0 when σ = σ f .) See Remark 2.2.6 for the purpose of the number ℓ in the estimate. Notice that, even in the case σ f = 1, the weight in the estimate of F σ above is pointwisely dominating (up to a multiple constant) the weight in the estimate in [11] (which is in the magnitude of e ϕ L +m 1 ψ |ψ| 2 ). Therefore, the above estimate includes the estimate in [11] up to a constant multiple.
For the proof, it is first argued in Section 2.1 that it suffices to consider the case where the polar ideal sheaves of ϕ L and ψ (see Definition 1.2.3) are the defining ideal sheaves of some snc divisors (and thus S is an snc divisor in particular). The proof then goes along the lines of arguments in [11] .
For the sake of simplicity, the proofs in Section 2 are given for the case where m 0 = 0 and m 1 = 1. The result for the general m 0 and m 1 can be obtained by replacing ϕ L by ϕ L + m 0 ψ and ϕ L + ψ by ϕ L + m 1 ψ in the arguments.
As in the classical cases, the problem is reduced to solve for a weak solution of a ∂-equation (derived from the smooth extension of f , and depending on the ε in the definition of the lc-measure) with "error" using the twisted Bochner-Kodaira inequality (eq 2.2.2) with suitably chosen auxiliary functions (see Theorems 2.2.1 and 2.3.3), at least on the compliment of the polar sets of ϕ L and ψ. Part of the reasons that the "error" term arises, especially when σ f > 1, is that the curvature term in the twisted BochnerKodaira inequality has an unavoidable negative summand from the choice of the auxiliary functions. Extra treatment has to be made in order to control the negative term so that it goes to 0 when ε → 0 + . That is why the proof for the cases σ f = 1 and σ f > 1 are handled separately (see Sections 2.2 and 2.3 respectively) for the clarity of arguments.
The weak solution with "error" can be continued across the polar sets of ϕ L and ψ via a generalised version of [8, Lemme 6.9] , which may be considered as a "weighted-L 2 version of the Riemann continuation theorem 4 " (see Lemmas 2.2.3 and 2.3.4). The required holomorphic extension of f is then constructed from the above solution with the "error" and letting ε → 0 + . The required estimate is also obtained after taking the necessary limits.
The regularity of the limit is assured by following a similar argument as in [11] . Extra technical difficulty comes from the fact that the "error" term goes to 0 in a weighted L 2 norm instead of the unweighted one when σ f > 1. Lemma 2.3.6 is there for handling that situation. Theorem 1.3.2 essentially provides a "quantitative" L 2 extension theorem of Demailly, answering [11, Question 2.15] , at least for the case where L is a line bundle (instead of a vector bundle) and ϕ L has only neat analytic singularities (instead of general singularities). For the sake of completeness, the result is stated below. 
Let Y (mp) be the analytic space defined by the ideal sheaf I(ϕ L + m p ψ). Then, for
, there exists a sequence
for all σ = 1, . . . , σ f (mκ) and κ = 1, . . . , p, where is not yet clear to the author whether the current result (if allowing X to be non-compact) includes the results on optimal constant in [5] and [17] . Moreover, is it possible to determine the "optimal constant" in this Ohsawa-Takegoshi-type extension theorem with lc-measure? (2) The lc-measure is inspired by the residue currents studied in [4] , [33] and [1] , obtained by replacing their residue currents (i.e. limit of εe −ϕ L −(1−ε)m 1 ψ d vol X,ω in the notation of this paper) by a currents with "Poincaré-growth" singularities (i.e. limit of ε
Is it possible to replace the lc-measure in the main theorem by some measure which is defined by currents which diverge to infinity even faster, like the limits of
and so on (where log •j denotes the composition of j copies of log functions)? It seems to the author that this could be related to the question stated in Remark 2.2.7, which is asking for the estimates with some better weights given in [28] . (3) The author started to consider the lc-measure during the study of analytic adjoint ideal sheaves with Chen-Yu Chi from National Taiwan University. The lc-measure on various lc centres can possibly be the means to generalise the works of Guenancia ( [19] ) and Dano Kim ([25] ) on this subject. Furthermore, these lc-measures provide a way to characterise the lc centres which can be defined by the multiplier ideal sheaves of quasi-psh functions. Considering such linkage, it would be of interest to see more of their applications in analytic and algebraic geometry. Theorem 1.3.2 would be more useful if ϕ L and ψ are allowed to be replaced by a sequence and the curvature assumption is allowed to have a slight negativity which converges to 0 in the limit, as in [12] . This will be discussed in the collaborative work with Young-Jun Choi, in which Theorem 1.3.2 is applied to deal with the "dlt extension".
Proof of the main theorem
Let (X, ω) be a compact Kähler manifold of dimension n equipped with a (smooth) Kähler metric ω. All notations follow the ones given in Section 1.2.
To start the proof, the problem is first reduced to the case where S is a divisor with simple normal crossings (snc).
For simplicity, it is assumed in Sections 2.2 and 2.3 that m 0 = 0 and m 1 = 1. The arguments remain the same for the case of general jumping numbers.
2.1. Effects of log-resolutions. As ϕ L and ψ are locally difference of quasi-psh functions with neat analytic singularities, by the result of [21] , there is a log-resolution π : X → X of (X, ϕ L , ψ), which is the composition of a sequence of blow-ups at smooth centres such that the polar ideal sheaves of ϕ L and ψ (see Definition 1.2.3) are principal ideal sheaves given by some divisors, and the sum of these divisors together with the exceptional divisors of π (i.e. components of the relative canonical divisor K X/X := K X /π * K X ) has only snc. Assume that ϕ L + m 1 ψ is psh. Note that K X/X can be decomposed into two effective Z-divisors E and R (with the corresponding canonical holomorphic sections denoted by s E and s R ) such that R is the maximal divisor satisfying
Suppose that π is restricted to π −1 (V ) where (V, z) is a coordinate neighbourhood in X, and let {U γ } γ be a covering of π −1 (V ) = γ U γ by coordinate neighbourhoods (U γ , w γ ) in X. Let also {̺ γ } γ be a partition of unity subordinated to {U γ } γ . Then, with s E , s R , z and w γ 's suitably chosen, one has, for any
where c n := (−1)
Since π is bimeromorphic (birational) and irreducible components of K X/X = E + R are exceptional under π, i.e. their images under π are of codimension at least 2 in X, it can be seen from the Riemann continuation theorem 5 and the identity theorem for holomorphic functions that any local π
This shows, in particular, that m 1 is a jumping number of the family {I X (ϕ L + mψ)} m∈R ≥0 if and only if it is a jumping number of
, one then has π S = S. As a result, by replacing π
, it can be assumed in the following that
• S is a reduced divisor, and • the polar ideal sheaves of ϕ L and ψ are principal and the corresponding divisors have only snc with each other.
Moreover, the estimates on the holomorphic extension obtained in the main theorems in the following sections are valid even before blowing up.
2.2.
Extension from lc centres of codimension 1. For simplicity, suppose that m 0 = 0 and m 1 = 1. As discussed in Section 2.1, one can assume that S is a reduced divisor in X and that (X, S) is a log-smooth and log-canonical (lc) pair.
The goal of the following is to replace the generalised Ohsawa measure in the OhsawaTakegoshi L 2 extension theorem by the lc-measure given by
where σ ≥ 0 and f is any smooth extension of f on X such that f 2 e −ϕ L is locally integrable. The behaviour of such measure is discussed in Section 3. Set
(only the negative poles), which are closed analytic subsets of X by the assumptions on ϕ L and ψ (Section 1.2). As discussed in Section 2.1, it is assumed in what follows that the polar divisors of ϕ L and ψ have only snc with each other. In particular, P ϕ L ∪ P ψ has only snc. The key tool for proving this version of extension theorem is still the twisted BochnerKodaira inequality (9)], where
, which has the structure of a complete Kähler manifold;
ν is a real-valued smooth function on X • ; • Θ is the curvature form in (eq 2.2.4) and Θ ω (ζ, ζ) ϕ is the trace of the contraction betweenī −1 Θ and e −ϕ ζ ∧ ζ with respect to the hermitian metric on X given by ω (in the convention such that Θ ω (ζ, ζ) ϕ ≥ 0 whenever Θ ≥ 0); • ϑ is the formal adjoint of ∂ with respect to the inner product corresponding to the global
The completeness of X • guarantees that ω can be modified to a complete metric, and, in that case, the inequality (eq 2.2.2) holds true also for all (weighted) L 2 (0, q)-forms ζ in both of the domains of ∂ and its Hilbert space adjoint ∂ * (see, for example, [10, Ch. VIII, §3]), and thus Riesz Representation Theorem can be invoked.
, ∞), and |θ
It is shown below (Theorem 2.2.5) that the Ohsawa measure in the Ohsawa-Takegoshi extension theorem can be replaced by the lc-measure (eq 2.2.1) in the classical case, i.e. when minimal lc centres (mlc) of (X, S) are of codimension 1 (and S is smooth as (X, S) is log-smooth), or when the holomorphic section to be extended vanishes on the singular locus of S. (See Remark 2.2.6 for the use of the constant ℓ.)
is integrable over X. Then, for any numbers ε, ε ′ > 0, the ∂-equation
can be solved with an ε ′ -error, in the sense that there are a smooth
ε ′ ,ε and a smooth section u ε ′ ,ε on X
• such that
with the estimates
It is well known that a locally L 1 function f , which satisfies i∂∂f ≥ 0 as a current, coincides with a uniquely determined psh function almost everywhere (see, for example, [22, Thm. 1.6.10, Thm. 1.6.11]). Since ϕ L and ψ are locally differences of quasi-psh functions, a simple argument shows that (ϕ L + ψ) + βψ is a psh potential on X for every β ∈ [0, δ] by the assumption (1).
Proof. Let L be endowed with a metric with potential ϕ L + ψ + ν, where ν := ν(ψ) and ν is a smooth real-valued function on (−∞, − 
The objective now is to find a function ν and positive functions η ε and λ ε such that Θ ≥ Γ(ψ)ī∂ψ ∧ ∂ψ on X, and (eq 2.2.5a)
To see how the required solution and estimate are obtained from these inequalities, write ·, · := ·, · X • ,ω,ϕ as the global inner product on X
• induced by the potential ϕ := ϕ L + ψ + ν and · := · X • ,ω,ϕ the corresponding norm. 6 Although ω is not assumed to be complete in the statement, the standard argument (see, for example, [10, Ch. VIII, §6]) reduces the problem to the case where ω is complete on X • , which is assumed to be the case in what follows.
When all inequalities in (eq 2.2.5) hold, and assuming that v (2) ε = 0 on X, the usual argument with the Cauchy-Schwarz inequality and the twisted Bochner-Kodaira inequality (eq 2.2.2) yields, for any compactly supported smooth
by (eq 2.2.5)
where (·) ker ∂ denotes the orthogonal projection to the closed subspace ker ∂ with respect to ·, · , and (∂ψ) ω · denotes the adjoint of ∂ψ ∧ · with respect to ·, · . The completeness of X
• and the Riesz Representation Theorem then assure the existence of the solution u ε to the equation ∂u ε = v ε with the estimate
One then obtains the required estimate provided that(η ε + λ ε ) e ν ≤ |ψ| 1−ε (log |ℓψ|) 2 + 1 .
When v
(2) ε = 0, one can handle the situation using the argument as in [11, after (5.20) ] or the following slight variation of that. For any compactly supported smooth K X ⊗ Lvalued (0, 1)-form ζ on X
• , one can apply the Cauchy-Schwarz inequality directly to
for any ε ′ > 0. Note that the norm-square
X by assumption (given the choice of ν below). The twisted Bochner-Kodaira inequality and the Riesz Representation Theorem then assure the acclaimed existence of solution
Note also that the smoothness of (u ε ′ ,ε , w
follows from the smoothness of v ε and the regularity of the ∂ operator.
To find ν, η ε and λ ε such that (eq 2.2.5a) and (eq 2.2.5b) hold, note that Γ, as defined in (eq 2.2.4), can be expressed as
Thus, letting t be the variable of the functions ν, η ε , λ ε and Γ, (eq 2.2.5b) is equivalent to
Now putting
into the above inequalities and setting
for all t < − e ℓ , the function λ ε is then defined. To see that λ ε so defined is positive, notice that
Moreover, since
it follows that (η ε + λ ε ) e ν ≤ |ψ| 1−ε (log |ℓψ|) 2 + 1 . Finally, with the above choices of ν and η ε , one has
on X by the normalisation assumption (2). Therefore, it can be seen from (eq 2.2.4) that (eq 2.2.5a) holds due to the curvature assumption (1) in the hypothesis.
Theorem 2.2.1 holds true irrespective of the codimension of mlc of (X, S). The required extension of f with estimate given in terms of the measure in (eq 2.2.1) can be obtained by letting ε → 0 + (after estimating |θ ′ ε | 2 by a constant and followed by ε ′ → 0 + ), provided that the right-hand-side of the estimate converges. However, before starting the limit process, the solutions of the equation (eq 2.2.3) should be continued to the whole of X. The following generalisation to [8, Lemme 6.9] is needed. The aim is to show that, for all compactly supported smooth (n − p, n − q)-form ζ on Ω, one has , +∞) and
2 | ε for any ε > 0 for convenience. Apparently, χ ε ζ is compactly supported in Ω \ {z 1 = 0} and thus
converges when ε → 0 + , together with the fact that the integral involving u converges by assumption, the integral Ω ∂χ ε ∧ ζ ∧ u converges to 0 as ε → 0 + . This concludes the proof. The curvature assumption (1) in Theorem 2.2.1 infers that ϕ L + ψ is psh on X (see Remark 2.2.2), thus locally bounded above by some constant. Since ψ is also bounded above by assumption, it follows that e −ϕ L −ψ log ℓψ e is bounded from below by some positive constant. From the estimate provided by Theorem 2.2.1,
is locally bounded from below by some positive constant on X \P ψ . A similar argument thus shows that u ε ′ ,ε is in L 2 loc (X \ P ψ ). It follows immediately from [8, Lemme 6.9 ] that the equation (eq 2.2.3) holds on X \ P ψ .
From the fact that (eq 2.2.7) x ε |log x| s ≤ s s e s ε s for all x ∈ [0, 1), ε > 0 and s ≥ 0 (if 0 0 is treated as 1), it can be seen easily that
.
Together with the fact that ϕ L + ψ being locally bounded from above, it yields u ε ′ ,ε ∈ L 2 loc X; |ψ| −1 . Recall that the polar ideal sheaf of ψ is assumed to be generated by an snc divisor. Therefore, for any point p ∈ P ψ \ Sing(P ψ ), there is a neighbourhood V p of p lying within a coordinate chart of X such that holds true on X \ R, where R := Sing(P ψ ), after considering all p ∈ P ψ \ Sing(P ψ ).
To show that the equation holds true also across R, solve the equation
ε ′ ,ε = ∂U on a sufficiently small local neighbourhood V intersecting R. Note that R is of codimension 2 in X. The function U − u ε ′ ,ε is holomorphic on V \ R and thus can be continued to a holomorphic function on V by the Riemann continuation theorem for holomorphic functions. This, in turn, implies that the equation (eq 2.2.3) holds on all of X.
The theorem of holomorphic extension from the codimension-1 lc centres of (X, S) is summarised in the following theorem. 
. If one has
with the estimate
and a partition of unity {χ γ } γ subordinated to an open cover {V γ } γ of X, the smooth section f : 
Therefore, by the strong effective openness property of multiplier ideal sheaves of psh functions (see [20, Main Thm.] , also [18] ), it follows that is not integrable at every point of S for any ε > 0, the finiteness of the integral of u ε ′ ,ε implies that u ε ′ ,ε ∈ C ∞ X ⊗ I(ϕ L + ψ) (see Prop. 3.0.1 and the remarks afterwards for the more explicit calculation).
Recall that |θ
+ ε 0 on X by the choice of θ ε . Setting F ε ′ ,ε := θ ε f − u ε ′ ,ε (which is an extension of f ) and using the inequality
for any positive real number α, one obtains the estimate
[ψ] being well-defined and finite infers that the inte-
converges for all ε > 0, and thus so is
. As a result, the first two terms on the right-hand-side both converge to 0 as ε → 0 + by the dominated convergence theorem, and the last term converges to const.
, which is finite by assumption.
, which converges to 0 as ε → 0 + . All the subscripts "ε ′ " are omitted in what follows. Then, it follows from the above estimate that w
One can also extract a weakly convergent subsequence from {F ε } ε such that F := lim εµ→0 + F εµ exists as a weak limit in
, which turns out to be the desired holomorphic extension of f , as is justified below.
That F is truly a holomorphic extension of f can be seen using the argument similar to that in [11, (5.24) ]. On any open set V (which can be assumed to be a polydisc on which L is trivialised without loss of generality) in the given open cover {V γ } γ of X, one can
+ , and, passing to suitable subsequences of F εµ µ and {s ε } ε , one has s εµ k → 0 pointwisely almost everywhere (a.e.) on V while F εµ k ⇀ F weakly in the weighted L 2 space on X as ε µ k → 0 + . Moreover, F εµ k − s εµ k is a holomorphic extension of f on V with both norm-squares
being bounded above uniformly in ε µ k . As |ψ| (log |ℓψ|)
, the Cauchy-Schwarz inequality applied to the norm-square on the left-hand-side above assures that F εµ k − s εµ k is also bounded above in L 1 (V ) uniformly in ε µ k . Being holomorphic, Cauchy's estimate and the above boundedness guarantee that the sequence F εµ k − s εµ k k is locally bounded above in V . Montel's theorem then assures that there is a subsequence which converges locally uniformly in V to a holomorphic function F V on V . Notice that, if V ∩ S = ∅, then F V ≡ f mod I(ϕ L + ψ) on V , as assured by Fatou's lemma applied to the norm-square on the right-hand-side above. As a result, there is a subsequence of F εµ µ which converges pointwisely a.e. on V to the holomorphic extension F V of f . It turns out that F = F V a.e. on V . By considering all open sets V in a cover of X, it follows that F is indeed a holomorphic extension of f on X, after possibly altering its values on a measure 0 set.
Finally, to obtain the acclaimed estimate for F , noting that F comes with the estimate
and letting α → 0 + , A → +∞, B → 1 + and ε 0 → 0 + (and choosing the limit of F suitably such that it converges locally uniformly) yield the desired result.
Remark 2.2.6. In some applications, it is necessary to control how fast the estimate grows when the constant δ in the normalisation of ψ shrinks. The constant ℓ in the estimate is there to give a more precise control. Choose ℓ := δ and write
where a > 0 is a constant and sup X ψ 0 = 0. Then a can be chosen independent of δ such that the assumption (2) in Theorem 2.2.1 is satisfied. Indeed, choosing a such that a > e and 2 a log a e + 1 a = 1 suffices (thus a ≈ 4.6805). In this case, the estimate obtained is
Note that
is bounded below by a positive constant independent of δ (which can be seen easily by considering the cases δ < a and δ ≥ a separately and applying (eq 2.2.7) suitably in both cases).
Remark 2.2.7. Concerning the weight in the norm of the extension F , McNeal and Varolin prove in [28] some estimates with better weights. More precisely, for the case ψ := ψ S = φ S − ϕ sm S (which is suitably normalised for each of the weights below), they obtain holomorphic extension with an estimate in the norm with any of the following weights:
where δ ′ ∈ (0, 1] is a fixed number in each case, and log •j denotes the composition of j copies of log functions here. It would be interesting to see if it is possible to obtain these weights in the setting of this paper.
Remark 2.2.8. It is not clear to the author whether Theorem 2.2.5, if allowing X to be non-compact, does include the results in [5] and [17] on the optimal constant for the estimate, although the constant in the current estimate looks "optimal".
2.3.
Extension from lc centres of higher codimension. With the assumption that S being a reduced divisor with snc, the definition of lc σ X (S) is easy to state. Definition 2.3.1. Define lc σ X (S) to be the union of all lc centres of (X, S) with codimension σ in X for any natural number σ. Set also lc 0 X (S) := X for convenience. Moreover, let I lc σ X (S) be the ideal sheaf defining the reduced structure of lc σ X (S). Remark 2.3.2. If π : X → X is a log-resolution of (X, ϕ L , ψ) and if S is the reduced divisor with snc defined as in Section 2.1, then the subvariety lc 
S ,
where the right-hand-side is given by Definition 2.3.1. Notice that the two definitions coincides when S itself is a reduced divisor with snc.
When mlc of (X, S) have codimension > 1 (or when σ f > 1, see Definition 1.3.1) and if one insists in using the Bochner-Kodaira inequality directly as above, the author cannot find any choices of the functions ν, χ ε , ℓ ε and even θ ε such that inequalities similar to (eq 2.2.5a) and (eq 2.2.5b) would hold while the integral of f on the right-hand-side of the estimate is replaced by
where σ is some integer ≥ σ f > 1.
Indeed, a natural attempt to prove this higher codimensional case is to replace every ψ in the proof of Theorem 2.2.1 by − |ψ| σ . However, this would give rise to a negative term in the curvature form Θ (see (eq 2.2.4) and compare it with (eq 2.3.2)) and the form can no longer be semi-positive. Fortunately, the magnitude of the negative term is small on the support of θ ′ ε (notation as in and before Theorem 2.2.1) and it goes to 0 as ε → 0 + . One just has to make use of the function θ ′ ε in the expression of v (1) ε to restrict the support of the relevant integrand. This is the contents in the proof of Theorem 2.3.3.
For the purpose of stating the next theorem and for notational convenience, • set M θ ′ := A−B AB + ε 0 2 and take a constant C θ ′′ > 0 such that |θ 
Suppose again that f is the K X ⊗L-valued smooth section on X such that ∂ f
is integrable over X. Let v ε be the section again given by
Then, for any (sufficiently small) 7 numbers ε, ε ′ , α, b > 0, there exist a smooth K X ⊗ Lvalued sections u ε ′ ,ε and a smooth (0, 1)-form w
in the sense of currents, with the estimates
where c α > 0 is a constant independent of ε, ε ′ and b (but could possibly go to 0 when α → 0 + ).
Proof. The first half of the proof goes as in the proof of Theorem 2.2.1. All notations used in this proof carry the same meanings as in the proof there unless stated otherwise. Set, as before,
Let L be endowed with a metric with potential ϕ := ϕ L + ψ + ν. The curvature form as in (eq 2.2.4) is then
(eq 2.3.2)
As in the proof of Theorem 2.2.1 (with every formula with variable t being unchanged except that ℓ is replaced by ℓ σ ), λ ε is chosen such that
One then has
and thus (η ε + λ ε ) e ν ≤ |ψ| σ−σε (σ log |ℓψ|) 2 + 1 . By the positivity assumption (1) in Theorem 2.2.1 and the normalisation assumption (2) σ , it also follows that (eq 2.3.3)
Although ω is not assumed to be complete in the statement, the standard argument (see, for example, [10, Ch. VIII, §6]) reduces the problem to the case where ω is complete on X
• , which is assumed to be the case in what follows. Moreover, it follows from the positivity assumption (1) and the normalisation assumption (2) It remains to obtain a suitable bound for the inner product ζ, v ε b for any compactly supported smooth K X ⊗ L-valued (0, 1)-form ζ on X
• in order to invoke the Riesz Representation Theorem. First note that, for such a given ζ, there exists a sequence ξ
The last two terms are estimated separately below. To estimate (ζ) ker ∂,µ , v
, notice that (eq 2.3.5)
Moreover, on supp θ ′ ε and when ε ≪ 1, one has the estimates 1
η ε |ψ| 2 , and
for some positive constant C .
Therefore, one obtains
, where α and C α are some positive constants which does not depend on ε.
Next is to estimate
. It is easy to get the bound for
Notice that the fact
is invoked here. To estimate the remaining term, the untwisted version of the Bochner-Kodaira inequality with respect to the norm with weight e −ϕ−µ (obtained from (eq 2.2.2) simply by replacing η by 1, λ by 0 and ϕ by ϕ + µ) is considered. The curvature form in this case, denoted by Θ µ , is given by
It follows from the positivity assumption (1) in Theorem 2.2.1 and the normalisation assumption (2) σ (which infers that the coefficient ofī∂∂ψ is ≤ δ
8
) that
Moreover, the normalisation assumption also infers that
• for some constant C > 0 which depends only on ψ, ℓ and σ. These, together with the Bochner-Kodaira inequality and the fact that all ξ
Notice that the integral
Collecting all the estimates above with the treatment as in part of the proof of Theorem 2.2.1 where the constant ε ′ > 0 is introduced, one has, after letting k → ∞,
As a result, the Riesz Representation Theorem then provides the sections and estimates as asserted.
Next is to show that (eq 2.3.1) still holds true on the whole of X. However, Lemma 2.2.3 is not sufficient for the purpose when σ > 1. The following strengthened lemma is needed. 
in the sense of currents, then the same equation holds in the sense of currents on the whole of Ω.
Proof. The objective is to prove that, under the given assumptions, coefficients of u are in fact in L for some δ ′ ∈ [0, 1] by induction. The lemma can then be concluded using Lemma 2.2.3.
Using Lemma 2.2.3, it can be seen that the equations
hold on the whole of Ω, as coefficients of
and, on any compact K ⊂ Ω, the Cauchy-Schwarz inequality yields
, which shows that the coefficients of
are in L To show that coefficients of u are actually in
be a smaller polydisc. Choose a complete Kähler metric on Ω ′ which is modified from a smooth complete Kähler metric ω, given by
Choose also a smooth strictly psh function ϕ on Ω (so it is continuous on Ω ′ ). Let · ω,−ϕ be the global L 2 norm on Ω ′ induced from ω with the weight e ϕ (instead of e −ϕ ). Then, for every compactly supported smooth (n, 0)-form ζ on Ω ′ , one has
where ∇ j and ∇ j are the covariant differential operators along respectively the tangent fields ∂ ∂z j and ∂ ∂z j (z j being a holomorphic coordinate) induced from the Chern connection with respect to ω and e ϕ , and ∇ j and ∇ j are the operators obtained from raising the indices of ∇ j and ∇ j via the inverse of ω. Tr ω is the trace operator with respect to ω on (1, 1)-forms. Note that the Einstein summation convention is used in the above formula. Moreover, the formula is well-defined everywhere on Ω ′ even though ω is singular along z 1 = 0, since only the inverse of ω is involved when differentiating differential forms covariantly. Contracting the above formula with ζe ϕ and applying integration by parts, one obtains the ∇ (1,0) -Bochner-Kodaira formula (see [34, (1.3.4) and (1.3.5)]) (eq 2.3.6) ∂ζ
where K ⊂ Ω ′ is some compact subset, and C K,ϕ := inf K e ϕ Tr ω ∂∂ϕ > 0. Note that C K,ϕ is positive sinceī∂∂ϕ is (strictly) positive in every directions but ω is singular only in the z 1 -direction on K (i.e. the inverse of ω only vanishes in the z 1 -direction). By the completeness of ω, the inequality is valid for all L 2 forms ζ ∈ Dom ∂ on Ω ′ .
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Now notice that the coefficients of as Ω ′ ⋐ Ω is arbitrary. This completes the proof. ε ′ ,ε = v ε , which comes with the estimate given in Theorem 2.3.3, holds true on the whole of X.
Proof. A similar argument as in the proof of Proposition 2.2.4 shows that the equation (eq 2.3.1) holds on X \ P ψ . It remains to invoke Lemma 2.3.4 to have the equation continued to the complement of a codimension-2 subset in X, and thus consequently the whole of X. Notice that, using (eq 2.2.7) and the fact that ϕ L +ψ is locally bounded above, coefficients of u and w (0,1)
respectively. As coefficients of w (0,1)
loc (X) (unweighted), one has to solve ∂s ε ′ ,ε = w (0,1) ε ′ ,ε locally with suitable estimate for s ε ′ ,ε (which is proved below), and then invoke Lemma 2.3.4 with u ε ′ ,ε + s ε ′ ,ε in place of u in the Lemma.
First notice that ∂w (0,1)
Since there is an analytic subset R 2 ⊂ P ψ of codimension 2 in X such that ψ ≡ loc c log |z| 2 mod C ∞ for some constant c > 0 and holomorphic coordinate z around any points in P ψ \ R 2 , Lemma 2.3.4 then assures that w (0,1) ε ′ ,ε is ∂-closed also on X \ R 2 . Next is to solve ∂s ε ′ ,ε = w (0,1) ε ′ ,ε using Hörmander's L 2 method. For later use, a more general claim is proved here.
is finite. Then, for any polydisc V ⊂ X on which ∂w (0,1) = 0 and
Note that a non-trivial holomorphic (n, 0)-form, for example, does not belong to Dom ∂ here as it would not vanish on ∂Ω ′ .
for some constants c j ≥ 0, where z j are local holomorphic coordinates, one can solve the ∂-equation ∂s = w (0,1) on V ∩ X • for s with an estimate
, where C > 0 is a constant independent of ε.
Proof. Notice that
∂∂ log |z j | 2 = 0 as a current for each j, it can be seen that Θ (3) ≥ −c ′ ω b for some constant c ′ > 0 on V . Therefore, by choosing a suitable smooth strictly psh function on V , one can solve the ∂-equation ∂s = w (0,1) for a smooth section s on V ∩ X • using Hörmander's L 2 method which comes with an estimate s
for some constant C > 0 independent of ε.
As a result, on any polydisc
ε ′ ,ε = v ε on V \ P ψ . Lemma 2.3.4 then implies that the above equation, or equivalently (eq 2.3.1), can be continued across P ψ \R 2 , and therefore continued to X \R 2 . Since R 2 is of codimension 2, the equation can also be continued to the whole of X using the argument as in the proof of Proposition 2.2.4 (namely, the Riemann continuation theorem for holomorphic functions). Let f be any holomorphic section in
. If σ is a positive integer such that
(see Definition 2.3.1 for the notation I lc σ X (S) ) with the estimate
Proof. Following the argument in the proof of Theorem 2.2.5, there exists a smooth section
is integrable over X. Theorem 2.3.3 can then be invoked to obtain the equation (eq 2.3.1) with the estimates. Proposition 2.3.5 also assures that the equation holds on the whole of X.
, which converges to 0 as ε → 0 + , and suppress all the subscripts "ε ′ " in what follows as in the proof of Theorem 2.2.5. Let F ε := θ ε f −u ε , such that ∂F ε = w (0,1) ε on X in the sense of currents. One then obtains the estimate
The right-hand-side converges to
[ψ] when ε → 0 + (which is independent of b, as f is treated as an (n, 0)-form and thus the integral before taking the limit is independent of ω or ω b ). A weakly convergent subsequence F εµ µ can be extracted from the family {F ε } ε . Set F := lim εµ→0 + F εµ . It remains to justify that F is the desired holomorphic extension of f .
It can be seen that ∂F ε = w (0,1) ε and that w
as ε → 0 + . By Lemma 2.3.6 and the fact that ψ is bounded above and the polar ideal sheaf of ψ is given by a snc divisor, on any open polydisc V ⊂ X, one can solve the ∂-equation
• for a section s ε on V using Hörmander's L 2 method which comes
for some constant C ′ > 0 independent of ε. Following the argument as in the proof of Proposition 2.3.5, since ∂(F ε − s ε ) = 0 on V ∩ X • with both F ε and s ε belonging to some suitable weighted-L 2 space, it follows that the equality holds on V \ P ψ , and then on the complement V \ R 2 of some codimension-2 subset R 2 by Lemma 2.3.4, and thus on the whole of V by the Riemann continuation theorem.
The section s ε is smooth according to the regularity of the ∂ operator and the smoothness of w (0,1) ε . The weight in the norm of s ε infers that s ε ∈ C ∞ X ⊗ I(ϕ L ) · I lc σ X (S) on V for each ε (see Prop. 3.0.1 and the remarks afterwards for the more explicit calculation), and the estimate implies that s ε → 0 in the L 2 norm as ε → 0 + . By passing to suitable subsequences, one has s εµ k → 0 pointwisely a.e. on V while F εµ k ⇀ F weakly in the weighted L 2 norm on X as ε µ k → 0 + .
The rest of the argument is similar to that in the proof of Theorem 2.2.5. The section F εµ k −s εµ k is a holomorphic extension on V from lc σ X (S) of f (which means, more precisely,
are bounded above uniformly in ε µ k . The denominator in the integrand being L 1 implies that F εµ k −s εµ k is also bounded above in L 1 (V ) uniformly in ε µ k via the use of the CauchySchwarz inequality on the norm-square on the left-hand-side above. Cauchy's estimate together with Montel's theorem assures that a subsequence of F εµ k − s εµ k k converges locally uniformly in V to a holomorphic extension F V such that
on V (via an application of Fatou's lemma on the norm-square on the right-handside above), which then infers that a subsequence of F εµ k k converges pointwisely a.e. on V to F V , and thus F = F V a.e. on V . Considering all open polydiscs V ⊂ X, it follows that F , after possibly altering its values on a measure 0 set, is a holomorphic extension in the sense that
Finally, the required estimate is obtained, after letting ε → 0 + , by letting α → 0
By an induction on the codimension of the lc centres from which a section is extended from, one can obtain the required holomorphic extension of f from S to X with estimates. Theorem 2.3.8. Suppose that the positivity assumption (1) in Theorem 2.2.5 and the normalisation assumption (2) σ in Theorem 2.3.3 (with σ being at most the codimension of mlc of (X, S)) hold. Then, for any holomorphic section
and there exists a sequence
Proof. Simply apply Theorem 2.3.7 successively, where σ is running from σ f to 1,
to X and obtain F σ with the acclaimed estimate (with f − σ f i=σ+1 F i being set to f when σ = σ f ). Notice that the integral
is finite for all ε > 0 and for each σ = σ f , . . . , 1, where f is the smooth extension of f as in Theorem 2.3.7, because
• each F σ belongs to I(ϕ L ) (as can be seen from the estimate on it by applying the inequality (eq 2.2.7) to the weight 
The measures on lc centres
In this section, ϕ L and ψ are assumed again to have their associated polar ideal sheaves being principal with their corresponding divisors having only snc with each other, according to the discussion in Section 2.1.
The well-definedness of the measure on lc centres of (X, S) of codimension σ (called the "lc-measure" or the "σ-lc-measure" for short in this section) is justified below. Define c k log |z k | 2 + α and
where
• each z j is a holomorphic coordinate and (r j , θ j ) its corresponding polar coordinates on V for j = 1, . . . , n , • α and β are smooth functions such that sup V α < 0,
α > −1 (i.e. sup V r j is sufficiently small) for j = 1, . . . , σ f ,
• sup V log |z k | 2 < 0 for k = σ f + 1, . . . , n , • ν j 's are constants such that ν j > 0 for j = 1, . . . , σ V , and • c k 's are constants such that c k ≥ 0 for k = σ V + 1, . . . , n , • ℓ k 's are constants such that ℓ k < 1 (due to the klt assumption, possibly negative) for k = σ V + 1, . . . , n . 
where ℓ σ f +1 , ℓ σ f +2 , . . . , ℓ σ V and a σ V +1 , a σ V +2 , . . . , a n are all defined to be 0. In view of Fubini's Theorem, integrations with respect to the variables z σ f +1 , . . . , z n are done at the last step. Since all (ℓ k − a k )'s are < 1, the integral with respect to all variables is convergent as soon as the integral with respect to variables z 1 , . . . , z σ f is bounded. The differentials corresponding to z σ f +1 , . . . , z n are made implicit in what follows. Notice that F 0 is a smooth function. Observe that, if σ f = 0, the integral above is convergent and bounded above by O(ε). Therefore, it goes to 0 when ε → 0 + . Assume that σ f ≥ 1 in what follows. Set t j := ν j log r Notice that the factor (−1) σ f is there only to account for the difference in orientation between the coordinate systems (r 1 , . . . , r σ f ) and (|ψ| , q 2 , . . . , q σ f ). The whole expression is itself non-negative. As when ε is sufficiently small, the expression above tends to ∞ as ε → 0 + .
Remark 3.0.3. For a general compactly supported function f on X, on every local coordinate neighbourhood V such that S ∩ V = {z 1 . . . z σ V = 0}, there is an integer σ f such that
where every p is a choice of σ V − σ f elements from the set {1, 2, . . . , σ V }, and each g p is a bounded function on V which is smooth in the variables other than z p(σ f +1) , . . . , z p(σ V ) . It is not difficult to see that summands of the sum over p ∈ S σ V / S σ V −σ f × S σ f are mutually orthogonal with respect to the inner product induced from d lcv
[ψ] when σ ≥ σ f or σ f − 2 < σ < σ f . Therefore, using a partition of unity, the results in the proposition still hold for each f | V , except that the integral in the case σ = σ f is now the sum of integrals over all lc centres in V of codimension σ f , namely, p S σ f := z p(1) · · · z p(σ f ) = 0 . Note that the largest σ f among all different local neighbourhoods covering X is the codimension of mlc of (X, S) with respect to f (see Definitions 1.3.1 or 3.0.5). Considering all f | V 's, the proposition also holds true for f with σ f being the codimension of mlc of (X, S) with respect to f in all cases of σ (after the modification for the case σ = σ f ). by definition. Moreover, G −1 (∞) does not contain any lc centres of (X, S), as can be seen from the assumptions that m 1 is a jumping number and the polar ideal sheaves of ϕ L and ψ are principal. Let σ f be the maximal codimension in X of all lc centres of (X, S) contained in G −1 (0). Then the integral in the proposition still converges even without the assumption ( †). with f ∈ C ∞ X ⊗ I(ϕ L + m 0 ψ) denoting any local lifting of f , define the codimension of mlc of (X, S) (or of (X, ϕ L , ψ, m 1 )) with respect to f , denoted by σ f , to be the maximal codimension in X of all the lc centres of (X, S) which are not contained in the zero locus of G := f 2 e − ϕ L . An lc centre of (X, S) with such codimension in X which does not lie in G −1 (0) is called an mlc of (X, S) with respect to f .
It can be seen from Proposition 3.0.1 and the remarks that follow that this definition coincides with Definition 1.3.1 when the snc assumption on ϕ L and ψ holds.
