Using a singular value decomposition of a beamline matrix, composed of many beam position measurements for a large number of pulses, together with the measurement of pulse-by-pulse beam properties or machine attributes, the contributions of each v ariable to the beam centroid motion can be identi ed with a greatly improved resolution. The eigenvalues above the noise oor determine the number of signi cant p h ysical variables. This method is applicable to storage rings, linear accelerators, and any system involving a number of sources and a larger numberof sensors with unknown correlations. Applications are presented from the Stanford Linear Collider.
Model-independent beam dynamics analysis Using a singular value decomposition of a beamline matrix, composed of many beam position measurements for a large number of pulses, together with the measurement o f pulseby-pulse beam properties or machine attributes, the contributions of each v ariable to the beam centroid motion can be identi ed with a greatly improved resolution. The eigenvalues above the noise oor determine the number of signi cant physical variables. This method is applicable to storage rings, linear accelerators, and any system involving a number of sources and a larger number of sensors with unknown correlations. Applications are presented from the Stanford Linear Collider.
29.27.Bd, 41.75.-i A n o v el model-independent technique in particle orbit analysis is presented. In most accelerators, beam position monitors BPMs are used to record the transverse position, or displacement, of the centroid motion of the particle beam. For bunched beams, these displacements may be detected on a pulse-by-pulse basis. The measured displacement is a superposition of the unperturbed displacement and contributions arising from variables a ecting the motion of the beam centroid. Ideally one would like to identify and remove these perturbative errors which often lead to an increased phase space occupied by the beam and, in case of a collider, can reduce the reaction rate luminosity at the collision point. Using multiple BPMs where the number exceeds the number of changing physical variables a ecting the beam, the ability to identify these variables is greatly enhanced by taking advantage of the inherent correlations between same-pulse BPM readings. In this report we describe techniques to enumerate and localize the variables' e ect on the beam centroid motion. By independently measuring the temporal vectors patterns of the known physical changes, the various contributions to the beam centroid motion can be uniquely determined from Eq. 3. In practice, however, the particle orbit may be a ected by unidenti ed physical variables. In this case, a singular value decomposition SVD 1 of the matrixB given bŷ
can be invoked to aid in the identi cation of these unknown variables. Here U and V are two orthonormal matrices and is a diagonal matrix containing the eigenvalues. The eigenvectors in U and the eigenvectors in V form two complete bases respectively for the temporal space and the spatial space spanned by the underlying physical changes. In this representation, the number of eigenvalues above the noise oor of the eigenvalue spectrum determines the number of signi cant p h ysical variables that are changing and a ecting the beam centroid motion. In typical applications, there are only a few signi cant eigenvalues. Note that each of the eigen-modes in Eq. 4 does not correspond uniquely to the physical patterns in Eq. 2.
We next present an analysis of experimental data from the Stanford Linear Accelerator. We perform an SVD for horizontal beam centroid data consisting of M = 130 sequential BPMs and P = 5000 pulses. Figure 1 shows the spatial eigenvectors corresponding to the six largest eigenvalues. Erratic BPMs may be quickly identi ed as seen by the fth and sixth subplots. Figure 2 shows the eigenvalue distribution. With the exception of the prominent eigenvalues, the distribution from BPM noise gets atter as P becomes larger until reaching the inherent distribution of the BPM resolutions. The average of the noise-oor eigenvalues relative to the prominent ones decreases as 1 p M times the BPM resolution. Note that, in the SLC, a few BPMs are a special low-resolution type, leading to the unusually small eigenvalues from mode 126 to 130. The upward deviation of eigenvalues below m o d e 15 should be taken to hint at the possible presence of "signals" in these modes. The "noise oor" is typical of all our data sets and simulations, and provides us a vehicle to separate noise from signal. The persistence of spatial eigenvectors in sequential data sets is also a strong test to discriminate signals from noise. With knowledge of the number of physical variables a ecting the beam motion, one can identify the location where each of these variables begins to a ect the beam.
We perform a sequence of SVDs on subsets of the rst m BPMs in the beamline matrix, incrementing m from 7 to M. An example, which w e call a degree-of-freedom plot, is shown in Fig. 3 . Bad BPMs have been removed from the data sample as well as the noise oor as described previously. The curves connect the singular values in order of decreasing eigenvalue amplitude; for example, the top curve gives the largest eigenvalue obtained in each SVD analysis. A c hange in slope localizes the addition of a new perturbation. Up to BPM number 30, only 2 eigenvalues are evident indicating that only 2 variables signi cantly contribute to the particle trajectory up to that point in the accelerator. At about the 38th BPM an additional variable begins to a ect the beam.
The two largest eigen-modes corresponding to the two largest eigenvalue curves in Fig. 3 are principally from betatron motion but can be mixed with additional degrees of freedom. In order to nd the two betatron spatial patterns for the entire BPM set, one must rst determine the two betatron temporal patterns. This may be accomplished by performing an SVD of the beamline matrix for the rst n BPMs, i.e.,B n = U n n V T n . Here n is chosen about equal to 7, large enough to have a meaningful SVD yet small enough so that there is little mixture of the betatron modes with additional degrees of freedom. The rst two columns of U n , to be called Q 2 , de ne the betatron temporal patterns. Assuming weak correlation of the betatron temporal patterns with other changing physical variables a suspect assumption, then by applying Eq. 3, one obtains F 2 = Q T 2 Q 2 ,1 Q T 2B , where F 2 is an M-by-2 matrix containing the two betatron spatial roots,f 1 andf 2 . Instead of assuming a lack of correlation between the betatron motion and other physical variables, one can form a matrix of all measured variables, Q s , with the Q 2 patterns included. Now F s = Q T s Q s ,1 Q T sB will yield a better estimate of the betatron pattern. An excellent betatron pattern can be identi ed by purposefully modulating an upstream corrector while taking data for the beamline matrix, B, and including this modulation as a source in Q s . We can now complement the degree-of-freedom plot by calculating the deviation of other measured patterns from the betatron oscillations as de ned by the betatron spatial patterns. If a spatial patterng is pure betatron motion, then it can be expressed as a linear combination of the two rootsf 1 andf 2 . In general,g = 1f1 + 2f2 +d; whered represents a deviation from the pure betatron motion. To locate where deviations arise and to quantify their strengths, we consider all sets of 3 consecutive BPMs so that for each set there are 3 components in each ofg;f 1 ;andf 2 . requiring the rst two components ofg to t the betatron roots, the 3rd component will have a displacement of magnitude d = f 1 f 2 g=f 1 f 2 ẽ 3 : Note thatẽ 3 0; 0; 1 is a unit vector of the 3rd component. Figure 4 shows two displacement plots a-2,b-2 and their corresponding spatial patterns a-1,b-1 for random bunch length a-1,a-2 and phase b-1,b-2 variations respectively. For this case, the beamline matrix was obtained from computer simulations. Structure misalignment of 300 m were purposely imposed at two locations. Since the wake eld e ect is sensitive to bunch length changes, the displacement plot a-2 clearly illustrates the locations and strengths of the displacements due to the two structure misalignments. On the other hand, since the wake eld e ect is not sensitive to incoming phase changes, no evidence is seen for displacement in b-2.
Structure misalignments which cause transverse deecting wake elds have been experimentally investigated and analyzed. We measured the temporal patterns of the beam current for 3 consecutive sets of 5000-pulse data: nominal conditions set D1, same as D1 but with 5 correctors used to make a local closed bump in the single-particle trajectory set D2, and nominal conditions again set D3. The e ect of the bump on the particle trajectory including collective e ects is shown in Fig. 5a . The di erence orbits D2-D1 is shown as a solid curve and D2-D3 as dots. The good agreement of the difference orbits indicates a high degree of reproducibility. Using the measured temporal patterns of the current, the corresponding spatial patterns were obtained by applying Eq. 3. Plotted in Fig. 5b are the di erences in these spatial patterns for sets D2-D1 dots and D2-D3 crosses. Since wake eld e ects depend strongly on the current, we take the pattern shown as characteristic of the transverse wake eld e ect on the beam. This is further supported by the solid curve which shows the theoretical prediction for the e ect of a transverse wakeeld on the beam. The 3 curves agree with each other very well. Note that this remarkable result was obtained despite the fact that the signal peak amplitude, less than 10m, was comparable to the BPM resolution. Shown in Fig. 5c are the raw spatial patterns for the current of sets D1 dots and D3 solid taken under nominal conditions. The two spatial patterns match fairly well. Note that the signal amplitude is less than the BPM resolution.
In summary, we have presented model-independent analysis MIA techniques for beamline analysis in an accelerator. We h a v e illustrated that the particle centroid motion can be described complementarily in terms of temporal and spatial patterns. In addition, using an SVD we h a v e shown that the number of parameters a ecting beam motion can be determined. Combining these two approaches, one is able to resolve the particle trajectory into a superposition of spatial patterns corresponding to the changing physical variables. MIA has many advantages in comparison with other measurement techniques. For example, the resolution of BPMs can be measured directly and improved by using more beam pulses and BPMs; systematic BPM errors can be immediately identi ed and removed; the BPM noise can be reduced by performing an SVD and setting noise eigenvalues to 0; the primary e ects, such as betatron motion, can be identi ed and separated from the secondary e ects; and the locations where the other patterns arise and their corresponding kick strengths can be identi ed using the degree-of-freedom plot and the displacement representation. Applications to the Stanford Linear Collider were presented, including a study of transverse wake elds generated by misaligned structures. This application is of interest for future linear colliders. In general, the concepts presented here are applicable to any system involving a number of sources and a larger number of sensors with unknown correlations.
We wish to point out that MIA is di erent from the response-matrix method 2 3 though both methods use SVD. MIA does not require a beamline model and is noninvasive or minimally invasive t o the accelerator operations. MIA decomposes the trajectory into spatial patterns arising from already present, known or unknown, variables a ecting the beam motion. In contrast, the intent of the response-matrix method is to validate or update a machine model, and to do this, purposely activates many sources correctors. To make sensitive measurements in a linear collider where the beamline is actually changing with time, sometimes dramatically, it is crucial to have a method that does not rely upon or require a reference to a model. However, the two methods are not exclusive and could be integrated.
