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Abstract
Analysing if programs and processes terminate is one of the central topics of theoretical
computer science. Even though to be undecidable in general, the problem has been studied
for decades for specific subproblems. Based on the results of this work, many small example
programs can be proven terminating automatically now. However, even small real-world
systems usually cannot be handled. The focus has thus now turned towards proving
termination of programs that are in wide-spread use in common devices and computers.
Two different approaches to apply termination analysis to real-world problems have
seen considerable activity in the past decade. One idea is to transform programs into
formalisms that have been studied in the past, allowing to directly use existing methods
and tools. Another trend is to leverage tools for model checking from the related field of
safety verification to apply certain selected techniques for termination proving.
This thesis makes contributions in both of these areas. First, we discuss how to transform
real-world Java Bytecode programs into term rewriting, a simple formalism that
has been used to study termination analysis for decades. User-defined data structures are
transformed into terms, allowing to make use of the many methods originally developed for
term rewriting. Then, we present techniques to handle term rewrite systems that provide
pre-defined support for integers. For this, we show how using suitable transformations, a
powerful termination analysis can be implemented by recursing to existing,more specialised
method handling either integers or terms. Finally, we present SMT-based techniques to
infer non-termination of Java Bytecode and term rewriting with integers.
To improve model-checking-based approaches to termination analysis of programs re-
stricted to integers, we present a new cooperative proof framework. Its novel structure
allows model checking techniques and advanced termination proving techniques from term
rewriting to work together. This work can be seen as a first step towards unifying these
two approaches, and allows further cross-fertilisation of ideas. Based on this framework,
we show how this approach can be used in alternation with non-termination techniques,
further improving the precision of the overall approach.
The contributions of this thesis are implemented in the fully automated termination
prover AProVE and the model checker and termination prover T2. In the annual
International Termination Competition, AProVE has proven to be the most powerful
termination analyser for Java Bytecode programs, whereas T2 is the most powerful
termination analyser for integer programs.
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1 Chapter 1Introduction
There are many things that I would
Like to say to you
But I don’t know how
Oasis, Wonderwall
Termination of programs and processes is a central topic of theoretical computer science,
even though the general halting problem, i.e., the question if a given algorithm will even-
tually stop on all possible inputs, was shown to be undecidable [Tur36]. Thus, no general
solution proving termination for all program exists, but algorithms handling a subset of
programs do exist. The last decades of research in this area have been spent on pushing
the boundaries of such partial solutions.
While intellectually challenging and thus interesting on its own, automatic termination
analysis has many practical applications in a variety of fields. The most closely related,
program verification, aims at proving that a program behaves according to a given specifica-
tion. Of course, such a specification usually requires that the program eventually stops and
provides a result, or that it never stops and continues accepting (and answering) queries
from a user. In theorem proving, the overall validity of a proof depends on showing that
proof steps such as induction proofs use well-founded orders; a property closely related
to termination. In computational biology, the behaviour of organisms is studied by means
of mathematical modelling and computational simulation. In this context, questions such
as “will an organism eventually reach an equilibrium?” can be handled as a problem of
termination.
For a long time, due to the restrictions of available computing power, termination
was only studied for relatively simple, well-defined formalisms that are not in wide use
outside of program analysis research. Most prominent in these is term rewriting, for which
many termination techniques were first developed and implemented in powerful tools
(e.g., [Lan79, Der87, GST06, KSZM09]). These tools excel at handling user-defined data
structures such as lists or trees, but have little or no support for pre-defined domains such as
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the integers. The results of this basic research have gradually been adapted to more widely
used formalisms. Here, the logic programming community has led the way (cf. [SD94] for an
early overview), and produced a number of powerful tools for fully automatic termination
analysis. In a different line of research, termination analysis of imperative programming
languages (usually C, or restricted subsets of C) have seen significant interest and tool
development (e.g., early results in [CS02, BMS05a, CPR06] and many following papers).
However, these approaches usually were restricted to termination arguments based on
integer variables and could not handle more complex programs that operated on user-
defined data structures such as lists.
One solution to extend the analysis of imperative programming languages to user-
defined data structures is a transformational approach, in which an imperative program is
translated into a term rewrite system or simple logic program, and standard tools for these
formalisms are then applied. Such approaches, leveraging the power of termination analysis
for term rewriting, have been very successful for Prolog [Sch08, SGST09, SGS+10,
GSS+12] and Haskell [GRS+11]. In this thesis, we present a similar, transformational
approach to handle Java programs. Due to the contributions of this thesis and based
on existing work for term rewriting, our tool AProVE has been the most successful
termination analyser in the annual termination competition1 for the past few years.
Structure of this thesis
All of this thesis is divided into three parts. They are bound together by the common
topic of termination proving, and ordered by (decreasing) expressiveness of the considered
input format. Related prior work is discussed in each part, and an evaluation is provided
for each of the presented techniques independently.
In the first part (Chapter 2), we present our front-end for termination analysis of Java
Bytecode programs. For this, we briefly recall termination graphs, a graph-based
formalism over-approximating all possible runs of a program.2 Then, we define int-TRSs,
a simple term rewriting-based formalism with built-in integers and describe a translation
of termination graphs to int-TRSs. We then present a number of post-processing steps to
optimise the term encoding of complex, possibly cyclic data structures. Finally, we discuss
how to use termination graphs for non-termination proving.
The second part, Chapter 3, is dedicated to termination analysis of int-TRSs. We first
discuss how to simplify the obtained int-TRSs, and then present techniques to prove their
termination. For this, we first restrict ourselves to systems only containing integers, and
then show how to extend this to int-TRSs making use of both integers and terms.
Chapter 4 is the third part, discussing termination analysis of pure integer transition
systems. They can be seen as a simplification of int-TRSs, not allowing terms to represent
1For details, see http://termination-portal.org/wiki/Termination_Competition.
2A complete discussion of termination graphs can be found in [Ott14].
3data structures. We first discuss how existing techniques work, and building on this, we
present a dramatic optimisation of these approaches using cooperation graphs. Then, we
discuss how to prove non-termination of integer programs, and how to alternate this with
termination proofs to the benefit of both proof goals.
Finally, we conclude in Chapter 5, where we discuss how the contributions of this thesis
can be used and extended to obtain a tool for real-world programs.
Contributions of this thesis
This thesis is loosely based on seven earlier, peer-reviewed papers by the author [OBvEG10,
BOvEG10, BOG11, BMOG12, BSOG12, BBD+12, BCF13]. This work completes and ex-
tends the previously presented techniques by adding examples, formal definitions, proofs
and extensive experiments. Furthermore, this thesis presents a number of new, unpub-
lished techniques for termination analysis of term rewriting with integers. In detail, the
contributions of this thesis can be summarised as follows.
Termination Analysis for Java Bytecode Programs
In a first step, we discuss a transformational termination analysis approach for Java
Bytecode, building on a termination analysis for term rewrite systems with integer
support which we call int-TRSs.
The basis of our work are termination graphs, an over-approximation of all program
runs of a given Java Bytecode program. We obtain such graphs by symbolically
executing the input program, and all language-specific details are handled in this step.
This thesis only recapitulates our previous work on obtaining such graphs. A more detailed
discussion can be found in our papers [OBvEG10, BOvEG10, BOG11, BMOG12] and the
upcoming PhD thesis of Carsten Otto [Ott14].
(i) A transformational approach to termination analysis of Java Bytecode pro-
grams is presented. For this, a termination graph is constructed, and then the ob-
tained termination graph is translated into an int-TRS, where user-defined data
structures are represented by corresponding terms. Due to our construction, termi-
nation of the obtained int-TRS implies termination of the original program.
(ii) Handling cyclic data structures posed a problem for term rewriting-based approaches,
as cycles in a data structure cannot be represented faithfully in a term encoding
suitable for efficient termination proving.
We develop a set of fully automated post-processing steps on the termination graphs
in (i) to find and extract termination-relevant numerical measures of cyclic data
structures.
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(iii) The question of non-termination, i.e., if a program or single method does not stop
running for certain inputs, is an important part of termination analysis, and arguably
more interesting for software developers looking for problems in their software.
We present an analysis built on top of the termination graphs from (i) to prove non-
termination of Java Bytecode programs. It first identifies non-terminating pro-
gram states, and then verifies that these are not an artefact of the over-approximating
nature of termination graphs.
Termination Analysis of Term Rewriting with Integers
In a second step, we discuss how to extend and combine techniques for termination analysis
of term rewrite systems and integer programs to handle our int-TRSs.
(iv) The int-TRSs obtained from our automatic transformation in (i) are extremely large
and crufted. On the other hand, techniques from term rewriting were historically
predominantly used on hand-crafted examples exposing a specific type of termination
problem.
We present a set of simplification techniques that reduce the size of the generated
int-TRSs, and remove artefacts from our transformation that are not relevant for
the termination proof.
(v) A common approach to handle user-defined data structures in termination analysis
of imperative programs is to replace them by (pre-defined) measures of their size.
We show how to use a similar technique on int-TRSs, representing terms encoding
user-defined data structures by their height. To significantly strengthen the technique,
we also show how to automatically extract important integer information contained
in a user-defined data structure.
(vi) Existing termination analysis techniques either excel at handling programs only using
integers, or programs only using user-defined data structures and no pre-defined
operations.
We present a new technique that allows to combine these specialised techniques when
handling an int-TRSs, making use of one type of reasoning at a time by projecting
away incompatible parts of the problem. Then, a (partial) termination proof for the
reduced problem can be lifted to the original problem.
Termination Analysis of Integer Programs
Finally, we discuss how to greatly improve existing approaches to termination analysis of
pure integer programs by combining them with techniques from termination analysis of
rewriting. The main difference to our techniques for term rewriting with integers is that
5in such programs, we do not consider terms anymore, but in contrast to term rewriting,
use a designated start location. This allows us to use existing safety provers to derive
many useful invariants supporting a termination proof, as these tools have no support for
handling terms.
(vii) Termination analyses for integer programs are often built using two separate tools.
One tool is responsible for generating termination arguments based on a sequence of
sample program runs, and a second tool is used to check if the constructed termination
argument holds, or alternatively provides more program runs.
We show how to dramatically improve the performance of this approach by using
cooperation graphs that allow the two separate tools to share more information about
the current state of the overall proof. In this way, the right termination argument is
found earlier, and the analysis diverges less often.
(viii) Termination and non-termination proving are complimentary techniques that often
need to infer similar information about a program. In fact, in the process of proving
one of the two, important knowledge usable by the dual proof attempt is generated.
We present an alternating termination/non-termination proving procedure, where
the information found by a partial termination proving attempt is shared with a
non-termination proving tool, and the information obtained by refuting a partial
non-termination argument can be used by the termination proving tool.
Implementation and Evaluation
The theoretical contributions developed in this thesis have been implemented in tools for
automated (non-)termination analysis, mostly in the fully automated termination prover
AProVE [GTSF06] and in part in T2 [CSZ13, BCF13].
(a) Contributions (i)-(iii) have been implemented as a Java Bytecode front-end
in our termination prover AProVE.
We evaluated our tool on 441 termination proving benchmarks from the annual
termination competition (cf. Sect. 2.6) and compared their performance to the com-
peting tools Julia [SMP10] and COSTA [AAC+08]. Furthermore, we evaluated
each of our contributions on its own, showing their individual usefulness.
(b) Contributions (iv)-(vi) have also been implemented in AProVE and provide the
back-end to our Java Bytecode termination analysis.
Due to its nature as a back-end to other analyses, we again evaluated these techniques
using the 441 Java Bytecode termination proving benchmarks from the annual
termination proving competition (cf. Sect. 3.8). We compared the performance of
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our new technique to an older approach also implemented in AProVE [FGP+09].
Furthermore, we individually evaluated each of the presented contributions on its
own, detailing their respective uses.
Furthermore, we compared the performance of this implementation on integer pro-
grams to a number of competing tools for termination analysis of integer pro-
grams [CPR06, PR07, CGB+11, FKS11, CSZ13] and our implementation of con-
tribution (vii) in Sect. 4.4.
(c) Contributions (vii) and (viii) were implemented in the termination prover and model
checker T2, developed at Microsoft Research.
Due to the still very experimental nature of the implementation of (viii), we only
evaluated (vii) on 449 termination proving benchmarks drawn from a variety of
applications that were also used in prior tool evaluations (e.g., from Windows
device drivers, the Apache web server, the PostgreSQL server, . . . ). We
compared our implementation to the tool obtained from contributions (iv)-(vi) and
a number of competing tools for termination analysis of integer programs [CPR06,
PR07, CGB+11, FKS11, CSZ13].
Published vs. New Contributions
Preliminary versions of some parts of this thesis have been published by the author in 7 peer-
reviewed papers [OBvEG10, BOvEG10, BOG11, BMOG12, BSOG12, BBD+12, BCF13].
However, this thesis contains a number of substantial improvements over the preliminary
versions and several novel contributions:
• Contribution (i) corresponds to a subset of the papers [OBvEG10, BOvEG10].
• Contribution (ii) was partially published in [BMOG12], but in this thesis, we provide
a number of optimisations, definitions, and proofs missing from the paper.
• Contribution (iii) appeared as [BSOG12].
• Contribution (vii) was published as [BCF13], and this thesis extends the paper by
a proof of correctness.
• Contributions (iv)-(vi) and (viii) are novel and unpublished.
2 Chapter 2Termination Analysis of Java
Bytecode Programs
Get on the rollercoaster
The fair’s in town today
Y’gotta be bad enough to beat the brave
So get on the helter skelter
Bowl into the fray
Y’gotta be bad enough to beat the brave
Oasis, Fade In-Out
Termination is a central problem in program verification, both as an important property
in software development in itself, as well as a good representative of a whole class of
program analysis tasks related to liveness properties of programs. However, much work
on termination proving in the past has been focussed on simple, primarily theoretical
formalisms such as term rewriting. Thus, the analysis of real-world programs in an imper-
ative language such as Java [GJSB05] is a significant step from such work, as it requires
to handle numerous technical details that make the programming language usable to real
programmers, but complicate the work of verification tools:
• Due to sharing, changes via a variable x referencing the heap might be visible through
another variable y.
• A program’s control flow may depend on the state of mutable user-defined data
structures.
• Using dynamic dispatching, the code executed by a method call may only be deter-
mined at runtime, based on the types of the involved objects.
• Implicit program parts such as class initialisers greatly increase the number of
different contexts in which code is executed.
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• Built-in data types such as arrays, and integer and floating point numbers usually
have machine-dependent semantics.
To handle these problems, we use a two-step methodology. In a first step, we auto-
matically generate a termination graph from the input program using symbolic execu-
tion [Kin76]. In the generation of termination graphs, we already handle all language-
specific details. The resulting graph is then a (relatively simple) finite representation of all
possible program evaluations and forms the basis for all subsequent analyses. By building
on top of termination graphs, further analyses do not need to be aware of the intricacies
of the analysed programming language.
We represent user-defined data structures on the heap in our termination graphs using
a novel abstract domain. It focusses on an abstract representation of connections between
memory regions, while these regions themselves can be represented in detail if needed.
This new domain was created with mechanisation in mind, hence it is side-stepping many
of the problematic issues encountered when implementing other heap representations.
In a second step, we build specific program analyses on top of the termination graph. So
for example, we present a translation from termination graphs to term rewriting [BN99,
TeR03] such that a termination proof for the resulting term rewrite system implies ter-
mination of the original program. Based on this translation, we can then leverage the
numerous existing techniques for proving termination of term rewriting (e.g., [Der87,
SD94, AG00, TeR03, HM05, GTSF06, FGM+07, FGP+09, FKS11]) to prove termination
of Java programs. We will also show related analyses that make implicit information in
our termination graphs explicit as additionally introduced variables.
A second analysis using termination graphs is aimed at proving non-termination of
programs. For this, we present an approach that identifies parts of the termination graph
that allow non-terminating computations. Then, heuristic methods are used to prove
reachability of these parts of the graph. This yields the first automated non-termination
proving technique that supports both programs using user-defined data structures on the
heap and aperiodic non-terminating computations.
To generalise our approach to many more languages, and to avoid the complex syntactical
details of Java, we built our analysis on top of Java Bytecode [LY99] (JBC), an
assembly-like object-oriented language designed as intermediate format for the execution
of Java programs by a Java Virtual Machine (JVM). Moreover, JBC is also
a common compilation target for many other object-oriented high-level languages besides
Java, such as Ruby, Python, Scala, Groovy, and Clojure.
This chapter is structured as follows. First, we give an overview of work related to
our goal of (non-)termination analysis of imperative programs in Sect. 2.1. Then, we
provide a short introduction to the definition and the construction of termination graphs
in Sect. 2.2. After that, we describe and prove our translation of termination graphs to
term rewriting in Sect. 2.3 to be non-termination preserving. In Sect. 2.4, we present a
9number of post-processing steps on termination graphs that improve the precision of data
encoded into a term rewrite system, allowing to handle cyclic data structures. Another
application of termination graphs is presented in Sect. 2.5, where we first discuss how to
prove the reachability of certain program states using witnesses, and then describe two
methods to prove non-termination of Java programs. Finally, in Sect. 2.6, we evaluate
the implementation of all presented techniques in AProVE, also comparing it to Julia
and COSTA, the only other two tools for termination proving of JBC programs. In
Sect. 2.7, we conclude and discuss future directions for research.
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2.1 Related Work
The basis of the presented approach to Java termination analysis has been developed
in a series of papers [OBvEG10, BOvEG10, BOG11, BSOG12, BMOG12] and diploma
and bachelor theses [Bro10, vE10, Mus12]. The main difference between our approach
and competing techniques is the handling of user-defined data structures. Where most
approaches abstract data structures to integers early in the analysis process, we try to keep
as much information as possible about them, and encode them as terms in the generated
term rewrite system. Finally, our back-end can dynamically choose how to measure data
structures while constructing a termination proof.
Symbolic Execution-based Program Analyses The two-step approach to termination
analysis based on a termination graph obtained from symbolic execution was first developed
for the analysis of Haskell [GRS+11] and Prolog [Sch08, GSS+12] programs.
Similar to our approach for the analysis of Java programs, the input program is executed
symbolically to obtain a graph representing all program runs. In Haskell, this allows to
easily handle the lazy evaluation strategy, while the analysis of Prolog programs profits
from handling the cut in the symbolic execution phase. The graphs are then translated to
variants of term rewriting, where standard tools are applied again.
The common theme of symbolic execution to obtain graphs representing an over-
approximation (or a subset of interest) of computations can also be found in super-
compilation [SG95] and in termination analysis of higher-order programming [PSS97].
A large class of analyses based on concolic testing (or dynamic symbolic execution) use
a combination of graphs obtained from symbolic execution with concrete execution (e.g.,
[GKS05, SMA05, CDE08]) to obtain a large coverage of program paths.
In the abstract interpretation framework [CC77], an abstract domain is used to define
abstract states, which each represent a set of program states at a certain program location.
Abstract transformers are then used to define an evaluation on such symbolic states,
corresponding to the evaluation of concrete states. At certain steps, abstraction techniques
are used to let the analysis converge. Our approach is similar in spirit, but does not exactly
match the finer details of the abstract interpretation formalism. Most importantly, our
widening procedure (which we call merging) is context-sensitive, and the abstraction it
performs is dependent on the overall state of the symbolic execution.
Abstract Domains for Heap Representation Concise and automatable representations
of data structures on the heap, allowing to model sharing effects, have been studied for
some time. The most notable progress in this direction was made in separation logic [IO01,
ORY01, Rey02], an extension to Hoare logic. It introduces a number of additional operators
to reason about the heap, most notably ∗. This “separating conjunction” is used to denote
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that in ϕ∗ψ, ϕ and ψ are satisfied by disjoint (“separated”) parts of the heap. This enables
to construct compositionl proofs. To speak about pointers, separation logic uses p 7→ v
to denote that the heap maps the address p (which may also appear as integer value) to
the value v. User-defined data structures can then be defined using inductive predicates.
For example, non-empty acyclic lists can be defined using list(x) = x 7→ nil ∨ (∃y.(x 7→
y) ∗ list(y)). So x either points to the special nil element, signifying the empty list, or x
points to another element y, which points to a list in a separate part of the heap.
Using suitable predicates to describe data structures, separation logic formulas can be
used to develop complex and detailed proofs about heap programs. However, its inherent
precision makes the approach very hard to automate. In many cases, automatic tools
based on separation logic are restricted to certain list structures, using built-in, hardwired
inductive predicates for them. Later work [BCC+07, YLB+08, CRB10] shows that in
principle, the approach can be extended to also handle more general data structures, but
automatically inferring suitable predicates from input programs remains an open research
problem.
On the other hand, the path length domain [SMP10] is using a more simple heap
abstraction, in which every object is represented by the maximal path allowed in that
structure. So a list of integers [5, 2, 9] is represented by its length 3. The analysis is
supported by a number of auxiliary analyses to gain information about nullness [Spo11],
sharing [SS05], reachability [NS12] and cyclicity [RS06, GZ13]. While easily automatable,
the approach cannot handle termination arguments related to cyclic data structures. It is
also often too imprecise when termination depends on values nested inside of an object,
i.e., in the case of nested data structures or counter variables inside of objects.
Termination Analysis of Imperative Programs Numerous methods for termination
analysis of imperative programs have been developed in the past decade. Two large groups
can be distinguished: The first only handles integer programs and treats reading from user-
defined data structures as random input, and thus cannot handle termination arguments
related to such structures. The second group provides methods to handle the heap, usually
producing an intermediate program representation based on integers and then using a
corresponding back-end to prove termination.
PolyRank [BMS05a, BMS05c, BMS05d, BMS05b] performs termination analysis of
C programs restricted to integer termination arguments. Here, a front-end extracts loops
from the input program and transforms them into a simple integer format, and termination
arguments are then obtained by solving a constraint system for each extracted loop.
A family of tools implements a termination analysis of C programs without user-defined
data structures (or a similarly restricted language) based on a counterexample-guided ab-
straction refinement (CEGAR) pattern (e.g., Terminator [CPR06], ARMC [PR07],
CProver [KSTW10], TRex [HLNR10], HSF [GLPR12], and T2 [BCF13] (cf. Chap-
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ter 4)). A termination proof is constructed iteratively from counter-examples, where a
standard state reachability checker (e.g., [BR01, HJMS03, CKSY05, McM06, AGC12]) is
employed to check the termination argument obtained so far, and a simple rank function
synthesis tool (e.g., [PR04a, ADFG10]) is used to improve the termination argument with
each counter-example. In this setup, the semantics and details of the handled program-
ming languages are primarily handled by the used safety checker, and the rank function
tool providing the termination argument can be unaware of the details of the considered
programming language.
KITTeL [FKS11] implements a termination analysis for C programs based on a
translation to simple integer rewrite systems. There, values read from the heap are always
treated as fresh, unrestricted values. In LoopFrog [TSWK11], C programs are handled
by replacing loops by summaries of their behaviour, which are obtained using a generate-
and-test approach based on a library of pre-defined summary patterns.
The tool Mutant [BCDO06] is an extension of Terminator, using separation
logic to represent the heap. Instead of a safety checker restricted to integer programs, it
uses Sonar, which implements a symbolic execution that can track the shape and length
of list-like data structures in a program. The termination argument construction can then
make use of integer data and the length information provided by Sonar. The technique
requires some limited user input to obtain inductive separation logic predicates that can
be used to symbolically represent the used (list) data structures.
Cyclist [BBC08, BGP12] implements a termination proving technique based on a
cyclic proof system and separation logic. While at first being restricted to data structures
provided by the user, its successor Caber [BG13b] can infer suitable inductive predicates
from the input program. For the termination proof, the predicates are again annotated with
a natural number (intuitively corresponding to the size of the considered data structure)
and then, a variation of the size change principle [LJB01] is employed to prove termination.
Numerical abstractions of heap programs are produced by THOR [MTLT10, Mag10],
which uses symbolic execution with separation logic to keep track of numerical information
about data structures on the heap. This implicit information is made explicit in the
abstraction step, which replaces heap accesses by their numerical abstractions. Similar to
our translation to term rewriting, this abstraction step is non-termination preserving, so
a termination proof on the resulting integer program suffices to prove termination of the
original program.
Finally, the tools Julia [SMP10] and COSTA [AAC+08] analyse JBC programs for
termination using abstract interpretation [CC77] with the path length domain to represent
the heap. In both cases, the resulting information is used to construct a constraint logic
program, which is then analysed by a separate prover. The focus of COSTA is an even
more precise analysis, obtaining resource bounds for input programs, where considered
resources can be anything from used CPU cycles to memory or network accesses.
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Non-Termination Analysis of Imperative Programs Non-termination analysis of im-
perative programs has seen far less research interest than termination analysis.
In TnT [GHM+08], non-termination of C programs is proven. For this, program runs
using loops are enumerated, where each run is in the form of a lasso (i.e., a stem followed
by a cycle that may repeat). Then, a constraint solving-based method is used to identify
if there is a recurrent set of program states for this cycle, i.e., states that, when evaluating
the cycle of the considered program run, lead back into the recurrent set. Synthesising
these sets requires solving complex non-linear constraint systems, which tends to lead to
numerous timeouts. The tool TRex [HLNR10] uses a similar approach, but alternates
the non-termination proof with a termination proof to let both techniques profit from each
other.
For non-termination analysis of Java, we are only aware of two tools. The tool In-
vel [VR08] investigates non-termination of Java programs based on a combination of
theorem proving and invariant generation using the KeY [BHS07] system. The synthesis
of non-termination arguments in Invel only has very limited support for programs operat-
ing on the heap. In Julia, the constraint logic programs obtained for termination analysis
are under certain circumstances precise representations of the input program [PS09]. In
these cases, non-termination of the input program is proved if the underlying termination
checker reports non-termination of the generated logic program.
14 Chapter 2. Termination Analysis of Java Bytecode Programs
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Figure 2.1: Relation between concrete evaluations and paths in the termination graph
2.2 Termination Graphs
Termination graphs play a central role in our approach to analysing Java Bytecode
programs. In our construction, we ensure that a termination graph represents all possible
evaluations of the input program. To this end, we use symbolic evaluation starting in a
symbolic start state provided together with the input program. We define the structure
of our symbolic states in Sect. 2.2.1. In Sect. 2.2.1.1, we discuss how we symbolically
represents sets of possible values, and present our representation of sharing effects on
the heap in detail in Sect. 2.2.1.2. A symbolic state represents a set of concrete states
that could occur in a normal evaluation of a JBC program, and we define the exact
representation relation later in Sect. 2.2.1.3.
To build the termination graph, our symbolic evaluation generates a new state from a
leaf in the graph whenever a deterministic evaluation is possible. When no deterministic
evaluation is possible, we perform a case analysis we call state refinement, leading to several
new successors which should allow deterministic evaluation. To mark the relationship
between different states, we connect them by edges corresponding to the chosen evaluation
or refinement. Finally, to ensure that the resulting graph is finite, we check if our evaluation
repeatedly visits the same program position. If that is the case, we try to generalise the
states at that program position to obtain a new, more abstract state that represents all
of them. The old states are then represented by that new state, i.e., they are instances of
it, and we draw instance edges to signify this. By repeating this process, we finally reach
a fixed point, and all leaves in the program graph correspond to program ends, where no
further evaluation is possible. We discuss the construction of termination graphs in detail
in Sect. 2.2.2, where we will also present a number of example graphs.
By suitable restrictions on our symbolic evaluation and refinement steps, we can thus
guarantee that the termination graph represents all possible program runs. This connection
is displayed in Fig. 2.1. As we can see, a sequence of concrete states c1, c2, . . . obtained
by standard JBC evaluation is usually represented by a longer sequence of states in the
termination graph, which are in turn connected by instance, refinement, and evaluation
edges. So each concrete state is represented (denoted by v) by a number of symbolic
states, and these in turn form a path through the termination graph.
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class List {
List next;
int val;
static boolean contains
(List cur , int x) {
while (cur != null) {
if (cur.val == x)
return true;
cur = cur.next;
}
return false;
}
}
(a) Java program
00: aload_0 #load cur
01: ifnull 22 #jump if null
04: aload_0 #load cur
05: getfield val #load cur.val
08: iload_1 #load x
09: if_icmpne 14 #jump if val!=x
12: iconst_1 #load true
13: ireturn #return true
14: aload_0 #load cur
15: getfield next #load cur.next
18: astore_0 #store in cur
19: goto 0
22: iconst_0 #load false
23: ireturn #return false
(b) JBC for contains
Figure 2.2: Small Java example method
Limitations Our symbolic evaluation allows us to handle most features of Java Byte-
code, e.g., the dynamic dispatch of methods [OBvEG10], exceptions [BOvEG10], ar-
rays [BSOG12], recursion [BOG11], . . . . However, in this thesis, we only present a restricted
subset, and only support integers1 and object instances as data. Furthermore, we do not
present how to handle exceptions or recursive methods. As usual in program analysis, we
handle int values as the unbounded integers, but our implementation also allows to treat
them as bounded integers by suitably changing the semantics of arithmetic operations.
In the following, we illustrate the basic construction of termination graphs using the
example from Fig. 2.2. On the left, in Fig. 2.2(a), the class List is displayed. The fields
of the class allow to construct a simple linked list data structure, where the next field
is used to point to the next list element and val allows to store an integer value. The
method contains serves as an example for a simple, standard traversal algorithm on
such a structure. Here, list traversal is implemented as a single loop (and not recursively),
where we step to the next element in each iteration. In each step, we check if cur.val
is equal to the argument x. If that is the case, we return true. Otherwise, the variable
cur is advanced to the next element. Finally, if we do not return inside the loop and have
reached the end of the list, we return false.
The corresponding Java Bytecode (JBC), generated by the standard javac com-
piler provided by Oracle2, is displayed in Fig. 2.2(b). Java Bytecode instructions
usually work on an operand stack, which is used to store intermediate results. Program
variables are represented using local variables, comparable to a number of processor reg-
1Integers here refer to a number of primitive types in JBC, e.g., char, int and long. Furthermore,
boolean values are also represented using int values, and are hence supported by the presented analysis.
2In this case, Oracle javac version 1.7.0.
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isters. Instructions such as aload_0 and astore_03 are used to transfer values between
the operand stack and local variables. For example, aload_0 loads the value of the first
local variable onto the operand stack, while astore_0 stores the topmost element of the
operand stack in the first local variable. Note that JBC encodes booleans as integers and
hence, the instructions 13 and 23 return integer values 0 resp. 1 instead of boolean values.
2.2.1 Symbolic States
As discussed above, our termination graphs are made up of symbolic states describing a
set of “concrete” states that could be used in any standard Java Virtual Machine
(JVM). In our formalism, such concrete states are also the most simple symbolic states,
representing only themselves. More abstract states are obtained by replacing concrete
values in variables and object fields by symbolic values. Consequently, the shape of our
symbolic states matches that of concrete states: Each state has two parts, the call stack
and the heap. In symbolic states, a third component for heap predicates is added, used to
describe the sharing of symbolic values. The call stack represents the current execution
as a sequence of frames. Each frame is a triple containing its own program position, local
variable values and operand stack entries. Values of local variables and the operand stack
are references, which can be resolved to actual values such as integers or objects on the
heap. Local variables correspond to program variables, while the operand stack is used for
intermediate results of JBC instructions.
In the following, we first discuss concrete and symbolic values in Sect. 2.2.1.1. Then, we
discuss heap predicates in detail in Sect. 2.2.1.2. Finally, in Sect. 2.2.1.3, we discuss how
symbolic states formally represent each other and concrete states, giving a connection to
“real” Java Virtual Machine states.
2.2.1.1 Call Stacks, References and Abstract Values
We use an infinite set of references as values for variables and object fields. In our examples,
we prefix references that can be resolved to integer values with i, and references pointing
to object values with o. Finally, as names for references that are resolved to integer literals,
we just use these literals and do not display their value on the heap (so in our presentation,
it looks like integers can be used in place of references). Formally, integer literals like
0 are a reference, and the heap maps the reference 0 to the singleton integer interval
[0, 0]. Note that in a standard JVM, integers are not represented using references to the
heap, but are just stored directly in local variables and the operand stack. To simplify
our representation, we also use references for integers, and have amended the semantics of
arithmetic operations to match this deviation where needed. This allows to express integer
3The prefix a indicates that an address value is manipulated, whereas the prefix i is used for integer
operations.
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equalities implicitly, as can be seen in Fig. 2.3, where x and this.val point to the same,
but unknown number.
Example 2.1 (Symbolic Java Virtual Machine State)
〈00 |this :o1, x : i1, y :0 |ε〉
o1:List(n = o2, v = i1)
o2:List(?) i1: [1, 9]
Figure 2.3: Symbolic state
A first example state is displayed in Fig. 2.3 on the right. In
its upper part, the call stack is displayed, here containing
one stack frame. The three parts of the stack frame are
separated by “|”. In the example, the frame’s program
counter is at instruction 00 of some method. When not important or clear from context,
we display a program position as number referring to the index of the next instruction
to execute and do not show the name of the considered method.
There are three local variables, this, x, and y, containing the references o1 and i1, and
0 respectively. The operand stack is empty, signified by ε. A stack of two elements r, r′
with r on top is written as r, r′ (i.e., the leftmost element is the topmost element).
The lower part of the state represents the heap, resolving references to (symbolic)
values. Here, i1 points to the interval [1, 9], i.e., our symbolic state represents all those
states where all occurrences of i1 are replaced by one value from this interval. The
reference o1 resolves to an object of type List with two fields v and n (abbreviations of
val and next). Again, the values of fields are references, namely i1 and o2. Note that
i1 appears both in the variable x and in the field v. This is used to encode that we do
not know the exact value here (it can be anything between 1 and 9), but only states in
which the same value is used in both x and the field v are represented.
Finally, o2 is resolved to an unknown object of type List. We use this to denote
that in the concrete states represented by this symbolic state, the reference might be
resolved to some object of type List or one of its subclasses, or that o2 is in fact the
null pointer. However, we do require that all instantiations of this value are tree-shaped.
This restriction can be lifted using heap predicates.
So for our abstract domain representing states, we re-use the shape of concrete states
used in a JVM and only added symbolic values to allow to represent several cases. For
integers, we are using a simple interval domain, but more complex domains (such as the
Octagon [Min06] or Polyhedron [CH78] domains) are possible. Our domain for the heap is
a novel contribution, where we use a simple abstraction for possible values (i.e., List(?)
to represent a possible value) and a more involved set of heap predicates to represent the
heap. We will discuss the exact form of these heap predicates in Sect. 2.2.1.2.
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Example 2.2 (Symbolic Java Virtual Machine State II)
〈00 |this :o2, x : i2, y :1 |ε〉
〈23 |this :o1, x : i1, y :0 |ε〉
o1:List(n = o2, v = i1)
o2:List(n = o1, v = i3)
i1: [1, 9] i2: [>0] i3:Z
Figure 2.4: Symbolic state
In Fig. 2.4 on the right, we show a state with a call stack
consisting of two stack frames. The topmost stack frame
determines the next evaluation step. Calling a method
creates a new frame on top of the stack, and the control
flow hence passes to that method. When the execution
reaches a return instruction, the topmost stack frame is
removed and control passes back to the frame below, allowing to continue the evaluation
after the method call.
In the state in Fig. 2.4, we also use two new shorthands to describe integer values: i2
is resolved to [> 0], which denotes the interval (0,∞), and i3 refers to Z, meaning the
interval (−∞,∞). The reference o2 is used both in the variable this of the topmost stack
frame, and also as value of the field next of the object referenced by o1. Furthermore,
the field next of the object to which o2 is resolved again points back to o1, so the two
List elements form a cycle.
It is important to note that without heap predicates, the abstract parts of objects
described in our states are assumed to be non-sharing and tree-shaped. So in our example
state in Fig. 2.3, the reference o2 refers to either the null pointer or an acyclic list. This
conservative assumption about states can be weakened by heap predicates, which express
that references also represent non-tree shapes or sharing. Of course, explicitly specifying
aliasing and sharing as in Ex. 2.2 is allowed. The reason for this default restriction is
rooted in our aim of termination proving by term rewriting, which excels in representing
such structures.
Formally, we describe states as three-tuples made up from a call stack (i.e., a non-empty
sequence of stack frames),4 the heap, and a set of heap predicates, which we will discuss
in the next section. The heap is just a partial map from references to values. Abstract
integer values are intervals, and object instances are a pair of the object’s class and a map
from fields to field values. Finally, unknown objects are just a class name. For technical
reasons and in contrast to standard JBC semantics, we use a special null value on the
heap, and let the heap canonically resolve the reference null to the value null.
Definition 2.3 (Symbolic States) Let Refs be a set of identifiers, ProgPos a set
uniquely identifying every instruction in our program, Classnames the set of defined
classes, and FieldIDs a set describing every object field defined in our program.
4 In the case of recursion, this call stack can grow without bound, and while strategies exist to handle
this [BOG11], we will not consider them in this thesis and instead refer to [Ott14].
2.2. Termination Graphs 19
Then, our set of symbolic states is
States := SFrames+×Heap×HeapPredicates
where SFrames := ProgPos× LocVar×OpStack, LocVar := Refs∗ =:
OpStack, and HeapPredicates is a set of heap predicates discussed in detail in
Sect. 2.2.1.2. The heap is represented as a partial map
Heap := Refs → Integers ∪ Instances ∪Classnames ∪ { null }
Finally, to represent values, we use Instances := Classnames×(FieldIDs →
Refs) and integer intervals Integers := {{x ∈ Z | a ≤ x ≤ b} | a ∈ Z ∪ {−∞}, b ∈
Z ∪ {∞}, a ≤ b}.
We often need to speak about references at certain points in states, i.e., “the value of
the local variable x” or “the value of the field next of the object referred to by the local
variable x”. To formally address references like this, we use state positions. In each position,
we use an “anchor” such as a local variable or an operand stack element and then list
a sequence of object fields to follow. For example, if x is the first local variable of the
topmost stack frame, we describe it by lv0,0. Similarly, if we want to speak about x.next,
we can use lv0,0 next. Given a state s and a position pi, we use s|pi to denote the reference
at position pi in s.
Definition 2.4 (State Positions) Let s = (〈fr0, . . . , frn〉, h, hp) ∈ States be a state
with fri = (ppi, lvi, osi). Then SPos(s) is the smallest set containing all the sequences pi
with:
• pi = lvi,j where 0 ≤ i ≤ n, lvi = 〈l0, . . . , lm〉, 0 ≤ j ≤ m. Then s|pi is lj.
• pi = osi,j where 0 ≤ i ≤ n, osi = 〈o0, . . . , ok〉, 0 ≤ j ≤ k. Then s|pi is oj.
• pi = pi′ v for some v ∈ FieldIDs and some pi′ ∈ SPos(s) where h(s|pi′) =
(Cl, f) ∈ Instances and where f(v) is defined. Then s|pi is f(v).
The set of references in a state s is defined as SRefs(s) := {s|pi | pi ∈ SPos(s)}.
If we have some pi = τρ ∈ SPos(s), we often write s|τ ρ→ s|pi to indicate that the sequence
ρ connects s|τ to s|pi on the heap.
Example 2.5 (State Positions) Let s be the state in Fig. 2.3. Then, SPos(s) =
{lv0,0, lv0,1, lv0,2, lv0,0 val, lv0,0 next} and SRefs(s) = {o1, i1, 0, o2}. We have s|lv0,1 =
i1 = s|lv0,0 val and as s|lv0,0 = o1 and s|lv0,0 next = o2, we also have o1 next−→ o2.
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For the state s′ in Fig. 2.4, the set SPos(s′) is infinite, as the state contains
a cycle on the heap. For the local variables in the two stack frames, we have
{lv1,0, lv1,1, lv1,2, lv0,0, lv0,1, lv0,2} ⊆ SPos(s′), but we also have lv1,0 next . . . next ∈
SPos(s′). The fact that we have a position pi = lv1,0 and a field sequence τ = next next
with s|pi τ→ s|pi (or s|pi = s|pi τ ) is even an necessary criterion for deciding that the heap
of s′ contains a cycle.
Based on this, we can formally define concrete states. A concrete state corresponds
to what any standard JVM would use to describe the state of an execution and hence
does not use any symbolic values, i.e., all references only point to literal integers or object
instances with values for all fields and we have no heap predicates:
Definition 2.6 (Concrete States) Let s = (cs, h, hp) ∈ States. We call s concrete
if and only if hp = ∅ and for all r ∈ SRefs(s), we have h(r) = (Cl, f) ∈ Instances,
h(r) = null, or h(r) = {c} ∈ Integers for some integer literal c ∈ Z.
Example 2.7 (Concrete Java Virtual Machine State)
〈00 |this :o1, x :1, y :2 |ε〉
o1:List(n = null, v = 3)
Figure 2.5: Concrete state
The state displayed in Fig. 2.5 on the right is a concrete
state. The local variable this points to a one-element
List, whose only element contains the value 3. The local
variables x and y have integer values 1 and 2, respectively.
2.2.1.2 Heap Predicates
To express sharing in abstracted parts of our symbolic states (e.g., of a successor of
o2 : List(?) with some reference o3), we use heap predicates. While by default, parts of the
heap that have been abstracted are restricted to tree shapes and are not allowed to share,
this restriction of course needs to be weakened to be able to handle real-world Java
programs. We do this by adding heap predicates that indicate that certain structures on
the heap may share. Our predicates are centered on the notion of connections between
regions on the heap. Intuitively, this captures that programs only consider a small part of
the heap at a time, but use loops or recursions to shift their focus step-by-step to another
part. This is mirrored in our abstract domain, where certain parts of the heap can be
represented concretely as discussed above. Connections between such detailed regions are
then represented using the heap predicates we present now.
The most simple predicate we use is r =? r′, meaning that two references with different
names might in fact be equal. This can be used in a symbolic state to represent concrete
2.2. Termination Graphs 21
states in which two references are not equal as well as states in which they are equal. To
avoid ambiguities, we require that in r =? r′, at least one of r, r′ is resolved to an unknown
object instance (i.e., if h is the heap of the corresponding state, h(r) ∈ Classnames
or h(r′) ∈ Classnames). Without this restriction, r and r′ could be marked as equal,
but point to contradictory information, e.g., r could point to a list element containing the
number 23 and r′ to one containing the number 42.
Example 2.8 (The =? Predicate)
r r′
r1 =? r2
r r′
r1
r r′
r1 r2
Figure 2.6: Shapes allowed by “=?”
Some shapes allowed by a heap predicate r1 =?
r2 are displayed in Fig. 2.6 on the right, where
each reference is represented by a node. An
edge between two nodes r, r′ means that there
is some field in the object instance referred to by r that contains r′. In the first shape,
=? is used to express that r1 and r2 could be the same. In the second shape, this is the
case, and occurrences of r2 were replaced by r1 (hence the connection from r′ to r1). In
the third shape, the heap predicate was just removed, expressing that the references r1
and r2 are definitely not the same. So the case depicted on the left represents both of
the other shapes.
The predicate =? only allows to specify possible sharing at some explicitly specified
point. To express that two data structures can possibly join somewhere, connected by an
unknown number of fields, we use the predicate r %$ r′. We even allow the case that one
reaches the other (e.g., r′ is reachable from r), but we exclude the case r = r′, and require
an extra r =? r′ for it. Formally, this means that r and r′ might have common successors,
i.e., there is a reference rˆ and sequences of fields τ, τ ′ with r τ→ rˆ and r′ τ ′→ rˆ (e.g., rˆ could
be a fresh reference, or equal to r or r′). We require that one of τ, τ ′ is non-empty, i.e.,
the predicate %$ does not imply a possible equality. Obviously, r %$ r′ is symmetrical.
Example 2.9 (The %$ Predicate)
r1 r2 r1 r2 r1 r2
r1 r2 r1 r2
Figure 2.7: Shapes allowed by “%$”
A number of shapes allowed by a heap predicate
r1 %$ r2 are displayed in Fig. 2.7 on the right.
Note that %$ puts only few restrictions on the
shapes of represented objects. The predicate
may indicate several common successors (as
in the example in the bottom right corner in
Fig. 2.7), or no sharing at all. We also make no restrictions on the fields used in the
considered connections.
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To handle cases where we want to express that a certain connection between two
references on the heap exists, we introduced the heap predicate r F99K! r′, meaning that r
always reaches r′ by a path using only the fields in the set F . So if we have a s|pi F99K! s|pi′
in some abstract state and c is some concrete state represented by s and τ ∈ F ∗ is some
sequence of fields such that pi τ ∈ SPos(c), then there are two cases. Either, τ already
“led past” c|pi′ , i.e., there is a prefix τ− of τ such that c|pi τ− = c|pi′ , or τ can be extended
with τ+ ∈ F ∗ such that c|pi τ τ+ = c|pi′ .
Example 2.10 (The F99K! Predicate)
r1 r2n p
r1 r2n n
r1
{p}99K! r2p
Figure 2.8: Shapes allowed
by “99K!”
Some shapes allowed by a heap predicate r1 {n, p}99K! r2 are
displayed in Fig. 2.8 on the right. Here, an edge from r
to r′ labelled with n means that r points to an object
whose field n contains r′. Note how in the second shape,
not all fields used in the parameter of the heap predicate
were used (however, if r1n, p→ r′ in that state, then r′ also
has to be connected to r2). The requirement on shapes
represented by F99K! is that only fields occurring in the set
of F are used, but not all have to be used. Consequently, the third shape, were a {n}99K!
predicate is used, is also represented, even though this second predicate only requires a
subset of fields.
However, neither =?, %$, nor F99K! lift the restriction that abstracted data structures have
to be tree-shaped. To represent non-tree shapes, we use two additional unary predicates, ♦
and 	F . The predicate r♦ allows acyclic non-tree data structures, e.g., the diamond shape
of the predicate symbol. More generally, r♦ allows that r has more than one connection
to one of its (possibly indirect) successors r′. So formally, there may be some reference rˆ
and two non-empty sequences of fields τ 6= τ ′ such that r τ→ rˆ and r τ ′→ rˆ holds.
Example 2.11 (The ♦ Predicate)
r
r r′
r
r′
Figure 2.9: Shapes allowed by “♦”
Some examples for shapes allowed by the predicate
r♦ are displayed in Fig. 2.9 on the right. Note that
the predicate requires no certain shape, but simply
allows to have more than one different path to a
successor. So both having no successor at all and
having several successor that may be reached in
different ways is allowed. The number of different paths to a successor is not restricted,
but needs to be finite (because otherwise, this indicates a cycle, which is not allowed by
♦).
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To handle cycles, we use the parametrised unary predicate 	F . Here, r 	F means that
a reference c might reach or be part of a cyclic data structure. The parameter F is a set
of fields used to restrict this shape, and if we wish to not use this restriction, we write
	 (without a parameter), meaning that we want to represent every possible cyclic shape
on the heap. However, when F is used, we require that in all represented data structures,
each cycle on the heap uses all the fields in F at least once. So if we have s|pi 	F in
some abstract state s, and c is a concrete state represented by s, we require that if for
some successor r of c|pi we have r τ→ r, then each field of F occurs at least once in the
(non-empty) field sequence τ .
Example 2.12 (The 	 Predicate)
r1 r2 r3 r4
n n n
ppp
r′1
r′2 r
′
3
r′4
n
n
n
n
p
p
p
p
Figure 2.10: Two doubly linked lists
Two shapes described by the heap predicate
r1 	 are displayed in Fig. 2.10 on the right,
where edges are labelled with fields n and p (ab-
breviations of next and prev). In the most gen-
eral sense, both of the displayed lists are “cyclic”
structures. However, they obviously have a dif-
ferent shape, and most algorithms working on
lists will show a different termination behaviour
on the two lists.
While for the list on the top of the figure, a standard iteration following the next field
will eventually terminate, this does not hold for the list on the bottom. The difference
here is that for the list on the top, we can find no cycle that only contains next fields, as
all cycles are only constructed from both next and prev fields. On the bottom, this does
not hold. Our parametrised heap predicate can capture this difference: While r1 	{n,p}
represents the list on the top of Fig. 2.10, it does not represent the list on the bottom.
2.2.1.3 State Instances
Based on these intuitive concepts, we can now consider when one state s′ is represented
by another state s, denoted as s′ v s. Of course, this is only possible if s′ and s are at the
same program position of their stack frames. Furthermore, we require that for references
in s′, their counterparts in s admit at least the same values. So if h (resp. h′) is the heap of
s (resp. s′) and pi is some position in s′ referring to an integer, then we want the interval
h(s′|pi) to be included in (“represented by”) the corresponding interval h(s|pi) at the same
position. For object instances, this is very similar. There, we want an instance of the same
type to exist in the more abstract state, or a completely unknown object of a sufficiently
general type.
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When considering sharing effects, and thus heap predicates, this basic idea becomes more
complex. Intuitively, sharing just means that there are two different “ways” to describe
some object on the heap. In our case, these can be represented as positions, and sharing
in s′ is then equivalent to the existence of some reference r such that there are positions
pi 6= pi′ such that s′|pi = r = s′|pi′ . Hence, an abstraction s of s′ needs to take this into
account and allow this explicitly, either by reproducing s|pi = s|pi′ , or by allowing this
sharing effect using the =? or %$ predicates. As an abstraction of s′ does not need to have
all the positions s′ has (e.g., when a list of length 10 is represented by just one unknown
list element that may have any number of successors), there are two cases to consider. If
both pi, pi′ are existing in the abstraction s, but s|pi 6= s|pi′ , then s|pi =? s|pi′ needs to be
added to allow the same sharing as in s′. If one of the positions does not exist anymore,
i.e., it was abstracted away, then a predecessor that was not abstracted away needs to
be annotated using the %$ predicate. To denote this predecessor, we use the notation pis,
meaning the maximal prefix τ of pi such that τ ∈ SPos(s). If s is determined by context,
we often drop the index. So in this last case, we require the existence of s|pi %$ s|pi′ .5
Similarly, already abstracted sharing effects in s′, i.e., existing heap predicates, are
required to exist in the more abstract state s. Hence, if the positions they were referring
to have been abstracted away, then heap predicates for their existing predecessors need
to exists in s. So if s′|pi %$ s′|pi′ denotes that references at two positions are sharing, then
we also need s|pi %$ s|pi′ to represent that sharing in the more abstract state.
The handling of non-tree shapes leads to similar considerations. A non-tree shape such
as a cycle exists in s′ if there is a position pi with two suffixes τ 6= τ ′ such that s′|pi τ = s′|pi τ ′
holds. For example, if τ is empty, we have a cycle (because then, s′|pi = s′|pi τ ′ , i.e., starting
in s′|pi, τ ′ “leads back” to s′|pi). Such shapes have to reproduced in the more abstract state
s, or the corresponding heap predicates have to exist in s.
While all other heap predicates extend the number of represented states, s|pi F99K! s|pi′
is different, as it imposes a restriction on the represented states. So here, we do not need
to check if the more abstract state allows all sharing effects occurring in s′, but need to
check if the sharing effects in s′ conform to the restriction implied by the heap predicate
s|pi F99K! s|pi′ . For this, we check if, starting in s′|pi, we can find a sequence using only fields
from F that leads to s′|pi′ . Alternatively, we allow this connection to be abstracted away
by another heap predicate of the form r F ′99K! r′.
Definition 2.13 (State Instance) Let s′ = (〈fr′0, . . . , fr′n〉, h′, hp′) and s = (〈fr0, . . . , frn〉,
h, hp) ∈ States be states with fr′i = (pp′i, lv′i, os′i) and fri = (ppi, lvi, osi). We call s′ an
instance of s (denoted s′ v s) if and only if for all 0 ≤ i ≤ n, we have ppi = pp′i and
5To make our states easier to read, we introduce a special case for references that point to non-tree
shapes on the heap. If, e.g., we have c|pi τ→ c|pi for some non-empty sequence τ , then formally, we have
c|pi = c|pi′ for pi′ = piτ . Thus, if (some part) of this cycle is abstracted away, the representing state
s would need to contain s|pi %$ s|pi. To avoid this, we treat r 	 and r♦ as implicit r %$ r (cf. cases
(g), (h) of Def. 2.13).
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furthermore, for all pi, pi′ ∈ SPos(s′):
(a) if h′(s′|pi)∈ Integers and pi∈SPos(s), then h′(s′|pi) ⊆ h(s|pi)∈ Integers.
(b) if h′(s′|pi) = null and pi ∈ SPos(s), then h(s|pi) ∈ {null} ∪ Classnames.
(c) if h′(s′|pi) = Cl′ ∈ Classnames and pi ∈ SPos(s), then
h(s|pi) = Cl ∈ Classnames and Cl′ is a (possibly non-proper) subclass of Cl.
(d) if h′(s′|pi) = (Cl′, e′) ∈ Instances and pi ∈ SPos(s), then
h(s|pi) = Cl or h(s|pi) = (Cl′, e) ∈ Instances, where Cl′ must be a subclass of Cl.
(e) if s′|pi 6= s′|pi′ and pi, pi′ ∈ SPos(s), then s|pi 6= s|pi′.
(f) if s′|pi =? s′|pi′ and pi, pi′ ∈ SPos(s), then s|pi =? s|pi′.
(g) if s′|pi = s′|pi′ or s′|pi =? s′|pi′ where h′(s′|pi) 6∈ Integers ∪{null} then
pi, pi′ ∈ SPos(s) and s|pi = s|pi′ or s|pi =? s|pi′
or {pi, pi′} 6⊆ SPos(s) and (s|pi %$ s|pi′ or pi = pi′ and (s|pi♦ or s|pi 	F)).
(h) if s′|pi %$ s′|pi′, then (s|pi %$ s|pi′ or pi = pi′ and (s|pi♦ or s|pi 	F)).
(i) if there is a τ 6= ε with s′|pi = s′|piτ then
pi, piτ ∈ SPos(s) and s|pi = s|piτ
or s|pi 	F with F ⊆ τ , (i.e., F only contains fields occurring in the position τ).
(j) if there are τ 6= ε 6= τ ′ with no common prefix, s′|piτ = s′|piτ ′ and for all
ρ < ρ¯ ≤ τ we have s′|piρ 6= s′|piρ¯ and for all ρ′ < ρ¯′ ≤ τ ′ we have s′|piρ′ 6= s′|piρ¯′
and h′(s′|piτ ) 6∈ Integers ∪{null}, then piτ, piτ ′ ∈ SPos(s) and s|piτ = s|piτ ′ or s|pi♦.
(k) if s′|pi 	F ′, then s|pi 	F and F ⊆ F ′.
(l) if s′|pi♦, then s|pi♦.
Let r F⇁ r′ hold iff there is a concrete connection r τ→ r′ for some τ using only fields in
F or r F ′99K! r′ with F ′ ⊆ F holds.
Then, if there are pi, pi′ ∈ SPos(s) with s|pi F99K! s|pi′ (in the more abstract state s),
then for every sequence (in the more concrete state s′) s′|pi = r0 F⇁ r1 F⇁ . . . rn = s′|pi′,
there is either an ri with s′|pi′ = ri or ri τ→ ri+1 holds and there is a prefix τ− of τ such
that ri τ
−→ s′|pi′.
Examples of using this relation will be presented in the next section.
2.2.2 Generating Termination Graphs
Using the symbolic states we just introduced, we can now define a symbolic execution
framework for Java. To illustrate the concept, we first consider a termination graph
for the contains method from Fig. 2.2 in Sect. 2.2.2.1. The result termination graph is
relatively simple and does not use heap predicates. In a second step, in Sect. 2.2.2.2, a
more complex example operating on cyclic lists is presented.
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〈00|c :o1, x : i1 |ε〉
o1:List(?) i1:Z
A
〈01|c :o1, x : i1 |o1〉
o1:List(?) i1:Z
B 〈01|c :null, x : i1 |null〉
i1:Z
C
〈01|c :o2, x : i1 |o2〉
o2:List(n = o3, v = i2)
o3:List(?) i1:Z i2:Z
D 〈09|c :o2, x : i1 | i1,i2〉
o2:List(n = o3, v = i2)
o3:List(?) i1:Z i2:Z
E F:〈09|c :o2, x : i1 | i1,i1〉
o2:List(n = o3, v = i1)
o3:List(?) i1:Z
F
T:〈09|c :o2, x : i1 | i1,i2〉
o2:List(n = o3, v = i2)
o3:List(?) i1:Z i2:Z
G
〈19|c :o3, x : i1 |ε〉
o3:List(?) i1:Z
H〈00|c :o3, x : i1 |ε〉
o3:List(?) i1:Z
I
i1 6= i2
Figure 2.11: Termination graph for contains
2.2.2.1 A Simple Termination Graph
To generate a termination graph, we start with an abstract initial state, shown as A
in Fig. 2.11. This initial state represents all calls of contains with an acyclic list cur
(abbreviated as c) and an arbitrary integer value x. From this initial state, we generate a
termination graph by symbolic evaluation.
The state A is at instruction 00, i.e., the instruction aload_0 needs to be evaluated first.
This is done by pushing the value of the first local variable, o1, onto the operand stack.
The resulting state is displayed as B, and we added an evaluation edge from A to B to
indicate how the two states are related. The next instruction, ifnull 22, performs a jump
to instruction 22 if the topmost element of the operand stack, o1, is null. In B, this is not
known yet, as o1 is resolved to List(?) on the heap, meaning that it either points to a
List object or is null. Hence, we perform a case analysis, called instance refinement, that
yields two new states C and D. The two are connected to B by refinement edges, depicted
using dashed arrows. In C, o1 was resolved to be null, and consequently all occurrences
of it have been replaced by null. From C, symbolic evaluation can continue by jumping
to instruction 22 and then returning from the method. We mark this program end using
the empty state and indicate the several execution steps to it by using a dotted edge from
C. In D, we replaced o1 by o26, which is resolved to a new List object on the heap, with
fields containing fresh references o3 and i2. As we know nothing about the values of these
fields, we let the references point to the most general value allowed by the declared field
type. So o3 points to List(?), meaning any object of type List or the null pointer, and
i2 is resolved to Z.
In our framework, symbolic execution is always deterministic. If a state does not allow
deterministic execution, repeated refinements are performed until it is possible. Typically,
a refinement step corresponds to a simple case analysis, creating one state for each of
the considered cases. To ensure that our termination graphs over-approximate program
6We do this regularly when adapting the value of references on the heap, to ensure a single static
assignment semantics of our termination graphs.
2.2. Termination Graphs 27
behaviour, we require that each state represented before a refinement step is represented
by one of the states obtained by the refinement:
Definition 2.14 (Refinement) Let R : States → Po(States), where Po(S) den-
odes the powerset of S. We call R a refinement if and only if for all s ∈ States with
c ∈ States concrete and c v s, there is some s˜ ∈ R(s) with c v s˜ and for all s˜ ∈ R(s),
s˜ v s holds.
To formally define specific refinements, we need some syntax that allows to manipulate
states. First, we introduce reference renamings, which allow to replace all occurrences of
a reference by another one. Additionally, we define a syntax to extend the heap to map
references to another value.
Definition 2.15 (Reference Renamings and Heap Extensions)
Let s = (cs, h, hp) ∈ States. A (not necessarily injective) map σ : Refs → Refs
can be used as a reference renaming, where sσ refers to the state in which all occurrences
of references r in local variables, on the operand stack and in instance fields have been
replaced by σ(r). We usually write [r1/r′1, . . . , rn/r′n] to denote the renaming that maps ri
to r′i and behaves like the identity on every other reference.
For a heap value v ∈ Integers ∪ Instances ∪Classnames ∪ { null } and a
reference r ∈ Refs, we use the notation s + {r 7→ v} to extend/modify the heap h of s
by mapping r to the value v.
Example 2.16 (Simple Instance Refinement) The refinement step leading from B
to {C,D} in Fig. 2.11 can formally be described by setting D to (B + {o2 7→ List(n =
o3, v = i2), o3 7→ List, i2 7→ (−∞,∞))[o1/o2] and similarly, by setting C to B[o1/null].
Our first refinement example above is very simple, as List has no subtypes and B has no
sharing effects that need to be expressed using heap predicates. In general, however, more
successors might need to be constructed when more subclasses exist. When performing an
instance refinement on a reference pointing to a value C(?), one successor for each subclass
C1 . . . Cn of C is created. Additionally, one successor state is created for the null case.
Heap predicates need to be taken into account when we choose the values of references
filling the newly created fields. These “inherit” heap predicates from the refined reference.
So for example, if we have r1 %$ r2 and refine r1, then that means that some successor
of r1 could be r2 or a successor of r2 (or symmetrically). Hence, for any fresh reference
r′1 resulting from the refinement, we also need to add r′1 =? r2 to allow the case that r2
is reached in one step from r1, and r′1 %$ r2 to allow later sharing. Similarly, if we have
marked r1 as possibly being part of a cycle using r1 	F , then a new successor r′1 might
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either be the original reference r1, requiring the predicate r′1 =? r1, or it can share with
r1 in another successor, requiring r1 %$ r′1. Of course, the new reference r′1 itself might be
part of the same cycle, requiring r′1 	F . Similarly, for r1♦ with new successors r′1, r′′1 , we
add r′1 =? r′′1 , r′1 %$ r′′1 , r′1♦, and r′′1♦.
Definition 2.17 (Instance Refinement) Let s = (cs, h, hp) ∈ States with h(r) =
Cl ∈ Classnames. Let Cl1, . . . , Cln be all non-abstract (not necessarily proper) sub-
types of Cl. Then Rr,Cl(s) := {snull, s1, . . . , sn} is an instance refinement of s with respect
to {r}.
Here, snull = s[r/null]. For each si, we choose a fresh reference ri. For all fields
fi,1 . . . fi,mi of Cli (where fi,j has type Cli,j), a new reference ri,j is generated which points
to the most general value vi,j of type Cli,j, i.e., (−∞,∞) for integers and Cli,j for reference
types. Then si is (s+ {ri 7→ (Cli, fi), ri,1 7→ vi,1, . . . , ri,mi 7→ vi,mi})[r/ri], where fi(vi,j) =
ri,j for all j.
Moreover, new heap predicates are added in si: If s contained r′ %$ r, we add r′ =? ri,j
and r′ %$ ri,j for all j to si.7 If s contained r F99K! r′ and fi,j ∈ F , we add ri,j F99K! r′ to si.
If we had r♦ in s, we add ri,j♦, ri,j =? ri,j′, and ri,j %$ ri,j′ for all j, j′ with j 6= j′ to si. If
we had r 	F in s, we add ri,j 	F , ri =? ri,j8 and ri,j %$ ri,j′ for all j, j′ with j 6= j′ to si.
In our example, we can continue from state D, as deterministic evaluation is now possible
there. The following instructions, aload_0, getfield val, and iload_1 load the values
of cur.val (i2) and x (i1) to the operand stack, and the result is displayed as E. The
next instruction to execute is if_icmpne, which jumps to another instruction depending
on the equality of the integer values on top of the operand stack. The values of i1 and
i2, however, may be equal, or not. Our case analysis strategy from above fails in this
case, as there is an infinite number of cases to consider. We solve this problem by just
considering all possible outcomes of the operation and call this a state split. This results in
the states F and G, in which a leading T (resp. F) is used to indicate the truth value of the
considered integer relation. As this case analysis is very similar to refinements, we connect
the two new states by refinement edges to E. In F, we directly used this information to
adapt the state information and replaced i2 by i1, as we decided that the two values were
equal. On the other hand, G is just a plain copy of E. In F, we do not need to jump to
another program instruction, hence iconst_1 and ireturn are executed to return from
the method, again indicated by an edge leading to the empty state.
From G on, evaluation can continue after jumping to instruction 14. The following
instructions just express cur = cur.next and can be evaluated using the information
already available in G, leading to H. However, to allow us to make use of this information
7Of course, if Cli,j and the type of r′ have no common subtype or one of them is int, then r′ =? ri,j
does not need to be added.
8We do not need to do this if |F | > 1, as then every cycle needs to contain more than one field and thus,
a field’s content may never be equal to its parent.
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int get(int x) {
List cur = this;
while (x-- > 0)
cur = cur.next;
return cur.val;
}
(a) get method
00: aload_0 # load this
01: astore_2 # store to cur
02: iload_1 # load x
03: iinc 1, -1 # x = x - 1
06: ifle 17 # jump if i<=0
09: aload_2 # load cur
10: getfield next # load cur.next
13: astore_2 # store cur
14: goto 2
17: aload_2 # load cur
18: getfield val # load cur.val
21: ireturn # return val
(b) JBC for get method
Figure 2.12: Method to get an element from list
later on, when we transform termination graphs into term rewrite systems, we label the
edge with the integer relation that was checked. So in this case, the edge is labelled with
i1 6= i2. In general, whenever our symbolic evaluation checks an integer relation, we use it
(or its converse, if it was evaluated as false) as edge label. In later steps, when performing
(non-)termination analysis, these labels are used.
From H, further evaluation just jumps back to instruction 00, leading to state I. That
state, however, is just a renaming of our original start state A, and consequently,A represents
all cases represented by I, i.e., I v A holds. Instead of continuing our symbolic evaluation,
we now use an instance edge (depicted using a double arrow) to connect I back to A, as all
computations starting in I are also represented by the computations starting in A. After
this, all leaves of the termination graph are program ends, and hence, it is complete. Now,
all evaluations of the method starting on non-cyclic lists are represented by our graph, i.e.,
for each sequence of states obtained in a normal evaluation, we can give a corresponding
sequence of termination graph nodes corresponding to it.
2.2.2.2 Termination Graphs with Heap Predicates
To illustrate how termination graphs can be generated for more complex examples, we use
the get method from Fig. 2.12. It is called on some list object with an integer parameter
x and returns the x-th element. When called on a cyclic list and x is greater than the list
length, the method implements a wrap-around behaviour. The Java source code for the
method is displayed in Fig. 2.12(a), and the Java Bytecode in Fig. 2.12(b).
We start our termination graph construction with state A in Fig. 2.13. Here, the implicit
variable this is abbreviated as t, and List as L. The value of this, o1, is resolved to a
List object.9 The heap predicates in A indicate that o2, the successor of o1, can be the
9This is not a restriction, as get is a non-static method and hence, a successful call to the method is
only possible on non-null objects.
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same reference as o1 (corresponding to a one-element cyclic list) and that following next
pointers from o2 will eventually lead back to o1. Of course, o1 and o2 might share (the
predicate o1 {n}99K! o2 even requires it) and are thus marked with o1 %$ o2. Finally, both are
marked as being part of a cyclic structure using 	{n}.
Symbolic evaluation starting in A leads to state B, in which cur (abbreviated as c again)
was initialised with the value of this. Further evaluation of the following instructions then
yields state C, in which x was first loaded to the operand stack, and then overwritten by the
decremented value i3 (i.e., such that the value on the operand stack remained unchanged).
As with checked relations, we note arithmetic operations on the edge connecting the
corresponding states, and hence add the label i3 = i1 − 1 here. In C, we need to evaluate
ifle 17, which jumps to instruction 17 if the value on top of the operand stack is smaller
than or equal to 0. In our case, i1 is any integer, and hence we cannot evaluate the
instruction yet. But as before, we can perform a refinement as case analysis, resulting in
two states D and E. Here, the two cases correspond to a partition of the original integer
interval used as abstract value of the refined reference i1. More generally, we have:
Definition 2.18 (Integer Refinement) Let s = (cs, h, hp) ∈ States and let r ∈
Refs with h(r) = v ⊆ Z. Let v1, . . . , vn be a partition of v (i.e., v1 ∪ . . . ∪ vn = v) with
vi ∈ Integers and si = (s+{ri 7→ vi})[r/ri] for fresh references ri. Then Rr,v1,...,vn(s) :=
{s1, . . . , sn} is an integer refinement of s with respect to {r}.
Example 2.19 (Integer Refinement) For the integer refinement on C in Fig. 2.13,
we partition the original value (−∞,∞) of C|os0,0 into {(−∞, 0], [1,∞)}. We then gen-
erate the refinement successor D as (C + {i4 7→ (−∞, 0]})[i1/i4] and E as (C + {i5 7→
[1,∞)})[i1/i5].
From D, evaluation leaves the loop and pushes the value of the current element onto the
operand stack. The method then returns and our analysis ends, indicated by the empty
state 2. From E, evaluation of the loop body can continue. Here, the next field of cur is
written back to cur, and the control flow jumps back to instruction 02. The resulting state
F is at the same program position as state B. Other than in our simple continue example
from above, neither F v B nor B v F holds. To ensure that our termination graphs are
finite, we merge states whenever we reach a program position a second time in one path
of our symbolic evaluation. Merging is a targeted widening of the constraints encoded in
our states, leading to a fresh state that represents all concrete states represented by the
original states. We can continue our analysis from this new state. Repeated merging at the
same program position leads to more abstract states, until the analysis finally converges.
For this, we use an increasingly aggressive merging strategy. Whereas at the beginning,
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〈00|t :o1, x : i1 |ε〉
o1:L(n=o2,v= i2) i2:Z
o2:L(?) o1, o2	{n} i1:Z
o2=?o1 o2%$o1 o2 {n}99K! o1
A
〈02|t :o1, x : i1, c :o1 |ε〉
o1:L(n=o2,v= i2) i2:Z
o2:L(?) o1, o2	{n} i1:Z
o2=?o1 o2%$o1 o2 {n}99K! o1
B
〈06|t :o1, x : i3, c :o1 | i1〉
o1:L(n=o2,v= i2) i2:Z
o2:L(?) o1, o2	{n} i1:Z
i3:Z
o2=?o1 o2%$o1 o2 {n}99K! o1
C
〈06|t :o1, x : i3, c :o1 | i4〉
o1:L(n=o2,v= i2) i2:Z
o2:L(?) o1,o2	{n} i4: [≤0]
i3:Z
o2=?o1 o2%$o1 o2 {n}99K! o1
D
〈06|t :o1, x : i3, c :o1 | i5〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o1,o2	{n} i5: [>0]
i3:Z
o2=?o1 o2%$o1 o2 {n}99K! o1
E
〈02|t :o1, x : i3, c :o2 |ε〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o1,o2	{n} i3:Z
o2=?o1 o2%$o1 o2 {n}99K! o1
F
〈02|t :o1, x : i3, c :o3 |ε〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o3:L(?) i3:Z
o1=?o2 o1=?o3 o2=?o3
o1%$o2 o1%$o3 o2%$o3
o2
{n}99K! o3 o3 {n}99K! o1
o1,o2,o3	{n}
G
〈06|t :o1, x : i6, c :o3 | i3〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o3:L(?) i3:Z
o1=?o2 o1=?o3 o2=?o3
o1%$o2 o1%$o3 o2%$o3
o2
{n}99K! o3 o3 {n}99K! o1
o1,o2,o3	{n} i6:Z
H
〈06|t :o1, x : i6, c :o3 | i7〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o3:L(?) i7: [≤0]
o1=?o2 o1=?o3 o2=?o3
o1%$o2 o1%$o3 o2%$o3
o2
{n}99K! o3 o3 {n}99K! o1
o1,o2,o3	{n} i6:Z
I
〈06|t :o1, x : i6, c :o3 | i8〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o3:L(?) i8: [>0]
o1=?o2 o1=?o3 o2=?o3
o1%$o2 o1%$o3 o2%$o3
o2
{n}99K! o3 o3 {n}99K! o1
o1,o2,o3	{n} i6:Z
J
〈10|t :o1, x : i6, c :o3 |o3〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o3:L(?)
o1=?o2 o1=?o3 o2=?o3
o1%$o2 o1%$o3 o2%$o3
o2
{n}99K! o3 o3 {n}99K! o1
o1,o2,o3	{n} i6:Z
K
〈10|t :o1, x : i6, c :o3 |o3〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o3:L(?)
o1=?o2 o2=?o3
o1%$o2 o1%$o3 o2%$o3
o2
{n}99K! o3 o3 {n}99K! o1
o1,o2,o3	{n} i6:Z
L
〈02|t :o1, x : i6, c :o2 |ε〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o1,o2	{n} i6:Z
o1=?o2 o1%$o2 o2 {n}99K! o1
P
〈10|t :o1, x : i6, c :o1 |o1〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o1,o2	{n} i6:Z
o1=?o2 o1%$o2 o2 {n}99K! o1
M
〈10|t :o1, x : i6, c :o4 |o4〉
o1:L(n = o2,v= i2) i2:Z
o4:L(n = o5,v= i9) i9:Z
o2:L(?) o5:L(?)
o1=?o2 o2=?o4
o1=?o5 o2=?o5 o4=?o5
o1%$o2 o1%$o4 o2%$o4
o1%$o5 o2%$o5 o4%$o5
o2
{n}99K! o4 o5 {n}99K! o1
o1,o2,o4,o5	{n} i6:Z
N〈02|t :o1, x : i6, c :o5 |ε〉
o1:L(n = o2,v= i2) i2:Z
o2:L(?) o5:L(?)
o1=?o2 o1=?o5 o2=?o5
o1%$o2 o1%$o5 o2%$o5
o2
{n}99K! o5 o5 {n}99K! o1
o1,o2,o5	{n} i6:Z
O
i3=
i1−1
i4 ≤ 0
i5
>
0
i6
=
i3 −
1
i7 ≤ 0
i8
>
0
Figure 2.13: Termination graph for get
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the merging process is aimed towards producing the most concrete state that represents
both merged states, we abstract more aggressively later on, e.g., by not choosing the union
of integer intervals as abstract value, but enlarging the value to Z.
To find such a merged state, we compare the values at all positions in the two considered
states and from this, generate suitably general values. As example, consider the position
pi = lv0,2, i.e., the third local variable, cur. In B, this contains o1, the first element of our
list, which is resolved to List(next = o2, val = i2) on the heap. In F, the same position
contains o2, as we iterated to the next element. Now, o2 is resolved to List(?) in F. This
is more abstract, and hence the merged state G has a fresh reference o3 at this position,
being resolved to List(?) as well. Similarly, we have to introduce new heap predicates to
faithfully represent all sharing effects. For example, for pi′ = lv0,0, i.e., the local variable
this, we have B|pi = o1 = B|pi′ , but F|pi = o1 6= o2 = F|pi′ . To represent both cases, we
have added G|pi =? G|pi′ to G. In the same manner, the remaining heap predicates can
be generated. The merging procedure follows the structure of Def. 2.13, and details are
documented in [Ott14].
In G, we have references for three list elements, namely o1 representing the “first” element,
o2, its successor, and o3, the value of cur. Our equality heap predicates allow all of these
references to be the same, corresponding to the case of the one-element list. Furthermore,
we use {n}99K! to mark that o2 is connected to o3 via a sequence of n fields, just as o3 must
again lead back to o1, as we are considering a cyclic list. Of course, these three references
may also share, and thus we introduce %$ predicates. As they are also part of a cyclic data
structure, we add suitable 	 predicates, too. We now draw instance edges from B and F
to our new state G, indicating that it represents a superset of the two original states.
From G, we can restart our symbolic evaluation, which is again similar to the evaluation
starting from B. We reach instruction 06 in state H, in which we need to perform an
integer refinement to be able to decide if we continue in the loop. Between G and H, we
replaced i5 in x by a reference to i6, obtained by decrementing the old value i5 of x. The
integer refinement in H yields two successors I and J, where I like D before leads to a
program end. From J, our evaluation continues to state K at instruction 10. Here, o3, the
value of cur, was loaded to the operand stack, and now the instruction getfield next
is to be executed. However, the heap of K resolves o3 to an unknown object instance of
type List. To access the next field, we need to perform an instance refinement as in
Def. 2.17. In K, this is not yet possible: Remember that we require that no two references
pointing to concrete object instances may be connected with =?, but this is the case for
o1 and o3. So first, we have to resolve this possible equality. To this end, we again perform
a case analysis, generating two successors M and L. M corresponds to the case that the
current value of cur (o3), is the same as this (o1), and consequently, the refined state
looks like the state B. Consequently, the computation starting in M looks just like the first
considered loop iteration in B-F. In L, on the other hand, we assume the two references
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to be unequal, marking this by just removing the predicate o1 =? o3.
Definition 2.20 (Equality Refinement) Let s = (cs, h, hp) ∈ States and r =? r′ ∈
hp. Hence, one of h(r) ∈ Classnames or h(r′) ∈ Classnames holds. Without
loss of generality, let h(r) ∈ Classnames. Then Rr,r′(s) := {s=, s6=} is an equality
refinement of s with regard to {r, r′} with s= := s[r/r′] and s 6= := (cs, h, hp \ {r =? r′}).
Example 2.21 (Equality Refinement) For the field access of K in Fig. 2.13, we want
to perform an instance refinement on K|os0,0 , but have K|os0,0 =? K|lv0,0 . We resolve this
by an equality refinement with new successors L and M, where M = K= = K[o3/o1]. We
obtain L by removing K|os0,0 =? K|lv0,0 from K.
In L, we can now perform the instance refinement. Here, we can make use of the heap
predicate o3 {n}99K! o1. This requires that every represented state connects o3 again to o1, but
this would not be the case if o3 were null (as null is obviously not connected to anything).
Consequently, in our instance refinement, we need only one successor state, N.10 In N, o3
has been replaced by o4, which points to a new object instance List(next = o5, val = i9).
New values for o5 and i9 have been introduced, and o5 inherits a plethora of heap predicates
from its predecessor o4. It may be equal to any of the other list elements we keep in the
state, shares with all of them, and is also marked as cyclic. Furthermore, we know that
o5 has to finally reach o1 again using n fields, and we have removed the corresponding
predicate for o4, as it already has a n successor. From N, evaluation can continue, replacing
o4 as content of cur by o5. As then, o4 is not used in any local variable, operand stack
entry, or object field, we remove all information about it from the state, obtaining O. This
new state is just a renaming of G, so we can again draw an instance edge, finishing the
construction of the termination graph for get.
We now define termination graphs formally. For this, we use the set RelOp = {i ◦ i′ |
i, i′ ∈ Refs, ◦ ∈ {<,≤,=, 6=,≥, >}} of integer relations such as i7 < 011 and the set of
arithmetic operations ArithOp = {i = i′ ./ i′′ | i, i′, i′′ ∈ Refs, ./ ∈ {+,−, ∗, /,%}} to
denote the set of arithmetic computations such as i6 = i5 − 1.
Termination graphs are constructed by repeatedly expanding those leaves that do not
correspond to program ends. Whenever possible, we use symbolic evaluation on a state
s to generate a new state s′, denoted s SyEv−→ s′. Here, SyEv−→ extends the usual evaluation
relation for JBC such that it can also be applied to symbolic states, as presented above.
For a formal presentation of this, we refer to [Ott14]. In the termination graph, the corre-
sponding evaluation edges are labelled by a set C ⊆ ArithOp∪RelOp which corresponds
10Formally, we produce a successor for the null case and then ignore it in the symbolic execution, as it
is inconsistent and hence represents no concrete states.
11Remember, we use integer constants c ∈ Z as references which always resolve to [c, c] ∈ Integers.
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to the arithmetic operations and (implicitly) checked relations in the evaluation. As ex-
ample, consider state I from Fig. 2.13, from which ifle 17 was evaluated by jumping to
instruction 17. There, the edge from I to its successor is labelled with i7 ≥ 0 to reflect the
performed check. Similarly, when performing arithmetic, as between states G and H, we
add corresponding labels.
If symbolic evaluation is not possible, we (repeatedly) refine the information for some
references by case analysis and connect the resulting states by refinement edges. To obtain
a finite graph, we create a more general state by merging whenever a program position is
visited a second time in our symbolic evaluation and add appropriate instance edges to
the graph. However, we require all cycles of the termination graph to contain at least one
evaluation edge. By using an appropriate strategy for merging states, we can automatically
generate a finite termination graph for any program.
Definition 2.22 (Termination Graph) A graph (V,E) with V ⊆ States, E ⊆ V ×(
{EvalC | C ⊆ (ArithOp ∪ RelOp)} ∪ {RefineR | R ⊆ Refs} ∪ {Ins}
)
× V is a
termination graph if every cycle contains at least one edge labelled with some EvalC and
one of the following holds for each s ∈ V :
• s has just one outgoing edge (s,EvalC , s′), s SyEv−→ s′, and C is the set of integer
relations that are checked (resp. generated) in this step.
• the outgoing edges of s are (s,RefineR, s1), . . . , (s,RefineR, sn) and {s1, . . . , sn}
is a refinement of s according to Def. 2.18, 2.20, or 2.17 with respect to the references
R.
• s has just one outgoing edge (s, Ins, s′) and s v s′.
• s has no outgoing edge and s = (ε, h, hp) (i.e., s is a program end).
The following soundness theorem connects the semantics of standard Java programs
to the semantics of our termination graphs. It states that any evaluation on concrete
states, representing states of a standard Java Virtual Machine, is represented
by a sequence of abstractions, refinements, and an evaluation step in the corresponding
termination graph. The intuition for this theorem is given in Fig. 2.1.
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Theorem 2.23 (Symbolic Evaluation Simulates Evaluation of Concrete States)
Let c, c′, s ∈ States, where c is concrete, c′ is obtained by standard evaluation
from c, c v s, and s occurs in a termination graph G. Then G contains a path
s
(
Ins−→ ∪ RefineR−→
)∗
◦ EvalC−→ s′ such that c′ v s′.
The proof of Thm. 2.23 is rather involved and is not reproduced here. Instead, we
refer to [Ott14] for a full proof also handling programs using recursion and arrays, or to
[BOvEG10] for a proof of this theorem for relatively simple states comparable to the ones
used here. Based on Thm. 2.23, we can now define properties of termination graphs, lifting
them from single computations. Our main goal, termination proving, is supported by the
following definition:
Definition 2.24 (Well-founded Termination Graphs) Let G = (V,E) be a termi-
nation graph. We call G well-founded if all executions starting in a concrete state c ∈
States with c v s ∈ V are finite.
In the next section, we discuss how to prove a termination graph well-founded by proving
termination of a term rewrite system obtained from the graph.
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2.3 Proving Termination via Term Rewriting
Termination graphs provide a concise representation of all possible program runs. As all
JBC-specific features have been handled by symbolic execution during the construction
of the graph, further analyses are considerably simplified, as they only need to take the
far simpler semantics of the graph into account. Based on this, we now present a non-
termination preserving translation from termination graphs to term rewriting. A standard
termination prover for term rewriting with support for built-in integers can be used on
the resulting term rewrite system, and if it succeeds, we can also conclude termination
of the original Java Bytecode program. First, we introduce int-term rewrite sys-
tems, a special form of term rewrite systems, providing built-in support for integers in
Sect. 2.3.1. Then, we describe how to transform single references and then states into terms
in Sect. 2.3.2. Building on this, we discuss how to translate entire termination graphs
into a term rewrite system in Sect. 2.3.3 and finally, in Sect. 2.4.1, we show a number of
optimisations of this process.
2.3.1 Integer Term Rewriting
For an introduction to standard term rewriting, we refer to [BN99] and [TeR03]. We repre-
sent an extension of rewriting that includes support for pre-defined operations on integer
numbers. First, we fix the structure and semantics of the considered integer expressions.
Definition 2.25 (int-terms and int-constraints) Let Σpre = Z∪{+,−, ∗, /,%} be the
signature of the integers and their pre-defined operations. An int-term t ∈ T (Σpre,V) is a
term containing only symbols from Σpre and variables from V, and an atomic int-constraint
s ◦ t is constructed from int-terms s, t, and ◦ ∈ {<,≤,=, 6=,≥, >}. We usually use infix
notation (e.g., we write “x < y + 1” instead of “< (x,+(y, 1))”). An int-constraint is a
conjunction of atomic int-constraints.
Like in standard rewriting, we additionally allow to represent user-defined data structures
by using a signature Σc for data constructors and represent program positions (or functions)
by a separate signature Σd for defined symbols, such that Σpre,Σc,Σd are pairwise disjoint.
Intuitively, we let a term correspond to a program state, where its root symbol defines the
current program position and the arguments correspond to the values of local variables
and the operand stack.
Definition 2.26 (Terms, Positions, Substitutions) Let V be a set of variables and
Σ be some signature, where each symbol f ∈ Σ has a fixed arity ar(f) ∈ N0 determining the
number of its arguments. Then, the set of terms T (Σ,V) is the smallest set that contains
V and f(t1, . . . , tn) for every f ∈ Σ, where n = ar(f) and t1, . . . , tn ∈ T (Σ,V).
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We can address certain subterms of a term t = f(t1, . . . , tn) using positions. The set
Pos(t) of positions of t is defined as ε ∪ {i p | 1 ≤ i ≤ n and p ∈ Pos(ti)}. We use t|p to
denote the subterm of t at position p, where t|ε := t and t|i p := ti|p.
We use substitutions σ ∈ V → T (Σ,V) to instantiate variables with more concrete
values. We extend this to terms by defining
σ(t) :=
σ(v) if t = v ∈ Vf(σ(t1), . . . , σ(tn)) if t = f(t1, . . . , tn)
We usually write [v1/t1, . . . , vn/tn] to denote the substitution that instantiates each vi by
ti. We call σ applicable to an int-constraint ϕ if σ(x) ∈ Z for all x ∈ V(ϕ), and ϕσ is
valid if it holds w.r.t. usual integer arithmetic and theory.
Example 2.27 (User-defined Data Structures as Terms) We model lists using a
binary constructor symbol List and a constant Nil. For example, the list [1, 4, 3, 4] can be
represented as List(List(List(List(Nil, 4), 3), 4), 1).
The rewrite relation of an int-TRS is defined as in standard term rewriting, but we
allow every rule to have an int-constraint ϕ as condition.12 We omit this condition if ϕ is
the empty conjunction. A rule `→r Jϕ K can be applied to a term t if we can instantiate
the variables of ` such that it matches t. If this same instantiation satisfies the condition
ϕ, the result of the rule application is the right-hand side r, with variables instantiated
as for the matching of `. In contrast to standard rewriting, we do not impose variable
requirements, i.e., the right-hand side or the constraint may contain fresh variables that
do not occur on the left-hand side.
Definition 2.28 (int-TRS) An int-rule has the form f(s1, . . . , sn)→ g(t1, . . . , tm) Jϕ K,
where f∈Σd, g∈Σd∪˙Σc, s1, . . . , sn, t1, . . . , tm∈T (Z∪˙Σc,V), and ϕ is an int-constraint.
An int-TRS is a set of int-rules. Let s, t∈T (Z∪˙Σc∪˙Σd,V), `→r Jϕ K be an int-rule, and
σ :V→T (Z∪˙Σc,V) be a substitution applicable to ϕ. Then s rewrites to t (“s ↪→σ`→r Jϕ K t”)
if s = `σ, t = rσ, and ϕσ is valid. We often omit the rule and/or the substitution and just
write “s ↪→ t” or “s ↪→ →`r Jϕ K t.
Example 2.29 (Rewriting With User-defined Data Structures) We continue to
use the list representation from Ex. 2.27. The following int-TRS counts the number of
12Thus, our int-TRSs extend int-based TRSs from [FKS11] by constructors and restrict integer TRSs
(ITRSs) from [FGP+09] by not allowing nested defined symbols.
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occurrences of the (unknown) integer number c in a list:
count(List(xs, v), c, res)→ count(xs, c, res′) J v = c ∧ res′ = res + 1 K (2.1)
count(List(xs, v), c, res)→ count(xs, c, res) J v 6= c K (2.2)
For our example term for the list [1, 4, 3, 4] from Ex. 2.27, counting the number of
occurrences of 4 results in the following reduction:
count(List(List(List(List(Nil, 4), 3), 4), 1), 4, 0)
↪→(2.2) count(List(List(List(Nil, 4), 3), 4), 4, 0)
↪→(2.1) count(List(List(Nil, 4), 3), 4, 1)
↪→(2.2) count(List(Nil, 4), 4, 1)
↪→(2.1) count(Nil, 4, 2)
In Ex. 2.29, we use a fresh variable res′ on the right-hand side of rule (2.1), which we
then restrict to res′ = res + 1 in the corresponding condition. This is needed because
we allow predefined arithmetic operators only in conditions. This separates the reasoning
about the pre-defined theory of the integers completely from reasoning about user-defined
data structures. However, in examples, we often write f(. . .) → g(. . . , t, . . .) instead of
f(. . .)→ g(. . . , v, . . .)Jv = tK for arithmetic terms t and fresh variables v.
As we are primarily interested in int-rewrite systems to prove termination, we now
formally define their termination:
Definition 2.30 (Termination of int-TRSs) Let R be an int-rewrite system. If there
is no infinite sequence t0, t1, t2, . . . of int-terms with ti ↪→ ti+1 for all i ∈ N, we call R
terminating.
2.3.2 Term Encoding of States
We now discuss our translation from termination graphs to int-rewriting. For this, we start
by transforming a single reference r in a state s = (cs, h, hp) into a term tr(s, r). This term
should represent the value h(r) as precisely as possible. So if r points to a concrete integer,
i.e., if h(r) = {c} ∈ Integers holds, then it is transformed into the corresponding
integer constant c. Integer references resolved to nontrivial intervals (a, b) are translated to
the variable r. When using such states to create rules, we can add conditions a < r∧ r < b
to make use of the more precise information.
The special reference null is transformed into the constant null. Finally, if r points to
some object instance, we use a refined transformation ti(s, r) in order to take their types
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and the values of their fields into account. Finally, if r is resolved to some unknown object,
it is translated into a term variable r.
Definition 2.31 (Transforming References) Let s = (cs, h, hp) ∈ States. Then
the term encoding of a reference r ∈ Refs is defined as follows:
tr(s, r) :=

c if h(r) = [c, c], where c ∈ Z
null if r = null
ti(s, r) if h(r) ∈ Instances
r otherwise
The advantage of using term rewriting as basis of our approach becomes obvious when
transforming object instances used to construct user-defined data structures into terms.
Essentially, such data structures are terms, and the translation is consequently quite
natural. We keep their structure in our transformation and even mirror the class hierarchy
in the resulting term. For each class Cl occurring in the program, we introduce a function
symbol of the same name. The arguments of that function symbol then correspond to
the (non-static) fields of the class. As an example, consider o2 in state D from Fig. 2.11,
pointing to an object of type List with two fields. We transform it to a constructor term
using the binary function symbol List, and use the term encodings of its field contents as
arguments to it, resulting in List(o3, i2).
We also have to take the class hierarchy into account. Therefore, for any class Cl with n
fields, we let the corresponding function symbol have arity n+1. The arguments 2, . . . , n+1
correspond to the values of the fields declared in the class Cl. The first argument represents
the part of the object that corresponds to possible subclasses of Cl. As an example, consider
a class A with a field a of type int and a class B which extends A and has a field b of
type int. If x is a data object of type A where x.a is 1, then we represent it by the
term A(eoc, 1). Here, the first argument of A is a constant eoc (for “end of class”) which
indicates that the type of x is really A and not a subtype of A. If y is a data object of
type B where y.a is 2 and y.b is 3, then we represent it by the term A(B(eoc, 3), 2). So
the class hierarchy is represented by nesting the function symbols corresponding to the
respective classes.
More precisely, since every class extends java.lang.Object (which has no fields), each
such term now has the form java.lang.Object(. . .). We usually abbreviate this as jlO, and
then the term encoding for o2 in D from Fig. 2.11 is jlO(List(eoc, o3, i2)).
Of course, terms can only represent tree-shaped data structures. To handle objects
annotated with the predicate ♦ or parts of acyclic, non-tree structures, we use a simple
unrolling when transforming them to terms. Whenever a reference is changed in the
termination graph, then all its occurrences in the unrolled term are changed simultaneously
in the corresponding int-TRS. We call a reference r in a state s cyclic if either there is
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a heap predicate r 	F in s or if there is some sequence of fields τ ∈ FieldIDs+ such
that r τ→ r, i.e., r lies on a cycle. To handle such cyclic references, we have to resort to
encoding them as (fresh) variables.13 To define the transformation ti(s, r) formally, we use
an auxiliary transformation ti(s, r, Cl) which only considers the part of the class hierarchy
starting with Cl, allowing us to describe the translation as a recursive descent into the
class hierarchy.
Definition 2.32 (Term Encoding of Object Instances) We start at the root of the
class hierarchy with java.lang.Object and define ti(s, r) := ti(s, r, java.lang.Object).
Let s = (cs, h, hp) ∈ States and let h(r) = (Clr, f) ∈ Instances. Let (Cl1 =
java.lang.Object, Cl2, . . . , Cln = Clr) be ordered according to the class hierarchy, i.e.,
Cli is the direct superclass of Cli+1. We define the term ti(s, r, Cli) as follows:
ti(s, r, Cli) :=

r if r is cyclic
Cli(ti(s, r, Cli+1), tr(s, f(f1)), . . . , tr(s, f(fm))) if Cli 6= Clr
Cli(eoc, tr(s, f(f1)), . . . , tr(s, f(fm))) if Cli = Clr
Here, let f1, . . . , fm be the non-static fields declared in Cli in some fixed order.
So for class A and B from above, if we have a state s with heap h and h(r) = (B, f)
with h(f(a)) = [2, 2] and h(f(b)) = [3, 3], then ti(s, r) = ti(s, r, java.lang.Object) =
jlO(A(B(eoc, 3), 2)).
To transform whole states, we apply the per-reference translation to all references occur-
ring on the call stack. So from a state, we create a tuple of terms, each term corresponding
to a term encoding of some local variable or operand stack entry. These terms are then
used as arguments to a function symbol corresponding to the encoded state.
Definition 2.33 (Term Encoding of States) Let s = (〈fr0, . . . , frn〉, h, hp) ∈ States
be a state with fri = (ppi, lvi, osi) and let lv0 ◦ os0 ◦ lv1 ◦ os1 ◦ . . . lvn ◦ osn = r1 . . . rk ∈
Refs∗ be the concatenation of all reference lists of local variables and operand stacks.
We define the following mapping from states to encodings of their references: ts(s) :=
(tr(s, r1), . . . , tr(s, rk)) and ts(s, sl) := fsl(ts(s)) to transform a state to a term with label
sl.
Example 2.34 As example for the translation of states to terms, consider state D in
13A more refined encoding of cyclic data structures is possible and will be presented in Sect. 2.4.1.
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Fig. 2.11 again:
ts(D,D) = fD(ts(D))
= fD(tr(D, o3), tr(D, i1), tr(D, o3))
= fD(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2)))
To prove that our translation to term rewrite systems indeed preserves non-termination,
we need to check how the concepts used in building termination graphs are translated.
In the next section, we will discuss the creation of term rewrite rules and how these
correspond to evaluation steps, refinements, and instantiations. Here, we first consider the
connection between (more) concrete states and abstract states representing them. Our
term translation is constructed such that if s′ v s holds, i.e., s′ is a more concrete version
of s, then we have a similar relationship between ts(s, id) and ts(s′, id). There, we have
a substitution σ such that ts(s, id)σ = ts(s′, id) holds, i.e., σ instantiates the variables in
the more general term ts(s, id) to match the more concrete term ts(s′, id).
Lemma 2.35 Let s′ v s and sl be some state label. Then there exists a substitution σ
such that ts(s, sl)σ = ts(s′, sl).
Example 2.36 (State Instances and Term Instantiations) To illustrate the
lemma, we consider the states D and B from Fig. 2.2. As refinement successor of B, D is
an instance of B, i.e., D v B holds. We have the following term encodings for the two
states:
ts(B,B) = fB(o1, i1, o1)
ts(D,B) = fB(List(eoc, o3, i2), i1, List(eoc, o3, i2))
For σ = [o1/List(eoc, o3, i2)], we have ts(B,B)σ = ts(D,B).
We use this lemma to prove the soundness of our termination analysis. However, to
prove it correct, we need a number of additional lemmas. First, we consider the relation
of state positions in symbolic states and their more concrete represented states. We then
relate state positions to term positions in its term encoding. Finally, we combine the
results to obtain a relationship between the term encodings of states related by v, and
prove Lemma 2.35.
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Intuitively, every non-trivial position corresponds to some definite, concrete information
about some object: If the position pi v exists, we have ensured that an object of a certain
type exists at position pi and has a field v. From the definition of valid, verified Java
Bytecode, we know that states at the same program position need to have the same
number of local variables and operand stack entries [LY99]. We can obtain the following
lemma:
Lemma 2.37 (Positions in Instances) Let s, s′ ∈ States with s′ v s. Then
SPos(s) ⊆ SPos(s′).
Proof. Let s = (cs, h, hp) and s′ = (cs′, h′, hp′) and pi ∈ SPos(s). We prove pi ∈ SPos(s′)
by induction on pi.
If pi = lvi,j or pi = osi,j, then the claim is that the program positions in all stack frames of
cs and cs′ are the same. In verified JBC, the program position implies the local variables
and number of entries on the operand stack.
If pi = pi′ v for some v ∈ FieldIDs, then h(s|pi′) = (Cl, f) ∈ Instances where
f(v) is defined (i.e., v is a field declared in class Cl). As pi′ ∈ SPos(s), by the induction
hypothesis, we know that pi′ ∈ SPos(s′) as well. Since s′ v s, h(s|pi′) = (Cl, f) ∈
Instances implies h′(s′|pi′) = (Cl, f ′) ∈ Instances by Def. 2.13(d). As v is declared
in class Cl, f ′(v) must be defined and thus, pi′v = pi ∈ SPos(s′). 
Example 2.38 (Positions in Instances) We consider the states D and B from
Fig. 2.2, where D v B holds (as D is obtained by refining B). We have SPos(B) =
{lv0,0, lv0,1, os0,0} and SPos(D) = {lv0,0, lv0,1, os0,0, lv0,0 n, lv0,0 v, os0,0 n, os0,0 v}, and
thus SPos(D) ⊆ SPos(B). The additional positions in SPos(D) stem from our
more detailed view of the heap, which now also provides references to fill the fields of
the object begin this.
As discussed above, not all state positions are encoded into a term – whenever a cyclic
data structure is handled, we just use a variable to approximate it, thus maybe not encoding
all information. Hence, state positions in (or “beyond”) cycles in a data structures are not
encoded at all. To relate state positions to positions in the encoded term, we define the
set of encoded positions.
Definition 2.39 (Encoded Positions) Let s ∈ States. The set of encoded positions
SPos(s) is the smallest set satisfying the following conditions.
• If lvi,j ∈ SPos(s), then lvi,j ∈ SPos(s).
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• If osi,j ∈ SPos(s), then osi,j ∈ SPos(s).
• If pi = pi′v ∈ SPos(s) for some v ∈ FieldIDs, pi′ ∈ SPos(s), and s|pi′ is not
cyclic, then pi ∈ SPos(s).
Example 2.40 (Encoded Positions) In Fig. 2.13, the state A is encoded as ts(A) =
(o1, i1), as o1 is marked as a cyclic reference. Thus, while we have SPos(A) =
{lv0,0, lv0,1, lv0,0 n, lv0,0 v}, only a part of that is encoded into a term, and we have
SPos(A) = {lv0,0, lv0,1}.
With this definition, for each position referencing a cyclic data structure, only the
first cyclic position is included in SPos(s). To also handle the tuples produced by our
transformation of states, we generalise the concept of term positions.
Definition 2.41 (Term Tuple Position) Let t = (t1, . . . , tn) be a tuple of terms. Then,
“i p” is a tuple position of t if 1 ≤ i ≤ n and p is a position of the term ti and we have
t|i p := ti|p. Pos((t1, . . . , tn)) is the set of all positions of the tuple (t1, . . . , tn).
We now define a mapping from (encoded) state positions to corresponding term tuple
position in the state’s term encoding. The corresponding term position cps(pi) ∈ Pos(ts(s))
is constructed such that the subterm ts(s)|cps(pi) is the one which results from encoding the
reference at the position pi ∈ SPos(s). The mapping can be defined inductively, where for
the base case of simple positions such as lvi,j or osi,j, we just need to identify the argument
of the term tuple corresponding to it. For the remaining positions of the form pi′ v, we
need to consider how the term encoding recursively encodes heap structures. Remember,
if A is a subclass of java.lang.Object, encoding an object of type A results in a term
jlO(A(eoc, . . .)). So the term position of a field of A needs to start with 1 to “descend” into
the subterm corresponding to the fields of class A. Analogously, when considering higher
class hierarchies, we need more such steps.
Definition 2.42 (Corresponding Position) Let s = (〈fr0, . . . , frn〉, h, hp) ∈ States
be a state with fri = (ppi, lvi, osi). Let | lvi | denote the length of the sequence lvi and | osi |
the length of osi. For any position pi of SPos(s), we define the corresponding position
cps(pi) in ts(s) as follows:
• if pi = lvi,j, then cps(lvi,j) := 1 + j + Σi−1k=0| lvk |+ | osk |.
• if pi = osi,j, then cps(osi,j) := 1 + j + | lvi |+ Σi−1k=0| lvk |+ | osk |.
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• if pi = pi′ v for some v ∈ FieldIDs, then let Cl be the class in which v is defined.
Furthermore let (Cl0 = java.lang.Object, Cl1, . . . , Cln = Cl) be the sequence of
classes such that Cli is the direct superclass of Cli+1. Finally let m be the number
of the field described by v in Cl according to the order used in Def. 2.32. Then we
define cps(pi) := cps(pi′) 1n (m+ 1).
Example 2.43 We continue Ex. 2.34 and consider state D in Fig. 2.11 with
the term encoding tD = fD(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2))). The posi-
tions of D are the same as the encoded positions, i.e., we have SPos(D) =
{lv0,0, lv0,0 n, lv0,1, os0,0, os0,0 n} = SPos(D).
For the state position pi = os0,0 n, we obtain the term tuple position p = cpD(pi) =
cps(os0,0) 11 (1 + 1) = (1 + 0 + 2) 1 (1 + 1) = 3 1 2. Here, the class hierarchy for the field n
is java.lang.Object, List, i.e., n from Def. 2.42 is 1. Furthermore, m is 1, as n is the
first encoded field of List. As we can see, tD|p = o3 = D|pi holds, i.e., the corresponding
position of pi points to the encoding of pi in the state encoding of s.
We now prove the correspondence demonstrated in Ex. 2.43. Thus, for a term encoding
ts(s) of a state s we have that for every encoded position pi ∈ SPos(s), the term encoding
of the reference s|pi is the same as the subterm at the corresponding term position of pi,
i.e., the equality ts(s)|cps(pi) = tr(s, s|pi) holds.
Lemma 2.44 (“Soundness” of Corresponding Position) Let s ∈ States and
let pi ∈ SPos(s). Then we have ts(s)|cps(pi) = tr(s, s|pi).
Proof. We prove this lemma by induction over pi. In the base case pi is either lvi,j or osi,j,
and the lemma obviously holds.
Let now pi = pi′ v for some v ∈ FieldIDs, Cl be the class in which v is defined and
m be the number of the field described by v in Cl according to the order used in Def. 2.32
Let furthermore (Cl0 = java.lang.Object, Cl1, . . . , Cln = Cl) be the sequence of classes
such that Cli is the direct superclass of Cli+1. Then we have cps(pi) = cps(pi′) 1n (m+ 1).
Furthermore we have that tr(s, s|pi′) = Cl0(Cl1(. . . (Cln(t, t1, . . . , t`), . . . ))) holds for
some terms t, t1, . . . , t` where ` ≥ m by definition of tr and because we know that s|pi′ is not
cyclic (as its successor pi is in SPos(s)). Hence we have tr(s, s|pi′)|1n(m+1) = tm = tr(s, s|pi)
because of the definition of tr. The induction hypothesis implies tr(s, s|pi′) = ts(s)|cps(pi′)
and hence tr(s, s|pi) = tr(s, s|pi′)|1n(m+1) = (ts(s)|cps(pi′))|1n(m+1) = ts(s)|cps(pi) holds by the
definition of cps. 
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The map cps provides a term position for every encoded state position, but it is not
surjective. This is due to our term encoding, in which a non-trivial object results in several
subterms corresponding to a single reference. In such cases, we create one subterm for each
element of the class hierarchy, and hence, several term positions correspond to a single
position in the state.
Example 2.45 We continue Ex. 2.43 and consider state D in Fig. 2.11 with the term
encoding tD = fD(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2))). There is no pi ∈ SPos(D)
with cps(pi) = 1 1 or cps(pi) = 1 1 1, i.e., we cannot address the subterms List(eoc, o3, i2)
and eoc at the positions 1 1 and 1 1 1 of ts(D,D). These positions are induced by the term
encoding of lv0,0, but are only a fragment of the term encoding for a single reference.
To handle such cases, we define the set of corresponding suffixes, which we can append
to corresponding positions to address additional subterms introduced by the translation.
Definition 2.46 (Corresponding Suffixes) Let s = (cs, h, hp) ∈ States and pi ∈
SPos(s). Then we define cps(pi) as follows.
• If s|pi = null, or s|pi is cyclic, or h(s|pi) /∈ Instances, then we define cps(pi) :=
{ε}.
• Otherwise let h(s|pi) = (Cl, f), and let (Cl0 = java.lang.Object, Cl1, . . . , Cln = Cl)
be the sequence of classes such that Cli is the direct superclass of Cli+1. Then we
define cps(pi) := {ε, 1, . . . , 1n+1}.
Example 2.47 We continue Ex. 2.45 and consider state D in Fig. 2.11. To address all
subterms of the term encoding ts(D,D), we can now use a concatenation of positions
in cp and the suffixes from cp. So, using cpD(lv0,0) = 1 as prefix and the elements
of cps(lv0,0) = {1, 1 1} as suffixes, we can now construct 1 1 and 1 1 1, addressing the
subterms List(eoc, o3, i2) and eoc respectively.
Note that 1 1 2 cannot be constructed from the corresponding position of lv0,0 and
its suffixes, as we have cpD(lv0,0 n) = 1 1 2. This is intended, as 1 1 2 corresponds to the
term encoding of the reference o3, whereas 1 1 1 is part of the encoding of the reference
o1 = D|lv0,0 .
Together, cp and cp can address every position in the tuple of terms resulting from the
transformation of a state.
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Lemma 2.48 Let s ∈ States. Then Pos(ts(s)) = {cps(pi) p | pi ∈ SPos(s), p ∈
cps(pi)}.
Proof. This follows trivially from the definitions of ti, cp and cp. 
We now connect these relationships between state and term positions to the notion of
instances. Just as s′ v s means that all state positions of s also exist in s′, we can conclude
a similar relationship for the positions in their respective term encodings.
Lemma 2.49 (Instance and Corresponding Positions) Let s, s′ ∈ States with
s′ v s and let pi ∈ SPos(s). Then we have cps(pi) = cps′(pi) and cps(pi) ⊆ cps′(pi).
Proof. First note that pi ∈ SPos(s) implies pi ∈ SPos(s′) by Lemma 2.37, and similarly,
pi ∈ SPos(s) also implies pi ∈ SPos(s′). From this, we can conclude the first part of the
proposition, as cps(pi) depends only on the number of local variables and operand stack
entries in a state and the class hierarchy, which is fixed for one considered program.
The claim cps(pi) ⊆ cps′(pi) follows trivially from s′ v s. 
In a last step, we show that if s′ is an instance of s and the same variable r occurs at
two different positions p and p′ in the term encoding of s, then the subterms at these
positions in the encoding of s′ are also identical. The reason for this is that variables in
term encodings correspond to references in the respective states, and hence, equal variables
mean equal references. At the same time, the definition of v ensures that references that
are equal in the more abstract state s are also equal in s′.
Lemma 2.50 Let s, s′ ∈ States with s′ v s and let ts(s)|p = ts(s)|p′ ∈ Refs. Then
we also have ts(s′)|p = ts(s′)|p′.
Proof. Because of ts(s)|p = r ∈ Refs, we have ts(s)|p = tr(s, r). Let pi ∈ SPos(s) be
such that cps(pi) q = p for a q ∈ cps(pi). Such pi and q must exist by Lemma 2.48. Then
we have q = ε because of the definitions of cp and tr. Analogously, let pi′ ∈ SPos(s) be
such that cps(pi′) = p′.
Now we have r = ts(s)|p = ts(s)|cps(pi) = tr(s, s|pi) and hence s|pi = r. Analogously
we have s|pi′ = r. Hence pi and pi′ address the same reference in s, i.e., we have s|pi =
s|pi′ . Because s′ is an instance of s we also have s′|pi = s′|pi′ . By Lemma 2.49, we have
p = cps(pi) = cps′(pi) and p′ = cps(pi′) = cps′(pi′). As pi and pi′ also address the same
reference in s′, by Lemma 2.44 we have ts(s′)|p = ts(s′)|cps′ (pi) = tr(s′, s′|pi) = tr(s′, s′|pi′) =
ts(s′)|cps′ (pi′) = ts(s′)|p′ . 
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Example 2.51 As in Ex. 2.36, we consider states B and D from Fig. 2.11. We have
D v B and
ts(B,B) = fB(o1, i1, o1)
ts(D,B) = fB(List(eoc, o3, i2), i1, List(eoc, o3, i2))
So we have ts(B,B)|1 = ts(B,B)|3 = o1 ∈ Refs. In D, o1 was replaced everywhere by o2,
which points to list element, and consequently, ts(D,B)|1 = ts(D,B)|3 = List(eoc, o3, i2)
holds.
Finally, we can combine these lemmas to prove Lemma 2.35, showing that if s′ v s,
there is some substitution σ such that ts(s′) = ts(s)σ.
Proof. (Proof of Lemma 2.35) Let s = (cs, h, hp) and s′ = (cs′, h′, hp′) Moreover, let pi ∈
SPos(s) with s|pi = r ∈ Refs. Since s′ v s, by Lemma 2.37, (resp. by its extension to
encoded positions) we also have pi ∈ SPos(s′). Hence, there exists a reference r′ with
r′ = s′|pi. We will now show that the term representation of r in s matches the term
representation of r′ in s′. In other words, there is a substitution σr = [r/t] such that
tr(s, r)σr = tr(s′, r′).
In Lemma 2.50, we showed that if the same variable r occurs at two different positions
p and p′ in the tuple of terms ts(s), then the terms at the positions p and p′ in the tuple
of terms ts(s′) are also identical. Hence, the different substitutions σr for the different
references r above can be combined into one single substitution σ satisfying ts(s)σ = ts(s′).
To prove the existence of a substitution σr with tr(s, r)σr = tr(s′, r′), we perform
induction on the term structure of tr(s, r).
If tr(s, r) = i ∈ Z, then h(r) = h(s|pi) = [i, i] ∈ Integers. As s′ v s, we also have
h′(s′|pi) = [i, i]. Hence, tr(s′, r′) = i = tr(s, r) and thus, σr is the identity.
If tr(s, r) = null, then r = s|pi = null. Hence s′ v s implies r′ = s′|pi = null as well. So
tr(s′, r′) = null = tr(s, r) and thus, σr is again the identity.
If tr(s, r) is the variable r, then we simply let σr be the substitution that instantiates
the variable r by the term tr(s′, r′).
Finally, we regard the case where h(r) ∈ Instances, and thus,
tr(s, r) = ti(s, r) = Cl0(Cl1(. . . (Cln(eoc, vn,1, . . . , vn,mn), . . . ), v1,1, . . . , v1,m1))
(Note that the class Cl0 = java.lang.Object has no fields.) As h(r) = h(s|pi) ∈
Instances and s′ v s holds, we have that h′(r′) = h′(s′|pi) ∈ Instances as well
and the types of h(r) and h′(r′) are equal.
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Thus,
tr(s′, r′) = ti(s′, r′) = Cl0(Cl1(. . . (Cln(eoc, v′n,1, . . . , v′n,mn), . . . ), v
′
1,1, . . . , v
′
1,m1)).
Let pi,j be the position of vi,j in ts(s) and of v′i,j in ts(s′), and let pii,j ∈ SPos(s) be
such that pi,j = cps(pii,j). So for pii,j we have s|pii,j = ri,j such that vi,j = tr(s, ri,j) by
Lemma 2.44.
By Lemma 2.49, cps(pii,j) = cps′(pii,j) = pi,j, and hence v′i,j = tr(s′, s′|pii,j) by Lemma 2.44.
Hence, by the induction hypothesis there is a substitution σri,j such that vi,jσri,j = v′i,j.
As discussed above, by Lemma 2.50 the different substitutions σri,j can be combined
into one single substitution σr satisfying vi,jσr = v′i,j for all i, j. This implies tr(s, r)σr =
tr(s′, r′). 
2.3.3 Transforming Termination Graphs
We now extend our transformation of states to terms to a transformation of edges in
termination graphs to term rewrite rules. Our goal is to create rules that allow a rewrite
step on the term encoding of a state whenever the original program can be evaluated on
that state. Then, if no rewrite steps are possible, further evaluation of the program is not
possible, and consequently, termination of the generated rules implies termination of the
resulting program.
To this end, we use one symbol for each state in our termination graph. The arguments
to this symbol are the tuple of term encodings as defined above in Def. 2.33. We then
define a translation function rule(s, l, s′) to map an edge e between two states s and s′
with a label l to a rewrite rule. In the most simple case, if e corresponds to a normal
evaluation step and hence, the label ` is Eval∅, and we create a rule ts(s, s)→ ts(s′, s′).
By Lemma 2.50, we know that for every concrete state c v s, there is a substitution σ
such that ts(c, s) = ts(s, s)σ, and hence, we can apply the rule on ts(c, s). In this way, our
rewrite rules are based on the termination graph, but apply to any concrete evaluation.
Example 2.52 (Evaluation Simulated by Term Rewriting) We again consider
the termination graph for get in Fig. 2.13. In the following, we will discuss how to
automatically obtain the rule fB(o1, i1, o1) → fC(o1, i3, o1, i1) J i3 = i1 − 1 K for the eval-
uation edge between B and C. In a concrete evaluation in which we want to get the
second list element, we could for example obtain a state B′ v B with the term encoding
t = fB(o′1, 2, o′1) (remember, the considered list has to be cyclic and thus, its term encod-
ing is always just a variable). Rewriting t with our rule yields the term fC(o′1, 1, o′1, 2),
matching the method get, in which we decrement the variable x at the start of the loop.
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a1 a2 a3 a4 a5 . . .
c1 c2 c5 . . .
t1 t2 t3 t4 t5 . . .
Eval Ins Refine Eval
Eval Eval
↪→rule((a1,Eval,a2)) ↪→rule((a2,Ins,a3)) ↪→rule((a3,Refine,a4)) ↪→rule((a4,Eval,a5))
v v v v v
ts ts ts
Figure 2.14: Relation between concrete computation sequences, paths in the termination
graph and the generated rewrite rules
This relation is displayed in Fig. 2.14, where the states c1, c2, and c5 correspond to
a sequence of concrete states obtained by evaluation. The states a1, a2, . . . , an are the
sequence of states in the termination graph that represent the evaluation (which have
to exist by Thm. 2.23). By transforming each of the edges in the graph to rewrite rules,
we can then emulate the computation on the term rewrite level, and thus have a rewrite
sequence t1 ↪→ t2 ↪→ . . . ↪→ tn, where each term ti corresponds to an abstract state ai in
the graph.
We can translate almost all evaluation edges of the form (s,EvalC , s′) to the rule
ts(s, s) → ts(s′, s′) J tc(C) K, where the mapping tc(C) just transforms the set of integer
arithmetic operations and relations on the edge into a conjunction of these constraints.
However, this does not hold for edges encoding a putfield instruction, i.e., those on which
a write access to an object instance happens. For such evaluations, we need to take into
account that sharing effects are not represented completely by our term representation.
Consequently, if we have an evaluation step in which some reference r that may share
with another reference r′ is changed by a write access, our rewrite system cannot easily
represent the effect of this change on r. To solve this problem, we use a fresh variable
instead of the term encoding of r′ on the right-hand side of our rule. This fresh variable can
then be instantiated by any term, including the one that matches the actual change. So in
general, we encode evaluation edges from state s to state s′ as ts(s, s)→ t̂s(s′, s′) J tc(C) K,
where t̂s usually behaves like ts. Only if the evaluation edge represents a write access to
r′, t̂s encodes all occurrences of references r with r %$ r′ by a fresh variable.
Example 2.53 (Translation of EvalC Edges) Consider the edge between G and H
in Fig. 2.11, which is encoded as the rule
fG(jlO(List(eoc, o3, i2)), i1, i1, i2)→ fH(o3, i1) J i1 6= i2 K
Note that the edge between G and H actually corresponds to several evaluation steps.
However, to illustrate our translation, we handle this as one step and in general, a
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sequence of evaluation steps could be encoded into one rule.
The translation of refinement edges, i.e., cases with ` = RefineR is very similar. As
following a refinement edge corresponds to choosing a case in a case analysis, we can
assume that all additional information we obtain in the refined state already held in the
original state (if it does not, we can use a rule obtained from the edges corresponding
to the alternative cases instead). Hence, we transform refinement edges from state s to
state s′ as ts(s′, s) → ts(s′, s′), using the more refined term encoding of s′ (as it is more
concrete) also on the left-hand side of the rule, but using s as label for the defined symbol.
Example 2.54 (Translation of RefineR Edges) Consider the edges from B to C
and D in Fig. 2.11. Any concrete state represented by B is represented by one of the
refinement successors C and D (cf. Def. 2.14), so its term encoding has to be an instance
of the term encoding of C or D. Consequently, we encode the two edges as follows.
fB(null, i1, null)→ fC(null, i1, null)
fB(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2)))→
fD(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2)))
Finally, when we are encoding an instance edge, the situation is reversed. Here, the
source state contains more concrete information than the target state. Hence, we encode
instance edges as ts(s, s)→ ts(s, s′).
Example 2.55 (Translation of Ins Edges) Consider the edges from B to G, F to G
and O to G in Fig. 2.13. The state G is more abstract than both B and F, which both
contain definite information about the connection between this and cur. On the other
hand, O is just a variable renaming of G. We obtain the following three rules:
fB(jlO(List(eoc, o2, i2)), i1, jlO(List(eoc, o2, i2)))→
fG(jlO(List(eoc, o2, i2)), i1, jlO(List(eoc, o2, i2)))
fF(jlO(List(eoc, o2, i2)), i3, o2)→
fG(jlO(List(eoc, o2, i2)), i3, o2)
fO(jlO(List(eoc, o2, i2)), i3, o5)→
fG(jlO(List(eoc, o2, i2)), i3, o5)
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Definition 2.56 (int-rewrite Rules From Termination Graphs) Let G = (V,E) be
a termination graph, and e = (s, `, s′) ∈ E an edge in G with s = (cs, h, hp). We define
the corresponding rule rule(e):
• if ` = Ins, then rule(e) := ts(s, s)→ ts(s, s′).
• if ` = RefineR, then rule(e) := ts(s′, s)→ ts(s′, s′).
• if ` = EvalC, then rule(e) := ts(s, s) → t̂s(s′, s′) J tc(C) K, where t̂s is like ts, but
if the edge represents a write access to some reference r, t̂s encodes all occurrences
of references r′ with r %$ r′ by a fresh variable.
Finally, we define the int-rewrite system corresponding to G as rules(G) := {rule(e) | G =
(V,E), e ∈ E}.
Based on this, we can now transform all edges in our termination graphs to a rewrite
system simulating the original program. However, not all rewrite sequences correspond
to valid programs runs. There are two reasons for this. One is the missing information
about the start of computations. Whereas a program has a clearly defined start, a rewrite
sequence can start in any term, representing any state. The second difference is due to
our representation of sharing effects and cyclicity, which we only approximate in our term
encoding. The most important consequence is that non-termination proofs for the resulting
term rewrite system do not allow to conclude non-termination of the original program.
Example 2.57 If G is the graph from Fig. 2.11, rules(G) results in the following rules:
fA(o1, i1)→ fB(o1, i1, o1)
fB(null, i1, null)→ fC(null, i1, null)
fC(null, i1, null)→ fCe()
fB(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2)))→
fD(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2)))
fD(jlO(List(eoc, o3, i2)), i1, jlO(List(eoc, o3, i2)))→ fE(jlO(List(eoc, o3, i2)), i1, i1, i2)
fE(jlO(List(eoc, o3, i2)), i1, i1, i1)→ fF(jlO(List(eoc, o3, i1)), i1, i1, i1)
fF(jlO(List(eoc, o3, i1)), i1, i1, i1)→ fFe()
fE(jlO(List(eoc, o3, i2)), i1, i1, i2)→ fG(jlO(List(eoc, o3, i2)), i1, i1, i2)
fG(jlO(List(eoc, o3, i2)), i1, i1, i2)→ fH(o3, i1) J i1 6= i2 K
fH(o3, i1)→ fI(o3, i1)
fI(o3, i1)→ fA(o3, i1)
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Our second soundness theorem now states that the transformation of termination graphs
to TRSs discussed above indeed suffices to prove termination graphs well-founded:
Theorem 2.58 Let G be a termination graph. If rules(G) is terminating, G is well-
founded.
We prove this below, as we again first need to introduce some additional lemmas, but
we can already combine Thm. 2.23 and Thm. 2.58 to conclude the overall soundness of
our termination analysis approach:
Corollary 2.59 Let P be some program and G a termination graph for P . If rules(G)
is terminating, then P is terminating.
Proof. If rules(G) is terminating, then Thm. 2.58 implies that G is well-founded. Further-
more, Def. 2.24 implies that all evaluations represented by G are then also finite. At the
same time, Thm. 2.23 implies that all possible evaluations of P are represented by G, and
hence, all evaluations of P are terminating. 
We now prove Thm. 2.58 by a case analysis, considering each edge type on its own. In
a first step, we consider the case of an evaluation edge. We prove that the rule obtained
for the evaluation edge indeed rewrites the term encoding of a represented concrete state
into the term encoding of its evaluation successor.
Lemma 2.60 (Correctness of rule(e) for Evaluation Edges) Let G = (V,E) be
a termination graph with (s,EvalC , s′) = e ∈ E. Let c be a concrete state with c v s
and let c′ result from c by a single JBC evaluation step. Then we have ts(c, s) ↪→rule(e)
ts(c′, s′).
Proof. Let rule(e) = `→ r Jϕ K. By Lemma 2.35, there exists a substitution σ such that
`σ = ts(s, s)σ = ts(c, s). We will now show that σ can be extended to σ such that `σ = `σ,
rσ = ts(c′, s′), and ϕσ is valid.
For this, we consider the term encoding of ts(c′, s′), for which, by Lemma 2.35, there
exists some substitution ν such that ts(c′, s′) = ts(s′, s′)ν = rν. We now define
σ(x) :=

σ(x) if x is a variable in `
ν(x) if x is a variable not in `, but in r
c otherwise, where c is chosen such that ϕ is valid
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This correctly instantiates free variables caused by write accesses (cf. Def. 2.56). Obviously,
`σ = ts(c, s) holds, and what remains is to show rσ = ts(c′, s′). For this, we show that
ν(x) = σ(x) for all x that also occur in `. As x occurs in `, the reference x is reachable
in the state s and x 6= null. Note that since x occurs both in ` and r, it was not sharing
with any possible write access (otherwise, it would have been replaced by a free variable).
Hence, the heaps of s and s′ do not differ at the address x, and analogously, the heaps of
c and c′ do not differ either. Thus, σ(x) = ν(x) and consequently, rσ(x) = ts(c′, s′).
As a concrete evaluation step from c to c′ was possible, there is a satisfying assignment
for the variables in ϕ. For those variables occurring in ` or r, we have already chosen
the corresponding values from the satisfying assignment. For the remaining variables only
occurring in ϕ, σ is constructed such that ϕ is satisfied. Hence, ϕσ is valid, and a rewrite
step with rule(e) is allowed. 
We can now lift this result from single evaluation edges to sequences of edges, which
may also include refinement (concretisation) and instance (abstraction) steps.
Lemma 2.61 (Simulation of Concrete Evaluations by rules(G)) Let
G = (V,E) be a termination graph with s ∈ V and c ∈ States be a concrete
state with c v s. Let c′ result from c by a single JBC evaluation step. By Thm. 2.23
there is a successor s′ ∈ V with s
(
Ins−→ ∪ Refine−→
)∗
◦ Eval−→ s′ in G such that c′ v s′.
Then, ts(c, s) ↪→+rules(G) ts(c′, s′).
Proof. Let the path between s and s′ be s = s0, s1, . . . , sn = s′ such that `i is the label of
the edge between si−1 and si. By Thm. 2.23, `n is EvalC and all `i with 1 ≤ i < n− 1
are either RefineR or Ins, and we have c v s0, . . . , c v sn−1.
We now prove the proposition by induction over the length n of the path between s and
s′. In the base case, we have n = 1, `1 = EvalC , and by Lemma 2.60, ts(c, s) ↪→+rule((s,`1,s′))
ts(c′, s′) holds.
In the induction step, let n > 1. By our induction hypothesis, we have ts(c, s1) ↪→+rules(G)
ts(c′, s′). We now prove that ts(c, s0) ↪→rule((s0,`1,s1)) ts(c, s1) holds, and combine this with
the induction hypothesis to obtain ts(c, s0) ↪→+rules(G) ts(c′, s′). By construction of our path
from s to s′, `1 is either Ins or RefineR.
If `1 = Ins, then rule((s0, `1, s1)) is just ts(s0, s0)→ ts(s0, s1). As c v s0, by Lemma 2.35,
there is some substitution σ with ts(s0, s0)σ = ts(c, s0). Hence, by using σ in the rewrite
relation, we get ts(c, s0) ↪→σrule((s0,Ins,s1))→ ts(c, s1).
If `1 = RefineR, then rule((s0, `1, s1)) is just ts(s1, s0) → ts(s1, s1). As c v s1, by
Lemma 2.35, there is some substitution σ with ts(s1, s1)σ = ts(c, s1). Hence, by using σ
in the rewrite relation, we get ts(c, s0) ↪→σrule((s0,RefineR,s1))→ ts(c, s1). 
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Based on this lemma about the simulation of single evaluation steps in the resulting
int-TRS, we can now finally prove Thm. 2.58.
Proof. (Proof of Theorem 2.58) We prove the theorem by contradiction. Assume rules(G)
is terminating, and let G = (V,E) be a termination graph that is not well-founded, i.e.,
there is a concrete state c ∈ States with c v s ∈ V and an infinite computation
starting in c. Consequently, there is an infinite sequence of states c = c1, c2, c3, . . . such
that ci+1 is obtained from ci by evaluation. By Thm. 2.23, there is a corresponding sequence
s1, s2, s3, . . . of states from G, such that si
(
Ins−→ ∪ Refine−→
)∗
◦ Eval−→ si+1 and ci v si holds.
Then, by Lemma 2.61, we can simulate each of these steps in rules(G), i.e., we have
ts(ci, si) ↪→+rules(G) ts(ci+1, si+1). As c1, c2, . . . is an infinite sequence, the corresponding
sequence of term encodings is an infinite reduction in rules(G), and hence, rules(G) is not
terminating. 
2.4. Post-processing Termination Graphs 55
2.4 Post-processing Termination Graphs
In the basic termination analysis presented above, we directly transform a termination
graph into a term rewrite system. However, to strengthen our analysis and allow it to
handle more complex problems, we have developed a number of techniques that work
directly on the termination graph and provide data that can be used to obtain a more
precise term encoding. The first set of techniques is presented in Sect. 2.4.1 and allows to
greatly simplify the resulting term rewrite systems. In many cases, these techniques even
allow to prove termination of programs that work with cyclic data structures. However,
these techniques do not allow to prove termination of algorithms that only terminate
because the used data structures are cyclic. In Sect. 2.4.2, we introduce a technique that
can be used to prove termination of algorithms that “mark” visited elements, and terminate
when no unmarked elements remain. Finally, in Sect. 2.4.3, we handle examples that only
terminate because a data structure is cyclic, i.e., list iterations that continue until reaching
the first element again.
2.4.1 Optimisations of the Term Transformation
The transformation of termination graphs to int-TRSs defined in Def. 2.56 provides the
basis for termination analysis of JBC programs. In the implementation of our approach,
a number of additional optimisations were added to make the technique more efficient and
allow for the analysis of larger programs.
In a first step, we can split the termination analysis of the resulting term rewrite systems
into smaller parts. For this, we use the observation that a non-terminating computation
has to eventually stay in one strongly connected component (SCC) of the program, and
hence, it is enough to prove every SCC terminating on its own.14 Hence, we use a simple
graph analysis on the termination graph to identify its SCCs, and then encode each SCC
into a separate int-TRS that is then analysed on its own. This reduces the size of the
considered problems, and allows to easily parallelise their analysis.
In a second step, we simplify the representation of states as terms. For this, we compute
which references are influencing the control flow in the encoded part of the graph. Due
to renamings in refinements, such references may be different from state to state. Hence,
we compute a set of interesting references IRefss for each state s. As our symbolic
evaluation is deterministic, it suffices to consider those references that lead to a refinement.
Hence, for refinement edges (s,RefineR, s′), we require R ⊆ IRefss. Furthermore, we
propagate interesting references backwards, i.e., if r is marked as interesting in some state
14 Note that the precision of the overall method does not suffer from this. As we use term rewriting as
back-end, we do not consider start states and hence, every term (“configuration”) can serve as the
start of a reduction. In other formalisms that consider start terms (e.g., the integer transition systems
presented in Chapter 4), this simplification would lose precision.
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s, and some other reference r′ “contributes” to r in some predecessor s′, we mark r′ as
interesting in s′. Here, “contribute” can mean that r is r′, or that the edge between s′ and
s is marked by an expression like r = r′ + 1.
Example 2.62 (Interesting References in Fig. 2.13) We compute the interesting
references for the only SCC S of Fig. 2.13, made up by the nodes G, H, J, K, L, M, N, O,
P and their connecting edges.
Based on the existing refinement edges, we initialise IRefsH to {i3}, IRefsK to
{o1, o3} and IRefsL to {o3}. We then propagate the information backwards, until
reaching a fixed point. So because i3 is in IRefsH , we also add i3 to IRefsG , as G
is a predecessor of H. Then, we also add i6 to IRefsO , because O has an Ins edge
to G, and i6 is the reference that appears in O at the positions of i3 in G. Similarly, we
continue for all other edges and states, until reaching a fixpoint with the following sets
of interesting references:
IRefsG = {i3, o1, o3} IRefsH = {i3, i6, o1, o3} IRefsJ = {i8, i6, o1, o3}
IRefsK = {i6, o1, o3} IRefsL = {i6, o1, o3} IRefsN = {i6, o1, o5}
IRefsO = {i6, o1, o5} IRefsM = {i6, o1} IRefsP = {i6, o1, o2}
While these are the relevant references that are needed to determine decisions about
the control flow, it does not suffice to encode just these reference. As example, consider
the reference o5 ∈ IRefsN , which is only reachable through the object referenced by
o4. Hence, we also add references that point to an object from which we can reach an
interesting reference by following some fields. So if we have an interesting reference r in a
state s at position s|pi, then all references at prefixes τ ∈ SPos(s) of pi are relevant for
the term encoding, and we construct the set ̂IRefss from them.
Example 2.63 (Interesting References in Fig. 2.13) For the graph from Fig. 2.13,
we obtain the following references that are interesting for the term encoding:
̂IRefsG = {i3, o1, o3} ̂IRefsH = {i3, i6, o1, o3} ̂IRefsJ = {i8, i6, o1, o3}
̂IRefsK = {i6, o1, o3} ̂IRefsL = {i6, o1, o3} ̂IRefsN = {i6, o1, o4, o5}
̂IRefsO = {i6, o1, o5} ̂IRefsM = {i6, o1} ̂IRefsP = {i6, o1, o2}
Definition 2.64 (Interesting References) Let G = (V,E) be a termination graph, and
let S ⊆ V be an SCC of G. Let G′ = (S, E ′) be the subgraph induced by S, with edges
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class DList {
DList prev;
DList next;
static int length(DList x) {
int r = 0;
while (x != null) {
x = x.next;
r++;
}
return r;
}
}
(a) Java program
00: iconst_0 #load 0
01: istore_1 #store to r
02: aload_0 #load x
03: ifnull 17 #jump if
# x null
06: aload_0 #load x
07: getfield next #read x.next
10: astore_0 #store to x
11: iinc 1, 1 #increment r
14: goto 02
17: iload_1 #load r
18: ireturn #return r
(b) JBC for length
Figure 2.15: length computation on doubly linked list
E ′ = {(s, `, s′) ∈ E | s, s′ ∈ S}. Then IRefsS(s) ⊆ SRefs(s)} is the set of interesting
references of s in S, defined as the minimal set of references with
• if (s,RefineR, s′) ∈ E ′, then R ⊆ IRefsS(s).
• if (s, l, s′) ∈ E ′ with l ∈ {RefineR, Ins}, then we have {s|pi | pi ∈ SPos(s) ∩
SPos(s′), s′|pi ∈ IRefsS(s′)} ⊆ IRefsS(s).
• if (s,EvalC , s′) ∈ E ′, then IRefsS(s′) ∩ {s|pi | pi ∈ SPos(s)} ⊆ IRefsS(s).
• if (s,EvalC , s′) ∈ E ′, i = i′ ./ i′′ ∈ C and i ∈ IRefsS(s′), then {i′, i′′} ⊆
IRefsS(s).
Finally, we define the set of interesting term encoding references of s as ̂IRefs
S
s =
{s|τ | pi, τ ∈ SPos(s), s|pi ∈ IRefsS(s), τ prefix of pi}.
We will use the set ̂IRefss to restrict our term encoding ts of states to those references
we need for a termination proof, greatly reducing the number of variables and constraints
in the resulting term rewrite system. However, we can do even better and finally make
use of the detailed information we keep in the cyclicity heap predicate 	F . As example,
consider the program in Fig. 2.15, which introduces a class DList with fields next and
prev that can be used to construct a doubly linked list (as in Fig. 2.10). The method
length then computes the length of such a list by following the next pointer until reaching
the end of the list. This method only terminates on lists without cycles that only use the
next field, displayed on the left of Fig. 2.10.
A termination graph for the method in Fig. 2.15 is displayed in Fig. 2.16. There, we
abbreviate the class name DList as DL and the field names next (resp. prev) as n (resp.
p). We start with state A, representing all cases of calling the method on a list in which
all cycles use both next and prev fields. Between A and B, the variable r is initialised to
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00 |x :o1 |ε
o1:DL(?) o1 	{p,n}
A
02 |x :o1, r :0 |ε
o1:DL(?) o1 	{p,n}
B
03 |x :o1, r :0 |o1
o1:DL(?) o1 	{p,n}
C
03 |x :null, r :0 |null D 03 |x :o2, r :0 |o2
o2:DL(p=o3, n=o4)
o3:DL(?) o4:DL(?)
o2%$o3 o2%$o4 o3%$o4
o2, o3, o4 	{p,n}
E
02 |x :o4, r :1 |ε
o4:DL(?) o4 	{p,n}
F
02 |x :o5, r : i1 |ε
o5:DL(?) o5 	{p,n} i1: [≥0]
G
03 |x :o5, r : i1 |o5
o5:DL(?) o5 	{p,n} i1: [≥0]
H
03 |x :null, r : i1 |null
i1: [≥0]
I
03 |x :o6, r : i1 |o6
o6:DL(p=o7, n=o8)
o7:DL(?) o8:DL(?)
o6%$o7 o6%$o8 o7%$o8
o6, o7, o8 	{p,n} i1: [≥0]
J
02 |x :o8, r : i2 |ε
o8:DL(?) o8 	{p,n} i2: [≥1]
K
1 = 0 + 1
i2 = i1 + 1
Figure 2.16: Termination Graph for length
0. Evaluation then continues to C, where the value of x (o1) is tested for equality to null.
We perform an instance refinement, yielding states D and E. From D, further evaluation
leads to a return statement. In E, we have replaced o1 by a new reference o2, resolved
to a DList object instance with fields prev and next. These fields in turn contain fresh
references o3 and o4 that share with o2, and carry the same cyclicity information. Symbolic
evaluation from E on can continue without need for further refinements until reaching
state F at program position 02. On the way, the value of r was incremented, and x was
updated to contain the value of o2’s next field, o4.
B and F are at the same program position, but only differ in the value of r. We merge
the two states, resulting in G, where r points to any non-negative number. Symbolic
evaluation from G proceeds as from B, leading to a refinement for the null check in H, to
a method end in I and to another state at the same program position as G in K. Here, K
is just an instance of G, and we can draw an instance edge from K to G, completing the
termination graph.
With the translation of terms presented in Sect. 2.3.2, we cannot prove termination of the
method. The reason for this is the heap predicate 	{p,n} that is used to mark all occurring
objects. According to Def. 2.32, this means that all these references are transformed to just
a variable of the same name, as we cannot represent cyclic objects as terms. On the other
hand, the cycles allowed in the data structure are irrelevant for the termination argument
needed for length: In our main loop, we only ever use the next field, so as long as the
input list contains no cycles entirely made up from next fields, we can prove termination.
Intuitively, the problem stems from the fact that our loop only considers the next fields
in the data structure, and in this restricted view, it is indeed acyclic.
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To formalise this intuitive notion of “considered fields”, we introduce two concepts. The
first, interesting fields IFieldsSCl, is closely related to the interesting references from
above. It is the set of fields of the class Cl that “lead” to an interesting reference in a
included in some SCC S of the termination graph. Secondly, we introduce read fields
RFieldsSCl, which are all those fields that are read somewhere in the SCC S. The two
sets are often orthogonal. For example, an interesting reference may also appear in some
field f , but if the field is never read (and hence, its contents are never observed), it is not
important for the control flow. At the same time, a read field may be of no importance
because its value is only used to accumulate a result and not influence the control flow.
Hence, the encoded fields EFieldsSCl of a class Cl combine the two sets, collecting those
fields that may contain interesting references and which are read in the SCC S.
Example 2.65 (Interesting, Read, and Encoded Fields in Fig. 2.16) We con-
sider the SCC S of nodes G, H, J and K and the only class DList. In H, a refinement is
performed with respect to the reference o5, and we obtain IRefsSG = IRefsSH = {o5},
IRefs SJ = {o6, o8}, and IRefs SK = {o8}. So in J, the field next contains the interesting
reference o8. Hence, we obtain IFieldsSDList = {next}. Only the field next is read, and
consequently, we have RFieldsSDList = {next} and hence, EFieldsSDList = {next},
too.
Definition 2.66 (Interesting, Read, and Encoded Fields) Let G = (V,E) be a ter-
mination graph, and let S ⊆ V be an SCC of G. For a class Cl with fields F , we define
IFieldsSCl := {f ∈ F | ∃s ∈ S, pi ∈ SPos(s).s|pi f ∈ IRefsS}. Furthermore, let
RFieldsSCl be the set of fields f of Cl for which the instruction getfield f is executed
somewhere in S. Finally, EFieldsSCl := IFieldsSCl ∩RFieldsSCl.
We now use the information in IRefs and EFields to refine our encoding of states.
In the following, we fix an SCC S that we want to transform into a rewrite system. First,
we adapt the term encoding of object instances to only encode those fields of a class Cl
that are in EFieldsSCl. We also improve the encoding of possibly cyclic objects. So when
we have the predicate r 	F in our state and want to encode a reference r of type Cl, we
check if F ⊆ EFieldsSCl holds. If not, we are only encoding an acyclic projection of r,
and can easily give a term encoding of it. For this, we call r definitely cyclic in a state s
if there is a position pi ∈ SPos(s) and a suffix τ such that s|pi = s|piτ .
Definition 2.67 (Refined Term Encoding of Object Instances) We start our en-
coding at the root of the class hierarchy with java.lang.Object and define ti(s, r) :=
ti(s, r, java.lang.Object).
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Let s = (cs, h, hp) ∈ States and let h(r) = (Clr, f) ∈ Instances. Let (Cl1 =
java.lang.Object, Cl2, . . . , Cln = Clr) be ordered according to the class hierarchy, i.e.,
Cli is the direct superclass of Cli+1. We define the term ti(s, r, Cli) as follows:
ti(s, r, Cli) :=

r if r is def. cyclic
r if r 	F∈ hp with
F ⊆ EFieldsSCli
Cli(ti(s, r, Cli+1), tr(s, f(f1)), . . . , tr(s, f(fm))) otherwise, if Cli 6= Clr
Cli(eoc, tr(s, f(f1)), . . . , tr(s, f(fm))) otherwise, if Cli = Clr
Here, let f1, . . . , fm be the fields of EFieldsSCli in some fixed order.
Furthermore, we restrict ourselves to encoding the interesting references in states, not
encoding those values that do not influence the control flow.
Definition 2.68 (Refined Term Encoding of States) Let s = (〈fr0, . . . , frn〉, h, hp) ∈
States be a state with fri = (ppi, lvi, osi) and let lv0 ◦ os0 ◦ lv1 ◦ os1 ◦ . . . lvn ◦ osn = r ∈
Refs∗ be the concatenation of all reference lists of local variables and operand stacks.
Let r1 . . . rk be those references in r which also occur in IRefsSs . We define the following
mapping from states to encodings of their references ts(s) = (tr(s, r1), . . . , tr(s, rk)) and
ts(s, id) = fid(ts(s)) to transform a state to a term with label id.
The proofs for the soundness of our approach can easily be adapted to these refined term
encodings. In practice, these two optimisations greatly reduce the arity of the generated
terms, and allow us to use termination arguments about acyclic parts of cyclic data
structures. The advantages of this optimisation can be seen in our evaluation in Sect. 2.6.
Example 2.69 (Refined Term Encoding of Fig. 2.16) We continue Ex. 2.65 and
use the refined encodings defined in Def. 2.67 and Def. 2.68 to generate rules for the
SCC S:
fG(o5)→ fH(o5, o5)
fH(DL(o8),DL(o8))→ fJ(DL(o8),DL(o8)) (2.3)
fJ(DL(o8),DL(o8))→ fK(o8)
fK(o8)→ fG(o8)
The termination argument for the method is now obvious, as (2.3), which shortens the
remaining list by one element, has to be used in every cycle of the rewrite system.
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public class List {
public GraphNode val;
public List next;
}
public class GraphNode {
private int mark;
private Object val;
private List children;
private static void visit(GraphNode node ,
int expectedMark) {
if (node.mark == expectedMark) {
node.mark = expectedMark + 1;
List curChild = node.children;
while (curChild != null) {
GraphNode child = curChild.val;
curChild = curChild.next;
if (child != null) {
visit(child , expectedMark );
}
}
}
}
}
Figure 2.17: Marking visit algorithm on a graph
Further techniques to simplify the obtained term rewrite systems will be presented
in Sect. 3.3. Using these techniques, we can simplify the TRS in 2.69 to a single rule
fG(DL(o8))→ fG(o8), neatly capturing the termination argument of the original method.
2.4.2 Marking Algorithms
When handling possibly cyclic data structures such as graphs, common implementations
of algorithms that have to visit all (reachable) elements use a so-called “marker”. A marker
is an attribute of the handled objects, used to indicate if a certain object has already been
visited. A (recursive) example of such an algorithm on a graph is displayed in Fig. 2.17.
Here, the data structure is constructed from two types GraphNode and List. The type List
just represents a sequence of GraphNode elements, and is used to represent the successors
of each node in the graph. Each GraphNode has such a list of successors, some Object as
value and a single integer field mark. The method visit can then be used to visit all nodes
of the graph. Every time it is called on a node, it checks if the value of mark matches
the expected value for unvisited nodes. If that is the case, mark is incremented (making
sure that no further visits happen) and visit is called recursively on all successors. The
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static void visit(List x){
int e = x.val;
while (x.val == e) {
x.val = e + 1;
x = x.next;
}
}
}
(a) Java program
00: aload_0 #load x
01: getfield v #read x.val
04: istore_1 #store to e
05: aload_0 #load x
06: getfield v #read x.val
09: iload_1 #load e
10: if_icmpne 28 #jump if marked
13: aload_0 #load x
14: iload_1 #load e
15: iconst_1 #load 1
16: iadd #add e and 1
17: putfield v #write x.val
20: aload_0 #load x
21: getfield n #read x.next
24: astore_0 #store to x
25: goto 5
28: return
(b) JBC for visit
Figure 2.18: Marking visit algorithm on a list
algorithm terminates because it guarantees that each element is only visited once, and
the number of elements is finite and does not increase. As we have not presented how to
handle recursion in this thesis, we will illustrate a technique to handle such examples using
a more simple example. However, our implementation can indeed automatically prove
termination of the example in Fig. 2.17.
To illustrate our technique, we now switch to a simplified version of Fig. 2.17, displayed
in Fig. 2.18. Here, we do not consider a graph, but the singly-linked list structure from
above. We use the value field val to hold the mark we use for the algorithm. The general
behaviour of the algorithm, and the termination argument do not change: In each iteration
of visit, we only continue if the value of the field val matches the expected value e, and
after checking this, we change the value of val.
A part of the termination graph for our List version of visit is displayed in Fig. 2.19,
where we again abbreviate List as L and its fields next and val as n and v. In the figure,
only the strongly connected component corresponding to the loop is displayed. State A
represents all states at the beginning of the loop in which x refers to any (possibly cyclic)
List object and e is some integer. The first evaluation step loads the value of x onto the
stack and leads to B. There, we need to perform a refinement to decide if o1 is null or not.
In C, corresponding to the null case, the program ends with a NullPointerException.
In D, we replaced o1 by a reference o2 which is resolved to an actual List object, with
field values o3 and i2. Of course, o2 and o3 may be equal, or join, and o3 is marked as
possibly cyclic as well.
Before continuing the evaluation in D and accessing the next field of o2, we need to
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05 |x :o1,e : i1 |ε
o1:L(?) i1:Z o1 	
A
06 |x :o1,e : i1 |o1
o1:L(?) i1:Z o1 	
B
06 |x :null,e : i1 |null
C
06 |x :o2,e : i1 |o2
o2:L(n=o3, v= i2)
o3 : L(?) i1 : Z i2 : Z
o2,o3 	 o2%$o3 o2=?o3
D
06 |x :o2,e : i1 |o2
o2:L(n=o3, v= i2)
o3 : L(?) i1 : Z i2 : Z
o2,o3 	 o2%$o3
E
06 |x :o2,e : i1 |o2
o2:L(n=o2, v= i2)
i1:Z i2:Z
F
10 |x :o2,e : i1 | i1, i2
o2:L(n=o3, v= i2) o2%$o3
o3:L(?) i1:Z i2:Z
o2,o3 	
G
05 |x :o2,e : i1 |ε
o2:L(n=o2, v= i4) i3:Z
N
T:10 |x :o2,e : i1 | i1, i2
o2:L(n= o3, v= i2) o2%$o3
o3:L(?) i1:Z i2:Z
o2,o3 	
H
F:10 |x :o2,e : i1 | i1, i1
o2:L(n=o3, v= i1)
o3:L(?) i1:Z
o2,o3 	 o2%$o3
I
F:10 |x :o2,e : i1 | i1, i1
o2:L(n=o2, v= i1)
i1:Z i1:Z
M
10 |x :o2,e : i1 | i1, i2
o2:L(n=o2, v= i2)
i1:Z i2:Z
K
T:10 |x :o2,e : i1 | i1, i2
o2:L(n=o2, v= i2)
i1:Z i2:Z
L
05 |x :o3,e : i1 |ε
o3:L(?) i1:Z o3 	
J
i1= i1
i4= i1+1
i1 6= i2
i1 6= i2
i1= i1
i3= i1+1
Figure 2.19: Termination Graph for visit
resolve all equalities and perform an equality refinement. From this, we obtain states E
and F, where F corresponds to the case of the one-element list, and E to the more general
case. From E, we can continue a few steps to push i2 (the value of x.val) and i1 (the
value of e) onto the operand stack, yielding G. There, we want to compare the two values.
As we cannot decide the outcome of this comparison, we do a case split and obtain states
H and I. In H, the two values are not equal (i.e., the value of val is not the expected
value) and hence, the loop terminates. In I, we continue in the loop, incrementing the val
field and stepping to the next list element. Here, we again label the edge with the checked
relation (in this case, i1 = i2, but we directly rename i2 to i1 to document the equality in
the state). With that, we reach state J, which is just a renaming of A, and hence, we draw
an instance edge. The states F, K, . . . , N are completely analogous, corresponding to the
case of the one-element list.
To prove termination of algorithms like visit, we try to find a suitable marking property
M . Formally, M maps each state to the set of references that have a certain property. To
prove termination using such a property, we add a corresponding new local variable #M to
each state s, representing the number of references that have the checked property. So in a
concrete state c, the variable #M in c points to the natural number |M(c)|. In an abstract
states s, we let the “#M” just contain a reference to the interval [≥ 0]. Thus, s represents
the same states as before. We then track how the value of these newly introduced counter
variables changes in an evaluation. Whenever we have a symbolic evaluation step that
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checks the property, we know that #M > 0 holds and annotate the corresponding evaluation
edge with this information. Finally, whenever the number of objects satisfying M may
change (e.g., a write access changes the checked field), we annotate the corresponding edges
with the effect these changes have on our counter variables. By adding these additional
information to our states and edges, it is automatically picked up by our term encoding
and thus translated into the rewrite system. These simple integer arguments can then be
used for a termination proof.
Example 2.70 (Marking Property in Fig. 2.19) In our example, we use the prop-
erty MList.val=e, which maps each state to the set of (reachable) references pointing to
a List object with a val field that is equal to the value of the first local variable e. So
formally, we have
MList.val=e(s) = {r ∈ SRefs(s) | h(r) = (List, v) ∈ Instances ∧v(val) = s|lv0,1}
The property x.val == e holds on the evaluation steps between states I and J and
states M and N, when the instruction if_icmpne is evaluated. So to these edges, we can
add the checked constraint #M > 0.
Finally, we also evaluate x.val = e + 1 in each loop iteration. As we know that
x.val == e held before, we can conclude that this change decreases the number of
objects satisfying the property. Hence, we can also decrease the counter #M and add
this to the edges between I and J and M and N.
For our example visit we obtain the following rewrite system (after some additional
simplifications from Sect. 3.3) from the only SCC in Fig. 2.19:
fA(o1, i1,#M)→ fA(o2, i1,#′M) J#M > 0 ∧#′M = #M − 1 K
fA(o1, i1,#M)→ fA(o3, i1,#′M) J#M > 0 ∧#′M = #M − 1 K
The first rule corresponds to the path A. . .DF. . .A, and the second rule corresponds to
A. . .DE. . .A. As x is cyclic, there is no term representation for the List object here, and
we hence only encode the references o1, o2, and o3.
To detect and use marking properties automatically, we first restrict ourselves to the
shape “Cl.f ./ i”, where ./ is any integer relation and i a reference to a constant integer
in the considered SCC. To find marking properties, we first compute all constant integer
references i in our SCC by a simple graph analysis.15 We then search for all comparisons
15Due to our single static assignment syntax for references, a reference r is constant in an SCC if at all
instance edges, r is matched to r.
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of the form r ./ i on edges in the SCC. If we find an edge with such a comparison, we then
search for all fields Cl.f with value r in the source state of the edge and note Cl.f ./ i
as a candidate marking property. After we performed this for all edges, we choose those
candidate properties that occur on every cycle in the SCC as marking properties.
Definition 2.71 (Marking Property) We callM : States → Po(Refs) a marking
property. For a class Cl, f a field in Cl, ./ an integer relation, and i some constant integer
reference, we define the field-relation marking property
MCl.f./i(s) = {r ∈ SRefs(s) |s = (cs, h, hp) ∧ h(r) = (Cl’, v) ∈ Instances
∧ Cl′ subclass of Cl ∧ v(f) ./ h(i)}
Example 2.72 (Finding a Marking Property in Fig. 2.19) The only constant
reference in Fig. 2.19 is i1, the value of e. In the evaluation between I and J, we check
the property i1 = i1, where i1 occurs in the field List.val (of o2). Hence, we obtain the
candidate property List.val = i1. Similarly, we check i1 = i1 between M and N, and we
again obtain the candidate List.val = i1. Now, List.val = i1 is a property checked on
all loops through the SCC, and i1 is a constant, hence we choose it as marking property.
By choice, we know that our property is checked on the edge between I and J and on the
edge between M and N, and hence we extend them to state that #M is positive.
In a last step, we have to detect and bound changes to the newly introduced counter
variables. A counter for a marking property of the form “Cl.f ./ i” can only increase
when a new object of type Cl or a subtype of Cl is created, or the field Cl.f is modified.16
First, we will consider the case of a write access to the field Cl.f. In such a write access,
the original value w is replaced by an updated value u. We consider three cases:
(i) If w ./ i ∧ ¬(u ./ i) is a tautology, then #M may be decremented by one.
(ii) If w ./ i↔ u ./ i is a tautology, then #M remains unchanged.
(iii) Otherwise, the value of #M may increase by one.
To check if a formula such as w ./ i∧¬(u ./ i) is a tautology, we use a standard SMT solver.
On its own, such a formula is usually not a tautology (unless the considered variables are
integer literals). However, we can provide information from the context of the write access.
For this, we collect all formulas on edges leading to the evaluation step, starting from the
16 Remember that i is required to be a constant. Furthermore, the counter may also decrease when the
number of reachable objects becomes smaller. However, as we cannot track this reliably, we choose to
ignore such changes.
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last preceding instantiation edge.17 We then build a conjunction ϕ from these formulas,
and check if ϕ→ (w ./ i ∧ ¬(u ./ i)) (resp. ϕ→ (w ./ i↔ u ./ i)) is a tautology.
Handling newly created objects is completely analogous. Instead of the updated value
u for the field Cl.f, we consider the default field value d and then distinguish only two
cases. If ϕ → ¬(d ./ i) (with ϕ as above) is a tautology, then the counter #M does not
need to be increased. In all other cases, we have to assume that the default value satisfies
our marking property, and hence, #M increases.
Example 2.73 (Tracking Marking Property Changes in Fig. 2.19) As above,
we use the marking property List.val = i1. In Fig. 2.19, the field List.val is only
modified in two evaluation steps, namely between I and J and between M and N.
Between I and J, we update List.val to replace the old value i1 by the incremented
value i3. To track the change to #M , we check that i3 = i1 + 1→ (i1 = i1 ∧ ¬(i3 = i1))
is indeed a tautology by a simple SMT call. As this succeeds, we update the edge to
state that #M decreases by one in the write access. Analogously, we handle the update
between M and N, checking the formula i4 = i1 + 1→ (i1 = i1 ∧ ¬(i4 = i1)).
Definition 2.74 (Adding Marking Properties) Let S be an SCC of a termination
graph G and M be a marking property of the form Cl.f ./ i for the states in S. We create
a new SCC S ′ from S in the following way. First, we initialise S ′ to S. Then, we add a
local variable at position pi containing a reference #M,s to each state s in S ′. Furthermore
we extend the heaps to map #M,s to the interval [0,∞). For each edge e, we determine
the context formula ϕe as the conjunction of the labels of the maximal path S ′ leading to e
that does not include a Ins edge. We then change all edges e = (s, `, s′) in S ′ according
to the following rules:
(i) If ` = EvalC and e represents execution of a new Cl instruction and d is the
default value of the field Cl.f, we replace C by C ′ as follows:
(a) If ϕe → ¬(d ./ i) is a tautology, then C ′ = C ∪ {#M,s′ = #M,s}.
(b) Otherwise, C ′ = C ∪ {#M,s′ = #M,s + 1}.
(ii) If ` = EvalC and e represents execution of a putfield Cl.f instruction, where
w is the old value of Cl.f and u is the new value, we replace C by C ′ as follows:
(a) If ϕe → (w ./ i ∧ ¬(u ./ i)) is a tautology, then C ′ = C ∪ {#M,s′ = #M,s − 1}.
17The are two reasons for starting in such edges. An incoming instantiation edge usually means that a
state has several predecessors, i.e., to use information from these predecessors, we would need to use a
disjunction. Furthermore, instantiation edges usually rename variables, while all other edges provide
single stating assignment semantics.
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(b) If ϕe → (w ./ i↔ u ./ i) is a tautology, then C ′ = C ∪ {#M,s′ = #M,s}.
(c) Otherwise, C ′ = C ∪ {#M,s′ = #M,s + 1}.
(iii) If ` = EvalC and r ./ i ∈ C such that there is a position pi ∈ SPos(s) with
s|pi Cl.f = r, we replace C by C ′ = C ∪ {#M,s′ = #M,s,#M,s > 0 }.
(iv) If ` = EvalC and the three cases above do not apply, we replace C by C ′ =
C ∪ {#M,s′ = #M,s}.
(v) If ` = RefineR or ` = Ins, we do not change the edge.
Theorem 2.75 (Soundness of Adding Marking Properties) Let S ′ be an SCC
obtained from S using Def. 2.74 with the marking property M . Then, if an infinite
sequence c1, c2, . . . of concrete states is represented by S, there is an infinite sequence
c′1, c
′
2, . . . of concrete states represented by S ′.
Proof. We will first construct the sequence c′1, c′2, . . . explicitly and then prove that it is
represented by our modified SCC S ′.
Formally, “c1, c2, . . .” being represented by S means that for any state cj, there is a state
sj ∈ S such that sj
(
Ins−→ ∪ Refine−→
)∗
◦ Eval−→ sj+1 as in Thm. 2.23. We construct the states
c′j from cj by adding a new local variable at position pi as in Def. 2.74, where c′j|pi = |M(cj)|
and the heap of c′j maps the natural number |M(cj)| to the singleton interval {|M(cj)|}.
We now prove that the subgraph of S ′ represents the sequence c′1, c′2, . . . using the
states s′j that correspond to the sequence s1, s2, . . . obtained from Thm. 2.23 for the states
c1, c2, . . .. As the values of our additional variables allow any natural number, we only need
to consider the additional constraints imposed by our extension of edge labels. Thus, it
suffices to consider a pair c′j, c′j+1 at a time. The cases (iv) and (v) of Def. 2.74 are trivial,
and hence we only need to consider the three special cases of EvalC edges.
For the case (iii), we have to show that the additional constraint c′j|pi > 0 holds. As (iii)
applies, there is a r ./ i in the constraints C and some τ Cl.f ∈ SPos(sj) with sj|τ Cl.f = r
by choice of our marking property. As cj v sj, we can conclude τ Cl.f ∈ SPos(cj) by
Lemma 2.37. So there is some reference r′ = cj|τ in cj such that r′ is resolved to an object
with a type Cl′ that is a subtype of Cl, and it has a field Cl.f whose content satisfies our
marking property. Hence, r′ ∈M(cj) and thus, c′j|pi = |M(cj)| > 0.
For the case (ii), we again have to show that the additional constraints holds. In the case
(a), i.e., cj+1|pi = cj|pi−1, we know that ϕe → (w ./ i∧¬(u ./ i)) is a tautology. Thus, w ./ i
with w = sj|τ Cl.f holds, and as in the case for (iii), we obtain cj|τ ∈M(cj). Similarly, from
¬(u ./ i) we can conclude cj+1|τ 6∈M(cj+1). As no other references were manipulated, we
obtain M(cj+1) = M(cj)∪˙{cj|τ} and thus cj+1|pi = |M(cj+1)| = |M(cj)|− 1 = cj|pi− 1, i.e.,
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void iterate(List i) {
List x = this.n;
while (x != this)
x = x.n;
}
(a) Java program
00: aload_0 #load this
01: getfield n #read this.next
04: astore_1 #store to x
05: aload_1 #load x
06: aload_0 #load this
07: if_acmpeq 18 #jump if x == this
10: aload_1 #load x
11: getfield n #read x.n
14: astore_1 #store x
15: goto 05
18: return
(b) JBC for iterate
Figure 2.20: List iteration on cyclic lists
just the generated constraint. The proofs for the other subcases of (ii) and for the case
(i) are completely analogous and thus omitted here. 
Thm. 2.75 allows us to analyse a modified SCC S ′ instead of the original graph SCC S
and still conclude termination of the input program from a termination proof for S ′. In
practice, the search for marking properties of the restricted form from above is very fast,
and we try to find as many properties as possible before encoding the SCC to a rewrite
system.
2.4.3 Annotating Distances on the Heap
We have described how to handle algorithms that terminate even though the used data
structure is cyclic. Now, we want to discuss the analysis of algorithms that only terminate
because their input is in a certain cyclic shape. A simple example of such an algorithm is
displayed in Fig. 2.20. The method iterate iterates over all elements of a list and only
terminates when reaching the first element again. It terminates on acyclic lists (with a
NullPointerException), but not on lists that are lasso-shaped.
A part of the termination graph for a call of the method iterate with a cyclic list is
displayed in Fig. 2.21.18 Again, we have shortened List to L and the field names next
and val to n and v respectively. The first displayed state is A, at the beginning of the
loop in iterate. Here, the variable this (abbreviated as t) contains o1, which can be
resolved to a List on the heap. Its next field in turn contains o2, which can be equal
to o1 (representing the one-element list), but definitely reaches the reference o1 again by
following next fields (indicated by o2 {n}99K! o1). We have already initialised the local variable
x to contain this successor o2. In the first few evaluation steps, we load the values of this
and x to the operand stack to compare them, reaching B.
18Here, “cyclic list” means that the first element is indeed reached after a number of elements.
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05 |t :o1,x :o2 |ε
o1:L(n=o2, v= i1)
o2:L(?) i1:Z
o1%$o2 o1=? o2
o1,o2 	 o2 {n}99K! o1
A
07 |t :o1,x :o2 |o1, o2
o1:L(n=o2, v= i1)
o2:L(?) i1:Z
o1%$o2 o1=? o2
o1,o2 	 o2 {n}99K! o1
B
07 |t :o1,x :o1 |o1, o1
o1:L(n=o1, v= i1) i1:Z
C
07 |t :o1,x :o2 |o1, o2
o1:L(n=o2, v= i1)
o2:L(?) i1:Z
o1%$o2
o1,o2 	 o2 {n}99K! o1
D
11 |t :o1,x :o2 |o2
o1:L(n=o2, v= i1)
o2:L(?) i1:Z
o1%$o2
o1,o2 	 o2 {n}99K! o1
E
11 |t :o1,x :o3 |o3
o1:L(n=o3, v= i1) i1:Z
o3:L(n=o4, v= i2) i2:Z
o4:L(?) o1%$o4 o4=? o1
o1,o3,o4 	 o4 {n}99K! o1
F
05 |t :o1,x :o4 |ε
o1:L(n=o3, v= i1) i1:Z
o3:L(n=o4, v= i2) i2:Z
o4:L(?) o1%$o4 o4=? o1
o1,o3,o4 	 o4 {n}99K! o1
G
05 |t :o1,x :o4 |ε
o1:L(?) o4:L(?)
o1,o4 	 o1%$o4 o4=? o1
o1
{n}99K! o4 o4 {n}99K! o1
H
07 |t :o1,x :o4 |o1, o4
o1:L(?) o4:L(?)
o1,o4 	 o1%$o4 o4=? o1
o1
{n}99K! o4 o4 {n}99K! o1
I
07 |t :o1,x :o4 |o1, o4
o1:L(?) o4:L(?)
o1,o4 	 o1%$o4
o1
{n}99K! o4 o4 {n}99K! o1
J
11 |t :o1,x :o4 |o4
o1:L(?) o4:L(?)
o1,o4 	 o1%$o4
o1
{n}99K! o4 o4 {n}99K! o1
K
11 |t :o1,x :o5 |o5
o1:L(?) o6:L(?) i3:Z
o5:L(n=o6, v= i3) o6=?o1
o1,o5,o6	 o1%$o5 o6%$o1
o1
{n}99K! o5 o6 {n}99K! o1
L
15 |t :o1,x :o6 |ε
o1:L(?) o6:L(?) i3:Z
o1,o6	 o6%$o1 o6=?o1
o1
{n}99K! o6 o6 {n}99K! o1
M
Figure 2.21: Termination Graph for iterate
In B, we perform a refinement to decide if the two references o1 and o2 are the same,
resulting in states C and D. From C, where they are the same, further evaluation leads to
a program end. From D, we can continue evaluation until we want to access the next field
of o2 in E. As in the example get from Fig. 2.13, the instance refinement of E yields only
one successor for the case that o2 points to an actual object instance (as the null case
would contradict the restriction o2 {n}99K! o1). In F, we have replaced o2 by o3, which has a
new next-successor o4. From o2 {n}99K! o1, we can conclude that either o4 is equal to o1, or
o4 will eventually reach o1 by following the next field. Hence, we add predicates o4 =? o1
and o4 {n}99K! o1, and drop o2 {n}99K! o1. Evaluation then continues, storing o4 to x and reaching
the state G. This is now at the same program position as A, and we merge the two states
to obtain a more general state H. In H, we have abstracted away the concrete connection
between this and x and replaced it by the heap predicate o1 {n}99K! o4. The remaining
evaluation steps I to L are completely analogous to the first loop iteration. Something new
happens in the evaluation between L to M. There, the value o5 in the local variable x is
overwritten by o6, its successor. Thus, the reference o5 is not reachable anymore in the
state M and in the garbage-collection process, we drop it from the state. However, to not
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lose the information from the predicate o1 {n}99K! o5, we create o1 {n}99K! o6 instead, as o6 is
the next-successor of o5. From M, we then jump back to the start of the loop, and the
resulting state is just a variable renaming of H.
A termination argument for the loop of the method iterate has to be based on the
“distance” between the List objects referred to by x and this. The connection between
the two elements is represented by the heap predicate {n}99K!. Our idea is to associate a
natural number with each F99K! heap predicate to make this distance explicit, and then
track how it is changed and checked in the symbolic evaluation.
As in the previous section, we introduce additional local variables that represent these
distances. So for each predicate r F99K! r′, we add a distance counter variable #
r
F99K!r′
that
measures the distance between r and r′. To speak about connections between references
explicitly, we use the notation r1 τ→s r2 to denote that in a state s, following the sequences
of fields τ from a reference r1 leads to the reference r2. Formally, r1 τ→s r2 iff there is some
pi ∈ SPos(s) with s|pi = r1 and s|pi τ = r2.
Definition 2.76 (F -Distance δF Between Positions) Let c be a concrete state and
pi, pi′ ∈ SPos(c) and F ⊆ FieldIDs a set of fields. If s|pi τ→ s|pi′, then we define
δFs (pi, pi′) = min{|τ | | τ ∈ FieldIDs∗ ∧s|pi τ→ s|pi′}, where |τ | is the length of the
sequence τ .
In our abstract states, we ensure that the counter variable #
r
F99K!r′
allows all possible
distances, i.e., we assign the symbolic value [≥ 0]. However, we encode the relations between
such distances using constraints on our edges. As example, let some state s contain the
predicate r F99K! r′. If, by an equality refinement, we ensure that r 6= r′ holds, we know that
the distance between the two references is greater than 0, and hence can require #
r
F99K!r′
> 0.
If we perform an instance refinement on r in s and obtain a new successor rˆ in a field F ,
we know that this successor also has a path to r′ (and hence add #
rˆ
F99K!r′
to the successor
state), and that this path is shorter. Hence, we can add the constraint #
r
F99K!r′
> #
rˆ
F99K!r′
.
Similarly, when we garbage-collect a reference r′ and add a new predicate r F99K! rˆ′ to
one of its successors, we can require #
r
F99K!r′
< #
r
F99K!rˆ′
. Since these constraints stem from
refinement edges, we now extend RefineR to RefineC,R, where the constraint set C
is handled as in EvalC edges.
Example 2.77 (Distance Annotations for Fig. 2.21) We only consider the SCC S
consisting of the states H, I, K, L, and M and their connecting edges. We first modify the
states to make the distances represented by F99K! predicates explicit. So first, we modify
all states to contain a local variable #
r
F99K!r′
for each r F99K! r′ predicate they contain. We
let these variables contain references of the same name, which can be resolved to [≥ 0]
on the heap.
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In a second step, we annotate edges with information about the newly introduced refer-
ences. For most edges, where the predicates, and hence the reference, remain unchanged,
no additional constraints are needed.
From the equality refinement between I and J, we obtain that o1 and o4 are not equal,
and hence the path between the two is non-empty. Hence, we extend the constraints by
#
o1
{n}99K!o4
> 0 ∧#
o4
{n}99K!o1
> 0.
For the instance refinement between K to L, we extend the constraints on the edge
by #
o1
{n}99K!o4
= #
o1
{n}99K!o5
to reflect that we substituted o4 by o5. Furthermore, we add
#
o6
{n}99K!o1
< #
o4
{n}99K!o1
to reflect that the newly created next-successor of o4 has a shorter
path to o1. For the edge from L to M, we add the constraint #
o1
{n}99K!o5
+ 1 = #
o1
{n}99K!o6
to
reflect that the path from o1 to o5 is one element shorter than the path to one of o5’s
successors.
Using these additional constraints, we obtain the following rewrite system (after some
additional simplifications from Sect. 3.3) from the SCC S:
fH(o1, o4,#
o1
{n}99K!o4
,#
o4
{n}99K!o1
)→ fH(o1, o6,#
o1
{n}99K!o6
,#
o6
{n}99K!o1
)J#
o6
{n}99K!o1
< #
o4
{n}99K!o1
∧#
o1
{n}99K!o4
< #
o1
{n}99K!o6
∧
#
o1
{n}99K!o4
> 0 ∧#
o4
{n}99K!o1
> 0K
Proving termination of this single rule is trivial, as the last argument of fH becomes
smaller in each application of the rule, and the rule is only applicable as long as that
argument is positive.
We now want to formally define how we obtain the constraints on the length of heap
connections abstracted by r F99K! r′.
Definition 2.78 (Adding Distance Annotations) Let S be an SCC of a termination
graph G. We create the distance-annotated SCC S ′ from S in the following way. First, we
initialise S ′ to S. Then, we add local variables at position pi
r
F99K!r′
containing a reference
#
r
F99K!r′
to each state s in S ′ for each r F99K! r′ occurring in s. Furthermore we extend the
heaps to map #
r
F99K!r′
to the interval [≥ 0]. We then change all edges e = (s, `, s′) in S ′
according to the following rules, where s = (cs, h, hp):
(i) If ` = Refine{r,r′},C encodes an equality refinement and we decide r 6= r′, then we
replace C by C ′ = C ∪ {#
r
F99K!r′
> 0 | r F99K! r′ ∈ hp}.
(ii) If ` = Refine{r},C encodes an instance refinement with r F99K! r′ ∈ hp, then we
replace C by C ′ = C ∪ {#
r
F99K!r′
> #
rˆ
F99K!r′
| rˆ content of a new field f ∈ F }.
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(iii) If ` = EvalC is an evaluation step in which a reference r′ becomes unreachable in
s′ and r F99K! r′ ∈ hp, then we replace C by C ′ = C ∪ {#
r
F99K!r′
+ k ≥ #
r
F99K!rˆ′
| r′ τ→s
rˆ′, where τ uses only fields from F ∧ k = |τ |}.
(iv) In all other cases, we do not change the edge labels.
Theorem 2.79 (Soundness of Adding Distance Annotations) Let S ′ be an SCC
obtained from S using Def. 2.78. Then, if an infinite sequence c1, c2, . . . of concrete states
is represented by S, there is an infinite sequence c′1, c′2, . . . of concrete states represented
by S ′.
Proof. As in the proof for Thm. 2.75, we first construct the sequence c′1, c′2, . . . explicitly
and then prove that it is represented by our modified SCC S ′.
Formally, c1, c2, . . . being represented by S means that for any state ci, there is a state
si ∈ S such that si
(
Ins−→ ∪ Refine−→
)∗
◦ Eval−→ si+1 as in Thm. 2.23. To construct c′i, we start
with a copy of ci. We then collect the set D of heap predicates of the form r F99K! r′ in the
corresponding state si. For each r F99K! r′ ∈ D, we choose pi, pi′ ∈ SPos(si) with si|pi = r
and si|′pi = r′ and add a local variable at position pir F99K!r′ (as in Def. 2.78) to c′i, with value
δFci(pi, pi
′). Thus, each of the distance variables is set to the actual minimal corresponding
distance in the considered state ci. The value of δFci(pi, pi
′) is defined, as si|pi F99K! si|pi′
ensures that such a connection exists in ci v si.
We now prove that the subgraph of S ′ represents the sequence c′1, c′2, . . . using the
states s′i that correspond to the sequence s1, s2, . . . obtained from Thm. 2.23 for the states
c1, c2, . . .. As the values of our additional variables allow any natural number, we only need
to consider the additional constraints imposed by our extension of edge labels. Thus, it
suffices to consider a pair c′i, c′i+1 at a time, and we can ignore the trivial case (iv).
In case (i), we have some si|pi =? si|pi′ and refine to the state s′i where the two variables
are not the same. By choice of the sequence s1, s2, . . ., we can conclude that ci|pi 6= ci|pi′
holds as well. At the same time, si|pi F99K! si|pi′ implies that δFci(pi, pi′) is defined and as
ci|pi 6= ci|pi′ , we can conclude that ci|pi
r
F
99K!r′
= δFci(pi, pi
′) > 0. Hence, our additional constraint
holds.
In case (ii), we perform an instance refinement on the state si on some reference r to
obtain a new state s′i. We have to consider all constraints for the additional variables
introduced for the predicates r F99K! r′. Let rˆ be a reference in s′i introduced in the field
f ∈ F by the instance refinement. Then, for pi ∈ SPos(si) with si|pi = r, we have
s′i|pi f = rˆ. Let pi′ ∈ SPos(si) be such that si|pi′ = r′. Then, we have ci|pi
r
F
99K!r′
= δFci(pi, pi
′)
and obviously, δFci(pi, pi
′)− 1 = δFci(pi f, pi′). Thus, our additional constraint #si|pi F99K!si|pi′ >
#
si|pi f F99K!si|pi′
holds.
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Finally, in case (iii), we perform garbage-collection after evaluating a state si. We again
have to consider all constraints for the additional variables introduced for the predicates
r F99K! r′. Let pi, pi′ ∈ SPos(si) as in the case (ii). If r′ is a reference that is garbage-
collected in si+1 and rˆ′ is a successor of r′ with r′ τ→si rˆ′, then we have si|pi′ τ = rˆ′
and by definition of v, we also have ci|pi′ τ→ci ci|pi′ τ . From si|pi F99K! si|pi′ , we can deduce
ci|pi ρ→ci ci|pi′ for some minimal ρ with δFci(pi, pi′) = |ρ|, and thus also ci|pi ρ τ→ci ci|pi′ τ and hence
δFci(pi, pi
′ τ) ≤ |ρ|+|τ | = δFci(pi, pi′)+|τ |. Thus, we have ci|pi
r
F
99K!rˆ′
= δFci(pi, pi
′τ) ≤ ci|pi
r
F
99K!r′
+|τ |
and our additional constraint holds. 
As with the marking properties from above, we use Thm. 2.79 to post-process all SCCs
before encoding the SCC to a rewrite system.
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2.5 Proving Non-termination of Java Programs
In the previous two sections, we discussed how to analyse if a program represented by a
given termination graph is terminating. Now, we discuss how to use termination graphs
to prove non-termination. For this, we have to handle two separate problems. First, we
have to identify cycles in the termination graph that represent an infinite computation.
In a second step, we have to check if these states are indeed reachable from the program
start, or are only introduced by the over-approximation of our termination graphs. We first
present a solution to the second problem in Sect. 2.5.1, showing how to prove reachability
of arbitrary states in a termination graph. Then, we describe two techniques to identify
non-terminating states in Sect. 2.5.2.
Our technique to prove reachability of certain states can be used for more than non-
termination proving. A number of error-detection analyses can be built in the same style,
i.e., an analysis that identifies states of interest (e.g., those leading to non-termination, a
certain exception, . . . ) and the same back-end that finds a witness at the program leading
to this state.
2.5.1 Proving States Reachable
In a great number of cases, it is interesting to find suitable preconditions for reaching a
given (symbolic) program state e, for example to provide a witness leading to a certain
error. At the same time, proving the existence of a contradiction-free precondition proves
that the given state e is reachable at all. We denote such a precondition in the form
of a witness state w, where evaluation of all states represented by w (i.e., satisfying the
precondition) will eventually lead to a state that was represented by e.
Definition 2.80 (Witness State) Let e, w ∈ States. The state w is a witness state
for e if w SyEv−→∗ e′ for some e′ ∈ States with e′ v e.
Example 2.81 (Witness State for length Result 2)
03 |x :null, r :2 |null I1
00 |x :o1 |null
o1:DL(p=null, n=o2)
o2:DL(p=o1, n=null)
A1
We look at the method length from Fig. 2.15 again and
want to find a witness state at the method start for the
state I1 on the right, i.e., a sufficiently restricted state at
the beginning of the method that will make it return 2.
The state A1 on the right is such a witness, enforcing that
the argument x points to a properly connected doubly-linked list of length 2 at the
method start.
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To obtain witness states automatically, we again use our termination graphs. Here, we
traverse the edges backwards, starting from a symbolic state s in the graph that represents
the state e we want to find a witness for. We construct a witness path wn, wn−1, . . . , w0 = e
from this, where for each wi, we have a symbolic state si in the graph such that (si, `, si−1)
is an edge in the graph. We obtain wi from wi−1 by reversing the effects of the symbolic
evaluation step represented by the edge (si, `, si−1). To iteratively construct a witness at
the start state, we start with the trivial witness path s0 = s and then extend it, keeping
the two invariants that wi v si and that wi is a witness state for e.
The most simple case is handling a refinement edge like (si,RefineR, si−1). As a refine-
ment just represents a case analysis, we can just reuse wi−1 as witness state corresponding
to si.
To reverse the effect of an evaluation edge (si,EvalC , si−1), we apply the rules for our
symbolic evaluation backwards. For many instructions (such as aload or getfield, which
copy references onto the operand stack), this is deterministic, and hence trivial. However,
when the predecessor state si contains references that are not present in si−1 (e.g., because
a value was overwritten), we have to choose suitable values for these references. Here, we
use a simple heuristic: By default, we re-use the value of the reference in si in our newly
constructed witness state wi. However, for integer values, we additionally use an SMT
solver to ensure that the conditions C on the edge are satisfied, thus making sure that
wi evaluates to wi−1. So when reversing an edge labelled with i2 = i1 + 1, and we have
instantiated i2 by the number 3 in our witness, then we choose 2 as value for i1.
Finally, we need to reverse the effect of instantiation edges (si, Ins, si−1). Here, we
use the concept of intersecting states (cf. [BOG11, Ott14] for a detailed discussion and
definition), the dual operation to merging states. The intersection s ∩ s′ of two states s,
s′ is a fresh state sˆ that only represents those states that were represented by both s and
s′. So formally, we require that for all c v sˆ, both c v s and c v s′ hold. So to reverse
an instance edge, we want to restrict our witness state wi−1 to those states that are also
represented by si, and hence define wi = si ∩ wi−1.
Example 2.82 (Constructing a Witness State for length Result 2) We con-
tinue Ex. 2.81 and discuss how to construct a more general witness for I1 at the method
start from the termination graph in Fig. 2.16. The witness path we construct is displayed
in Fig. 2.22. The nodes on the witness path are connected by the edges we had to
reverse to obtain them. So to reverse the incoming Refine edge of I, we need to do
nothing, and construct H1 corresponding to the state H in the termination graph as a
copy of I1. To reverse the effect of the evaluation between G and H, we have to reverse
the instruction aload_0. For this, we just have to pop the topmost entry of H1’s operand
stack and obtain G1.
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03 |x :null, r :2 |null I1
03 |x :null, r :2 |null H1
02 |x :null, r :2 |ε G1
02 |x :null, r :2 |ε K1
03 |x :o1, r :1 |o1
o1:DL(p=o2, n=null)
o2 : DL(?) o2 %$ o1
o1, o2 	{p,n}
J1
03 |x :o1, r :1 |o1
o1:DL(p=o2, n=null)
o2 : DL(?) o2 %$ o1
o1, o2 	{p,n}
H2 02 |x :o1, r :1 |ε
o1:DL(p=o2, n=null)
o2 : DL(?) o2 %$ o1
o1, o2 	{p,n}
G2
02 |x :o1, r :1 |ε
o1:DL(p=o2, n=null)
o2 : DL(?) o2 %$ o1
o1, o2 	{p,n}
K2
03 |x :o3, r :1 |o3
o1:DL(p=o2, n=null)
o3:DL(p=o4, n=o1)
o2:DL(?) o4:DL(?)
o2%$o1 o2%$o3 o2%$o4
o4%$o1 o4%$o3
o1=?o4 o2=?o3 o2=?o4
o1, o2, o3, o4 	{p,n}
J2 02 |x :o3, r :0 |ε
o1:DL(p=o2, n=null)
o3:DL(p=o4, n=o1)
o2:DL(?) o4:DL(?)
o2%$o1 o2%$o3 o2%$o4
o4%$o1 o4%$o3
o1=?o4 o2=?o3 o2=?o4
o1, o2, o3, o4 	{p,n}
G3
02 |x :o3, r :0 |ε
o1:DL(p=o2, n=null)
o3:DL(p=o4, n=o1)
o2:DL(?) o4:DL(?)
o2%$o1 o2%$o3 o2%$o4
o4%$o1 o4%$o3
o1=?o4 o2=?o3 o2=?o4
o1, o2, o3, o4 	{p,n}
B3
Figure 2.22: Witness path obtained by reverse termination graph traversal
In the next step, we have three incoming Ins edges and have to choose which one to
reverse. For this, we construct the state intersections G1 ∩ B, G1 ∩ F, and G1 ∩ K. The
first two lead to contradicting states (as the local variable r is 2 in G1, but 0 (resp. 1) in
B and F) and are hence not usable. Thus, we continue with K1 = G1 ∩ K.
We now need to reverse a sequence of evaluation steps. First, we need to reverse the
effect of the instruction iinc 1,1, which increments the local variable x by 1. In the
termination graph, K has the reference i2 in variable x, and in J, the variable contains i1.
Furthermore, the evaluation edge is labelled with i2 = i1 + 1. We know that our current
witness instantiates the reference i2 with the value 2, and thus we ask an SMT solver to
provide a model for 2 = i1 + 1 to obtain a fitting value for i1. Hence, our next witness
state J1 instantiates i1 by 1.
We also need to reverse the effects of the instructions astore_0 and getfield next.
Here, astore_0 overwrites the current value of x, and its old content is not available in
the state anymore. As discussed above, we take the values for such overwritten references
from the state in the termination graph (however, we rename all references to avoid
clashes). If this leads to new objects on the heap, we check if their field values appear
elsewhere in the state and thus might already be instantiated by our current witness.
In this case, we copy a DList object from J to J1, but its next field is the reference o8,
which we instantiated with null in our current witness. Hence, we use the value null
for the next field, and obtain J1.
The refine edge from H to J is easily reversed, leading to witness H2. The evaluation
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from G to H can be handled as before, yielding G2. To continue, we again have to choose
between the three incoming Ins edges of G. The edge from B is again not an option,
as the state intersection B ∩ G2 is empty again. The other two incoming edges are both
possible, and we randomly choose the one from K to obtain the new witness K2. Using
the one from F would yield the same result for this example. In our implementation, we
just explore all possible incoming edges in such situations.
The several evaluation steps between J and K are reversed as above, i.e., we use a
simple SMT query to find out that we have to let r point to 0, and copy another DList
object into our witness state, letting its next pointer contain a reference to the list we
constructed so far. The resulting state is displayed as J2. The other steps from G to J
are reversed as before, and thus we obtain the witness G3. Again, we have to choose one
of the three incoming Ins edges. This time, B ∩ G3 is not leading to a contradiction,
and as we are interested in a witness at the method start, and B is “nearer” to the start
of the termination graph, we choose it. We have stopped the construction at this state
B3 for space reasons, but a state A3 would look just the same (without variable r).
Thus, using the reversal of edges in the termination graph, we have shown that length
returns 2 whenever we call the method with the parameter x pointing to a DList structure
with two elements connected by the next field, and where the last object’s next field
contains null. The values of the prev fields play no role.
Theorem 2.83 (Generating Witnesses) Let e ∈ States and (s1, `, s2) be an edge
in a termination graph, s2 w w2 ∈ States and w2 be a witness state for some e ∈
States. Let w1 ∈ States with:
• if ` = EvalC, then w1 is obtained from w2 by applying the symbolic evaluation
used between s1 and s2 backwards. Fresh variables in w1 are instantiated such that
w1 v s1 and w1 SyEv−→ w2 holds.
• if ` = RefineR, then w1 = w2.
• if ` = Ins, then w1 = s1 ∩ w2.
Then w1 is a witness state for e and w1 v s1 holds.
Proof. We prove the theorem by case analysis. The case ` = EvalC is trivial.
If ` = RefineR, the first claim is trivial, as w2 = w1 already is a witness state for e by
our precondition. By Def. 2.14, we have s2 v s1. Thus, as v is transitive, we conclude
from w1 = w2 v s2 v s1 that w1 v s1 holds.
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If ` = Ins, then w1 v s1 follows from w1 = s1 ∩ w2 and the definition of ∩. Furthermore,
as w1 only represents a subset of w2, the first claim follows as well. 
Using the rules in Thm. 2.83 repeatedly, we can thus construct a witness at the beginning
of a method.
2.5.2 Finding Non-terminating States
Using the witness generation techniques from above, we can now try to prove non-
termination. Whenever we identify a (symbolic) state that leads to an infinite computation,
we can then try to find a witness at the method start to prove that this infinite compu-
tation is indeed reachable. To identify non-terminating states, we present two techniques.
The first one, presented in Sect. 2.5.2.1, tries to identify a states s that, when evaluated,
leads back to the same state s. We call such non-termination behaviour looping, as the
same evaluation steps are repeated again and again. This technique can also handle (some)
programs that rely on the heap. On the other hand, in Sect. 2.5.2.2, we present a sec-
ond technique that can identify cases of non-looping non-termination, but fails in the
presence of heap-manipulation. Proving non-looping non-termination is beyond the reach
of other tools for imperative languages. For example, TnT [GHM+08] can only handle
non-terminating examples where a fixed cycle of instructions is repeated again and again.
2.5.2.1 Identifying Looping Non-termination
We present our first non-termination technique using the example in Fig. 2.23. The method
contains implements a standard traversal to find an element in a binary search tree.
However, it contains a (relatively common) bug, as it fails to terminate when actually
finding the requested number in the tree. While the loop body correctly descends into the
tree when the current tree node’s value is larger/smaller than the search value, it does
nothing when the value was found. A fix to this would insert else { return true; }
at the end of the loop. We will now discuss how to identify such problems automatically.
Again, we build a termination graph for the method. A fragment of the graph is displayed
in Fig. 2.24, where all parts of the graph not corresponding to the non-terminating case
have been replaced by two clouds. The state A is at the beginning of the method, and
we will only consider calls where A was called with a positive argument x.19 The state
B corresponds to the case split needed for the symbolic evaluation of the first branching
instruction, if_icmple. The successor state C corresponds to the “true” case (indicated
by the “T” in the state) and leads to the next branching instruction, if_icmpge in D.
Again, we perform a case split, obtaining the state E for the “true” case. From E, we again
19This does not make a difference, but will serve as basis for an example later on.
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class Tree {
Tree left , right;
int value;
static boolean contains(
Tree t, int x) {
while (t != null) {
int v = t.value;
if (v > x)
t = t.left;
else if (v < x)
t = t.right; }
return false;
}
}
(a) Java program
00: aload_0 # load t
01: ifnull 36 # if t == null
04: aload_0 # load t
05: getfield v # read t.v
08: istore_2 # store to v
09: iload_2 # load v
10: iload_1 # load x
11: if_icmple 22 # if v <= x
14: aload_0 # read t
15: getfield l # read t.l
18: astore_0 # t = t.l
19: goto 0
22: iload_2 # load v
23: iload_1 # load x
24: if_icmpge 0 # if t.v >= x
27: aload_0 # load t
28: getfield r # read t.r
31: astore_0 # t = t.r
32: goto 0
35: iconst_0
36: ireturn
(b) JBC for contains
Figure 2.23: contains implementation for binary search trees
jump to the beginning of the loop in F, and the resulting state is an instance of the start
state A.
Example 2.84 (Looping Non-termination) 00 |t :o1, x :1 |ε
o1:T(v=1, l=null, r=null)
A′
For the program in Fig. 2.23, the state A′ on the
right is a witness to (looping) non-termination. The
two constraints on the path from A back to A in Fig. 2.24 are met (as v == x holds),
and hence, symbolic evaluation of A′ will reproduce this path. As the state remains
unchanged in this, A′ is thus evaluated to A′, and this can be repeated ad infinitum.
To prove looping non-termination, we analyse each cycle s = s0, s1, . . . , sn = s in the
termination graph. Our goal is to find a state w v s such that when executing the loop,
the values of references in w do not change. However, we can weaken this requirement,
using the concept of interesting references from Def. 2.64. We only need the references
IRefsS(s) (where S = {s1, . . . , sn}, i.e., the states of our cycle) to remain unchanged,
as this guarantees that the control flow remains unchanged. To formalise the requirement
of not changing some interesting references, we introduce vΠ, the instance relation on
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00 |t :o1, x : i1 |ε
o1:T(v= i2, l=o2, r=o3)
o2:T(?) o3:T(?)
i1: [>0] i2:Z
A 11 |t :o1, x : i1, v : i2 | i1,i2
o1:T(v= i2, l=o2, r=o3)
o2:T(?) o3:T(?)
i1: [>0] i2:Z
B T: 11 |t :o1, x : i1, v : i2 | i1,i2
o1:T(v= i2, l=o2, r=o3)
o2:T(?) o3:T(?)
i1: [>0] i2:Z
C
24 |t :o1, x : i1, v : i2 | i1,i2
o1:T(v= i2, l=o2, r=o3)
o2:T(?) o3:T(?)
i1: [>0] i2:Z
DT: 24 |t :o1, x : i1, v : i2 | i1,i2
o1:T(v= i2, l=o2, r=o3)
o2:T(?) o3:T(?)
i1: [>0] i2:Z
E00 |t :o1, x : i1 |ε
o1:T(v= i2, l=o2, r=o3)
o2:T(?) o3:T(?)
i1: [>0] i2:Z
F
. . . . . . i2 ≤ i1
i2 ≥ i1
Figure 2.24: Part of termination graph for contains on binary trees
states restricted to a set of state position Π. It is defined just as v in Def. 2.13, but only
considers positions that occur in Π. To express that interesting references stay the same
on our cycle, we can then require that evaluation of a state w v s leads back to a state
w′ v s such that w vΠ w′ for Π = {pi ∈ SPos(s) | s|pi ∈ ̂IRefs
S
s } holds.
Example 2.85 (Looping Non-termination With Interesting References) To
see why we use vΠ to only check some values, consider the (non-terminating) program
fragment while (x != null) { res += x.value; } . Here, the value of x never
changes, but res may change in each iteration. However, as the value of res has no
influence on the control flow, we can safely ignore this change in a termination proof.
Theorem 2.86 (Looping Non-Termination) Let s occur in a cycle of the termina-
tion graph and Π = {pi ∈ SPos(s) | s|pi ∈ ̂IRefs
S
s } be its interesting references. If
there is a w v s with w SyEv−→ +w′ with w′ vΠ w, then any concrete state that is an
instance of w starts an infinite JBC evaluation.
Proof. We prove the theorem by contradiction. Let s = s0, . . . , sn = s be the path from
s to s in the termination graph. We assume that there is a concrete state c v w that
starts no infinite computation. As w SyEv−→+w′, there is a corresponding concrete JBC
evaluation c SyEv−→+ c′ with w′ v w′. As w′ vΠ w v s, this corresponds to one run through
the loop.
By assumption, c and hence, c′ start no infinite computation. Thus when continuing the
evaluation of c′, one stays within the loop for some more time, but eventually leaves the
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loop. Let e be the last state in the evaluation of c′ that is still within the loop and let e′ be
the first state in this evaluation which is outside the loop. So we have c′ SyEv−→∗ e SyEv−→ e′ and
there is a state si from the loop with e v si but e′ 6v si+1 (i.e, e SyEv−→ e′ is the evaluation
step where the loop is left).
Thus in the termination graph, the state si has several successors (at least one in the
loop and one outside of it). By soundness of the graph construction, e′ is an instance of
one of the successors of si.
By the definition of termination graphs, the only states with more than one successor
are states with outgoing refinement edges. Let R be the set of references that these edges
are marked with. Then the references from R are interesting in si and by the definition of
interesting references, the corresponding references are also interesting in s. This means
that Π contains the positions of those references whose values determine whether one
leaves the loop in an instance of si.
Let wi v wi be the state in the evaluation w SyEv−→+w′ that corresponds to the state
si (i.e., w
SyEv−→ ∗wi SyEv−→ ∗w′). Since c′ v w′ vΠ w and since the evaluation steps that
evaluated w′ to e were also used to evaluate w to wi, we also obtain e vΠ wi. Note that
when evaluating wi further, we stay in the loop. But as Π contains the positions of those
references whose values determine whether one leaves the loop, one obtains a corresponding
evaluation in e, i.e., one cannot leave the loop when evaluating e. In other words, the
successor state e′ cannot be outside the loop, which is a contradiction. 
It remains to show how to find states as w in Thm. 2.86 automatically. For this, we
consider each cycle s = s0, s1, . . . , sn = s in the termination graph, such that sn−1 and sn
are connected by an Ins edge. We proceed in three steps. First, we use an SMT solver to
find suitable instantiations of integer values. In a second step, we use a backwards traversal
of the loop (as for the witness generation) to find suitable instantiations for object values.
As the second step is a heuristic process, we then perform symbolic evaluation on the
candidate witness to check that the requirements of Thm. 2.86 are indeed met.
1. Finding Suitable Values for Interesting Integer References. To find instantiations
for the interesting integer references in our witness w, we convert the cycle s = s0, . . . , sn =
s edge by edge to a formula ϕ over the integers such that every model of ϕ is a suitable
instantiation. Here, we use the references as variables of our formula and essentially, ϕ is a
conjunction of all constraints that the edges are labelled with. To compute ϕ, we process
each edge (si, `, si+1).
If ` is RefineR, then we connect the (renamed) references in si and si+1 by adding
the equations si|pi = si+1|pi to ϕ for all pi ∈ SPos(si) where si|pi ∈ R and si|pi points
to an integer value. Similarly, if ` = Ins, we add the equations si|pi = si+1|pi for all
pi ∈ SPos(si+1) that point to integers. Finally, if ` = EvalC , we add the constraints
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and computations from C as new conjuncts to the formula ϕ.20
Our encoding of the final Ins edge of our cycle s = s0, . . . , sn = s implicitly requires
that the values at the end of one run through the cycle are again the same as at the
beginning. This enforces that the integer variables are the same after one loop iteration,
and thus is sufficient to prove that the computation is looping.
To make use of additional information we have in our states, we also construct a state
integer formula µ from the state s, where µ just contains inequalities matching the integer
interval information in our states. So if h is the heap of s, then µ = ∧{a < r ∧ r < b |
h(r) = (a, b) ∈ Integers}.
Example 2.87 (Integer Instantiations for Looping Non-termination) For
Fig. 2.24 and the cycle A,B,C,D,E,F,A, we obtain the formula i2 ≤ i1 ∧ i2 ≥ i1 (where
trivial equalities of the form i1 = i1 were removed). Furthermore, our state integer
formula µ is 0 < i1 for A. Any standard SMT solver can find a model for ϕ ∧ µ, e.g.,
using the model i1 = i2 = 1.
2. Guessing Suitable Values for Interesting Non-integer References. We want to
find a state w v s such that executing the loop does not change the values of interesting
references in w. In the first step, we already determined the values of the interesting integer
references in w. It remains to determine suitable values for the other interesting references
(i.e., object values).
To this end, we use a heuristic. We take the state sn−1 at the end of our loop and
instantiate integer references according to the model found for ϕ in the first step, yielding
a state w′. We now use backwards evaluation from Thm. 2.83 to obtain a witness candidate
w at the loop start s that leads to w′. By using our backwards evaluation, we construct a
state at the beginning of the considered cycle that definitely leads back to our instantiated
state. Thus, all object variables are instantiated according to the restrictions induced by
the considered cycle in the program.
3. Validating Guessed Non-integer Reference Values In the second step of our witness
synthesis process, we cannot guarantee that the chosen heap values lead to looping non-
termination. Hence, we now check if w′ vΠ w holds. If this is the case, all preconditions of
Thm. 2.86 are satisfied and w starts an infinite evaluation. We then use witness generation
to obtain a state at the program start, proving non-termination of the overall program.
20Remember that we use a single static assignment technique. Thus, we do not have to perform renamings
to avoid name clashes.
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static void nonLoop(
int x, int y) {
if (y >= 0) {
while(x >= y) {
int z = x - y;
if (z > 0) {
x--;
} else {
x = 2*x + 1;
y++; }}}}
(a) nonLoop(x,y)
. . . |x : i4, y : i2 | . . .
i4:Z i2: [≥0]
B
. . . |x : i1, y : i2 | . . .
i1:Z i2: [≥0]
A
. . . |x : i6, y : i7 | . . .
i6:Z i7: [>0]
C
i1 ≥ i2, i3 = i1 − i2,
i3 > 0, i4 = i1 − 1
i1 ≥ i2, i3 = i1 − i2,
i3 ≤ 0, i5 = 2 · i1,
i6 = i5 + 1, i7 = i2 + 1
(b) Graph for nonLoop
Figure 2.25: Small Java example method and Termination Graph
2.5.2.2 Identifying Non-looping Non-termination
To handle examples where even those variables influencing the control flow change, we
present a second method to find non-looping non-terminating states. In contrast to the tech-
nique of Sect. 2.5.2.1, this method is restricted to loops that have no sub-loops and whose
termination behavior only depends on integer arithmetic (i.e., the interesting references
in all states of the loop may only refer to integers).
For such cases, we can construct a formula that represents the loop condition and the
computation on each path through the loop. If we can prove that no variable assignment
that satisfies the loop condition violates it in the next loop iteration, then we can conclude
non-termination under the condition that the loop condition is satisfiable. We will illustrate
our approach using the method nonLoop in Fig. 2.25(a).
Example 2.88 (Non-periodic Non-termination) The method nonLoop does not
terminate for inputs x ≥ y ≥ 0. As example, consider the following sequence of val-
ues of (x, y):
(1, 0) a→ (0, 0) b→ (1, 1) b→ (3, 2) a→ (2, 2) b→ (5, 3) a→ (4, 3) a→ (3, 3) b→ (7, 4) a→ . . .
The label on the connecting arrow indicates which branch of the if statement in the
loop was taken, where a corresponds to the first case (where just x is decremented) and
b corresponds to the second case (where x and y are increased). So this non-termination
is non-looping, as no state is reached twice. Furthermore, it is non-periodic, as no fixed
sequence of program positions is repeated infinitely often.
84 Chapter 2. Termination Analysis of Java Bytecode Programs
Again, we use our termination graph, of which a fragment in displayed in Fig. 2.25(b).
We call a node in a cycle with a predecessor outside of the cycle a loop head node. We then
consider all paths p1, . . . , pn from a loop head node s back to itself (without traversing
the loop head node). Each path pi is again a sequence of states s = si0, si1, . . . , sini = s. For
each path, we construct a loop condition formula ϕi (expressing the condition for using the
path) and a loop body formula ψi (expressing how the values of the interesting references
are changed on the path).
The formulas ϕi and ψi are generated as in Step 1 of Sect. 2.5.2.1. We construct ϕi
from constraints obtained from RefineR and Ins edges ϕi, as well as from constraints
from C in EvalC that express relations and are from RelOp. Only the constraints from
ArithOp are used to construct ψj.
Example 2.89 (Loop Condition and Body Formulas) In Fig. 2.25(b), the node A
is a loop head node and we have two paths p1 = A, . . . ,B,A and p2 = A, . . . ,C,A.
For p1, we obtain the loop condition formula ϕ1 = i1 ≥ i2 ∧ i3 > 0 and the loop body
formula ψ1 = i3 = i1 − i2 ∧ i4 = i1 − 1. For p2, we generate ϕ2 = i1 ≥ i2 ∧ i3 ≤ 0 and
ψ2 = i3 = i1 − i2 ∧ i5 = 2 · i1 ∧ i6 = i5 + 1 ∧ i7 = i2 + 1.
We now want to prove that after a run through the loop, we can always run through
it another time. For this, we construct a formula from the paths p1, . . . , pn that expresses
that we leave the loop (i.e., no path condition formula is satisfied) after ϕi∧ψi was satisfied
once. If this formula is proved unsatisfiable, we have proved non-termination.
To construct this formula, we again use our state integer formula µ for the loop head node
to make use of state invariants. Furthermore, to express the concept of several iterations
in a formula, we use a labelling function `k. For any formula ξ, `k(ξ) results from ξ by
labelling all variables with k. We use the labels 1, . . . , n for the paths through the loop
and the label r for the resulting variables (for the second run). Finally, the formula ιj
connects the variables labelled with j to the unlabelled variables in µ and to the variables
labelled with r in the formulas for the second iteration. Using these helpers, we construct
ρ(p1, . . . , pn):
ρ(p1, . . . , pn) = µ︸ ︷︷ ︸
invariants
∧ (
∨n
j=1
(`j(ϕj) ∧ `j(ψj) ∧ ιj))︸ ︷︷ ︸
first run through the loop
∧ (
∧n
j=1
(¬`r(ϕj) ∧ `r(ψj)))︸ ︷︷ ︸
second run, leaving the loop
In the last part of ρ, we do not only consider the negated conditions ¬`r(ϕj), but we
also need `r(ψj), as ϕj often contains variables computed in the loop body. For example
in nonLoop, `r(ϕ1) contains ir3 > 0. But to determine how ir3 results from the “input
arguments” ir1, ir2, one needs `r(ψ1) which contains ir3 = ir1 − ir2. If an SMT solver proves
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unsatisfiability of ρ(p1, . . . , pn), we know that whenever a variable assignment satisfies a
loop condition, then after one execution of the loop body, a loop condition is satisfied
again (i.e., the loop runs forever). Note that we generalised the notion of “loop conditions”,
as we discover the conditions by symbolic evaluation of the loop. Consequently, we can
also handle loop control constructs like break or continue.
So unsatisfiability of ρ(p1, . . . , pn) implies that the loop is non-terminating, provided
that the loop condition can be satisfied at all. To check this, we use an SMT solver to find
a model for
σ(p1, . . . , pn) = µ ∧ (
∨n
j=1(`
j(ϕj) ∧ `j(ψj) ∧ ιj))
Using this model, the loop head node can be instantiated with integer values, and the
technique from Thm. 2.83 can be used to prove that the loop is reachable at all.
Example 2.90 (Non-termination of Fig. 2.25(b)) We re-use the results from
Ex. 2.89. The formula ιj is just i1 = ij1 ∧ . . . ∧ i7 = ij7 ∧ ij1 = ir1 ∧ . . . ∧ ij7 = ir7, and
µ is −1 < i2 in our case. From this, we first construct the formula σ(p1, p2):
− 1 < i2
∧ ( (i11 ≥ i12 ∧ i13 > 0) ∧ (i13 = i11 − i12 ∧ i14 = i11 − 1)
∨ (i21 ≥ i22 ∧ i23 ≤ 0) ∧ (i23 = i21 − i22 ∧ i25 = 2 · i21 ∧ i26 = i25 + 1 ∧ i27 = i22 + 1))
From this, we construct ρ(p1, p2):
σ(p1, p2)
∧ ( ¬(ir1 ≥ ir2 ∧ ir3 > 0) ∧ (ir3 = ir1 − ir2 ∧ ir4 = ir1 − 1)
∧ ¬(ir1 ≥ ir2 ∧ ir3 ≤ 0) ∧ (ir3 = ir1 − ir2 ∧ ir5 = 2 · ir1 ∧ ir6 = ir5 + 1 ∧ ir7 = ir2 + 1))
An SMT solver easily proves ρ(p1, p2) unsatisfiable, and for σ(p1, p2), we obtain the model
i1 = i11 = i13 = 1, i2 = i12 = ir2 = i14 = ir1 = 0, i.e., the proof that for x = 1, y = 0, the
loop does not terminate.
Theorem 2.91 (Non-Looping Non-Termination) Let s be a loop head node in a
SCC S of termination graph where IRefsSs only points to integer values and let
p1, . . . , pn be all paths from s back to s. Let ρ(p1, . . . , pn) be unsatisfiable and let
σ(p1, . . . , pn) be satisfiable by some model M (i.e., M is an assignment of integer refer-
ences to concrete integers). Let c v s be a concrete state where every integer reference
in c has been assigned the value given in M . Then c starts an infinite JBC evaluation.
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Proof. We prove the theorem by contradiction. Assume that c does not start an infinite
evaluation, i.e., its evaluation is finite. For this, consider the sequence c = c0
SyEv−→+ c1 SyEv−→
+ . . .
SyEv−→+ cm−1SyEv−→+cm, which is part of this evaluation. Here, all ci are instances of the
loop head node s and all states in the computations between ci and ci+1 are no instances
of s. Moreover, no state reached after cm in the evaluation is an instance of s. We know
that m is at least 1, as M is a satisfying assignment for the disjunction of loop conditions
σ(p1, . . . , pn) and thus, the loop is traversed at least once.
From the values of the integer variables in cm−1, we can construct another assignmentM ′
satisfying σ(p1, . . . , pn), as by construction, the loop is traversed once more (leading to cm).
But as the loop is left after reaching cm, none of the loop conditions `r(ϕj) holds for these
values. Moreover, M ′ can also be extended to satisfy all `r(ψj), which are conjunctions
of equations of the form i = i′ ./ i′′, where i is always a fresh variable. Then M ′ is also
satisfying assignment for ρ(p1, . . . , pn), which contradicts its unsatisfiability. 
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2.6 Evaluation
We implemented all described techniques in our tool AProVE [GST06] and evaluated
them using a set of 441 standard benchmarks from the Termination Problem Data Base
(TPDB) used in the International Termination Competition21. Of these, 306 examples are
known to be terminating and 130 are known to be non-terminating, with 5 examples having
an unknown termination behaviour (these include a version of the Collatz conjecture, for
example). The examples are drawn from a wide variety of sources, many corresponding
to standard algorithms on integers and recursive data structures taken from textbooks. A
notable subset of 60 examples correspond to the methods of java.util.LinkedList and
java.util.HashMap in the Java standard library.
As termination proving back-end in our comparison, we used the existing implementa-
tions of the DP Framework [GTSF06], together with its extensions for Integer Term Rewrit-
ing [FGP+09] and the termination analysis techniques for Integer Rewriting presented in
Chapter 3. To process SMT queries, we used the two SMT solvers yices [DdM06] (for
linear integer arithmetic problems) and Z3 [dMB08] (for non-linear integer queries). We
compared the following configurations:
• AProVE-Basic is an implementation of the techniques from Sect. 2.2 (and
extensions for handling recursion and arrays) and Sect. 2.3.
• AProVE-EF is like AProVE-basic, but uses the refined encoding of object
instances presented in Def. 2.67 (where only “interesting” fields are encoded).
• AProVE-IRefs is like AProVE-basic, but uses the refined encoding of
states presented in Def. 2.68 (where only interesting references are encoded).
• AProVE-Mark is like AProVE-basic, but also encodes marking properties
as defined in Def. 2.74.
• AProVE-Dist is like AProVE-basic, but also encodes distances between
objects as defined in Def. 2.78.
• AProVE-Term combines the termination analysis techniques of AProVE-
EF, AProVE-IRefs, AProVE-Mark, and AProVE-Dist.
• AProVE-LNT is like AProVE-Term, but additionally uses the technique
from Thm. 2.86 to identify instances of looping non-termination.
• AProVE-NLNT is like AProVE-Term, but additionally uses the technique
from Thm. 2.91 to identify instances of non-looping non-termination.
21See http://www.termination-portal.org/wiki/Termination_Competition.
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Term. Nonterm. Failure Timeout avg. Res. avg. Run.
AProVE-Basic 266 0 101 74 5.88 55.16
AProVE-EF 274 0 101 66 5.27 49.22
AProVE-IRefs 268 0 110 63 4.98 46.99
AProVE-Mark 268 0 102 71 6.46 53.54
AProVE-Dist 277 0 92 72 6.23 54.14
AProVE-Term 289 0 105 47 6.17 37.10
AProVE-LNT 289 82 43 27 5.38 23.38
AProVE-NLNT 289 117 14 21 5.09 19.26
AProVE 289 125 10 17 5.10 16.62
Julia 205 79 157 0 6.13 6.52
COSTA 163 0 278 0 4.2 13.17
Table 2.1: Evaluation results of several versions of AProVE and competing tools
• AProVE combines all of the presented techniques.
• Julia [SMP10] is a competing (non-)termination analyser for Java Bytecode
programs, based on abstract interpretation [CC77] and the path length domain to
represent the heap.
• COSTA [AAC+08] is a competing termination and cost analyser for Java Byte-
code programs, using similar techniques as Julia.
The results of our evaluation are displayed in Tab. 2.1, Fig. 2.26, and Fig. 2.27. The
evaluation results for all AProVE versions and COSTA were obtained on a computer
with 6GB of RAM and an Intel i7 CPU clocked at 3.07 GHz using a timeout of 300 seconds
for each example. The results for Julia were obtained through an API to their cloud
service, running on an unknown hardware configuration, with again 300 seconds as timeout.
Allowing for a longer timeout did not yield additional results. In Tab. 2.1 the first column
indicates the number of successful termination proofs, the second the number of successful
non-termination proofs and the third the number of aborted proof attempts (for example
because no further technique was applicable). The fourth column lists the number of
examples where the proof timed out. In the last two columns, the average runtime (in
seconds) of the tools is documented, where “avg. Res.” is the average restricted to successful
proof attempts and “avg. Run.” is the average for all examples.
The results in Tab. 2.1 show that each of the proposed techniques is able to solve
additional examples, and that the combination of all of these techniques also yields a
stronger tool. It is important to note that our non-termination proving techniques are
highly efficient and hardly slow down termination proving. The runtime for successful
proofs shows that AProVE is not only more precise than Julia and COSTA,
but also has comparable runtimes for “simple” examples. The longer average runtime on
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Figure 2.26: Results of AProVE and Julia on terminating (x) and non-terminating
(o) examples. “NR” indicates that no result was obtained.
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Figure 2.27: Results of AProVE and COSTA on terminating (x) examples. “NR”
indicates that no result was obtained.
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the complete example set is mostly due to a strategy choice in our back-end, which tries
to apply more and more complex techniques instead of giving up. This interpretation is
supported by Fig. 2.26 and Fig. 2.27, which display the runtimes for all (non-)terminating
examples. There, we see that the runtimes for examples that are handled by AProVE
and one of Julia and COSTA are mostly comparable, and some of the examples
that AProVE alone can handle take a long time. The experiments confirm the results
of the Termination Competition, where AProVE also was the most powerful tool for
termination analysis of JBC programs in the past few years.
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2.7 Conclusion and Outlook
In this chapter, we discussed a transformational approach to (dis)proving termination
of Java Bytecode programs. The basis of our approach are termination graphs,
which over-approximate all computations starting in a given state (usually at the program
start). We introduced these graphs in Sect. 2.2 and formally defined them in Def. 2.22.
The concept of termination graphs has been developed in a series of papers [OBvEG10,
BOvEG10, BOG11, BSOG12, BMOG12], extending them to also handle exceptions, arrays
and recursion. A detailed discussion can be found in the upcoming PhD thesis of Carsten
Otto [Ott14].
In Sect. 2.3, we presented a non-termination-preserving transformation of termination
graphs into Integer Term Rewrite systems, leveraging the power of existing rewriting
termination analysis tools. Our simple translation of single edges in termination graphs
to rewrite rules was defined in Def. 2.56 and proved correct in Thm. 2.58. We built
on this transformation in a number of optimising post-processing steps in Sect. 2.4. In
Def. 2.67, we defined a more advanced handling of cyclic data structures, and in Def. 2.68,
we showed how to greatly simplify the rewrite systems obtained by our transformation. In
Sect. 2.75, we showed the soundness of an extension handling algorithms that iterate over
data structures by “marking” elements they already visited, and in Sect. 2.79, we showed
an approach to handle algorithms that make use of distances between objects on the heap.
Finally, we discussed a technique of finding “witnesses” at the program start that lead to
certain program states. Again, we used our termination graphs to construct these witnesses,
using a procedure based on Thm. 2.83. This is a rather surprising use, as termination graphs
over-approximate program runs, but here, we use them to show that certain program runs
definitely exist. We used this for two non-termination proving approaches. In Thm. 2.86,
we find instances of looping non-termination, where a program state is visited over and
over again. For this class of non-terminating programs, we also support non-terminating
algorithms making use of the heap. In Thm. 2.91, we try to find instances of non-looping
termination using an SMT-based approach.
While our evaluation results show that the approach is viable and can solve a large
number of interesting termination problem, all presented techniques are limited in a number
of ways. For example, the price we pay for a relatively simple automation of our termination
graphs is that the expressiveness of our heap predicates is severely limited. It would
be interesting to explore if extending termination graphs using related formalisms for
abstraction of heap structures leads to better results. For example, plenty of work exists on
using separation logic [ORY01] to represent the heap. While the automation of separation
logic-based proofs is inherently complex, some progress [BCC+07, YLB+08, CRB10] has
been reported. Another related approach to handling the heap is [HNR10, HBJ12], which
explores the use of graph grammars to represent data structures. An approach combining
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the advantages of both techniques could be an interesting extension. For this, our heap
predicates could be used as standard abstract domain for the heap, and when a termination
proof fails, the relevant parts of the code and changing data structures are identified to
switch to a more detailed view based on separation logic or graph grammars. In a similar
vein, exploring the use of a more complex domain to represent integers in termination
graphs, e.g., the Octagon domain [Min06] is of great interest. Stronger integer invariants
could help to prove more states in the termination graph unreachable, and hence make
the approach more scalable.
Another limitation of termination graphs is the very restricted modularity of the analysis.
At the moment, the termination analysis of large-scale programs in our implementation fails
in the construction of termination graphs, which, e.g., require the (repeated) analysis of all
called library methods to approximate their side-effects. A modular approach, allowing to
compute summaries for single functions and then re-using these summaries in the analysis
would be needed to solve this problem. Related work on bi-abduction [CDOY11] shows
that such summaries can be computed in some cases, and allow for a dramatic scaling
effect. First steps in this direction have been taken in [Fro13], with promising results.
Our non-termination proving techniques could be strengthened by extending them to
more complex cases. The current approach to find non-looping non-terminating exam-
ples requires that all program states described by the conjunction of conditions on a
path through the termination graph are non-terminating. This is a useful assumption in
practice (as many termination bugs are due to forgotten or mis-handled cases in a loop,
which are detected by this technique), but numerous examples require a more advanced
technique. When only some configurations handled by certain path through a loop lead
to program divergence, our analysis currently fails. Identifying such states (for example
from generalised counterexamples to termination arguments) and building a more complex
non-termination argument seems to be an interesting direction for future research.
Finally, our technique could be used for complexity analysis of Java Bytecode
programs. First work in this direction [MS12] has shown that a transformation similar
to ours from JBC to integer rewriting is not only non-termination-preserving, but also
preserves an upper bound on the program complexity. At the same time, complexity
analysis tools for rewriting [AM08, HM08a, HM08b, NEG13, AM13] have shown promising
results. Hence, combining our approach with a suitable complexity proving back-end might
yield a strong fully automated tool for complexity analysis of JBC programs.
3 Chapter 3Termination Analysis of Integer
Term Rewriting
Lets get along
There’s nothing here to do
Lets go find a rainbow
I could be wrong but what am i to do
Oasis, Guess God Thinks I’m Abel
In the previous chapter, we discussed how to prove termination of Java Bytecode
programs by transforming them into a set of integer term rewriting systems that need to
be proved terminating instead. While fully automated termination analysis of (standard)
Term Rewrite Systems has been researched extensively in the past, the addition of integers
and their standard operations to the formalism has seen far less interest. These additional
features make the analysis of int-TRSs significantly more complex On the other hand,
our very specific goal of using integer rewriting termination analysis as back-end for a
JBC termination tool allows to disregard many of the problems that make the analysis
of rewrite systems hard. For example, we do not need to consider different evaluation
strategies, and we can also exclude the case of nested defined function symbols, which
makes the synthesis of termination arguments significantly harder. In this chapter, we will
show how to adapt and combine a number of existing techniques to termination analysis
of our formalism, and discuss how their effectiveness can be greatly increased by program
transformation techniques tailored to our problem setting.
We consider integer term rewriting only as a target language for our higher-level analyses
and consequently, many of the presented techniques will be focussed on the handling of
automatically generated rewrite systems. This marks an important difference to classical
considerations of term rewriting in termination analysis. Whereas standard term rewriting
is often studied as a small and simple formalism exposing the need for very complex
termination arguments, we consider the opposite class of problems. The systems we want
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to analyse are automatically generated, large and contain much unneeded information.
At the same time, proving their termination only requires relatively simple termination
arguments. To handle this, we present a number of techniques to simplify and pre-process
rewrite systems obtained from Java programs, removing much of the cruft introduced
by our translation.
Our overall proof strategy for integer term rewriting systems is an adaptation of the
DP Framework [GTS04, GTSF06] for int-TRSs. In this setting, we prove termination
iteratively by simplification of the input problem. In each step, we try to prove that a
subset of rules of the considered rewrite system cannot occur infinitely often in a reduction.
If this succeeds, we remove this subset of rules and only consider the remainder of the
rewrite system in further proof steps. In this way, each proof step simplifies the considered
problem, until it is trivial to solve. Formally, the termination arguments used for each
step can be seen as part of a lexicographic termination argument for the original problem.
However, our approach only requires to look for one part of the termination argument at
a time, instead of trying to synthesise a lexicographic rank function at once. Furthermore,
our approach allows us to modify the rewrite system in the process. For example, we can
sometimes split the overall proof into independent subproofs, or choose to annotate rules
with non-trivial inductive invariants.
This chapter is structured as follows. We first discuss related work in Sect. 3.1. Then,
we present the general framework for our termination proofs in Sect. 3.2. Analogous
to the DP Framework, each of our proof steps is the application of a “processor” that
transforms an input problem into a set of output problems, whose termination then
usually implies termination of the input problem. In Sect. 3.3 we present a first set of
processors aimed at simplifying and pre-processing the huge rewrite systems generated by
our JBC termination analysis. Then, we present a constraint-solving based technique to
prove parts of an int-TRS terminating in Sect. 3.4. However, the technique is restricted
to int-TRSs without terms. In Sect. 3.5, we discuss two different approaches to handle
terms in combination with the approach from Sect. 3.4. Finally, we show a method to
improve the precision of our termination proving techniques based on inferring inductive
invariant-like properties of a rewrite system in Sect. 3.6, and finally, we discuss how to prove
non-termination of integer rewriting in Sect. 3.7. We evaluate our techniques in Sect. 3.8,
comparing the presented techniques with each other and with earlier work. Finally, in
Sect. 3.9, we conclude and discuss future directions for research.
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3.1 Related Work
This discussion of related work is organized as follows. We first present different general
frameworks for termination proofs, i.e., known methods to compose simple (local) termi-
nation arguments to handle a complete program. Then, we discuss a number of related
methods to find such termination arguments, which often take the form of linear rank
functions. Finally, we consider the state of the art regarding the handling of automatically
generated programs in automated termination provers, and then a small set of related
invariant generation and non-termination procedures.
Proof Frameworks Our termination proving approach is based on an adaptation of the
Dependency Pair (DP) Framework [GTS04, HM05, GTSF06, Thi07] to integer rewriting.
In the DP Framework, termination proofs are obtained by repeatedly modifying (and
usually simplifying) the considered problem by processors until a result is reached. Intu-
itively, the sequence of partial termination arguments obtained in this process forms a
lexicographic termination argument. The main advantage of the approach is that each
partial argument is (relatively) easy to synthesise, and that one can easily switch between
different techniques in each step.
Implementations in tools such as AProVE [GST06] and TTT2 [KSZM09] have consis-
tently led to the most powerful automatic termination provers for rewriting. Two standard
processors are used in all variations of the framework. The DP Graph Processor is used to
split the considered problem into independent sub-problems, which can then be analysed
on their own and in parallel. The Reduction Pair Processor allows to prove parts of a
rewrite system terminating by using orders on terms with certain properties. We will
present adaptations of these processors to our setting in the following.
Adaptations of the DP Framework to different contexts have been similarly successful.
For example, in complexity analysis of rewriting, approaches based on the DP Frame-
work [HM08a, HM08b, NEG13, AM13] have proved to be very effective. Analogously,
adaptations to prove termination of extended rewriting formalisms have been presented.
In [FGP+09, Plü09], standard rewriting was extended by integers and their pre-defined
operations, leading to Integer Term Rewrite Systems (ITRSs).
A related approach uses the syntax and proof structure of standard term rewriting,
but allows only integers and no terms as data [FK08, FK09, Fal09, FKS11, Hoe12]. Our
int-TRS are more expressive than this formalism, as they also support the use of terms to
represent user-defined data structures. On other hand, they are more restricted than ITRSs,
which also support nested function calls. In recent work [SNS11, Kop13], generalising the
extension of rewriting to integers to other theories was also considered. In all of these, the
general proof strategy is built around the DP Framework and its basic processors.
The Size-Change Principle [LJB01] is a common approach to automatic termination
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analysis for functional programs. In a first step, input programs are abstracted to their
size-change information (e.g., “variable x is decreased and is larger than variable y”, or
similar information for inductively defined data structures), leading to size-change graphs.
In a second step, these size-change graphs are then analysed for termination. The problem
of existence of a size-change termination proof for a given program abstraction is decidable,
due to the restricted nature of the considered programs and termination arguments. In
contrast to other proof frameworks, size-change allows no iterative improvement of a
termination argument. While different abstractions can be combined in the construction
of size-change graphs, once these are chosen, no further improvement is possible.
In later work, an approach based on the size-change principle was considerably strength-
ened by calling-context graphs [MV06], which provide a number of refinements for the
abstraction phase of size-change termination proofs. The most significant improvement
is a more precise abstraction of the control-flow, using essentially a specialised version
of the Dependency Pair Graph [AG97] from the DP approach. In recent work, the size-
change principle was generalised from being based on simple size changes to monotonicity
constraints over the integers [CLS05, CGB+11], allowing for a more precise abstraction
of programs. There, the termination proof was also modularised to allow for an iterative
simplification approach similar to the DP Framework.
In automatic termination proving of imperative programs, different proof techniques
have dominated. First approaches only generated a simple (often linear) rank function for
each considered loop. In later work, lexicographic termination arguments of a fixed length
were synthesised using one constraint system [BMS05a, BMS05b]. One line of continuing
research extended this approach to construct more complex lexicographic combinations by
iteratively extending a given argument to handle more program cases. These approaches
are in turn divided into two groups. One group, implementing a technique similar to the
DP Framework, enforces that each newly created argument proves at least a part of the
program terminating [ADFG10], i.e., is based on a syntactic criterion to ensure progress.
The approach of [LORR13] uses a Max-SMT-based technique to construct a lexicographic
termination argument similar to [ADFG10], but relaxes the criterion for progress. Here,
finding new parts of the termination argument can be interleaved with finding new program
invariants.
The second group implements a counterexample-guided approach [HLNR10, CSZ13,
BCF13]. In these methods, a termination argument is speculated using a set of sample
program runs, and then a standard safety prover (e.g., [BR01, HJMS03, CKSY05, McM06,
AGC12]) is used to check if the argument holds for all program runs. If it does not, a
counterexample in the form of a program run that is not “covered” by the existing argument
is produced. Thus, every time such a counterexample is found, it can be used to extend
the existing termination argument, and the search for another counterexample is started.
A detailed discussion of the approach an extension of it can be found in Chapter 4.
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Another common approach to termination analysis of imperative programs is based on
Transition Invariants [PR04b]. Here, the termination argument is not based on a lexico-
graphic combination, but on disjunctively well-founded relations (dwf relations). Like the
size-change principle, dwf relations are an application of Ramsey theory to termination anal-
ysis. However, the concept is sufficiently general to be a complete criterion for termination,
and thus subsumes size-change. To obtain a dwf relation, simpler termination arguments
(e.g. in the form of linear rank functions) are combined by a simple union, and unlike in
lexicographic arguments, these simple arguments do not need to be ordered. A number of
implementations of this algorithm exist for C programs [CPR06, PR07, GLPR12]. The
disadvantage is that while checking a lexicographic termination argument only requires
checking a single loop iteration at a time, checking the validity of a transition invariant
requires checking the far more complex transitive closure of the program relation.
The concept of Compositional Transition Invariants [KSTW10] was presented to miti-
gate this problem. There, the transition invariant is constructed such that it itself is transi-
tive, considerably simplifying the validity check of the termination argument. Recent work
has compared transition invariant-based approaches with the size-change principle [HJP10].
Experiments in [CSZ13] indicate that the higher cost of synthesising lexicographic orders is
negligible, compared to the cost of checking the transitive closure of the program relation.
Recent work in [GG13] extends the incremental structure of termination proofs using
transition invariants. Unlike the original method, this approach not only iteratively con-
structs a termination argument, but also uses the partial termination argument to identify
parts of the program that definitely terminate, and ignores them in the remaining proof.
An interesting property of this new approach is that it implicitly produces preconditions
for termination.
In [TSWK11], another iterative termination proving approach based on successive sum-
marisation is presented. There, single loops without subloops are proved terminating using
an instantiation of a termination argument from a pre-defined library. If this succeeds, the
loop is replaced by a summary, and the process can continue with outer loops.
Termination Arguments for (Integer) Loops Most of the work discussed above is based
on composing simple termination arguments for single loops (which may be nested) in the
program. For these, a number of different synthesis approaches exist, handling different
types of programs and termination arguments. All discussed approaches use a variation of
rank functions that assign a value to a program state at a certain program location. To
prove termination, one then has to show that the value of a rank function decreases in
each step of a computation and is bounded from below. Then, every computation finally
stops.
Linear rank functions using rational and integer coefficients have seen much research
interest. A first fully automated approach was already presented in [SG91], using a tem-
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plate for the rank function and then techniques from linear programming to find suitable
instantiations. Later work [CS01, CS02] used Farkas’ Lemma to prove that the presented
algorithm is complete, i.e., will always generate a linear rank function if one exists. A
similar (complete) approach for single loops with only one path through the loop was
presented in [PR04a], where the rank function is not found by instantiation of a template,
but by a suitable linear combination of constraints occurring in a loop. In [ADFG10] and
[Hoe12], the approach was extended to also handle more complex programs with several
loops and program positions. Our own synthesis procedure for linear rank functions from
Thm. 3.24 adapts the approach to our setting. In [FKS11], linear and non-linear integer
rank functions are deduced using a set of transformation rules on the rule constraints.
While not a complete method, it is more efficient than other methods in many cases and also
succeeds when non-linear rank functions are required. Finally, [BMPZ12, BGM12, BG13a]
provide extensive overviews of the current state of the art and comparisons of the different
approaches to the synthesis of linear rank functions, including a number of decidability
and complexity results.
A generalisation of rank functions to term rewrite systems are polynomial interpreta-
tions [Lan79], which assign a (possibly non-linear) polynomial to every occurring symbol.
So whereas rank functions can be viewed as assigning a polynomial to every program posi-
tion, polynomial interpretations also assign polynomials to the symbols used to construct
user-defined data structures. Similar concepts were developed in termination analysis of
logic programming, where norms and level mappings are used to assign numerical values
to terms. Synthesis techniques for such interpretations are based on templates, which
are then combined to produce a constraint system. A solution to this system is then an
instantiation of the templates suitable for a termination proof. However, nested terms
(such as List(List(. . .))) directly lead to non-linear constraints, and thus, the resulting
constraints are hard to solve. The best known solution to this approach is a SAT-based
encoding of the constraints [FGM+07], for which the ranges of template variables are
limited. This approach was later extended to a combined approach for both term and
integer values [FGP+09]. More recent work in [BLO+12] has shown that a heuristic-based
reduction to linear arithmetic problems (again making use of limited ranges for the in-
volved variables) can yield comparable results. The advantage of this approach is that in
combination with a max-SMT solver, too limited variables ranges can be identified and
enlarged in an iterative solving procedure.
Finally, recent work has studied termination analysis in the presence of machine-bounded
integers (i.e., where int is a 32-bit value with overflow semantics). Here, [CKRW10]
proposes several methods, where again a SAT-based template method proves to be most
efficient. Later work in [FKS12] shows that using a pre-processing step to make overflow
semantics explicit by extending the program to “normalise” values back into the intended
value range is also very promising. Experimental evaluations show that using this pre-
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processing and a standard tool based on unbounded integers is usually more efficient than
the specialised approach.
Handling User-defined Data Structures In our approach, (nested) terms are used to
represent instances of user-defined data structures. In related approaches to termination
analysis, such data structures are usually abstracted away to integers relatively early. The
tool THOR [MTLT10, Mag10] uses symbolic execution with separation logic [IO01,
ORY01, Rey02] to keep track of numerical information about data structures. In an
abstraction step, the obtained information is used to replace heap accesses by numerical
abstractions. The numerical relations obtained depend on the user-provided predicates
used to abstract data structures. For lists, this is usually their length, and for trees, their
height.
In a similar approach, the path length domain [SMP10] represents every data structure
by the maximal path allowed in that structure. So a list of integers [5, 2, 9] is represented
by its length 3. In Sect. 3.5, we will discuss an adaptation of this idea to int-TRSs.
Finally, [AAG+10] presents a method that allows to extract relevant integers that are
stored on the heap, and duplicates them as local variables. This allows to keep track of
these values, even after abstracting the heap using the path length domain. This is closely
related to our argument duplication optimisation in Sect. 3.5, which copies integers inside
of terms.
Simplification of Automatically Generated Programs Similarly to our translation of
Java Bytecode programs to int-TRSs, the tools Julia and COSTA for termina-
tion (and cost) analysis of JBC programs generate constraint logic programs from their
input, which is then given to a back-end termination prover. To improve the performance
of their back-ends on these generated programs, they use several simplification techniques.
In [AAG+08], two techniques are presented. The first one reduces the number of duplicated
variables in the generated program, as a great number of such duplicates occurs naturally
in the stack-based evaluation of JBC. We present a similar technique for int-TRSs in
Thm. 3.17, also handling duplications in user-defined data structures. The second tech-
nique removes variables deemed unnecessary for termination and cost analysis, based on
the existence of constraints on such variables. A similar approach is presented in [SLM09],
where variables not changing over a loop iteration (called “left-open” and “right-open”)
are removed. Finally, [FKS11] presents a technique to remove variables that never occur
in rule constraints. Our handling of unneeded arguments in Thm. 3.15 generalises the
approach, and extends it to also handle data structures encoded as terms. In research on
automatic model checking, many similar analyses have been presented to compute the
“cone of influence”, in which a modelled system is reduced to only contain variables that
may influence the property to prove.
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To handle the great number of rules produced by an automatic translation of an im-
perative language, [FKS11] proposes to eliminate all intermediate rules between “control
points” of the program. Similarly, [SLM09] proposes an “unfolding” technique to eliminate
intermediate rules. Our technique from Thm. 3.10 again extends this to also handle terms,
using narrowing [GTSF06].
Quasi-Invariants and Non-Termination The idea of our eventual invariants is closely
related to the idea of eventual rank functions discussed in [BMS05d] and follows the proof
method from [BMS05a]. The main difference is that our approach is presented in more
general terms, and in the interaction with the surrounding proof framework. Very recent
work in [LORR13] shows a generalisation similar to ours, but uses a Max-SMT-based
approach to infer invariants.
Non-termination proving for integer programs without start states has not seen large
interest in the research community. In [PM09], finding non-termination queries for binary
constraint logic programs is discussed. There, the non-termination analysis is based on
proving that a derivation in the logic program leads to a “more general” query, meaning
that the constraints on the involved terms and integers are less strict.
For non-termination of programs with a designated start, a number of approaches exist.
In TnT [GHM+08], loops reachable from the program start are enumerated and split into
a stem and a cycle (that may repeat infinitely often). Then, a recurrent set for the cycle is
searched, where applying the instructions of the cycle on a state in the recurrent set leads
back to the recurrent set. The constraint systems used in the synthesis process usually
require non-linear arithmetic, and are hence often a source of solver timeouts. A similar
approach is used in TRex [HLNR10], which alternates the technique with a termination
proving technique. Here, loops are not enumerated randomly, but only those loops that
could not be shown to be terminating are handed off to the non-termination procedure.
In Invel [VR08], non-termination of Java programs based on a combination of
theorem proving and invariant generation using the KeY system is used to prove non-
termination. The search for non-termination arguments in Invel only has very limited
support for programs operating on the heap. In Julia, the constraint logic programs
obtained for termination analysis are under certain circumstances precise representations
of the input program. In these cases, non-termination of the input program is proved if the
underlying termination checker reports non-termination of the generated logic program.
For term rewriting, a number of fully automatic non-termination proving techniques
exist. However, they are usually restricted to handling programs without pre-defined integer
operations. To detect rewrite systems where the same term is generated over and over,
repeated narrowing (i.e., application of rules to a not fully instantiated term) following
a number of heuristics is used [GTS05]. Later extensions of this approach can also prove
non-termination of rewrite systems that produce ever-growing terms following the same
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pattern [EEG12]. For string rewriting, approaches based on heuristically generating a
part of the graph representing the rewrite relation [Zan05] and automata theory [Wal04,
GHW05] were presented. Finally, [ZSHM10] presents a method that uses SAT solving to
find loops of a bounded length in a String Rewrite System.
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3.2 Proof Framework
We analyse int-TRSs as defined in Def. 2.28. To prove their termination, we structure our
proofs as proof trees, where each node is labelled by an int-TRS. In our framework, we
iteratively apply a series of processors on the leaves of the proof tree, and each application
either yields a sequence of new, modified (and usually simplified) int-TRSs or a result in the
form of yes (for a terminating system) or no (for a non-terminating system). We can then
propagate these results upwards in the proof tree. For this, each applied processor is marked
as being either sound (if the termination of all resulting int-TRSs implies termination of
R), or complete (if termination of R implies the termination of all of the resulting rewrite
systems) or both.
Definition 3.1 (Processor) A processor P maps an int-TRSs R to a set {R1, . . . ,Rn}
or one of the special values yes or no. We call P sound if the termination of all resulting
int-TRSs implies termination of R and it only returns yes if R is terminating. We call
P complete if non-termination of one of the resulting int-TRSs implies non-termination
of R and it only returns no if R is non-terminating.
We build a proof tree for an input int-TRS R by starting with R as root and appending
new children R1, . . . ,Rn to a leaf Rl whenever we have a processor P with P(Rl) =
{R1, . . . ,Rn}. Such a proof tree proves termination of its root R if all leaves are yes and
all applied processors are sound, and it proves non-termination of R if one of the leaves is
labelled with no and all processors applied between the root and that leaf are complete.
Example 3.2 (Proof Tree for Terminating Example)
R1
R2
yes
R3
yes
Figure 3.1
Fig. 3.1 displays a proof tree for a terminating int-TRS R. For example,
we could have R2 = {f(x) → f(x − 1) Jx > 0 K}, R3 = {g(x) →
g(x − 1) Jx > 0 K}, and R1 = R2 ∪ R3. Then, a simple processor
allows us to consider R2 and R3 instead of R1, as the two different
rules are obviously (syntactically) independent of each other (a sound
and complete processor to do this will be presented in Thm. 3.5). For
the resulting subsystems, we can automatically find simple termination
arguments to conclude their termination, and a corresponding processor will be defined
in Thm. 3.20.
We will first present a simple processor to split a large int-TRS under analysis into several
smaller ones, taken from [FKS11] (which in turn is an adaptation of [GTS04, GTSF06] to
conditional integer rules). For this, we generalise the idea of the simple syntactical splitting
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in Ex. 3.2 by building a rule graph from an int-TRS R.1 The nodes of a rule graph are
the rules of R, and we connect two rules `1 → r1 Jϕ1 K and `2 → r2 Jϕ2 K by a directed
edge if they can be used after each other. Intuitively, this matches the concept of control
flow graphs in imperative programming languages, indicating how evaluation sequences
may be composed from the definition of the program.
Definition 3.3 (Rule Graph) Let R be an int-TRS. The rule graph of R is the directed
graph RG(R) := (R, E) with
E := {(ρ1, ρ2) ∈ R2 | ∃t1, t2, t3 ∈ T (Σ,V).t1 ↪→ρ1 t2 ↪→ρ2 t3}
Of course, in the presence of non-linear arithmetic in the constraints of R, RG(R)
may not be computable. However, in many cases (e.g., for linear arithmetic), and using
approximations otherwise, we can compute the graph for two given rules using a simple
technique. To check if `1 → r1 Jϕ1 K and `2 → r2 Jϕ2 K can be applied after each other,
we first rename all variables to avoid name clashes. Then, we try to find the most general
unifier (mgu) σ for the terms r1 and `2, i.e., the most general substitution such that
r1σ = `2σ. If no such σ exists, the two rules cannot be applied after each other, because
the constraints imposed by the respective terms are contradictory. So in the most simple
case, we have rules . . . → f(. . .) and g(. . .) → . . . and we cannot find a unifier because f
and g represent different “program positions”. We may also have rules . . .→ f(List(. . .), . . .)
and f(null, . . .)→ . . ., where the first rule ensures that a list is non-empty and the second
rule is only applicable if the list is empty.
On the other hand, if we succeed in finding a unifier σ, we have only ensured that the
constraints on the term structure are satisfiable. To check that our integer constraints
are satisfiable as well, we then check if ϕ1σ ∧ ϕ2σ is satisfiable. If that is not the case,
the rules cannot be applied after each other. So for example, we could have rules . . . →
f(. . . , x) Jx > 0 K and f(. . . , y) → J y < 0 K. Then our unifier σ would at least rename x
and y to a common variable v, and we would then find (x > 0)σ∧(y < 0)σ = v > 0∧v < 0
to be unsatisfiable. In such cases, the two rules cannot be evaluated after each other and
we do not need to add an edge. In all other cases, we add an edge between the two rules
to our rule graph.
1This is called a “dependency graph” in [GTSF06] and a “termination graph” in [FKS11]. As we do
not use the dependency pairs forming the basis of [GTSF06], and want to avoid confusion with the
termination graphs from Chapter 2, we choose yet another new name.
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Example 3.4 (Rule Graph) We consider the int-TRSR with the following three rules:
f(x1, y1, a)→ f(x′1, y1, a) Jx1 + y1 = 2 · z1 ∧ x′1 = x1 + 1 K (3.1)
f(x2, y2, a)→ f(x′2, y′2, b) Jx2 + y2 = 2 · z2 ∧ x′2 = x2 + 1 ∧ y′2 = y2 + 1 K (3.2)
f(x3, y3, b)→ f(x3, y′3, a) J y′3 = x′3 + 1 K (3.3)
The rule graph for this system is surprisingly simple:
(3.1) (3.2) (3.3)
To construct the graph, we have to check each potential edge individually. For example,
for the edge (3.1) to (3.2), we find the unifier σ = [x2/(x1 + 1), y2/y1]. We then proceed
to check the following condition for satisfiability:
(x1 + y1 = 2 · z1 ∧ x′1 = x1 + 1)∧ ((x1 + 1) + y1 = 2 · z2 ∧ x′2 = (x1 + 1) + 1∧ y′2 = y1 + 1)
However, x1 + y2 = 2 · z1 ∧ (x1 + 1) + y1 = 2 · z2 is unsatisfiable, so we do not need to
draw an edge. For the edge from (3.2) to (3.1), we cannot find a unifier, as the constants
b and a in the third argument of f clash. The remaining edges are handled similarly.
Based on RG, we present the first simple processor for int-TRSs, which we use to split a
rewrite system into several smaller subsystems, which can then be analysed independently.
For this, we use the SCCs2 of the rule graph. Obviously, any non-terminating reduction
eventually only uses rules from a single SCC, and thus it suffices to show that no infinite
reduction is possible for each SCC individually.
Theorem 3.5 (Rule Graph Processor) LetR be an int-TRS and S1, . . . ,Sn the non-
trivial SCCs of RG(R). Then RGProc(R) = {S1, . . . ,Sn} is a sound and complete pro-
cessor.
For the proof, we refer to [FKS11, Hoe12].
2A non-trivial SCC S of G is a set of nodes such that each of the nodes in S has a non-empty path to
every other node in S.
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3.3 Simplifying Integer Term Rewrite Systems
We now introduce three processors to simplify the int-TRSs obtained by our automatic
translation of termination graphs from Sect. 2.3. The systems we obtain from this trans-
lation differ greatly from the compact rewrite systems often considered in termination
analysis of term rewriting, which are often hand-crafted to expose specific, very hard
termination problems. In our systems, each evaluation step in the original program causes
a rule to be created. At the same time, we have many variables that are not related to
the termination argument, even after restricting ourselves to interesting variables as in
Def. 2.68. Furthermore, the rules obtained from our translation are often not left-linear,
i.e., variables may appear several times on the left-hand side of a rule. This stems from the
use of term encodings of JBC states as left-hand sides, as such states often duplicate the
same reference (e.g., as local variable and temporarily on the operand stack). Application
of such a rule then requires an implicit equality check of the duplicated variables, slowing
down a number of analysis techniques. In this section, we will present a solution to each
of these problems.
Reducing the Number of Rules In a first step, we want to reduce the number of rules
appearing in our rewrite systems. In our translation, a long sequence of simple evaluation
steps in the termination graph is transformed into a long chain of rewrite rules. This makes
it hard to synthesise a termination argument, as the number of constraints needed for this
is linear in the number of rules. At the same time, information about changes to program
variables is spread out over a large number of rules, making it hard to easily reason about
the effects a whole iteration of a loop has on a state. Our goal now is to “compress” such
long chains of rules by narrowing the involved rules.
A narrowing of a term (or rule) is similar to performing a standard rewrite step. However,
whereas in rewriting we apply a rule `→ r to a term t by finding a matching substitution
σ such that `σ = t, in a narrowing, we search for a unifier µ such that `µ = tµ holds. So
we do not only apply a rule to t, but we first instantiate the variables in t (i.e., we “narrow”
the set of terms represented by it) to allow the rule to apply.
Definition 3.6 (Narrowing) A term t′ is a narrowing of the term t with the int-rule
` → r Jϕ K using the unifier µ (written t  µ`→r Jϕ K t′) if µ is the most general unifier of
` and t and t′ = rµ. Here we always assume that ` and t are variable disjoint (otherwise
the variables in the rule are renamed).
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Example 3.7 (Narrowing) Consider the following two rules from Ex. 2.57:
fA(o11, i11)→ fB(o11, i11, o11) (3.4)
fB(jlO(List(eoc, o23, i22)), i21, jlO(List(eoc, o23, i22)))→
fD(jlO(List(eoc, o23, i22)), i21, jlO(List(eoc, o23, i22))) (3.5)
We can narrow the right-hand side fB(o11, i11, o11) of rule (3.4) with the rule
(3.5) using the unifier µ = [o11/jlO(List(eoc, o23, i22), i11/i21)] to obtain the term
fD(jlO(List(eoc, o23, i22)), i21, jlO(List(eoc, o23, i22))).
Like in Ex. 3.7, we will use narrowing of right-hand sides of rules to obtain new rules
which simulate the effect of applying two rules directly after each other. To propagate the
constraints on the term structure encoded in the unifier obtained in the narrowing, we
also apply them to the left-hand side of our original rule. So in Ex. 3.7, narrowing the
right-hand side of rule (3.4) allowed to simulate the effect of applying rule (3.5) directly
afterwards. To reflect that we can only apply rule (3.5) in certain conditions (namely,
that the first argument has the shape jlO(List(. . .))), we use the obtained unifier µ on the
left-hand side of the original rule to obtain a new rule. Similarly, we apply the unifier to
the conditions of the two rules, to keep track of possibly changed variable names.
Our goal is then to use narrowing to eliminate unneeded defined symbols (i.e., those
generated for states on a long, linear path in the termination graph) and produce a simpler
rewrite system.3 To this end, we first define two helpful sets. For an int-TRS R and a
defined symbol f ∈ Σd, let R→f = {` → r Jϕ K ∈ R | root(r) = f} consist of all rules
where f appears as root of the right-hand side and Rf→ = {`→ r Jϕ K ∈ R | root(`) = f}
contain all those rules where f appears as root of their left-hand side. If R has no directly
recursive f-rules (i.e., if R→f ∩Rf→ = ∅), then we can eliminate f by directly applying the
rules from Rf→ to the right-hand sides of the rules in R→f . For this, we narrow each rule
from R→f with all rules from Rf→ to obtain rules that skip the intermediate symbol f:
Definition 3.8 (f-cleaned System R−f) Let R be an int-TRS and let f ∈ Σd such that
R→f ∩Rf→ = ∅. Then we define the f-cleaned system as R−f = (R \ (R→f ∪Rf→)) ∪R′,
where R′ = {`µ→ r′ J(ϕ ∧ ϕ)µ K | `→ r Jϕ K ∈ R→f , `→ r Jϕ K ∈ Rf→, r  µ`→r Jϕ K r′}.
3Note that our form of narrowing differs from the narrowing of dependency pairs in [GTSF06], where
narrowing steps only take place below the root position, whereas here we narrow only at the root
position. It extends the pair narrowing of dependency pairs on the root position in [Emm08] by also
handling our rule constraints.
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Example 3.9 (f-cleaning) We continue with the rules from Ex. 3.7 and first eliminate
fB. We have R→fB = {(3.4)} and RfB→ = {(3.5)}. Let t′ be the term we obtained from
narrowing the right-hand side of (3.4) with (3.5) in Ex. 3.7 and µ as in that narrowing.
Then for R′ from Def. 3.8, we obtain
{(fA(jlO(List(eoc, o23, i22), i21))→ fD(jlO(List(eoc, o23, i22)), i21, jlO(List(eoc, o23, i22)))}
Further f-cleaning of the original system from Ex. 2.57 yields
fA(null, i1)→ fCe()
fA(jlO(List(eoc, o3, i1)), i1)→ fFe()
fA(jlO(List(eoc, o3, i2)), i1)→ fA(o3, i1) J i1 6= i2 K
Theorem 3.10 (Rule Compression Processor Sound and Complete) Let R be
an int-TRS and f be as in Def. 3.8. Then RCProc(R) = {R−f} is a sound and complete
processor.
Proof. We have to prove that R terminates if and only if R−f terminates.
Soundness: Let R have an infinite reduction t1 →σ1`1→r1 Jϕ1 K t2 →σ2`2→r2 Jϕ2 K . . . where we
assume that `i → ri Jϕi K and `j → rj Jϕj K are variable disjoint whenever i 6= j.
W.l.o.g. let `1 → r1 Jϕ1 K /∈ Rf→. For every i where `i → ri Jϕi K ∈ R→f we have
`i+1 → ri+1 Jϕi+1 K ∈ Rf→, since root(ri) = f.
Moreover, ti = `iσi, ti+1 = riσi = `i+1σi+1, and both ϕiσi and ϕi+1σi+1 are valid. So there
is a µ = mgu(ri, `i+1) such that ri  µ`i+1→ri+1 Jϕi+1 K ri+1µ and `iµ→ ri+1µ Jϕi∧ϕi+1)µ K ∈
R′ ⊆ R−f , with R′ as in Def. 3.8.
As `i → ri Jϕi K and `i+1 → ri+1 Jϕi+1 K are variable disjoint, there exists a substitution
γ such that µγ is like σi for all variables in `i → ri Jϕi K and like σi+1 for all variables
in `i+1 → ri+1 Jϕi+1 K. Hence, `iµγ = `iσi = ti, ri+1µγ = ri+1σi+1 = ti+2, and both
ϕiµγ = ϕiσi and ϕi+1µγ = ϕi+1σi+1 are valid. Thus, ti →γ`iµ→ri+1µJ(ϕi∧ϕi+1)µK ti+2.
By iterating this replacement of rule applications from R→f , we also eliminate all ap-
plications of rules from Rf→, since they are always preceded by a rule from R→f . In this
way, we obtain an infinite reduction w.r.t. R−f .
Completeness: Every infinite reduction w.r.t. R−f can be transformed into an infinite
reduction w.r.t. R. The reason is that whenever t rewrites to t′ with a rule from R′ ⊆ R−f ,
then t also rewrites to t′ in 2 steps with R. To see this, let t→σ`µ→r′ Jϕ∧ϕ)µ K t′. Hence, ϕµσ
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and ϕµσ are valid. Here, both `→ r Jϕ K and `→ r Jϕ K are from R and r  µ
`→r Jϕ K r′
(i.e., rµ = `µ and r′ = rµ). Thus, t = `µσ →µσ`→r Jϕ K rµσ = `µσ →µσ`→r Jϕ K rµσ = r′σ = t′.
Reducing the Number of Arguments In a second simplification step, we want to reduce
the number of arguments of the symbols in our int-TRSs, only leaving those that may
contribute to a termination argument. For this, we first define the concept of argument
filters.
Definition 3.11 (Argument Filter [GTSF06]) An argument filter pi for a signature Σ
maps every n-ary function symbol to a (possibly empty) list [i1, . . . , ik] with 1 ≤ i1 < . . . <
ik ≤ n. The signature Σpi consists of all function symbols f ∈ Σ, but for pi(f) = [i1, . . . , ik],
the arity of f in Σpi is k. Every argument filter pi induces a mapping from T (Σ,V) to
T (Σpi,V) as follows:
pi(t) =
 t, if t is a variablef(pi(ti1), . . . , pi(tik)) if t = f(t1, . . . , tn) and pi(f) = [i1, . . . , ik].
For every int-TRS R, we define pi(R) = {pi(`)→ pi(r) Jϕ K | `→ r Jϕ K ∈ R}.
To determine which arguments may contribute to a termination proof, we consider some
term t obtained at the “end” of some reduction. So t is in normal form, and we consider
the possible reasons that make it impossible to apply a rule. Our goal is to identify those
arguments of rules that are needed to determine that an evaluation “stops”, and filter
everything else away.
First, all rules ` → r Jϕ K may not match t, i.e., there is no substitution σ such that
t = `σ. Then, there has to be some subterm s` = f(u`1, . . . , u`n) of ` and a corresponding
subterm st = f(ut1, . . . , utn) of t such that at least one of the arguments does not “fit”. So
there is some argument i of f such that no σ with uti = u`iσ exists. This can only happen
when the i-th argument of f in a left-hand side ` is not a variable. Such an argument thus
may be important for the termination behaviour of the int-TRS, and we call it needed.
However as we are interested only in infinite reductions (or more precisely, their absence),
we can weaken this somewhat. If the i-th argument of f on all right-hand sides of rules in
R always has the same shape (e.g., it is always g(. . .)) and the i-th argument on left-hand
sides always has the same shape (e.g., it is also always g(. . .)), then in an infinite reduction,
we will always create the “right” term in that argument. Thus, finding a substitution that
makes these arguments the same will always succeed, and hence the argument will always
match and we hence do not need to consider it as needed.
Another case is that no matcher exists for ` and t because a variable appears several
times in `, and would need to be instantiated with conflicting values to match t. In that
case, we just mark all arguments involved in such non-linear matchings as needed.
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Finally, if matching succeeds, application of a rule may fail because the rule constraint
is not satisfied. To handle this case, we just mark those arguments as needed that contain
variables also occurring in a condition, i.e., where V(uti) ∩ V(ϕ) 6= ∅.4 Again, we can
weaken this requirement. Remember that we allow integer arithmetic only to occur in the
condition, and hence, when assigning a value to a new variable x′ on the right-hand side,
we have to introduce a constraint. However, these assignment can of course never fail, as
x′ is usually otherwise unrestricted. For this, we define the assignment-free version of ϕ.
Definition 3.12 (Assignment-free Constraint) For a rule `→ r Jϕ K we call atoms
“x = t” of ϕ assignments if x is a variable that neither occurs in ` nor t nor in any
other atom of ϕ. We define the assignment-free constraint ϕ̂ as the constraint obtained by
removing all assignments from ϕ.
Up to now, we only discussed how arguments in a single rule may contribute to ter-
mination. However, when we know that an argument i of some symbol f(t1, . . . , tn) on
the right-hand side of a rule is needed, we of course need to propagate this information
backwards to all arguments on the left-hand side that contribute to the needed argument.
So for example, if ti is a variable x, all occurrences of x on the left-hand side are also
needed.
Definition 3.13 (Unneeded Argument Filter) The needed argument positions N ⊆
(Σ× N) for an int-TRS R are the smallest set with (f, i) ∈ N if 1 ≤ i ≤ ar(f) and one of
the following holds for some rule `→ r Jϕ K of R:
• matching: ` contains a subterm f(t1, . . . , tn), the right-hand side of some rule in R
contains f(u1, . . . , un), and there is no matcher σ with tiσ = ui.
• non-linearity: ` contains f(t1, . . . , tn) and a variable x ∈ V(ti) occurs more than once
in `.
• constraint: ` contains a subterm f(t1, . . . , tn) and V(ti) ∩ V(ϕ̂) 6= ∅.
• propagation: ` contains a subterm f(t1, . . . , tn) such that a needed variable y occurs
in ti. A variable y is needed if one of the following holds:
– y occurs at a needed position of r. (Here, y occurs at a needed position of
a term t iff t = y or t = g(t1, . . . , tm), (g, j) ∈ N , and y occurs at a needed
position of tj.)
– ϕ contains an assignment “x = t” where x is needed and y ∈ V(t)
We define the unneeded argument filter as piN(f) = [ ] for f ∈ Z and piN(f) = [i1, . . . , ik]
for any f ∈ Σc∪˙Σd, where {i1, . . . , ik} = {i | (f, i) ∈ N} and ij < ij+1 for all j.
4Here, we use V(t) to denote the set of variables occurring in t.
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Example 3.14 (Unneeded Arguments) Let R consist of the following two rules:
f(jlO(List(eoc, o1, i1)), o2, i3, i4)→ g(jlO(List(eoc, o1, i1)), o2, i′3, i4) J i′3 = i3+i1 K (3.6)
g(jlO(List(eoc, o1, i1)), o2, i3, i4)→ f(o1, o2, i3, i′4) J i′4 = i4−1 ∧ i4 > 0 K
(3.7)
The two rules iterate over the list in the first argument, accumulating the values of the
list elements in the third argument. It stops after the number of elements specified in
the fourth argument have been processed. Intuitively, the system has two termination
arguments, one based on the list length and one on the size of i4.
We now compute the needed arguments of R. For this, we first consider each of the
rules on its own, and then propagate information. For (3.6), argument (f, 1) is needed, as
it occurs on right-hand side of (3.7) without the function symbol jlO. As the assignment-
free constraint of the rule is empty (i.e., just true), no other argument is marked as
needed.
For (3.7), we get the assignment-free constraint i4 > 0 and hence mark (g, 4) as needed.
Propagation of these two results then also marks (f, 4), (jlO, 1), (List, 2) and (g, 1) as
needed. Applying piN to R then yields the following system:
f(jlO(List(o1)), i4)→ g(jlO(List(o1)), i4) (3.8)
g(jlO(List(o1)), i4)→ f(o1, i′4) J i′4 = i4 − 1 ∧ i4 > 0 K (3.9)
Theorem 3.15 (UAFProc Sound and Complete) Let R be an int-TRS and piN its
unneeded argument filter. Then UAFProc(R) = {piN(R)} is a sound and complete pro-
cessor.
Proof.
Soundness: For any argument filter pi, non-termination of R implies non-termination of
pi(R), since every (root) rewrite step s→`→r Jϕ K t implies pi(s)→pi(`)→pi(r) Jϕ K pi(t).
Completeness: For readability, we write “pi” instead of “piN”.
Let s1 →σ1pi(`1)→pi(r1) Jϕ1 K s2 →σ2pi(`2)→pi(r2) Jϕ2 K . . . be an infinite reduction w.r.t. pi(R). Our
goal is to obtain an infinite reduction w.r.t. R. Let s1 be a term with pi(s1) = s1 such
that for all subterms f(u1, . . . , un) of s1, all 1 ≤ i ≤ n with (f, i) /∈ N , and all subterms
f(t1, . . . , tn) of left-hand sides, we have that ti matches ui. Then we say that s1 has the lhs
matching property. Due to the conditions “matching” and “non-linearity” in Def. 3.13, from
pi(`1)σ1 = s1 we can therefore conclude that there exists a substitution σ1 with `1σ1 = s1
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such that pi(`1σ1) = s1 = pi(`1)σ1. By the condition “constraint” in Def. 3.13, we can
define σ1 to coincide with σ1 on all variables from ϕ̂1. By the condition “propagation”, σ1
can be extended to ϕ1’s remaining variables such that ϕ1σ1 = ϕ1σ1 is valid, and hence,
s1 →σ1`1→r1Jϕ1K s2, where s2 = r1σ1. Due to the condition “propagation” in Def. 3.13, the
root symbols of needed subterms in s2 = r1σ1 coincide with the corresponding ones in s2 =
pi(r1)σ1. Thus, we obtain pi(s2) = s2. By construction, s2 also has the lhs matching property.
Hence, by repeating the above construction, one finally obtains an infinite reduction
s1 →σ1`1→r1 Jϕ1 K s2 →σ2`2→r2 Jϕ2 K . . . 
While we can already greatly reduce the number of arguments in our automatically
generated int-TRSs using UAFProc, it fails on variables that occur several times on the
left-hand side of a rule. On the other hand, this occurs naturally in our translation, as
references in JBC states are often duplicated in several local variables, fields of objects
instances and on the operand stack. However, if we generate terms for such duplicated
references, this is due to their duplication in the encoded states. Hence, this duplication
also appears in every rule generated for these states, and this exists on both the right and
left-hand sides of rules. For this case, we define the duplicate argument filter and use the
auxiliary function d(f, i) that maps an argument to the set of arguments of f that always
contain the same value in all occurrences of f. Obviously, it is enough to just keep one
representative for each set d(f, i):
Definition 3.16 (Duplicate Argument Filter) Let R be an int-TRS and f ∈ Σc∪˙Σd.
Then the set d(f, i) contains those argument positions of f which always result from du-
plicating f’s i-th argument, in all rules of R. In other words, for 1 ≤ j ≤ n, we have
j ∈ d(f, i) iff ti = tj holds for all subterms t = f(t1, . . . , tn) occurring in R.
An argument filter piD is a duplicate argument filter if for any f ∈ Σc∪˙Σd, piD(f) =
[i1, . . . , ik] implies that the sets d(f, ij) are pairwise disjoint and that d(f, i1)∪˙ . . . ∪˙d(f, ik) =
{1, . . . , ar(f)}.
Theorem 3.17 (DAFProc Sound and Complete) Let piD be a duplicate argument
filter. Then DAFProc(R) = {piD(R)} is a sound and complete processor.
Proof. Soundness: Again, soundness is trivial for all argument filters.
Completeness: Every infinite reduction w.r.t. piD(R) can easily be transformed into a
corresponding reduction w.r.t. R. If the j-th argument position of a function symbol f
was removed by piD, then the reason was that j ∈ d(f, i) for some position i that was
not removed. Hence, for all terms in the reduction, one can restore f’s j-th argument
by copying the subterm at argument position i to position j. In this way, all removed
arguments can be obtained again, which results in a corresponding reduction w.r.t. R.
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3.4 Proving Termination of Integer Rewriting
To prove termination of an int-TRS R, we use the well-known concept of inferring an
order on terms from polynomial interpretations. For this, we interpret function symbols of
arity n with polynomials over n variables. By a simple homomorphic extension, we can
use this interpretation to map each term to a corresponding polynomial. Then, we can
use standard arithmetic reasoning tools to check if a term t is “larger” than another term
t′ by checking if the polynomial for t is always greater than the polynomial for t′. Thus, a
polynomial interpretation measures terms as an arithmetic expression and we can define
an order  on terms by defining t  s if the measure of t is greater than or equal to the
measure of s.
If we can prove that in every application of a rule from R, this measure is actually
decreasing and bounded from below, then we have proved termination. If R were non-
terminating, then there would be some infinite reduction t1 ↪→ t2 ↪→ . . ., and we could
apply our measure to obtain a sequence i1  i2  i3 . . .. So if this sequence were infinite,
it would be a contradiction to the lower bound we found for the measure.
In order to strengthen this approach, we only require some rulesR ⊆ R to be decreasing
the measure and bounded from below. For all other rules R = R \R, we only require
that they do not increase the measure. This already suffices to prove that the rules in R
cannot occur infinitely often in a reduction, by the same argument as above.
Definition 3.18 (Polynomial Interpretations, Reduction Pairs [GTSF06])
Let R be an int-TRS and R some ring. We call a mapping I : Σd∪Σc∪Z→ ⋃i∈N(Ri → R)
from function symbols to functions an interpretation for R if every symbol of arity n
is mapped to a function with n arguments. We extend it homomorphically to terms by
defining
I(t) =
t if t ∈ VI(f)(I(t1), . . . , I(tn)) if t = f(t1, . . . tn), f ∈ Σd ∪ Σc ∪ Z
If an interpretation Pol maps all function symbols to polynomials, we call Pol a polynomial
interpretation, and we will only consider these in the following.
We call (,) a reduction pair iff both are quasi-orders,  is closed under substitutions
(i.e., if t  s, then also tσ  sσ for all σ),  is closed under substitutions and is well-
founded, and  and  are compatible (i.e.,  ◦  ⊆  ⊇  ◦ ). For a reduction pair
and an int-TRS R, we define the sets R = {`→ r Jϕ K | ϕ =⇒ `  r} and R = {`→
r Jϕ K | ϕ =⇒ `  r}.
A polynomial interpretation induces two polynomial orders Pol and Pol, where t Pol s
iff Pol(t) > Pol(s) (for all instantiations of all occurring variables) and Pol(t) ≥ b holds
for some b ∈ R and t Pol s iff Pol(t) ≥ Pol(s). Then, (Pol ,Pol) is a reduction pair.
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Example 3.19 (Interpretations) Let R be the following int-TRS:
f(List(n, v))→ f(List(n, v′)) J v > 0 ∧ v′ = v − 1 K (3.10)
f(List(n, v))→ f(n) J v ≤ 0 K (3.11)
We define the interpretation I over the natural numbers as follows:
I(f) = |X1| I(List) = |X1|+ 1
Then, we have I(f(List(n, v))) = I(f)(I(List)(I(n), I(v))) = 1 + |n| and I(f(n)) =
I(f)(I(n)) = |n| for the left and right-hand side of (3.11), and as over the natural numbers,
every value is trivially bounded from below by 0, we have (3.11) ∈ R. Similarly, we
obtain (3.10) ∈ R and thus, (I ,I) is a reduction pair for R.
Theorem 3.20 (RPProc Sound and Complete) Let R be an int-TRS and (,
) be a reduction pair for R with R = R ∪ R. Then, RPProc(R) = {R \ R}
is a sound and complete processor.
We omit the standard proof for Thm. 3.20 here and instead refer to [GTSF06, FKS11].
Example 3.21 (Proving Termination with Reduction Pairs) We continue with
Ex. 3.19. With the reduction pair (Pol1 ,Pol1), we obtain RPProc(R) = R′ = {(3.10)}.
We now choose a second polynomial interpretation Pol2 over the integers:
Pol2(f) = X1 Pol2(List) = X2
Then, we have Pol2(f(List(n, v))) = v and Pol2(f(List(n, v′))) = v′, and the formula
v > 0∧ v′ = v− 1 =⇒ v > v′ ∧ ∃b.v ≥ b holds (e.g., for b = 0). Thus, (Pol2 ,Pol2) is a
reduction pair for R′, with R′ = R′. Then we have RPProc(R′) = ∅, and in this case,
all int-TRSs obtained from the processor are terminating. As we only used the sound
RPProc processor, we have proved termination of R.
The main problem we need to solve is the synthesis of suitable reduction pairs. In the
following, we will present a method to synthesise polynomial interpretations for int-TRSs
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without constructor terms, i.e., systems with Σc = ∅. We will later discuss how to extend
these approaches to also handle systems including terms.
We first restrict ourselves to int-TRSs without constructor terms and with only linear
conditions. We call such restricted systems Linear Integer Rewrite Systems (LIRS). The
technique we present to synthesise polynomial interpretations is an extension of [PR04a],
which was restricted to only handling single-path loops. It is similar to the approach
presented in [ADFG10] for flowchart programs, but adapted to integer rewriting. As we
will see, the advantage of restricting ourselves to linear programs and linear polynomial
interpretations allows to synthesise an interpretation by solving linear integer arithmetic
constraints only. For this, we can use any of a number of standard tools.
We normalise the rules in our LIRS such that the arguments on the left-hand side are
just pairwise different variables x1, . . . , xp, so f(x, 1, x) is replaced by f(x1, x2, x3) and the
constraints x2 = 1 and x1 = x3 are added. Similarly, we normalise the arguments on the
right-hand side to variables y1, . . . , yq. As we are only considering integer rewriting, this
is a simple syntactic transformation that may lead to additional conjuncts in the rule
constraint. We furthermore rename all fresh variables occurring only in the constraint
to z1, . . . , zk. Then, all rules are of the form f(x1, . . . , xp) → g(y1, . . . , yq) Jϕ K with ϕ
consisting of conjuncts of the form∑pj=1 ai,jxj+∑qj=1 bi,jyj+∑kj=1 ci,jzj ./ di for coefficients
ai,j, bi,j, ci,j, di ∈ Z. Finally, we also normalise each conjunct into linear inequalities of the
form ∑pj=1 ajxj +∑qj=1 bjyj +∑kj=1 cjzj ≥ d. For this, we transform t = d into t ≤ d∧−t ≤
−d, and t < d into t ≤ d− 1. As our constraint is thus just a system of linear inequalities,
we write it as A · (x1, . . . , xp, z1, . . . , zk, y1, . . . , yq)t ≤ d, where each row of A and entry of
d correspond to one inequality in our constraint.5
Example 3.22 (Normalising Linear Integer Rewrite Systems) We first nor-
malise the Integer Rewrite System R with the following two rules:
f(n, v)→ f(n, v′) J v > 0 ∧ v′ = v − 1 K (3.12)
f(n, v)→ f(n′, v′) Jn > 0 ∧ n′ = n− 1 K (3.13)
First, we rename variable and write constraints as simple ≤-constraints:
f(x1, x2)→ f(y1, y2) J−x2 ≤ −1 ∧ −x1 + y1 ≤ 0 ∧ x1 − y1 ≤ 0∧
− x2 + y2 ≤ −1 ∧ x2 − y2 ≤ 1 K
f(x1, x2)→ f(y1, y2) J−x1 ≤ −1 ∧ −x1 + y1 ≤ −1 ∧ x1 − y1 ≤ 1 K
5Variables typeset as v denote vectors, and by vt, we denote the transposition of v. Furthermore, we
compare column vectors point-wise, i.e., (v1, . . . , vn)t ≤ (v′1, . . . v′n)t holds iff
∧n
i=1 vi ≤ v′i.
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We then write this in matrix form and obtain
f(x1, x2)→ f(y1, y2) J

0 −1 0 0
−1 0 1 0
1 0 −1 0
0 −1 0 1
0 1 0 −1

·

x1
x2
y1
y2
 ≤

−1
0
0
−1
1

K (3.14)
f(x1, x2)→ f(y1, y2) J

−1 0 0 0
−1 0 1 0
1 0 −1 0
 ·

x1
x2
y1
y2
 ≤

−1
−1
1
 K (3.15)
Definition 3.23 (Normalised Linear Integer Rewrite Systems) We call a set of
rules R a Normalised Linear Integer Rewrite System if all rules ρ ∈ R are of the form
f(x1, . . . , xp)→ g(y1, . . . , yq) JAρ · (x z y)t ≤ dρ K
for vectors x = (x1, . . . , xp)t, y = (y1, . . . , yq)t, and z = (z1, . . . zk)t, Aρ ∈ Zm×(p+q+k), and
dρ ∈ Zm, where m corresponds to the number of conjuncts in the constraint of the rule ρ
and all xi, yj, and z` are pairwise different.
Based on this normal form, we can use standard tools from linear algebra to synthe-
sise a linear ranking function. For this, we express the requirements on a polynomial
interpretation inducing a reduction pair in the same syntax of vectors and matrices. So
instead of searching for a (linear) polynomial pf ∈ Z[X1, . . . , Xn] for the symbol f, we
now search for a row vector µf ∈ Z1×n with µf · (X1, . . . , Xn)t = pf . The conditions of
Def. 3.18 on  are thus that the constraints of rules f(x) → g(y) JAρ · (x, z,y)t ≤ d K
imply Pol(f)(x) = µf · x ≥ µg · y = Pol(g)(y). Furthermore, for , we require that this
last inequality is strict and that Pol(f)(x) = µf · x ≥ b holds for some b ∈ Z.
Theorem 3.24 (Synthesising Linear Polynomial Interpretations) Let R be a
Normalised Linear Integer Rewrite System. We construct constraints for each rule
ρ = f(x)→ g(y) JAρ ·(x, z,y)t ≤ dρ K ∈ R with x = (x1, . . . , xar(f)), y = (y1, . . . , yar(g)),
z = (z1, . . . , zk), Aρ ∈ Zmρ×(ar(f)+k+ar(g)), and dρ ∈ Zmρ×1, where mρ is the number of
conjuncts in the constraints of ρ.
Let µf ∈ Zar(f) for every f ∈ Σ and λρ1,λρ2 ∈ N1×m
ρ
0 for every ρ ∈ R be such that the
following constraints hold:
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λρ1 · Aρ =
(
−µf 0 . . . 0 µg
)
(3.16)
λρ1 · dρ ≤ ρ ≤ 0 (3.17)
Then we can define a polynomial interpretation Pol by Pol(f) = µf · (X1, . . . , Xar(f))t
and (Pol ,Pol) is a reduction pair for R. Here,RPol are those rules where ρ is negative
and the following holds:
λρ2 · Aρ =
(
−µf 0 . . . 0
)
(3.18)
Proof. We first prove that for every f(x)→ g(y) JAρ · (x, z,y)t ≤ dρ K ∈ R, we indeed
have Pol(f(x)) ≥ Pol(g(y))⇔ 0 ≥ −Pol(f(x)) + Pol(g(y)):
−Pol(f(x)) + Pol(g(y)) = −µf · x+ µg · y by constr. of Pol
=
(
−µf 0 . . . 0 µg
)
·
(
x z y
)t
= λρ1 · Aρ ·
(
x z y
)t
by (3.16)
≤ λρ1 · dρ by the constraint of ρ and λρ1 ∈ N1×mρ0
≤ ρ ≤ 0 by (3.17)
Now, to prove that R is non-empty, we consider the rules ρ for which ρ is negative
and (3.18) holds. For these, we have have −Pol(f(x)) + Pol(g(y)) ≤ ρ as above, and
thus Pol(f(x)) + ρ ≥ Pol(g(y)). As ρ < 0, this entails a strict inequality. It remains
to show that the value of Pol(f(x)) is bounded from below by some constant bρ ∈ Z, or,
equivalently, −Pol(f(x)) ≤ bρ:
−Pol(f(x)) = −µf · x by constr. of Pol
=
(
−µf 0 . . . 0
)
·
(
x z y
)t
= λρ2 · Aρ ·
(
x z y
)t
by (3.18)
≤ λρ2 · dρ by the constraint of ρ and λρ2 ∈ N1×mρ0
= bρ 
In the case of rank functions with rational coefficients (instead of integer coefficients),
it is relatively easy to show that Thm. 3.24 is “complete” in the sense of being a sufficient
and necessary condition for the existence of a linear polynomial interpretation that entails
a reduction pair. For the formal proof, we refer to [Hoe12]. Furthermore, the rank functions
obtained through Thm. 3.24 are truly linear in the sense of having no constant coefficient,
and thus a function like X1 + X2 + 1 could not be found. However, this can easily be
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extended by changing all defined symbol to contain a new argument that is always 1, and
then using the coefficient obtained for this argument as constant coefficient.
Example 3.25 (Synthesising a Linear Polynomial Interpretation) We continue
with the LIRS from Ex. 3.22. For µf =
(
1 0
)
, λ(3.14)1 =
(
0 1 0 0 0
)
, λ(3.15)1 =(
0 1 0
)
, and λ(3.15)2 =
(
1 0 0
)
, we get the following:
λ
(3.14)
1 · A(3.14) =
(
−µf µf
)
λ
(3.15)
1 · A(3.15) =
(
−µf µf
)
λ
(3.15)
1 ·m = −1
λ
(3.15)
2 · A(3.15) =
(
−µf 0
)
Indeed, Pol(f) = X1 is a polynomial interpretation with (3.14) ∈ R and (3.15) ∈ R.
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3.5 Handling Terms in Integer Term Rewriting
To adapt the polynomial interpretation synthesis method from Thm. 3.24 to general int-
TRSs, we will now present two different techniques. In Sect. 3.5.1, we will discuss the
first one, in spirit similar to the path length abstract domain [SMP10]. Here, we represent
terms by their height, i.e., suitable integers and integer constraints. For example, a list
List(List(n, i2), i1) is represented by its height `, which in the case of a well-typed integer list
is also its length. For this height `, we can also infer ` ≥ 2. A disadvantage of this approach
is that integer information nested in constructor terms is lost, and we will also present a
technique that mitigates this problem. The advantage of applying this abstraction late, on
the generated int-TRSs systems, instead of early on in the analysis as Julia, COSTA,
and THOR do, is two-fold. First, we can make use of the more precise information about
heap structures in the construction of the termination graph, and thus often obtain less
complex int-TRSs. Second, we can use this technique as a part of our overall termination
analysis, and thus combine it with other techniques that make use of the detailed term
structure.
In Sect. 3.5.2, we present a second approach to handle terms in int-TRSs based on
temporary filters. So we temporarily remove integers (resp. terms) and use specialised
techniques for the term (resp. integer) domains to find suitable reduction pairs for the
filtered system. These can then be used to construct reduction pairs for the original
system, allowing to apply the RPProc processor to simplify it. So whereas this technique
allows to use powerful existing techniques restricted to either term or integer reasoning,
the abstraction to term heights allows a limited combination of these types of reasoning
(limited by the loss of information implied by our abstraction step).
To handle integer and term arguments differently, we first need to define a rudimentary
type system on int-TRSs. To identify all integer arguments of function symbols, we mark
every argument containing an integer constant or a variable that occurs in the integer
rule constraint. Then, we propagate this information through the system. Similarly, we
mark arguments that contain a constructor symbol from Σc as term arguments and then
propagate this information.
Definition 3.26 (Integer and Term Arguments) We define the set of integer argu-
ments IA ⊆ (Σ×N) for an int-TRS R as the smallest set with (f, i) ∈ N if 1 ≤ i ≤ ar(f)
and one of the following holds for some rule `→ r Jϕ K of R:
• ` or r contain a subterm f(t1, . . . , tn) and ti ∈ Z.
• ` or r contain a subterm f(t1, . . . , tn) and ti ∈ V and ti ∈ V(ϕ).
• ` or r contain a subterm f(t1, . . . , tn) and ti ∈ V occurs as sj in another subterm
g(s1, . . . , sm) and (g, j) ∈ IA.
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Similarly, we define the set of term arguments TA ⊆ (Σ×N) for an int-TRS R as the
smallest set with (f, i) ∈ N if 1 ≤ i ≤ ar(f) and one of the following holds for some rule
`→ r Jϕ K of R:
• ` or r contain a subterm f(t1, . . . , tn) and ti = g(. . .) for g ∈ Σc.
• ` or r contain a subterm f(t1, . . . , tn) and ti ∈ V occurs as sj in another subterm
g(s1, . . . , sm) and (g, j) ∈ TA.
Of course, it is possible to construct int-TRSs that are not well-typed, i.e., where an
argument is marked as both integer and term argument. However, we never automatically
generate these from our well-formed Java Bytecode programs, and thus will ignore
such cases from now on. In the rest of this section, we fix an int-term rewrite system R
and its signature Σ = Σd ∪ Σc ∪ Z.
3.5.1 Projecting Terms onto Term Height
We now present an integer abstraction for terms similar to the path-length abstraction for
heap structures. Our aim is to represent terms by their “maximal height”, i.e., the maximal
number of nested constructor symbols. Our aim is to extend this concept to our rewrite
rules such that they constrain such heights instead of matching and replacing terms. So
from a rule f(List(n, i))→ f(n), we want to automatically obtain that the height h1 of the
first argument on the left-hand side has to be at least 1, and that the height h′1 of the first
argument on the right-hand side is smaller by at least one than h1. From this, we could
then generate the rule f(h1)→ f(h′1) Jh1 ≥ 1∧h′1 + 1 ≤ h1 K, for which we can easily prove
termination using Thm. 3.24. So first, we formally define the height of a term. For this,
we ignore the values of integers nested in a term, and completely disregard them.
Definition 3.27 (Term Height) Let t ∈ T (Σc ∪Z,V) be a term. Then the term height
of t is defined recursively as
th(t) =
0 if t ∈ V ∪ Z1 + max{th(ti) | 1 ≤ i ≤ n} if t = f(t1, . . . , tn)
Example 3.28 (Term Height) For t1 = List(n, i), we have th(t1) = 1, and for t2 =
List(List(n, 7), 12) we have th(t2) = 2.
The definition of th is “monotonic”, i.e., for any term t, its term height th(t) is not
greater than that of all instantiations tσ for some substitution σ. We will use this in the
transformation of our rewrite rules, whose semantics are defined by such instantiations.
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Lemma 3.29 (Term Height Monotonic) Let t ∈ T (Σc ∪Z,V) and σ : V → T (Σc ∪
Z,V). Then th(t) ≤ th(tσ).
Proof. We prove by induction on the term structure. In the base case, we either have
t ∈ Z and then t = tσ and thus th(t) = th(tσ), or t ∈ V and then th(t) = 0 ≤ th(tσ), as
th is obviously a natural number. In the induction step, we consider t = f(t1, . . . , tn) and
use that the claim holds for t1, . . . , tn as induction hypothesis IH. Then,
th(t) = 1 + max{th(ti) | 1 ≤ i ≤ n}
(IH)
≤ 1 + max{th(tiσ) | 1 ≤ i ≤ n}
= th(tσ) 
As our rewrite rules usually do not contain fully instantiated terms, but use variables to
match terms, we need to relate the size of these variables v to the size of the enclosing terms
t. To this end, we compute how deeply “nested” v appears in t. So in t = List(List(v, 1), 2),
the height of t is 2 plus the height of v, because v is nested two levels deep in t. For this,
we ignore integers and variables in integer positions, as we also ignore these in the term
height. So in our f(List(n, i))→ f(n) example, we need to relate the size of n to the size
of List(n, i). To this end, we define the nesting level of a variable v in a term t, essentially
describing the minimal difference in the term height of instantiations vσ of v and tσ.
Definition 3.30 (Nesting Level) Let t ∈ T (Σc ∪Z,V) be a term and v ∈ V a variable.
Then the nesting level nl(t, v) of v in t is defined as
nl(t, v) =

0 if t = v
∞ if v 6∈ V(t)
1 + max{nl(ti, v) | 1 ≤ i ≤ n, v ∈ V(ti)} if v ∈ V(t) ∧ t = f(t1, . . . , tn)
Example 3.31 (Nesting Level) For t1 = List(n, i), we have nl(t1, n) = 1, and for
t2 = List(List(n,m), n), we have nl(t2, n) = 2.
We now use our type filter from above to define the term height projection pith for terms
of the form f(t1, . . . , tn), where f ∈ Σd. Such a term represents the state of an evaluation
at some point f, and its arguments t1, . . . , tn correspond to the data values at that point.
Our aim is to replace all term data by its respective height, thus obtaining a term only
containing integers and variables below f.
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Definition 3.32 (Term Height Projection) Let t = f(t1, . . . , tn) for some f ∈ Σd,
t1, . . . , tn ∈ T (Σc ∪ Z,V), and TA as in Def. 3.26. Then pith(t) = f(tˆ1, . . . , tˆn) with
tˆi =
ti if (f, i) 6∈ TAth(ti) otherwise
Example 3.33 (Term Height Projection) We consider R = {f(List(n, i)) → f(n)}.
When rewriting List(List(List(n, 9), 4), 11) withR, we obtain the following sequence, under
which we have denoted the term height projection of the respective terms:
f(List(List(List(n, 9), 4), 11)) ↪→ f(List(List(n, 9), 4)) ↪→ f(List(n, 9)) ↪→ f(n)
f(3) f(2) f(1) f(0)
The goal now is to find an analogous translation Πth of rules that is “compatible” with pith,
i.e., such that if we have t ↪→ρ t′ for some rule ρ, we also have pith(t) ↪→Πth(ρ) pith(t′). Then, we
can reproduce all original evaluations in the translated system, and hence, the translation is
non-termination preserving. To this end, we look at a rule f(t1, . . . , tn)→ g(s1, . . . , sm) Jϕ K.
Of course, we do not need to change those arguments of f and g that are not term arguments.
We handle term arguments by replacing them by variables, and then adding constraints
about these variables. So when replacing an argument ti by a variable hi representing its
height, we know by Lemma 3.29 that this height is at least th(ti). Thus, we add a constraint
hi ≥ th(ti). Furthermore, for all variables v occurring at term positions inside of ti, we
know that whenever we instantiate ti in a rule application, the height of the instantiation
of v will be smaller than the height of the instantiation of ti. Moreover, we know that the
difference between the two will be at least as large as the nesting level nl(ti, v) of v in ti.
Thus, we can add the constraint v+ nl(ti, v) ≤ hi. Finally, we know that the height of any
argument si on the right-hand side is no larger than the heights of the variables occurring
at term arguments in si plus their respective nesting levels. In practice, representing the
maximum is not feasible due to its inherent blowup, as our int-TRSs support no predefined
max operator. Thus, each max constraint would have to be represented by a disjunction of
all possible cases. Thus, in practice, we replace each max term by the sum of its arguments
if we cannot statically determine the maximum element.
Definition 3.34 (Term Height Projection for Rules) Let TA as in Def. 3.26 and
ρ = f(t1, . . . , tn) → g(s1, . . . , sm) Jϕ K be a rewrite rule. Then we define the term height
projection for ρ as Πth(ρ) = f(h1, . . . , hn) → g(h′1, . . . , h′m) Jϕ ∧ ψ K where hi (resp. h′i)
is a fresh variable if (f, i) ∈ TA (resp. (g, i) ∈ TA) and otherwise just ti (resp. si). The
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constraint ψ is defined as follows:
ψ =
∧
1≤i≤n
(f,i)∈TA
hi ≥ th(ti) ∧ ∧
v∈VTA(ti)
(v + nl(ti, v) ≤ hi ∧ v ≥ 0)

∧ ∧
1≤i≤m
(g,i)∈TA
h′i ≥ th(si) ∧ ∧
v∈VTA(si)
(v + nl(si, v) ≤ h′i ∧ v ≥ 0)
∧ h′i ≤ max{th(si),max{v + nl(si, v) | v ∈ VTA(si)}}

Here VTA(t) denotes the variables occurring in t in arguments marked in TA as term
arguments.
We extend Πth to sets of rules R by defining Πth(R) = {Πth(ρ) | ρ ∈ R}.
The following examples demonstrate how well suited the term height projection is to
prove termination of standard iteration patterns on user-defined data structures.
Example 3.35 (Term Height Projection for Rules) We continue with R from
Ex. 3.33. For this, we obtain
Πth(R) = {f(h1)→ f(h′1) Jh1 ≥ 1 ∧ n+ 1 ≤ h1 ∧ n ≥ 0 ∧ h′1 ≥ 0 ∧ n ≤ h′1 ∧ h′1 ≤ n K}
As we wanted, we now have f(3) ↪→Πth(R) f(2) ↪→Πth(R) f(1) ↪→Πth(R) f(0).
Similarly, for the related TRS R′ = {f(List(List(n, v2), v1))→ f(List(n, v2))}, we obtain
Πth(R′) = {f(h1)→ f(h′1) Jh1 ≥ 2 ∧ n+ 2 ≤ h1 ∧ n ≥ 0
∧ h′1 ≥ 1 ∧ n+ 1 ≤ h′1 ∧ h′1 ≤ n+ 1 K}
Here, we obtain the condition h′1 ≤ max{1, n+1}, which we then simplify to h′1 ≤ n+1.
Example 3.36 (Term Height Projection for Rules II) For the TRS R =
{f(Tree(`, r))→ f(`), f(Tree(`, r))→ f(r)} with a binary constructor, we obtain
Πth(R) = {f(h1)→ f(h′1) Jh1 ≥ 1 ∧ `+ 1 ≤ h1 ∧ r + 1 ≤ h1
∧ ` ≥ 0 ∧ r ≥ 0 ∧ h′1 ≥ 0 ∧ ` ≤ h′1 ∧ h′1 ≤ ` K,
f(h1)→ f(h′1) Jh1 ≥ 1 ∧ `+ 1 ≤ h1 ∧ r + 1 ≤ h1
∧ ` ≥ 0 ∧ r ≥ 0 ∧ h′1 ≥ 0 ∧ r ≤ h′1 ∧ h′1 ≤ r K}
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Example 3.37 (Term Height Projection for Rules III) We look at the example
from Ex. 3.19 again. There, R consists of the following two rules:
f(List(n, v))→ f(List(n, v′)) J v > 0 ∧ v′ = v − 1 K
f(List(n, v))→ f(n) J v ≤ 0 K
For this R, we obtain the following projected int-TRS:
Πth(R) = {f(h1)→ f(h′1) J v > 0 ∧ v′ = v − 1 ∧ h1 ≥ 1 ∧ n+ 1 ≤ h1 ∧ n ≥ 0
∧ h′1 ≥ 1 ∧ n+ 1 ≤ h′1 ∧ h′1 ≤ n+ 1 K,
f(h1)→ f(h′1) J v ≤ 0 ∧ h1 ≥ 1 ∧ n+ 1 ≤ h1 ∧ n ≥ 0
∧ h′1 ≥ 0 ∧ n ≤ h′1 ∧ h′1 ≤ n K}
Here, the first rule of Πth(R) is not terminating anymore, as our projection does not
correctly encode the variable v.
Theorem 3.38 Let R be an int-TRS. If Πth(R) terminates, then R also terminates.
To prove the soundness of this theorem, we first need to prove the following lemma
about the relation between the term height of a variable v occurring at a term position of
t and the term height of t.
Lemma 3.39 Let t ∈ T (Σc ∪ Z,V), v ∈ VTA(t), and σ : V → T (Σc ∪ Z,V). Then
th(vσ) + nl(t, v) ≤ th(tσ).
Proof. We prove the lemma by induction. In the base case, t = v. Then th(vσ)+nl(v, v) =
th(vσ) ≤ th(vσ). We do not need to consider the cases t ∈ Σc ∪ Z, as that contradicts
v ∈ VTA(t).
In the induction step, we consider t = f(t1, . . . , tn) and use that the claim holds for
those t1, . . . , tn with v ∈ VTA(ti) as induction hypothesis IH. At least one such ti exists, as
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we have v ∈ VTA(t). Then,
th(vσ) + nl(t, v) = th(vσ) + 1 + max{nl(ti, v) | 1 ≤ i ≤ n, v ∈ V(ti)}
= max{1 + th(vσ) + nl(ti, v) | 1 ≤ i ≤ n, v ∈ V(ti)}
(IH)
≤ max{1 + th(tiσ) | 1 ≤ i ≤ n, v ∈ V(ti)}
= max{th(tσ) | 1 ≤ i ≤ n, v ∈ V(ti)}
= th(tσ) 
Finally, we also need to prove the following lemma about the relation between the term
height of an instantiated term tσ and the term heights th(vσ) of the variables v occurring
in t.
Lemma 3.40 Let t ∈ T (Σc ∪ Z,V) and σ : V → T (Σc ∪ Z,V). Then th(tσ) ≤
max{th(t),max{th(vσ) + nl(t, v) | v ∈ VTA(t)}}.
Proof. We prove the lemma by induction. In the base case, we consider three cases. For
t = v ∈ V , we have th(vσ) ≤ th(v) + (th(vσ) + nl(v, v)) = 0 + max{0, th(vσ) + 0}. For
t ∈ Σc, we have th(tσ) = th(t) = 1 ≤ max{th(t)} = max{1}. Finally, for t ∈ Z, we have
th(tσ) = 0, which is a lower bound for any term height.
In the induction step, we consider t = f(t1, . . . , tn) and use that the claim holds for
t1, . . . , tn as induction hypothesis IH:
th(tσ) = 1 + max{th(tiσ) | 1 ≤ i ≤ n}
(IH)
≤ 1 + max{max{th(ti),
max{th(vσ) + nl(ti, v) | v ∈ VTA(ti)}} | 1 ≤ i ≤ n}
= max{1 + max{th(ti) | 1 ≤ i ≤ n},
1 + max{th(vσ) + nl(ti, v) | 1 ≤ i ≤ n, v ∈ VTA(ti)}}
= max{th(t),max{th(vσ) + 1 + nl(ti, v) | 1 ≤ i ≤ n, v ∈ VTA(ti)}} (Def. 3.27)
≤ max{th(t),max{th(vσ) + nl(t, v) | 1 ≤ i ≤ n, v ∈ VTA(ti)}} (Def. 3.30)
= max{th(t),max{th(vσ) + nl(t, v) | v ∈ VTA(t)} as
⋃
1≤i≤n
VTA(ti) = VTA(t)

Proof. (of Thm. 3.38) We prove the theorem by contradiction. Assume that R has an
infinite reduction t1 ↪→R t2 ↪→R . . .. We then construct an infinite reduction pith(t1) ↪→Πth(R)
t2 ↪→Πth(R) . . .. To prove that this sequence is indeed a reduction, we show that the following
diagram commutes:
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f(a1, . . . , an) = ti g(a′1, . . . , a′m) = ti+1
f(h1, . . . , hn) = pith(ti) f(h′1, . . . , h′m) = pith(ti+1)
↪→σ`→r Jϕ K
↪→σ′Πth(`→r Jϕ K)
pith pith
To apply the projected rule, we construct σ′ from σ. First, σ may replace some variables
by terms. For such variables v, we define σ′(v) = th(σ(v)), i.e., we replace all terms in the
codomain of σ by their respective term heights. Furthermore, σ′ is extended to instantiate
the additional variables hi/h′i introduced by our translation with suitable values, which
we take from their term instantiation in our concrete rewrite step. For this, we construct
σ′ from σ as follows:
σ(v) =

th(σ(v)) if v ∈ VTA(ti) ∪ VTA(ti+1)
th(σ(ai)) if v = hi
th(σ(a′i)) if v = h′i
σ(v) otherwise
We now need to prove that the rule Πth(`→ r Jϕ K) = `′ → r′ Jϕ ∧ ψ K can indeed be
applied to pith(ti) using the matcher σ′. We only replaced term arguments of `′ by variables
hi, and hence by construction of σ′, `′σ′ = pith(ti) holds. Similarly, we have r′σ′ = pith(ti+1).
What remains is to prove that the constraints ϕ ∧ ψ hold. As we did not modify integer
variables, this is trivial for ϕσ′. So we only need to consider the additional conjuncts
introduced in ψ.
Constraints of the form hi ≥ th(ti) (resp. h′i ≥ th(si)) are valid because we chose
σ(hi) = th(aiσ) = th(tiσ) and th(tiσ) ≥ th(ti) holds by Lemma 3.29.
For constraints of the form v+nl(ti, v) ≤ hi, we can apply Lemma 3.39. For the constraints
of the form v ≥ 0 for the term variables v, we use that they denote a height and are hence
always natural numbers.
Finally, we apply that σ′(h′i) = th(σ(a′i)) = th(siσ) and that σ(v) = th(σ(v)) for v ∈
VTA(si) holds and thus, we can use Lemma 3.40 to conclude that th(siσ) ≤ max{th(si),
max{σ(v) + nl(si, v) | v ∈ VTA(si)}} holds.
Hence, the constraint ϕ ∧ ψ holds, and the theorem is proven. 
126 Chapter 3. Termination Analysis of Integer Term Rewriting
Corollary 3.41 (THProc is Sound) Let R be an int-TRS. Then THProc(R) =
{Πth(R)} is a sound processor.
Finally, we present a small optimisation to avoid the problem presented in Ex. 3.37,
where the projection of terms onto their term height “hides” integer variables important
for a termination proof whenever they are nested inside a constructor term. In many
cases, such as in the example displayed in Ex. 3.37, we can avoid this problem by just
duplicating the integer variable information before applying the THProc processor. So
for the rule f(List(n, v)) → f(List(n, v′)) J v > 0 ∧ v′ = v − 1 K, we construct the rule
f(List(n, v), v))→ f(List(n, v′), v′) J v > 0 ∧ v′ = v − 1 K.
Definition 3.42 (Nested Argument Duplication) Let R be an int-TRS and f ∈ Σc∪
Σd, and I be some set of positions. Then we define the nested argument duplication df,I
for a term as
df,I(t) =

f(df,I(t1), . . . , df,I(tn), v1, . . . , vm) if t = f(t1, . . . , tn) and I = {p1, . . . , pm}
and vi = t|pi if pi ∈ Pos(t)
and otherwise vi a fresh variable
g(df,I(t1), . . . , df,I(tn)) if t = g(t1, . . . , tn) and f 6= g
t otherwise
We then lift df,I to rules by defining df,I(` → r Jϕ K) = df,I(`) → df,I(r) Jϕ K, and analo-
gously to whole int-TRSs.
Theorem 3.43 (ADProc Sound and Complete) Let R be an int-TRS, f ∈ Σc ∪Σd,
and I be some set of positions. Then ADProc(R) = {df,I(R)} is a sound and complete
processor.
Proof. Every reduction using R can be transformed into a reduction using df,I(R) by
application of df,I to every term, and similarly, every reduction using df,I(R) can be
transformed to one using R by filtering out all added arguments. 
The choice of f, I in the application of ADProc is based on heuristics. In practice, we
apply ADProc before THProc, and then use it for every defined symbol f ∈ Σd with the set
I of all positions that point to an integer argument in one of the non-root subterms of R.
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Example 3.44 (Nested Argument Duplication) We again look at the example
from Ex. 3.19 and Ex. 3.37. We choose I = {1 2} and apply ADProc for f and I and
obtain R′ consisting of the following two rules:
f(List(n, v), v)→ f(List(n, v′), v′) J v > 0 ∧ v′ = v − 1 K
f(List(n, v), v)→ f(n, v′) J v ≤ 0 K
For this R′, we obtain the following projected int-TRS:
Πth(R) = {f(h1, v)→ f(h′1, v′) J v > 0 ∧ v′ = v − 1 ∧ h1 ≥ 1 ∧ n+ 1 ≤ h1 ∧ n ≥ 0
∧ h′1 ≥ 1 ∧ n+ 1 ≤ h′1 ∧ h′1 ≤ n+ 1 K,
f(h1, v)→ f(h′1, v′) J v ≤ 0 ∧ h1 ≥ 1 ∧ n+ 1 ≤ h1 ∧ n ≥ 0
∧ h′1 ≥ 0 ∧ n ≤ h′1 ∧ h′1 ≤ n K}
Now, we can again prove termination using Thm. 3.24.
3.5.2 Temporary Projections
In a second approach to prove termination of int-TRSs with terms, we use our rudimentary
type system to transform an int-TRS to a TRS without integers or to an int-TRS without
terms that can then be handled by specialised techniques. The important insight here
is that any reduction pair obtained for the resulting system can be used to construct a
reduction pair for the original system.
Example 3.45 (Proving Termination by Projections) We again look at the exam-
ple R′ obtained by argument duplication in Ex. 3.44:
f(List(n, v), v)→ f(List(n, v′), v′) J v > 0 ∧ v′ = v − 1 K (3.19)
f(List(n, v), v)→ f(n, v′) J v ≤ 0 K (3.20)
First, we filter out all arguments that are not marked as Term Arguments TA and obtain
R′|TA:
f(List(n))→ f(List(n)) (3.21)
f(List(n))→ f(n) (3.22)
Here, (3.19) and (3.21) correspond to each other, as do (3.20) and (3.22). Using standard
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techniques for term rewriting, we obtain the reduction pair (TA,TA) with (R′|TA)TA =
{(3.22)} and (R′|TA)TA = {(3.21)}. As this reduction pair was constructed by ignoring
the integer arguments ofR′, we can just construct an analogous reduction pair forR′ from
it by extending the ordering to the original system, this time explicitly ignoring integer
arguments. Hence, we get (,) with (R′) = {(3.20)} and (R′) = {(3.19)}. We use
this with the RPProc processor to obtain a simplified system R˜ = R′ \ (R′) = {(3.19)}.
To prove termination of R˜, we consider its projection on integer arguments R˜|IA:
f(v)→ f(v′) J v > 0 ∧ v′ = v − 1 K (3.23)
For this, we apply Thm. 3.24 to obtain a reduction pair (˜IA, ˜IA) with (R˜|IA)˜IA =
{(3.23)} and (R˜|IA)˜IA = ∅. Again, we construct a corresponding reduction pair (˜, ˜)
from this, obtaining R˜˜ = {(3.19)}. Application of the RPProc processor then proves
termination of R˜, and thus also of R′, and hence R.
To generalise this example, we now formally define the term and integer restrictions of
a given int-TRS.
Definition 3.46 (Term and Integer Argument Restriction) We define the term ar-
gument restriction that removes all integer arguments as pi|TA(f) = [ ] for f ∈ Z and
pi|TA(f) = [i1, . . . , ik] for any f ∈ Σc∪˙Σd, where {i1, . . . , ik} = {j | (f, j) ∈ TA} and
i` < i`+1 for all `. The integer argument restriction pi|IA is defined analogously, retaining
only integer arguments.
Let R be an int-TRS. Then we define the term and integer restrictions of R as
pi|TA(R) = {pi|TA(`)→ pi|TA(r) | `→ r Jϕ K ∈ R}
and
pi|IA(R) = {pi|IA(`)→ pi|IA(r) Jϕ K | `→ r Jϕ K ∈ R}
By construction, pi|TA(R) is a standard rewrite system without predefined integers, and
pi|IA(R) is an int-TRS without user-defined data structures. For both of these classes, a
number of existing approaches can be used to construct a reduction pair as in Def. 3.18.
As discussed above, these can then be used for a termination proof of the resulting system.
Theorem 3.47 (Reduction Pairs From Restrictions) Let R be an int-TRS. Then,
if (TA,TA) is a reduction pair for pi|TA(R), then (,) is a reduction pair for R with
t1  t2 iff pi|TA(t1)  pi|TA(t2) and t1  t2 iff pi|TA(t1)  pi|TA(t2). The same holds for
the restriction pi|IA.
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Proof. Obviously, ifTA andTA are quasi-orders, then so are  and. For compatibility,
we have that if t1  t2 and t2  t3, then by construction also pi|TA(t1)  pi|TA(t2) and
pi|TA(t2)  pi|TA(t3). Then, from the compatibility of TA and TA, we get pi|TA(t1) 
pi|TA(t3) and hence t1  t3. We can prove the same for  ◦  analogously. The remaining
conditions (closed under substitutions, . . .) can be proven analogously. 
We can combine Thm. 3.47 with the RPProc from Thm. 3.20 to prove termination as
in Ex. 3.45. While the approach based on THProc from above can, in principle, support
mixed term/integer termination arguments, proving termination by projection allows to
make use of existing, more advanced and complex techniques for finding reduction pairs.
Example 3.48 (Mixed Integer/Term Reasoning) A somewhat artificial (but rep-
resentative) example for the need of combining integer and term arguments in a termi-
nation proof is
f(L(L(o)), i)→ f(null, i′) J i′ = i+ 1 K
f(null, i)→ f(L(L(o′)), i′) J i > 0 ∧ i′ = i− 2 K
Filtering out terms resp. integers results in the following systems (where pi|TA(R) is on
the left and pi|IA(R) on the right):
f(L(L(o)))→ f(null) f(i)→ f(i′) J i′ = i+ 1 K
f(null)→ f(L(L(o′))) f(i)→ f(i′) J i > 0 ∧ i′ = i− 2 K
Both systems are non-terminating. On the other hand, we obtain the following system
by applying the term height processor THProc:
f(h1, i)→ f(h′1, i′) J i′ = i+ 1 ∧ h1 ≥ 2 ∧ o+ 2 ≤ h1 ∧ o ≥ 0 ∧ h′1 ≥ 1 ∧ h′1 ≤ 1 K
(3.24)
f(h1, i)→ f(h′1, i′) J i′ > 0 ∧ i′ = i− 2 ∧ h1 ≥ 1
∧ h′1 ≥ 2 ∧ o+ 2 ≤ h′1 ∧ o ≥ 0 ∧ h′1 ≤ o+ 2 K (3.25)
Here, the constraints still reflect the alternating nature of the system, and we can con-
clude that (3.24) cannot be used several times consecutively. Thus, we can still prove
termination.
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Example 3.49 (Complex Term Orders Needed) To illustrate that an abstraction
to term height does not always suffice, we consider the following system, automatically
obtained by AProVE from the example Flatten.jar in the Termination Problem
Data Base:
f(TreeList(Tree(l, r), xs))→ f(TreeList(l,TreeList(r, xs))) (3.26)
f(TreeList(null, xs))→ f(xs) (3.27)
Termination of this system can be trivially proven using a polynomial order Pol over
the naturals with Pol(TreeList) = 1 +X1 +X2, Pol(Tree) = 2 +X1 +X2, Pol(null) = 0,
and Pol(f) = X1. This captures that in each application of (3.26), one TreeList symbol
is replaced by one Tree symbol. State of the art tools for termination proving of term
rewriting can easily find this polynomial order, as does AProVE.
Applying the term height processor THProc yields the following non-terminating sys-
tem:
f(h1)→ f(h′1) Jh1 ≥ 2 ∧ l + 2 ≤ h1 ∧ l ≥ 0 ∧ r + 2 ≤ h1 ∧ r ≥ 0
∧ xs+ 1 ≤ h1 ∧ xs ≥ 0 ∧ h′1 ≥ 2 ∧ l + 1 ≤ h′1 ∧ l ≥ 0
∧ r + 2 ≤ h′1 ∧ r ≥ 0 ∧ xs+ 2 ≤ h′1 ∧ xs ≥ 0
∧ h′1 ≤ max{2, l + 1, r + 2, xs+ 2} K
In the resulting system, the difference between TreeList and Tree is not visible anymore,
making a termination proof impossible.
Empirical evidence for the respective power of the two approaches is discussed in detail
in the evaluation at the end of this chapter.
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3.6 Synthesising Eventual Invariants
In constrast to many other basic formalisms used in program analysis, our int-TRS setting
does not handle start symbols. So essentially, we assume that our computation could
start at any program point, and hence, we cannot handle programs such as start(x) →
f(x, 1), f(x, k)→ f(x−k, k) Jx > 0 K, where we only want to consider reductions starting in
start(x) that ensure that k is positive.6 To prove the example terminating when considering
start symbols, we need to prove that k = 1 (or k > 0) is an invariant. For this, we have
to prove initiation (i.e., k = 1 holds in all states we start with) and inductiveness (or
consecution, i.e., if k = 1 holds before applying a rule, it holds after applying the rule). As
we have no start states, we cannot prove initiation.
However, we can still prove eventual invariants by only proving inductiveness of a given
candidate formula ϕ. If we succeed in that, we only need to consider two cases. Either
ϕ eventually holds in an evaluation, and then continues to hold (as it is inductive), or
ϕ never holds. As we are interested in proving termination, we are primarily interested
in infinite evaluations (or their absence). Thus, for the case that a formula ϕ eventually
holds, it suffices to consider the suffix of the computation where ϕ holds. Thus, if we can
prove inductiveness of ϕ, we only need to handle the case that ϕ always holds, or that ¬ϕ
always holds.
Example 3.50 (Eventual Invariants) We consider the following int-TRS R:
f(x, y)→ f(x′, y′) Jx > 0 ∧ x′ = x+ y ∧ y′ = y − 1 K
We cannot find a simple (linear) termination argument for R. However, the condition
ϕ = y < 0 is inductive: If y < 0 holds, then after one reduction step with f, y < 0 still
holds. Thus, we instead consider the following int-TRS, assuming that ϕ either always
holds, or that it never does:
f(x, y)→ f(x′, y′) Jx > 0 ∧ x′ = x+ y ∧ y′ = y − 1 ∧ y < 0 K
f(x, y)→ f(x′, y′) Jx > 0 ∧ x′ = x+ y ∧ y′ = y − 1 ∧ y ≥ 0 K
Now, we can easily prove termination using two successive application of the RPProc
processor, one time using that in each step y is strictly decreasing and bounded from
below (by y ≥ 0), and the other time that x is strictly decreasing and bounded from
below (by x > 0).
6We will discuss a formalism that supports such start information in Chapter 4. However, that formalism
does not support terms to represent user-defined data structures. Using our term height projection
from Def. 3.34 as a pre-processing step would yield suitable systems restricted to only using integers,
but would not allow to make use of more complex termination arguments using term structures.
132 Chapter 3. Termination Analysis of Integer Term Rewriting
We will now formally define what we mean by an invariant and how we can check
its inductiveness. For this, we again restrict ourselves to the Normalised Linear Integer
Rewrite Systems from Def. 3.23.
Definition 3.51 (Eventual Invariant) Let R be an int-TRS. We call a map A from
f ∈ Σd to FIA(X1, . . . , Xar(f))7 a formula annotation forR. We call A an eventual invariant
if it is inductive for each rule, i.e., for all f(x1, . . . , xn)→ g(y1, . . . , ym) Jϕ K ∈ R, we have
(ϕ ∧ (A(f))(x1, . . . , xn)) =⇒ (A(g))(y1, . . . , ym).
In our example Ex. 3.50, we used the inductive formula annotation A(f) = X2 < 0.
Based on this definition and the observations from above, we can define a sound and
complete processor.
Theorem 3.52 (EIProc Sound and Complete) Let R be a Normalised Linear Inte-
ger Rewrite system and A be an eventual invariant for R. Then EIProc(R) = {RA,R¬A}
is a sound and complete processor for
RA ={f(x1, . . . , xn)→ g(y1, . . . , ym)Jϕ ∧ (A(f))(x1, . . . , xn) ∧ (A(g))(y1, . . . , ym) K
| f(x1, . . . , xn)→ g(y1, . . . , ym) Jϕ K ∈ R}
R¬A ={f(x1, . . . , xn)→ g(y1, . . . , ym)Jϕ ∧ ¬(A(f))(x1, . . . , xn) ∧ ¬(A(g))(y1, . . . , ym) K
| f(x1, . . . , xn)→ g(y1, . . . , ym) Jϕ K ∈ R}
Proof. Soundness: Assume t1 ↪→R t2 ↪→R . . . is an infinite reduction in R. We have two
cases. In the first case, there is some term ti = f(x1, . . . , xn) where A(f)(x1, . . . , xn) holds.
Then, by the inductiveness of A, A holds for all following terms ti+1, . . . as well. Hence,
ti ↪→RA ti+1 ↪→RA . . . is an infinite reduction of RA. In the second case, no term ti exists
where A holds. Hence, t1 ↪→R¬A t2 ↪→R¬A . . . is an infinite reduction in R¬A.
Completeness: As we only strengthen the conditions on each rule, every reduction in
RA and R¬A is also a reduction in R. Thus, every infinite reduction in RA or R¬A is also
a reduction in R. 
It remains to explain how to find suitable eventual invariants. In our implementation,
we use a number of heuristics. In the most simple case, we search for rules of the form
`→ r J yk = x`+t∧yk ≥ 0 K. We then speculate the candidate t < 0 (as yk is bounded from
below, a termination proof would require it to decrease) and then propagate t < 0 through
7Here, FIA(V ) denotes the set of first-order formulas over the variables V using integer arithmetic.
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our rewrite system to complete our candidate. Using a SMT solver, we can then easily
verify if the candidate is actually inductive. More advanced techniques, e.g., a technique
similar to the Max-SMT-based approach to combined termination and invariant proving
in [LORR13], are possible, but have not been required for the examples we have evaluated
until now.
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3.7 Proving Non-termination of Integer Term Rewriting
Finally, we present two techniques for proving non-termination of int-TRSs similar to the
techniques presented in Sect. 2.5 for JBC programs. Here, we adapt them to the setting of
int-rewriting, and also extend our technique for non-looping non-termination to also handle
nested loops. While we use our int-TRS primarily after our incomplete translation from
Java Bytecode programs, non-termination proofs for int-rewriting are still useful. If
we can prove that a system we obtain is non-terminating, we can give up searching for a
termination proof, and report this failure back to the front-end. For example, this is very
useful in the “generate and test” setting used to find suitable preconditions in [Fro13]. We
again restrict ourselves to Normalised Linear Integer Rewrite Systems as in Def. 3.23.
3.7.1 Looping Non-termination
Our first technique tries to identify looping computations in an int-rewrite system R. Here,
a looping computation is rewrite sequence t1 ↪→ t2 ↪→ . . . ↪→ tk such that t1 = tk holds.
We again use that in our restricted Integer Rewrite Systems, we can represent finite
computations by a formula that can be checked by a standard SMT solver. So for example,
for a sequence of rules ρ1, ρ2, . . . , ρk−1, ρk, we can construct a formula that is satisfiable
if and only if we can apply these rules after each other. As we are restricted to Nor-
malised Linear Integer Rewrite Systems, each rule is of the form ρi = fi(x1, . . . , xni) →
fi+1(y1, . . . , yni+1) Jϕi K and the effect it has on the considered values is completely encoded
in the formula ϕi. Thus, by renaming the variables y` of ρi and x` of ρi+1 to a common
name vi+1` , we can connect the “output” of the rule ρi to the “input” of the rule ρi+1.
Definition 3.53 (Formula Encoding a Rule Sequence) Let ρ1, ρ2, . . . , ρk be a path
of rules in RG(R), with ρi = fi(x1, . . . , xni)→ fi+1(y1, . . . , yni+1) Jϕi K. Then we define the
formula F (ρ1, ρ2, . . . , ρk) encoding the effect of this sequence on variable values as
F (ρ1, ρ2, . . . , ρk) =
k∧
i=1
ϕi[xi1/vi1, . . . , xni/vini , y
i
1/v
i+1
1 , . . . , yni+1/v
i+1
ni+1 ]
Example 3.54 (Formula Encoding a Rule Sequence) We consider R with the fol-
lowing two rules (for reasons of readability, we present R not in NLIRS shape, but it
can easily be transformed into it):
f(x1, x2)→ g(y1, y2) Jx1 < y1 ∧ x2 > y2 ∧ x1 < x2 K (3.28)
g(x1, x2)→ f(y1, y2) J y1 = x1 − 1 ∧ y2 = x2 + 1 K (3.29)
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We can encode the effect of using the two rules after each other into the following formula:
F ((3.28), (3.29)) = (v11 < v21 ∧ v12 > v22 ∧ v11 < v12) ∧ (v31 = v21 − 1 ∧ v32 = v22 + 1)
Lemma 3.55 Let R be an int-TRS, ρ1, ρ2, . . . , ρk with ρi as in Def. 3.53, and
M : V → Z be a model for F (ρ1, ρ2, . . . , ρk). Then, f1(M(v11), . . . ,M(v1n1)) ↪→ρ1
f2(M(v21), . . . ,M(v2n2)) ↪→ρ2 . . . ↪→ρk fk+1(M(vk+11 ), . . . ,M(vk+1nk+1)) is a rewrite sequence
in R.
Proof. We prove the lemma by induction over k. In the base case k = 0, we are triv-
ially done. Now we assume that the claim holds for some fixed k ∈ N as induction
hypothesis and want to prove it for the sequence ρ1, ρ2, . . . , ρk, ρk+1. By construction,
F (ρ1, ρ2, . . . , ρk+1) = F (ρ1, ρ2, . . . , ρk)∧ψ, and thus, ifM is a model for F (ρ1, ρ2, . . . , ρk+1),
it is also a model for F (ρ1, ρ2, . . . , ρk). So we can apply our induction hypothesis and have a
rewrite sequence f1(M(v11), . . . ,M(v1n1)) ↪→ρ1 . . . ↪→ρk fk+1(M(vk+11 ), . . . ,M(vk+1nk+1)). What
remains is to prove that fk+1(M(vk+11 ), . . . ,M(vk+1nk+1)) ↪→σρk+1 fk+2(M(vk+21 ), . . . ,M(vk+2nk+2))
is a valid rewrite step with ρk+1 = fk+1(x1, . . . , xnk+1) → fk+2(y1, . . . , ynk+1) Jϕk+1 K. By
choosing our matcher σ(xj) = M(vk+1j ) and σ(yj) = M(vk+2j ), we can conclude that ϕk+1
holds from the fact that M is a model for F (ρ1, ρ2, . . . , ρk+1). 
We can make use of Lemma 3.55 to prove looping non-termination by encoding a cycle
of rules, and requiring that the values at the end of one iteration of this cycle are identical
to the values at the beginning of the cycle. For this, we first identify cycles in the rule
graph RG(R). Such a cycle takes the form ρ1, ρ2, . . . , ρk, where ρk has an edge back to ρ1
in the graph. We then construct a formula for the path ρ1, . . . , ρk and extend it to require
that the values after application of ρk correspond to the initial start values. If it satisfiable,
then R is non-terminating.
Theorem 3.56 (LNTProc Complete) Let R be a NLIRS and ρ1, . . . , ρk a path in
RG(R) such that ρk has an edge back to ρ1 = f(x1, . . . , xn). If γρ1,...,ρk = F (ρ1, . . . , ρk)∧∧n
i=1 v
1
i = vk+1i is satisfiable, then LNTProc(R) = no is a complete processor.
Proof. Assume that γρ1,...,ρk is satisfiable. Then, there is a model M such that we can
apply Lemma 3.55 to conclude that there is a rewrite sequence of the following form:
f1(M(v11), . . . ,M(v1n1)) ↪→ρ1 . . . ↪→ρk fk+1(M(vk+11 ), . . . ,M(vk+1nk+1))
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By construction of γρ1,...,ρk , we know that v1i = vk+1i . Furthermore, the choice of our cycle
ρ1, . . . , ρk implies f1 = fk+1, and thus, f1(M(v11), . . . ,M(v1n)) = f1(M(vk+11 ), . . . ,M(vk+1n )).
Hence, we can repeat the application of the rules ρ1, . . . , ρk over and over again, and thus,
R is non-terminating. 
Example 3.57 (Looping Non-termination) We continue Ex. 3.54 and prove non-
termination. First, we construct γ(3.28),(3.29):
(v11 < v21 ∧ v12 > v22 ∧ v11 < v12) ∧ (v31 = v21 − 1 ∧ v32 = v22 + 1) ∧ (v11 = v31 ∧ v12 = v32)
The formula γ(3.28),(3.29) is satisfiable with a modelM withM(v11) = M(v31) = 1,M(v21) =
2, M(v12) = M(v32) = 5, and M(v22) = 4 and hence, R is non-terminating. Indeed, we
have the following looping rewrite sequence:
f(1, 5) ↪→R g(2, 4) ↪→R f(1, 5)
3.7.2 Non-looping Non-termination
In a second step, we also want to extend our approach to non-looping non-termination to
int-TRSs, and now also support handling subloops. For this, we also want to avoid explicitly
enumerating cycles of the rule graph, but also let the underlying SMT solver take care of
the program structure. To this end, we encode our current “program position” not using
a defined symbol anymore, but convert this information into an additional variable. So
for every defined symbol f ∈ Σd, we choose a unique number nf and instead of using f to
construct a term, we just use a tuple of arguments whose first element is nf .
Example 3.58 (Program Position as Data in Terms) We considerR with the fol-
lowing three rules:
f(x, y)→ g(z1, z2, y) Jx = z1 + z2 ∧ x > y K
g(z1, z2, y)→ f(x, y) Jx = 2 · z1 ∧ z1 + z2 > y ∧ z1 > z2 K
g(z1, z2, y)→ f(x, y) Jx = 2 · z2 ∧ z1 + z2 > y ∧ z2 ≥ z1 K
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We represent the program position f by nf = 1 and g by ng = 2 and obtain the following:
(pp`, x, y)→ (ppr, z1, z2, y) Jx = z1 + z2 ∧ x > y ∧ pp` = 1 ∧ ppr = 2 K (3.30)
(pp`, z1, z2, y)→ (ppr, x, y) Jx = 2 · z1 ∧ z1 + z2 > y ∧ z1 > z2 ∧ pp` = 2 ∧ ppr = 1 K
(3.31)
(pp`, z1, z2, y)→ (ppr, x, y) Jx = 2 · z2 ∧ z1 + z2 > y ∧ z2 ≥ z1 ∧ pp` = 2 ∧ ppr = 1 K
(3.32)
To prove non-looping non-termination, we now proceed as in Sect. 2.5.2.2. We consider
a subset S of rules in our (normalised) rewrite system and require that whenever one of the
rules in S is usable, we can afterwards again use at least one rule from S. By representing
the program position using an additional variable, we do not need to explicitly express
which rules may follow after application of some ρ ∈ S, but have encoded this explicitly
in our constraints.
Definition 3.59 Let R be a NLIRS, S ⊂ R and n : Σd → N an injective map. We first
define the program position mapping pp for rules as
pp(f(x1, . . . , xn)→ g(y1, . . . , ym) Jϕ K) =
(pp`, x1, . . . , xn)→ (ppr, y1, . . . , ym) Jϕ ∧ pp` = n(f) ∧ ppr = n(g) K
As usual, we extend pp to sets of rules. As in Sect. 2.5.2.2, we split the constraints of
each rule ρ ∈ pp(S) into a condition formula ϕρ and an update formula ψρ and re-use the
labelling function `k. Then, we construct the following repetition formula ωS :
ωS = (
∨
ρ∈S
(`1(ϕρ) ∧ `1(ψρ) ∧ ιρ))︸ ︷︷ ︸
first rule application
∧ (∧
ρ∈S
(¬`2(ϕρ) ∧ `2(ψρ)))︸ ︷︷ ︸
no second rule application
Again, ιρ combines the “output” variables from the first evaluation step with the “input”
variables of the second step and is defined as ∧ni=1 y1i = x2i , where n is the arity of the
right-hand side of ρ.
Theorem 3.60 (NLNTProc Complete) Let R be a NLIRS and ∅ 6= S ⊆ R a subset
of rules where at least one rule has a satisfiable constraint. Then, if ωS from Def. 3.59
is unsatisfiable, NLNTProc(R) = no is a complete processor.
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Proof. Let ρ1 be the rule with a satisfiable constraint. Then we have a one-step rewrite
sequence (pp1, t1, . . . , tn) ↪→ρ1 (pp2, t′1, . . . , t′m). We now prove that we can always extend
a sequence of rewrite steps with rules from S. Assume that it currently ends in . . . ↪→ρk
(ppk, s1, . . . , s′`) and we cannot apply another rule from S. Then, as we could rewrite using
ρk, the first half of ωS is satisfied. Our function pp ensures that matching always succeeds
(as we use no symbols from Σ anymore!) and thus not being able to apply another rule
means that ¬`r(ϕρ) holds for all ρ. Hence, as the assignments ψρ are always trivially
satisfiable, ωS would be satisfiable. This contradicts our precondition. 
Example 3.61 (Non-Looping Non-Termination) We return to the example R
from Def. 3.58. We obtain the following formulas condition and assignment formulas:
ϕ(3.30) = x > y ∧ pp` = 1 ψ(3.30) = z1 + z2 = x ∧ ppr = 2
ϕ(3.31) = z1 + z2 > y ∧ z1 > z2 ∧ pp` = 2 ψ(3.31) = x = 2 · z1 ∧ ppr = 1
ϕ(3.32) = z1 + z2 > y ∧ z2 ≥ z1 ∧ pp` = 2 ψ(3.32) = x = 2 · z2 ∧ ppr = 1
For S = R, we then obtain
ωS = `1(ϕ(3.30)∧ ψ(3.30)∧ ι(3.30))∨`1(ϕ(3.31)∧ ψ(3.31)∧ ι(3.31))∨`1(ϕ(3.32)∧ ψ(3.32)∧ ι(3.32))
∧ `2(¬ϕ(3.30) ∧ ψ(3.30)) ∨ `2(¬ϕ(3.31) ∧ ψ(3.31)) ∨ `2(¬ϕ(3.32) ∧ ψ(3.32))
This formula is unsatisfiable, and hence, R is non-terminating.
Example 3.62 (Looping vs. Non-Looping Non-Termination) We illustrate that
not all non-terminating int-TRSs identified by LNTProc can be identified by NLNTProc.
As example, consider
f(x)→ f(x′) Jx > 0 K (3.33)
Here, NLNTProc fails, as not every reduction using rule (3.33) allows to apply (3.33)
another time. For example, instantiating x′ with a negative number lets the reduction
end. However, using LNTProc, we can easily show that (3.33) is non-terminating for the
values x = x′ = 1.
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3.8 Evaluation
We implemented all described techniques in our tool AProVE [GST06]. As we developed
int-TRS primarily as a back-end for our Java Bytecode termination analysis, we will
evaluate it in this context. So as in Sect. 2.6, we use a set of standard benchmarks from
the Termination Problem Data Base for JBC programs for our evaluation. However, here
we excluded benchmarks that are known to be non-terminating, leaving 311 benchmarks
of which 306 are known to be terminating and 5 have an unknown termination behaviour.
To process SMT queries, we again use the two SMT solvers yices [DdM06] (for
linear integer arithmetic problems) and Z3 [dMB08] (for non-linear integer queries). To
compare the respective precision and performance of our termination proving methods,
we compared the following 13 configurations using AProVE-Basic as common basis.
The configuration AProVE-Basic matches the front-end configuration of AProVE
in Sect. 2.6 and implements the general proof framework. It also provides the rule graph
processor RGProc from Thm. 3.5 and the reduction pair processor RPProc from Thm. 3.20
with the reduction pair synthesis from Thm. 3.24. Finally, it also uses all simplification
techniques from Sect. 3.3.
• AProVE-Basic, without any further extensions.
• AProVE-TH extends AProVE-Basic by using the term height processor
THProc from Cor. 3.41 to handle terms.
• AProVE-TH-AD extends AProVE-TH by also using the nested argument
duplication processor ADProc from Thm. 3.43.
• AProVE-Proj extends AProVE-Basic by using the temporary projections
from Thm. 3.47 to obtain reduction pairs.
• AProVE-Proj-AD extends AProVE-Proj by also using the nested ar-
gument duplication processor ADProc from Thm. 3.43.
• AProVE-Term combines AProVE-TH-AD and AProVE-Proj-AD.
To evaluate the effect of our simplification techniques, we benchmarked the following
four configurations:
• AProVE-Term-noSimp is AProVE-Term without the simplification
processors from Sect. 3.3.
• AProVE-Term-onlyRC extends AProVE-Term-noSimp by the rule
combination processor RCProc from Thm. 3.10.
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Term. Failure Timeout avg. Res. avg. Run.
AProVE-Basic 157 145 9 2.71 13.82
AProVE-TH 216 10 85 5.62 86.08
AProVE-TH-AD 251 10 50 5.67 52.98
AProVE-Proj 231 69 11 4.58 16.53
AProVE-Proj-AD 266 30 15 6.44 20.94
AProVE-Term 285 7 19 6.36 24.51
AProVE-Term-noSimp 146 4 161 18.84 164.21
AProVE-Term-onlyRC 277 9 25 6.17 30.85
AProVE-Term-onlyUAF 159 5 147 18.78 151.50
AProVE-Term-onlyDAF 148 4 159 17.79 161.90
AProVE-Inv 288 7 16 6.31 21.63
AProVE 288 7 16 6.39 21.71
AProVE-ITRS 239 12 60 11.50 67.42
Table 3.1: Evaluation results of several version of our int-TRS framework in AProVE
and AProVE-ITRS
• AProVE-Term-onlyUAF extends AProVE-Term-noSimp by the
unneeded argument filter processor UAFProc from Thm. 3.15.
• AProVE-Term-onlyDAF extends AProVE-Term-noSimp by the
duplicated argument filter processor DAFProc from Thm. 3.17.
Finally, we also evaluated our invariant generation and non-termination techniques:
• AProVE-Inv extends AProVE-Term by the eventual invariant processor
EIProc from Thm. 3.52.
• AProVE extends AProVE-Inv with the non-termination processors LNTProc
and NLNTProc from Thm. 3.56 and Thm. 3.60, which are always run in parallel to
termination proving attempts.
To allow comparison with prior work, we also evaluated the configuration AProVE-
ITRS, which uses our JBC front-end and the simplification techniques from Sect. 3.3, but
produces Integer Term Rewrite Systems and uses the techniques presented in [FGP+09].
The results of our evaluation are displayed in Tab. 3.1. The first column indicates
the number of successful termination proofs, the second the number of aborted proof
attempts (for example because no further technique was applicable). The third column
lists the number of examples where the proof timed out. In the last two columns, the
average runtime (in seconds) of the tools is documented, where “avg. Res.” is the average
restricted to successful proof attempts and “avg. Run.” is the average for all examples.
The experiments were performed on a computer with 6GB of RAM and an Intel i7 CPU
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clocked at 3.07 GHz using a timeout of 300 seconds for each example. Allowing for a longer
timeout (we tested up to 6000 seconds) did not yield additional results.
Our experiments show that both approaches to handling mixed term/integer problems
have their merits, as AProVE-TH-AD and AProVE-Proj-AD both allow to
solve an impressive number of termination problems on their own. However, they allow
to handle different examples, and combining the two approaches in AProVE-Term
leads to a tool that is stronger overall.
The simplification techniques of Sect. 3.3 are a practical contribution allowing the
other presented techniques to work in reasonable time and memory limits. The results
of AProVE-Term-onlyRC show that the reduction of the number of considered
rules is the most significant factor, but also that the unneeded and duplicate argument
filters still decrease the time needed to find a termination proof significantly.
Our technique to inferring eventual invariants allows to solves three additional examples,
without a significant cost when attempting to prove other examples terminating. Similarly,
our non-termination techniques do not slow down the overall proof. In the considered
benchmark set, they cannot show their usefulness. However, in separate benchmark sets
based in which non-terminating int-TRSs are frequently generated to optimise a precondi-
tion inference technique, they improve the overall performance of our tool dramatically.
Finally, the comparison with AProVE-ITRS shows that our relatively simple
approach, in which we do not search for mixed term/integer termination arguments, is
sufficient for the analysis of real-world programs. This matches our intuition, as termi-
nation arguments that combine user-defined data structures and integers are relatively
uncommon – in most cases, termination arguments are restricted to one type of reasoning,
i.e., the relation of certain integer numbers or the size of a traversed data structure. On
paper, AProVE-ITRS provides techniques to prove most of the considered examples
terminating. However, due to the very general nature of the used techniques, it needs
a large number of heuristics to reduce the search space for termination arguments to
a reasonable (i.e., searchable) size. In practice, these heuristics often fail and using our
combination of specialised, more restricted techniques is more successful.
At this point, we also want to point to the evaluation of our techniques from Chapter 4
in Sect. 4.4, where our termination proving approach for pure integer programs is evaluated
against comparable tools. The detailed results are shown in Tab. 4.1, where AProVE
is the second best tool, only surpassed by the approach from Chapter 4, which integrates
many of the techniques we presented here for int-TRSs.
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3.9 Conclusion and Outlook
In this chapter, we discussed termination analysis of int-TRSs as a back-end for termination
analysis of Java Bytecode programs. We structure our proofs analogously to the
DP Framework, and an overview of our proof framework was given in Sect. 3.2. We then
discussed three automatic simplification techniques for the rewrite systems automatically
obtained by our JBC front-end. The first, defined in Thm. 3.10, reduces the number of
rules in a system by allowing to skip intermediate steps. The second and third technique,
defined in Thm. 3.15 and Thm. 3.17 reduce the number of variables in the system by
removing arguments that are duplicated or unneeded for a termination proof.
In Sect. 3.4, we presented a common technique to prove transitions of a rewrite system
terminating using reduction pairs in Thm. 3.20, and adapted a synthesis method for
reduction pairs to the setting of int-TRSs without terms in Thm. 3.24. In Sect. 3.5
we then discussed two techniques to handle int-TRSs with terms. The first one, based on
projecting terms onto their respective heights, was presented in Cor. 3.41. As an alternative,
in Thm. 3.47 we defined a method that temporarily removes integers or terms and then
applies specialised techniques to obtain a reduction pair for the original system. In Sect. 3.6,
we discussed how to strengthen all presented techniques by finding quasi-invariants that
eventually hold. Finally, in Sect. 3.7, we adapted our non-termination techniques from
Sect. 2.5 to the int-TRS setting. In Sect. 3.8, we empirically showed the power and precision
of the presented techniques.
Our evaluation results show that the presented methods handle the considered problems
well and provide a strong back-end for our JBC analysis. However, a number of extensions
could strengthen the overall approach. One interesting problem is the handling of start
symbols. While in our int-TRSs, we assume that an evaluation can start at any point,
with arbitrary variable values, this does not match the semantics of real programs. This
abstraction is of practical importance when loops only terminate in their intended context,
and are non-terminating in the general case. For such examples, it would be desirable to
be able to express where evaluations start. Then, invariant generation techniques could
be used to make the reachable state space more explicit and enable context-dependent
termination proofs. Such techniques exist (and indeed, we will show one of them in the
next chapter), but are usually restricted to numerical domains. Extending these techniques
to also handle terms would allow to make use of our relatively precise transformation from
JBC to term rewriting.
A second line of research is leading into a similar direction. Recent work in combining ter-
mination analysis and invariant generation in a combined Max-SMT approach [LORR13]
has shown that in many cases, searching for a linear rank function can be combined with
the search for additional (useful) invariants. As the approach is not strictly dependent on
information about start symbols, adapting it to our term-based setting might allow for a
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stronger tool.
Finding efficient algorithms to synthesise non-linear rank functions is an open research
problem. Based on the recent improvement in power and efficiency of SMT solvers for
non-linear arithmetic, re-considering the restriction to linear rank functions might be an
interesting option. While termination arguments usually do not require quadratic or cubic
reasoning, extending the search space for rank functions to also include operations such
as max or min might be very useful.
Finally, just as termination analysis techniques for term rewriting were extended to pow-
erful complexity analysis techniques, extending the presented techniques for termination
proving of int-TRS to complexity bound proving seems like a fruitful line of research. Our
techniques of mixing integer and term reasoning work by over-approximating the rewrite
relation of the input system. Thus, these same techniques could be used to obtain upper
bounds on the runtime complexity of a int-TRS. Combined with the results of [MS12],
which show that a translation from Java Bytecode to int-TRSs is also preserving the
complexity of the original program, this would allow for a complexity analysis toolchain
analogous to our current termination proving toolchain.

4 Chapter 4Termination Analysis of Integer
Transition Systems
And where the stars are shining bright
It’s getting better man!
Oasis, It’s Getting Better
While we have shown in Chapter 3 that Integer Term Rewriting is an apt intermediate
language in termination proving, much of recent work on termination analysis is instead
based on the simpler formalism of Integer Transition Systems. The main difference between
the two is that the latter can only represent integers, but instead usually allows to specify
a designated start for computations. Consequently, data structures are not represented
as terms but need to be abstracted to integers first, for example using the technique
presented in Sect. 3.5.1. The advantage of this simpler formalism is that it is in wide use
in other areas of program analysis, allowing to make use of results in these fields. Most
notably, many techniques for safety proving are working on such programs. While the aim
of termination proving is to show that eventually, a program stops doing something, safety
proving is concerned with showing that a program always is “safe”, i.e., never reaches a
state that is deemed unsafe.
Safety proving can be viewed as proving unsafe states to be unreachable. In infinite
state systems (such as programs based on mathematical integers), this usually requires to
track the relationship between different variables and constants over the run of a whole
program, which is done by inferring suitable program invariants. Such invariants can also
be crucial in termination analysis. As example, consider the following program:
y := 1;
while x > 0 do
x := x − y;
y := y + 1;
done
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To prove termination of this program, we need to find a termination argument such as “x
decreases until 0”. However, this is only valid if we prove the supporting invariant “y > 0”
at the same time. Thus, the two are interrelated: Without “y > 0”, we cannot prove
the validity of the termination argument “x decreases until 0”; and without “x decreases
towards 0”, we would not know that “y > 0” is an interesting invariant.
Tools following the termination proving method pioneered by Terminator [CPR05,
CPR06] address this problem using a strategy that oscillates between calls to a stan-
dard safety prover and calls to a standard rank function synthesis tool. In this setting, a
candidate termination argument is iteratively constructed. For this, counterexamples to
earlier versions of the argument are used to speculate a new termination argument. The
safety prover either disproves this speculated termination argument by providing a coun-
terexample, or finds invariants that support the termination argument and thus proves its
generality. If a counterexample is found, it is provided to a rank function synthesis method
to guess a better termination argument, and the process restarts. In this combination, the
safety prover does not need to be adapted to termination proving, and thus any standard
tool can be used. At the same time, the rank function synthesis tool does not need to
know about the specifics of the considered programming language, as they are completely
handled by the safety prover. As we are going to extend this approach, we will discuss it
in detail in Sect. 4.2.1.
A difficulty with the Terminator approach is that the underlying tools do not
share much information about the overall state of the termination proof. For example, the
rank function synthesis tool is only applied to the counterexamples found so far, while
their context in the program is not considered at all. On the other hand, the safety prover
is unaware of the state of the termination proof, e.g., which parts of the program have
already been deemed terminating and how those parts might contribute to other potentially
infinite executions. We will present a new technique allowing for better cooperation of the
involved tools in Sect. 4.2.2.
Finally, we will study how termination and non-termination proving are related. In
systems with a designated start state, proving non-termination requires two different
types of reasoning. First, a set of non-terminating states has to be identified, and then,
we need to prove that one of these states is indeed reachable from the program start, as
in Sect. 2.5. For the second part of the proof, we can leverage the power of existing safety
provers, whose sole task is (dis)proving the reachability of certain states. However, to
prove a set of non-terminating states not reachable, the safety prover generates invariants.
These invariants provide valuable information related to the termination behaviour of the
considered program, and in Sect. 4.3 we will discuss how to make use of this by letting
non-termination and termination proving techniques alternate.
This chapter is structured as follows. First, we formally introduce Integer Transition
Systems in Sect. 4.1. In Sect. 4.2, we first discuss the Terminator approach to
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termination proving in Sect. 4.2.1 and then present cooperation graphs in Sect. 4.2.2,
significantly increasing the performance of the approach. Then, in Sect. 4.3, we first
discuss how to identify sets of non-terminating states and then show how to use these
techniques in an alternating termination/non-termination proving environment. Finally,
we evaluate our techniques in Sect. 4.4 and conclude in Sect. 4.5. For a discussion of related
work, we refer to Sect. 3.1.
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4.1 Integer Transition Systems
As discussed above, integer transition systems are isomorphic to int-rewrite systems that
do not use terms. Without terms, we can greatly simplify the used formalism, allowing for
a more succinct representation of the considered programs. Instead of working with a set
of rewrite rules, we consider programs as a graph of program locations, connected by edges
indicating a possible evaluation step leading from one location to another. We use a global
set of variables V, and label the edges with formulas describing how the values of these
variables change. In such formulas, x, y, z, . . . ∈ V denote the variables at the beginning of
an evaluation step (the pre-variables) and their primed versions x′, y′, z′, . . . ∈ V ′ indicate
the variables after an evaluation step (the post-variables).
Definition 4.1 (Integer Transition Systems) Let L be a set of locations, V a finite
set of integer variables, and `0 ∈ L the canonical start location. Furthermore, let T ⊆
L × FLIA(V ∪ V ′) × L be the set of transitions, where V ′ := {v′ | v ∈ V} and FLIA(M)
is the set of quantor-free first-order formulas over the theory of linear integer arithmetic
with free variables M . W.l.o.g., we forbid disjunctions in transitions labels, and instead
represent them using several transitions. Then, (L,V , T ) is an Integer Transition System
(ITS).
A configuration is a pair (`, v), with ` ∈ L and v a valuation of the variables in V.
Instead of v : V → Z, we often use the column vector v ∈ Z1×|V| to represent the values
of the variables V in some fixed order. Using this representation, we often write the label
of transitions (`, ρ, `′) ∈ T as a linear inequation, i.e., instead of ρ we use Aρ
(
x
x′
)
≥ aρ.
Here, x′ is the vector of post-values corresponding to x.
We write (`,v) τ→ (`′,v′) for an evaluation step with transition τ ∈ T if τ = (`, A
(
x
x′
)
≥
a, `′) ∈ T and A
(
v
v′
)
≥ a holds. We often drop τ if we do not care about the used transition.
A run is a possibly infinite sequence (`0,v0)→ (`1,v1)→ . . . with arbitrary input values
v0. We call a transition system terminating if and only if it has no infinite run.
Example 4.2 We will study the program P1 with two nested loops in Fig. 4.1(a),
which is similar to the control-flow of a standard bubble sort routine. The outer loop is
terminating because in each iteration, a counter variable i is incremented by 1 until it
reaches some bound n. In the inner loop, the counter j is bounded by i, and we increment
j by c in each iteration. The conditional code block before the loops ensures that c is
positive, and hence, the inner loop terminates as well.
In Fig. 4.1(b), a corresponding program graph is displayed, obtained by a (syntactic)
transformation. The first two transitions from `0 to `1 correspond to the first four lines of
the program, ensuring that c is positive. Here, the transition τ0 is allowed if c is already
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i := 0;
if(c ≤ 0) then
c := 1 - c;
fi
while i < n do
j := 0;
while j ≤ i do
j := j + c;
done
i := i + 1;
done
(a) Imperative program
`0
`1
`2
τ0 : i := 0
if(c > 0)
τ1 : i := 0
if(c ≤ 0)
c := 1− c
τ2 : if(i < n)
j := 0
τ3 : if(j > i)
i := i+ 1
τ4 : if(j ≤ i);
j := j + c;
(b) Program graph
Figure 4.1: A simple bubble sort-like program
positive. If that is not the case, the transition τ1 can be used, setting the value of c to
a positive value. Finally, τ2, τ3, and τ4 represent the loop, where τ4 corresponds to the
inner loop and τ2 and τ4 represent the rest of the body of the outer loop.
In examples, we usually represent path labels as lists of simple assignments or conditions.
These are always equivalent to formulas over linear integer arithmetic, which we often
represent as linear inequalities. So for example, the label of τ1 is equivalent to the formula
n′ = n ∧ i′ = 0 ∧ j′ = j ∧ c ≤ 0 ∧ c′ = 1− c and the following system of linear inequalities:
1 0 0 0 −1 0 0 0
−1 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 −1 0
0 0 0 1 0 0 0 −1
0 0 0 −1 0 0 0 1
0 −1 0 0 0 0 0 0
0 1 0 0 0 1 0 0
0 −1 0 0 0 −1 0 0

·

n
c
i
j
n′
c′
i′
j′

≥

0
0
0
0
0
0
0
1
−1

Apart from the explicit start state, Integer Transition Systems are equivalent to the
Linear Integer Rewrite Systems from Chapter 3, and the matrix representation of edge
labels is similar to the normalised LIRSs from Def. 3.23. In fact, every integer transition
system (L,V , T ) can be represented as an integer rewrite system using a simple syntactic
transformation. For a fixed variable order {v1, . . . , vn} = V , we can transform each transi-
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tion (`, ρ, `′) ∈ T into a term rewrite rule of them form f`(v1, . . . , vn)→ f`′(v′1, . . . , v′n) J ρ K.
Unlike integer transition systems, our integer rewrite systems have no special start location
or symbol. Consequently, translating an ITS to an IRS changes its termination behaviour,
as (needed) invariants do not need to hold.
Example 4.3 (Ex. 4.2 as Integer Rewrite System) Using the translation de-
scribed above, we can represent the ITS from Ex. 4.2 as a rewrite system using the
following rules:
f`0(n, c, i, j)→ f`1(n′, c′, i′, j′) J i′ = 0 ∧ c > 0 ∧ j′ = j ∧ n = n′ ∧ c′ = c K
f`0(n, c, i, j)→ f`1(n′, c′, i′, j′) J i′ = 0 ∧ c ≤ 0 ∧ c′ = 1− c ∧ j′ = j ∧ n = n′ K
f`1(n, c, i, j)→ f`2(n′, c′, i′, j′) J i < n ∧ j′ = 0 ∧ i′ = i ∧ n = n′ ∧ c′ = c K
f`2(n, c, i, j)→ f`2(n′, c′, i′, j′) J j ≤ i ∧ j′ = j + c ∧ i′ = i ∧ n = n′ ∧ c′ = c K
f`2(n, c, i, j)→ f`1(n′, c′, i′, j′) J j > i ∧ i′ = i+ 1 ∧ j′ = j ∧ n = n′ ∧ c′ = c K
Unlike Ex. 4.2, this system is not terminating, as f`2(0, 0, 0, 0) starts an infinite reduction.
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4.2 Termination Proving by Safety Proving
As discussed above, many recent termination proving techniques build on fully automatic
safety provers, i.e., tools that can prove certain “unsafe” program states to be unreachable.
We will not discuss the details of safety proving, but only define the general property
considered by them:
Definition 4.4 (Safety) Let P = (L,V , T ) be a Integer Transition System and err ∈ L
the canonical error location. We call P safe if there is no run (`0,x0), . . . , (err ,xe) in P.
For the following, we fix P = (L,V , T ) as the considered program. In Sect. 4.2.1, we
first present the reduction of termination analysis to a safety problem in detail, closely
following the approach in [CSZ13]. We then present a new interpretation of this idea in
Sect. 4.2.2 in the form of cooperation graphs. In contrast to earlier work, these graphs
allow to couple the power of standard safety provers with many standard techniques from
termination analysis of declarative languages, e.g., the simplification-oriented methods
from Chapter 3. This results in a solution that greatly improves the performance and
precision of the overall approach.
4.2.1 Iterative Construction of Termination Arguments
We again construct lexicographic termination arguments. However, unlike our approach
following the DP Framework in Chapter 3, we will now explicitly construct such a lexi-
cographic termination argument. For this, we combine linear rank functions as program
measures, and require them to be decreasing over the course of a program run. We also
require these measures to be bounded from below. To delegate proving these properties
for a given rank function to a safety prover, we consider the dual problem and try to show
that in no program run, the measure increases or decreases below a certain bound. For
this, we take snapshots of the program variables at certain points. Then, we can use the
safety prover to compare the value of the chosen measure at the time of the snapshot with
its value at a later point. We can then check the necessary conditions of a termination
proof, i.e., show that the measure does not increase and that it is always greater than our
speculated lower bound.
We do not need to allow such program state snapshots in every program evaluation step.
It suffices to restrict this to the cutpoint set of a program [Flo67], where a cutpoint set
describes those locations that are always used again and again in an infinite computation.
More formally, a cutpoint set is a minimal set of vertices in the program graph that, if
removed, leaves a program graph without cycles.
Definition 4.5 (Cutpoint Set) We call Cutpoints(P) ⊆ L a cutpoint set if (L \
Cutpoints(P),V , {(`, ρ, `′) ∈ T | `, `′ 6∈ Cutpoints(P)}) is a program graph with-
out cycles.
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Input: Program P = (L,V , T )
Output: Transitions T ′ reaching err if not proven terminating
1: T ′ = T
2: for all p in Cutpoints(P) do
3: pc := CutpointDuplicate(p)
4: for all (p, ρ, `) in T do
5: T ′ := (T \ {(p, ρ, `)}) ∪ {(pc, ρ, `)}
6: end for
7: T := T ∪ {(p, snapshot(p), pc), (p, nosnapshot(p), pc)}
8: T := T ∪ {(p, spp > 0, err)}
9: end for
10: return T
Algorithm 1: Instrument, preparing the termination as safety instrumentation.
In a first step, we present the changes needed to allow a safety prover to check a
termination argument. To extend the input program to take snapshots of variable values,
we create a copy vc of each variable v ∈ V . Then, for each cutpoint location p, we create
a duplicate location pc. Between the two, we will allow to take a snapshot. For this, we
add one transition between p and pc in which we create no snapshot, and hence no values
are changed. The second transition we create sets all variables vc to the current value of
v for all v ∈ V. Furthermore, we set a (boolean) flag spp = 1 to indicate that a snapshot
was taken. Then, we just “move” all transitions starting in p to start in its newly created
duplicate pc. Thus, our program now behaves as before, but additionally allows to create
variable snapshots at the beginning of a loop and check these after one iteration of that
loop.
The structure of our termination arguments allows us to only consider one loop iteration
at a time. Hence, once we have taken a snapshot at the beginning of a loop, we just need
to check that our chosen measure decreases in each loop iteration, but do not need to
consider the behaviour of several loop iterations together. Thus, we only allow to use the
transitions between p and pc if spp is not set. Finally, we add an error location err to our
program. Then, for each cutpoint p ∈ P , we add a transition from p to err that is enabled
if our termination argument does not hold. Initially, we have no termination argument, so
we allow a transition to the error location whenever we have already taken a snapshot.
The algorithm Instrument in Fig. 1 performs this instrumentation. Here, the
auxiliary method snapshot creates the transition label to copy all variables and set
and check spp, and nosnapshot creates the transition label that does nothing but
check spp.
Example 4.6 (Ex. 4.2 Instrumented) Applying Instrument to the example
program P1 from Fig. 4.1(b) results in Fig. 4.2. Here, we used Cutpoints(P1) = {`2}.
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`0
`1
`c2`2
err
τ0 : i := 0
if(c > 0)
τ1 : i := 0
if(c <= 0)
c := 1− c
τ2 : if(i < n)
j := 0
γ`2 : if(sp`2 ≤ 0)
nc := n
cc := c
ic := i
jc := j
sp`2 := 1
η`2 : if(sp`2 ≤ 0)
τ3 : if(j > i)
i := i+ 1
τ4 : if(j ≤ i);
j := j + c;
θ`2 : if(sp`2 > 0)
if(¬false)
Figure 4.2: Instrumented version of Fig. 4.1
Proving termination of the original program is now possible by repeated safety checking
of the instrumented version. When safety checking fails, the safety prover provides a run
ending in the error location err that is a counterexample to our current termination
argument. Based on this counterexample, we then speculate a new termination argument
that hopefully generalises to the whole program. The counterexamples returned by the
safety prover take the form of a lasso: A stem leading to some cutpoint p, where we take a
snapshot of the program state, and then a cycle leading back to the cutpoint p, from which
we then reach the error location. Intuitively, the meaning of the found counterexample is
that after the found stem, the cycle may be executed an infinite number of times; or at
least that our termination argument does not yet explain why this is not the case.
Example 4.7 (Lasso and Stem of a Counterexample) We again consider P1 from
Fig. 4.1(b). Applying Instrument to P1 results in Fig. 4.2, where we used
Cutpoints(P1) = {`2}. A safety prover now might return the counterexample
pi1 = 〈τ0, τ2, γ`2 , τ4, θ`2〉
The stem of pi1 is 〈τ0, τ2〉 and its cycle is 〈γ`2 , τ4〉. Thus, the cycle of the counterexample
pi1 corresponds to one iteration of the inner loop of the program P1.
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To gain as much information as possible from the concrete structure of the counterexam-
ple, we use a simple symbolic integer domain [Min06] and abstract interpretation [CC77].
For this, we restrict ourselves to program runs in which the stem of the counterexample
is executed first, and then the cycle is repeated an arbitrary number of times. We call
an invariant that holds for all of these program runs a path invariant and use it to sup-
port our rank function synthesis. This is based on the intuition that a counterexample
represents a “class” of similar program runs, and that a path invariant obtained from the
counterexample is likely to hold for program runs from that class.
Definition 4.8 (Lasso, Stem, Cycle, Path Invariant of a Counterexample)
Let the run pi = τ0 . . . τnθ be a counterexample to safety of a program graph obtained
from Instrument(P), where θ = (p, ρ, err). Then, there is some transition τi =
(p, ρi,CutpointDuplicate(p)) and we call σ = τ0 . . . τi−1 the stem of pi and φ =
τi τi+1 . . . τn the cycle of pi.
We define the path invariant of φ as the integer invariants we can discover for V in
the program restricted to program runs of the form σφ∗ (i.e., where σ is followed by an
arbitrary number of repetitions of φ). Then we define the cycle formula ϕ for pi as the
conjunction of the path invariant and the combined labels of all transitions of φ.
Example 4.9 (Path Invariants from Counterexamples) For the counterexample
pi1 from Ex. 4.7, we obtain the path invariant c > 0∧ i = 0∧ i < n∧ j ≥ 0. We combine
this with the representation of the cycle, yielding the cycle formula
ϕ1 = c > 0 ∧ i = 0 ∧ i < n ∧ j ≥ 0 ∧ j ≤ i ∧ j′ = j + c ∧ n′ = n ∧ c′ = c ∧ i = i′
Our goal is to find a rank function that proves the program runs represented by our
counterexample to be terminating. To this end, we use the technique we described in
Sect. 3.4, restricted to a single program transition. For this transition, described by the
cycle formula, we want a rank function f that strictly decreases in each iteration allowed
by the transition label, so we require f(v1, . . . , vn) > f(v′1, . . . , v′n). We also want f to be
bounded from below, and fix this bound to be 0 and hence just require f(v1, . . . , vn) ≥ 0.
Example 4.10 (Rank Functions From Counterexamples) For the cycle formula
ϕ1 from Ex. 4.9, we can obtain the rank function f1(n, c, i, j) = i − j, as the following
two conditions indeed hold:
ϕ1 =⇒ f1(n, c, i, j) = i− j > i′ − j′ = f1(n′, c′, i′, j′)
ϕ1 =⇒ f1(n, c, i, j) = i− j ≥ 0
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`0
`1
`c2`2
err
τ0 : i := 0
if(c > 0)
τ1 : i := 0
if(c <= 0)
c := 1− c
τ2 : if(i < n)
j := 0
γ`2 : if(sp`2 ≤ 0)
nc := n
cc := c
ic := i
jc := j
sp`2 := 1
η`2 : if(sp`2 ≤ 0)
τ3 : if(j > i)
i := i+ 1
τ4 : if(j ≤ i);
j := j + c;
θ′`2 : if(sp`2 > 0)
if(¬(ic − jc > i− j ∧ ic − jc ≥ 0))
Figure 4.3: Strengthened version of Fig. 4.2
However, f ′1(n, c, i, j) = −j is also a valid rank function. It is obviously decreasing, and
the subformula j ≤ i ∧ i = 0 of ϕ1 ensures that f ′1 is always non-negative.
When a rank function for a counterexample was found, we have refined our termination
argument. Consequently, we also refine our program graph using this new rank function,
and restrict the corresponding transition to the error location accordingly. We only want
to find new counterexamples that are not covered by the found termination argument, so
we change the label to require that either our rank function increased in a loop iteration
(i.e., f(vc1, . . . , vcn) < f(v1, . . . , vn)) or that the rank function’s value is not bounded from
below (i.e., f(vc1, . . . , vcn) < 0).
Example 4.11 (Strengthening Programs Graphs With Rank Functions) We
use the rank function f from Ex. 4.10 to strengthen the transition θ`2 from `2 to err
in Fig. 4.2. For this, we extend the label with ¬(ic − jc > i − j ∧ ic − jc ≥ 0)). The
resulting program graph, using θ′`2 instead of θ`2 is displayed in Fig. 4.3.
After we have changed our program graph to reflect the updated termination argument,
the process can begin again. However, when we obtain a second counterexample, we need
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to combine the rank function found for this new counterexample with the rank functions
found earlier. As we discussed above, we explicitly create lexicographic termination argu-
ments [AG00, BMS05a, HM05, GTSF06, ADFG10, CGB+11]. For this, we use a sequence
of n ranking functions to map each program state to a vector of n values and use a lexico-
graphic ordering on these vectors, i.e., we define (x1, x2, . . . , xn) > (y1, y2, . . . , yn) if and
only if x1 > y1 or n > 1, x1 = y1, and (x2, . . . , xn) > (y2, . . . , yn).
To construct such a lexicographic argument, we consider all counterexamples found so
far for a certain cutpoint p, and their cycle formulas ϕ1, . . . , ϕm. We want to find a sequence
of m ranking functions f1, . . . , fm such that whenever one loop iteration represented by
the cycle formulas was performed, the overall measure of the program according to our
lexicographic combination decreases, or more formally, that the following holds:
m∨
i=1
ϕi =⇒ (f1(v′1, . . . , v′n), . . . , fm(v′1, . . . , v′n)) > (f1(v1, . . . , vn), . . . , fm(v1, . . . , vn))
(4.1)
To describe and construct lexicographic termination arguments over program variables
v1, . . . , vn, we define two boolean auxiliary functions:
L>(f, ϕ)⇔ ϕ→ f(v′1, . . . , v′n) > f(v1, . . . , vn) ∧ f(v1, . . . , vn) ≥ 0
L≥(f, ϕ)⇔ ϕ→ f(v′1, . . . , v′n) ≥ f(v1, . . . , vn)
Using these, we can now describe our lexicographic ranking function synthesis problem as
looking for a permutation σ and rank functions f1, . . . , fm such that the following variation
of (4.1) holds:
∨
1≤i≤m
L>(fi, ϕσ(i)) ∧
 ∧
1≤j<i
L≥(fj, ϕσ(i))
 (4.2)
In other words, σ is used to bring our counterexamples into some order fitting our ranking
functions. For each counterexample we require that its relation is decreasing and bounded
by one of the rank functions fi, while the value of all “prior” rank functions is not increased
by the relation of the considered counterexample.
Example 4.12 (Combining Several Counterexamples) We continue with the
strengthened program graph in Fig. 4.3 obtained in Ex. 4.11. The counterexample pi1
from before is not valid in the changed program anymore, but a second counterexample,
corresponding to the outer loop, can be found:
pi2 = 〈τ0, τ2, η`2 , τ4, γ`2 , τ3, τ2, θ′`2〉
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This counterexample corresponds to the first iteration of the outer loop of the program.
We separate pi2 into a stem σ2 = 〈τ0, τ2, η`2 , τ4〉 and a cycle φ2 = 〈γ`2 , τ3, τ2〉. The obtained
path invariant is c > 0 ∧ i ≥ 0 ∧ i < n ∧ j ≥ 0 and thus, the following cycle formula is
obtained:
ϕ2 = c > 0 ∧ i ≥ 0 ∧ i < n ∧ j ≥ 0 ∧ i′ = i+ 1 ∧ 1 > i′ ∧ i′ < n ∧ j′ = 0 ∧ c′ = c ∧ n′ = n
Note the atom 1 > i, which is an artifact of the check j > i on transition τ3. It stems
from our concrete counterexample, in which j is set to 1 at this point.
Our rank function synthesis for the two counterexamples pi1, pi2, results in 〈pi2, pi1〉 with
rank functions 〈f2, f1〉, where f1 is as above, and f2(n, c, i, j) = n− i. Note that in this
case, the value of f2 is invariant for the relation ϕ1, so (4.2) from above holds. We might
also replace f2 by f ′2(n, c, i, j) = −i, which would satisfy (4.2) as well.
As before, we want to strengthen program graphs with the newly obtained termination
arguments. To this end, we need to encode a violation of the argument as a formula we
can use as label for a transition from cutpoints to the error location. For this, we now
define nodecrease, which takes as argument the cutpoint that is currently handled
and a lexicographic termination argument to encode:
nodecrease(p, 〈f1, . . . , fm〉) = spp > 0
∧ ¬
 ∨
1≤i≤m
fi(vc1, . . . , vcn) > fi(v1, . . . , vn)
∧ fi(vc1, . . . , vcn) ≥ 0
∧ ∧
1≤j<i
fj(v,1 . . . , vcn) ≥ fj(v1, . . . vn)

Example 4.13 (Combining Several Counterexamples) We extend the program
graph of Fig. 4.3 with the lexicographic termination argument found in Ex. 4.12. The
resulting program graph, Fig. 4.4, replaces the transition θ′`2 by a new transition θ′′`2 ,
labelled with the value of nodecrease(`2, 〈f2, f1〉).
On the new program graph, the safety proof succeeds, as standard safety provers are
able to infer the (needed) invariant c > 0 from τ1. As the safety proof is equivalent to a
proof of validity of the termination argument we constructed, we have proven termination
of our example.
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`0
`1
`c2`2
err
τ0 : i := 0
if(c > 0)
τ1 : i := 0
if(c <= 0)
c := 1− c
τ2 : if(i < n)
j := 0
γ`2 : if(sp`2 ≤ 0)
nc := n
cc := c
ic := i
jc := j
sp`2 := 1
η`2 : if(sp`2 ≤ 0)
τ3 : if(j > i)
i := i+ 1
τ4 : if(j ≤ i);
j := j + c;
θ′′`2 : if(sp`2 > 0)
if(¬((nc − ic > n− i ∧ nc − ic ≥ 0)
∨(ic − jc > i− j ∧ ic − jc ≥ 0
∧ nc − ic ≥ n− i)))
Figure 4.4: Strengthened version of Fig. 4.3
The complete algorithm for this iterative termination analysis is displayed as algorithm
Refinement in Fig. 2. There, we first use Instrument from Fig. 1 to transform
our input program into a safety problem. Then, we initialise empty sequences Πp of coun-
terexamples for each cutpoint p in our program, and start searching for counterexamples.
Whenever a counterexample with stem stem leading to a cycle cycle on the cutpoint p
is found, we extend Πp to store this counterexample. We then synthesise a lexicographic
ranking function as above and use it to strengthen the condition on the edge from p to the
error location. If no further counterexample is found, termination is proven. The algorithm
Refinement matches the informal description of the approach given in [CSZ13].
The procedure Refinement is depending on a number of (non-obvious) choices. For
example, when searching for a suitable rank function based on a set of counterexamples,
we usually have several options. Not all of these eventually lead to a termination proof.
Example 4.14 (Wrong Choice of Rank Function) In Ex. 4.12, we used the rank
function f2(n, c, i, j) = n− i. Instead, we could also use f ′2(n, c, i, j) = −i. The additional
n in f2 is not needed to show decrease of the rank function, but to ensure that it is
bounded from below. In this case, this property follows from the conjunct i < n of the
path formula for our counterexample pi2. The path formula also contains i′ = i+1∧i′ < 1,
and so f ′2 is also a possible rank function. In general, rank functions using fewer variables
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Input: Program P
Output: “P Terminating” or “Unknown”
1: T ′ = Instrument(P)
2: for all p in Cutpoints(P) do
3: Πp = 〈〉
4: end for
5: while ex. counterexample (stem, p, cycle) from `0 to err in T ′ do
6: Πp = Πp · (stem, cycle)
7: if ex. σ, f1, . . . , fn for Πp with (4.2) then
8: T ′ := (T ′ \ {(p, τ, err}) ∪ {(p, nodecrease(p, 〈f1 . . . fn〉), err)}
9: else
10: return “Unknown”
11: end if
12: end while
13: return “P Terminating”
Algorithm 2: Procedure Refinement
are preferable, as in our experience, they are more likely to generally hold. However, in
our case, f ′2 would not allow to prove termination; instead another counterexample pi3
would be returned:
pi3 = 〈τ0, τ2, η`2 , τ4, η`2 , τ3, τ2, η`2 , τ4, η`2 , τ4, γ`2 , τ3, τ2, θ′`2〉
Here, another unrolling of the loop is considered. As i = 1 holds when a copy of the
variable values is made in γ`2 , f ′2(n, c, i, j) = −i is not bounded by 0 anymore, and hence
the transition to the error location is enabled. This would trigger the search for a new
rank function, yielding either the (useful) f2 or f ′′2 (n, c, i, j) = 1− i. Choosing f ′′2 would
lead to finding a new counterexample, corresponding to a second loop unrolling, and
leading to the same process again.
Problems with choosing the right rank function as in Ex. 4.14 occur often in the presence
of nested loops where the inner and outer loops work on the same variables. In these cases,
tools like Terminator often diverge.1 Choosing the right rank function often not only
depends on the counterexamples considered so far, but also on the larger program context.
In the next section, we will discuss a solution to this problem.
4.2.2 Cooperative Termination Proving
We now extend the older work described in Sect. 4.2.1. As discussed above, the success of
the Terminator method depends on several uninformed choices in the termination
1In fact, Terminator is not able to prove termination of our bubble sort-like example in Fig. 4.1(a).
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argument synthesis. At the same time, definite results, i.e., termination arguments that were
already validated, do not simplify the safety proof. Other than the iterative simplification-
based approach for Integer Term Rewriting presented in Chapter 3, the considered problem
is not simplified by successful proof steps.
In this section, we will present a cooperative termination analysis approach based on
safety proving. Here, the termination argument synthesis is strengthened by not only
using a few counterexamples, but also their program context. This reduces the number
of iterations until a correct termination argument is found, and sometimes is needed to
make the process converge. At the same time, the program is simplified when certain
termination arguments are found by removing transitions. This greatly simplifies the work
of the underlying safety prover, improving performance of the overall analysis.
Example 4.15 (Removing Transitions Generally not Sound)
`0
`1
`2
τ0 : if(n > 0)
i := 0τ2 : if(i < n)
i := i+ 1
τ1 : if(i ≥ n)
τ3 : if(i = n);
i := i+ 1
n := n+ 1
Figure 4.5: A simple program
The techniques from Chapter 3 cannot
be adapted directly to our termination-as-
safety setting. To see why, consider the non-
terminating example Fig. 4.5, in which two
loops occur after each other. We can easily find
a rank function n− i that shows that τ2 is de-
creasing and bounded from below. However,
removing the transition is incorrect, as the re-
maining program would be terminating. The
root of this problem is that while some reach-
able program states lead to non-termination
(i.e., all those where n = i at location `2), they become unreachable when removing a
transition.
In our method, program graphs serve two uses at the same time: They describe the set
of reachable states, i.e., states which need to be considered for termination analysis (a set
interesting to the safety prover) and they record the state of our termination proof. These
usages have diverging goals: To ensure soundness of the results of the safety checker, we
must ensure that the set of reachable states remains unchanged. For the termination proof,
we want to simplify and reduce the problem as much as possible. A solution to this usage
conflict is to duplicate the program information. In our cooperation graphs, we duplicate
all program parts relevant for program termination (i.e., cycles in the program graph).
The original program is then used for safety analysis, while the duplicated parts can be
modified and simplified to record the state of termination analysis. Thus, the safety does
not need to prove precise invariants for program parts that are already proven terminating.
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`0
`1
`2
`t1
`t2 `
c
2
err
τ0 : i := 0
if(c > 0)
τ1 : i := 0
if(c <= 0)
c := 1− c
τ2 : if(i < n)
j := 0
τ3 : if(j > i)
i := i+ 1
τ4 : if(j ≤ i);
j := j + c;
ε`2 : skip
τ t2 : if(i < n)
j := 0
γ`2 : if(sp`2 ≤ 0)
nc := n
cc := c
ic := i
jc := j
sp`2 := 1
η`2 : if(sp`2 ≤ 0)
τ t3 : if(j > i)
i := i+ 1
τ t4 : if(j ≤ i);
j := j + c;
θ`2 : if(sp`2 > 0)
if(¬false)
Figure 4.6: Cooperation graph for Fig. 4.1
We connect the two subgraphs, allowing to jump from the safety to the termination
subgraph (but not in the other direction).
Example 4.16 (Cooperation Graph) To illustrate cooperation graphs, we go back
to the example from Fig. 4.1. The corresponding cooperation graph is displayed in
Fig. 4.6. There, nodes on the left and colored in gray are safety nodes, corresponding to
the initial program in Fig. 4.1. On the right, the (only) strongly connected component
of the program is copied, and its black termination nodes will be used to track the
progress of termination proof. Between the two, transitions at cutpoints allow to non-
deterministically jump from the safety to the termination part of the graph. On the nodes
of the termination subgraph, we used a procedure analogous to Instrument to allow
to take program state snapshots and to check the validity of termination arguments.
In the resulting graph, reasoning about termination is performed on the termination
subgraph by a procedure built around an efficient rank function synthesis, similar to the
methods presented in Chapter 3. We can also adapt other techniques from the handling of
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int-TRSs, e.g., remove transitions and add eventual invariants. Reasoning about reachable
states and program invariants is performed on the combination of the two, where speculated
termination arguments in the termination graph direct the search for invariants, and the
safety subgraph ensures that the set of reachable states does not change.
So the advantage of the duplication (i.e., the termination and safety subgraphs) is that
we can easily restrict certain operations to either subgraph, but we maintain a connection
between them. Intuitively, the safety subgraph describes an over-approximation of all reach-
able states, while the termination subgraph is an over-approximation of those states for
which termination has not been proven yet. In our setting, iterative program simplifications
encode the progress of the termination proof search and are directly available to the safety
prover when searching for more counterexamples. The structure of the graph guides the
safety prover to unproven parts of the program, directly yielding relevant counterexamples
that can be used by the rank function synthesis to produce better termination arguments.
If these do not allow a program simplification, they still guide the generation of invariants
by the safety prover for nodes in the safety subgraph. These in turn then support reasoning
about the validity of termination arguments in the termination subgraph.
So to prove termination, we use a mix of the techniques from Chapter 3 and of the
approach from Sect. 4.2.1. Again, we use counterexamples to the current termination argu-
ment to drive the termination proof. However, when we find a counterexample, we do not
try to construct a termination argument from it alone. Instead, we consider all transitions
from the termination subgraph that are in the same strongly connected component (SCC)
as the cycle of the found counterexample. We call this enclosing SCC the SCC context of
a cycle.
For this SCC context, we try to find a rank function, using the same constraints as in
Sect. 3.24, i.e., we require that all transitions do not increase the program measure and
some are decreasing it. This allows us to avoid many heuristics needed to choose the “right”
rank function, as additional information from the SCC is available. In Ex. 4.12, we needed
to choose between “n− i” and “−i”. By considering the additional transitions in its SCC
context, we can see that in general, −i is not bounded from below, and can hence make
the informed choice of “n− i”. When we can also prove that a transition always decreases
the measure and is bounded from below, we can just remove it from the program graph.
In any case, we can use the found rank function to strengthen the termination argument,
as above.
Example 4.17 (Simplifying Cooperation Graphs) We prove termination of
Fig. 4.1 using the cooperation graph in Fig. 4.6. We start searching for a counterexample,
yielding the run
pi′1 = 〈τ0, τ2, ε`2 , η`2 , τ t4, γ`2 , τ t3, τ t2, θ′`2〉
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Here, the stem σ′1 = 〈τ0, τ2〉 is drawn from the safety subgraph, and then the cycle
φ′1 = 〈η`2 , τ t4, γ`2 , τ t3, τ t2〉 comes from the termination subgraph (here, we just ignore the
connecting transition ε`2). The SCC context of the cycle φ′1 is the entire termination
subgraph, i.e., the nodes `t1, `t2, and `c2 and all their connecting transitions η`2 , γ`2 , τ t4, τ t3,
and τ t2.
We now try to find a rank function that not only takes the program variables, but
also the program location into account. For this, we generate point-wise rank functions
f`t1 , f`t2 , and f`c2 . In our example, we obtain
f 1`t2(i, j, k, n) = n− i f
1
`c2
(i, j, k, n) = n− i
f 1`t1(i, j, k, n) = n− i+ 1
Using these, we the following inequalities hold for the transitions in the SCC (where
relevant parts of the transition formula are displayed as preconditions), showing that
all transitions do not increase the program measure, and τ t2 decreases it and is bounded
from below:
γ`2 : n′ = n ∧ i′ = i ⇒ n− i ≥ n′ − i′
η`2 : n′ = n ∧ i′ = i ⇒ n− i ≥ n′ − i′
τ t2 : n′ = n ∧ i′ = i ⇒ n− i+ 1 > n′ − i′
τ t2 : i < n ⇒ n− i+ 1 ≥ 0
τ t3 : n′ = n ∧ i′ = i+ 1 ⇒ n− i ≥ n′ − i′ + 1
τ t4 : n′ = n ∧ i′ = i ⇒ n− i ≥ n′ − i′
Hence, we have proven that in every infinite computation, τ t2 can only occur finitely often.
This allows to remove the edge τ t2 from the termination subgraph (without changing
the set of reachable states). As this disconnects a part of the SCC, we now perform a
simplification step restricting the termination subgraph to nodes and transitions that
may occur in a loop, removing `t1 and τ t3. The resulting, simplified cooperation graph is
displayed in Fig. 4.7.
By examining the SCC context of a counterexample, and not only its cycle (e.g. τ t2 in
the SCC context considered in Ex. 4.17) we can see that the rank function n− i is a better
rank function than j−i because τ t2 modifies j. This solves the problem of finding a suitable
heuristic for choosing rank functions in Sect. 4.2.1. Without τ t2, j appears as a constant
and hence, j > i looks like a suitable candidate invariant supporting the well-foundedness
of the measure j − i. At the same time, considering all transitions (and hence all runs
that are allowed by these transitions) allows to conclude that τ t2 cannot occur infinitely
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`0
`1
`2 `
t
2 `
c
2
err
τ0 : i := 0
if(c > 0)
τ1 : i := 0
if(c <= 0)
c := 1− c
τ2 : if(i < n)
j := 0
τ3 : if(j > i)
i := i+ 1
τ4 : if(j ≤ i);
j := j + c;
ε`2 : skip
γ`2 : if(sp`2 ≤ 0)
nc := n
cc := c
ic := i
jc := j
sp`2 := 1
η`2 : if(sp`2 ≤ 0)
τ t4 : if(j ≤ i);
j := j + c;
θ′`2 : if(sp`2 > 0)
if(¬(ic − jc > i− j
∧ ic − jc ≥ 0))
Figure 4.7: Simplified cooperation graph for Fig. 4.1
often in a program run. Based on this, we can remove it from the program graph, making
reasoning about it simpler.
In some cases, it is not possible to find such a suitable rank function. This may happen
when the information on transitions alone does not suffice, but invariants only valid in
the specific program context are needed. An example of this is the simple example at the
beginning of this chapter, or the transition τ t4 in our example Fig. 4.7. In such cases, we
can fall back to the standard Terminator method, as discussed above in Sect. 4.2.1.
Example 4.18 (Strengthening Cooperation Graphs) We continue Ex. 4.17 and
search for a counterexample in Fig. 4.7. Now, all possible cycles allowed in the termination
subgraph use the transition τ t4, and we might find the counterexample
pi′2 = 〈τ0, τ2, ε`2 , γ`2 , τ t4, θ`2〉
Here, we cannot find a rank function for all transitions in the SCC context (as we did
for the first counterexample), as we are missing the crucial invariant c > 0. We fall back
to the method from Sect. 4.2.1, in which we speculate a rank function for the program
by searching one only for the counterexamples found so far. Again, this leads to the
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Input: Program P = (L,V , T )
Output: Cooperation graph C with start location SafetyLoc(`0)
1: C := ∅
2: for all (`, τ, `′) in T do
3: C := C ∪ {(SafetyLoc(`), τ, SafetyLoc(`′))}
4: end for
5: for all (`, τ, `′) in SCC_Transitions(T ) do
6: C := C ∪ {(TerminationLoc(`), τ,TerminationLoc(`′))}
7: end for
8: for all p in Cutpoints(P) do
9: pt := TerminationLoc(p)
10: pc := CutpointDuplicate(p)
11: C := C ∪ {(SafetyLoc(p), skip, pt)}
12: for all (pt, τ, `′) in C do
13: C := (C \ {(pt, τ, `′)}) ∪ {(pc, τ, `′)}
14: end for
15: C := C ∪ {(pt, snapshot(p), pc), (pt, nosnapshot(p), pc)}
16: C := C ∪ {(pt, spp > 0, err)}
17: end for
18: return C
Algorithm 3: Procedure InstrumentCoop, initialising a new cooperation graph.
rank function i− j, which we use to strengthen the label of transition θ′`2 . As before, no
further counterexamples are found, and we have proven termination.
For a general approach, we first adapt Instrument from Alg. 1 to produce a coopera-
tion graph. The resulting procedure InstrumentCoop is displayed in Alg. 3. We use
two auxiliary mappings SafetyLoc and TerminationLoc that map locations
from the input program to fresh locations. In the first loop, we use SafetyLoc to
create the safety subgraph of the cooperation graph by copying all transitions from the
original program. In the second step, we use the function SCC_Transitions to
identify all program transitions that are part of a non-trivial SCC, i.e., those transitions
that may make the program non-terminating.2 We then create the termination subgraph
by copying these transitions to new locations obtained from TerminationLoc. We
use Safety(C) to refer to the safety subgraph of the graph induced by the transitions C,
and Termination(C) to refer to the termination subgraph. The final step of Instru-
mentCoop applies the snapshotting/termination argument checking instrumentation
from Alg. 1 to the termination subgraph. In this step, we also connect cutpoints in the
safety subgraph to their corresponding counterparts in the termination subgraph.
2A non-trivial is an SCC with at least one edge.
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Example 4.19 (Constructing Cooperation Graphs) In Fig. 4.7, the locations `0,
`1, `2 and their connecting transitions make up the safety subgraph and are created by
the loop in lines 2–4. The locations `t1 and `t2 and their outgoing transitions are created
by the loop in lines 5–6, and the additional transitions η`2 , γ`2 and θ`2 are introduced by
the final loop in Alg. 1.
To prove the correctness of our approach, we formalise the intuitive view of cooperation
graphs as a tool to split (infinite) program executions into a finite prefix (in the safety
subgraph) and an infinite suffix (in the termination subgraph). For this, we first consider
the structure of infinite program executions. As there are only finitely many program
transitions, an infinite execution has to eventually re-use only a limited set of recurrent
transitions, and these transitions are then used infinitely often in an infinite execution.
Definition 4.20 Let pi = (`0,x0), (`1,x1), . . . be an infinite execution of P. Let ti be the
transition between states (`i,xi) and (`i+1,xi+1). Then, there is an index n and a set
R ⊆ T of recurrent transitions such that for every m > n, there is a m′ > m with
tm′ = tm ∈ R, i.e., every element of R appears infinitely often in pi. W.l.o.g. we choose a
minimal n such that `n is a cutpoint.
We then call σpi = (`1,x1), . . . , (`n,xn) the stem of pi and φpi = (`n,xn), (`n+1,xn+1), . . .
the cycle of the computation pi (cf. the analogous definitions for counterexample runs in
Def. 4.8). Note that φt does not need to be periodic. We define the set of recurrent transitions
of the program T as Tω = {t ∈ R | ∃ an execution pi with recurrent transitions R}.
We now show that this natural split of infinite executions into a stem and a cycle is
mirrored in the construction of our cooperation graphs:
Lemma 4.21 (Cooperation Graphs Sound) Let C = InstrumentCoop(P),
pi be an infinite execution of P, and n, σpi, and φpi as in Def. 4.20. Then, there are
corresponding configuration sequences σ′pi and φ′pi such that σ′pi φ′pi is an infinite execution
in C, with σ′pi in Safety(C) and φ′pi in Termination(C).
Proof. Let pi = (`0,x0), (`1,x1), . . .. As Safety(C) is just a copy of the original program,
we can just define
σ′pi = (SafetyLoc(`0),x0), . . . , (SafetyLoc(`n),xn)
Here, line 3 of the algorithm Instrument ensures that the corresponding transitions
exist.
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By choice of n, `n is a cutpoint. Hence, our cooperation graph contains a transition
(SafetyLoc(`n), skip,TerminationLoc(`n)). As all remaining transitions in the
execution after (`n,xn) get used an infinite number of times, they have to be part of an
SCC, and hence, by line 6 of the algorithm, copies of them exist in Termination(C).
Consequently, we can then construct φ′pi by starting with (TerminationLoc(`n),xn)
and then simulating the infinite suffix (`n,xn), . . . of the original execution pi. For this
simulation, we can just use the copied transitions. Only at cutpoints, where lines 8–16 of
Instrument introduce additional transitions to take value snapshots, additional steps
need to be introduced in pi′t to accommodate the use of the (unrestricted) nosnapshot
transition. 
Our complete termination proving RefinementCoop procedure is displayed as
Alg. 4. First, an input program is turned into a cooperation graph. Then, in a first pre-
processing loop, as many transitions as possible are removed by searching for a suitable
ranking function for a complete SCC. This essentially means that the techniques from
Chapter 3 are applied to the termination subgraph. Then, the procedure follows an
adaption of Refine from Alg. 2. If a counterexample to the current set of termination
arguments is found, we first try to find a rank function that allows the removal of more
transitions in the loop. If that is not possible, we fall back to the procedure from the original
refinement procedure, trying to find a lexicographic rank function for all counterexamples
found so far. This is then used to strengthen the transition to the error location.
In RefinementCoop, we use S-orienting rank functions, which are similar to the
reduction pairs of Sect. 3.4. Such rank functions ensure that all transitions in S do not
increase the state measure, and that at least one decreases it and bounds it from below.3
Definition 4.22 (S-orienting Rank Functions) Let S be a set of transitions. We call
f : L× (V → Z)→ Z an S-orienting rank function if and only if there is some non-empty
subset S> ⊆ S such that the following two conditions hold:
∧
(`,A
(
x
x′
)
≥a,`′)∈S
∀x,x′.A
(
x
x′
)
≥ a→ f((`,x)) ≥ f((`′,x′))
∧
(`,A
(
x
x′
)
≥a,`′)∈S>
∀x,x′.A
(
x
x′
)
≥ a→ (f((`,x)) > f((`′,x′)) ∧ f((`,x)) ≥ 0)
We set Decreasing(S, f) = S>.
Based on this, we can prove that our transition removal in the termination subgraph
is sound. We show that if t appears in the set of infinitely recurring transitions of some
3So if we represent the transitions in S as rewrite rules RS as in Ex. 4.3, a S-orienting rank function can
be obtained by finding a reduction pair (,) forRS with (RS)∪(RS) = RS , i.e., corresponding to
the conditions of the reduction pair processor RPProc of Def. 3.18. In this way, all methods presented
in Chapter 3 can be applied to our termination subgraph.
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Input: Program P with start state `0, transitions T
Output: “Terminating” or “Unknown”
1: C := InstrumentCoop(T )
2: for all S in SCCs(Termination(C)) do
3: while ∃ S-orienting rank function f do
4: C := C \ Decreasing(S, f)
5: S := S \ Decreasing(S, f)
6: end while
7: end for
8: for all p in Cutpoints(Termination(C)) do
9: Πp = 〈〉
10: end for
11: while ex. counterexample (stem, p, cycle) from SafetyLoc(`0) to err in C do
12: S := SCC_Context(Termination(C), cycle)
13: Πp = Πp · (stem, cycle)
14: if ex. S-orienting rank function f then
15: C := C \ Decreasing(S, f)
16: else if ex. σ, f1, . . . , fn for Πp with (4.2) then
17: C := (C \ {(p, τ, err}) ∪ {(p, nodecrease(p, 〈f1 . . . fn〉), err)}
18: else
19: return “Unknown”
20: end if
21: end while
22: return “P Terminating”
Algorithm 4: Procedure RefinementCoop, oscillating between a safety prover
and a rank function synthesis tool using a cooperation graph.
transition set S, there is no S-orienting rank function f with t ∈ Decreasing(S, f)
that would allow removal of t.
Lemma 4.23 (Transition Removal Sound) Let S be a set of transitions and t ∈ Sω.
Then, there is no S-orienting rank function f with t ∈ Decreasing(S, f).
Proof. We prove the lemma by contradiction. If t ∈ Sω, there is an infinite S-execution
pi = (`1,x1), (`2,x2), . . . such that the transition t is used infinitely often, i.e., we have an
infinite series of indices ι1, ι2, . . . such that t is used between (`ιi ,xιi) and (`ιi+1,xιi+1).
Then, when applying f to the states in ρ and considering the constraints from Def. 4.22,
we get the following series of inequalities:
f((`ι1 ,xι1)) > f((`ι1+1,xι1+1)) ≥ . . . ≥ f((`ι2 ,xι2)) > f((`ι2+1,xι2+1)) ≥ . . .
Transitivity of the order > on the integers then implies:
f((`ι1 ,xι1)) > f((`ι2 ,xι2)) > . . .
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Thus, the value of f((`j,xj)) is infinitely decreasing. But Def. 4.22 also enforces that
the value of f is non-negative at each use of t. Hence, no infinite sequence in which
t ∈ Decreasing(S, f) is used again and again exists. 
Hence, if we find a S-orienting rank function for an SCC in the termination subgraph,
we can safely remove all decreasing transitions, as they are not infinitely recurring and
hence cannot cause non-termination. We can now finally prove correctness of our algorithm
RefinementCoop.
Theorem 4.24 If RefinementCoop(P) returns “Terminating”, P is terminat-
ing.
Proof. We combine the results of Lemmas 4.21 and 4.23. Assume that P has an infinite
run pi, but RefinementCoop returns “Terminating”.
Let C = InstrumentCoop(P). By Lemma 4.21, there exists an execution σ′pi φ′pi in
InstrumentCoop(P) corresponding to pi. As in Def. 4.20,pi has an infinite suffix using
only a restricted set of infinitely recurrent transitions R ⊆ T . By Lemma 4.23, the counter-
parts of R in Termination(C) can never be decreasing under a Termination(C)-
orienting rank function. Thus, the simplification steps in lines 4 and 11 of Refinement
do not remove these transitions. Hence, as “Terminating” is only returned when no
counterexample is found anymore, the condition on the path to the error location err
generated by nodecrease has to be always false.
This implies that there is a sequence of rank functions f1, . . . , fm on some cutpoint p
such that
¬
 ∨
1≤i≤m
fi(s) > fi(s′) ∧ fi(s) ≥ 0 ∧
 ∧
1≤j<i
fj(s) ≥ fj(s′)

is always false for program states s, s′ connected by one loop iteration over p. Hence, we
have that the following holds for all possible such states:
∨
1≤i≤m
fi(s) > fi(s′) ∧ fi(s) ≥ 0 ∧
 ∧
1≤j<i
fj(s) ≥ fj(s′)

By an argument similar to Lemma 4.23, this implies infinite descent in the well-founded
lexicographic order of > on m-tuples over the well-founded domain for our rank functions,
and hence is a contradiction to our initial assumption that pi is infinite. 
In practice, it is desirable to remove as many transitions as possible in the pre-processing
step of RefinementCoop. The reason for this are the relative performances of
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standard safety provers and rank function tools. Spending more time on obtaining more
(and better) rank functions has almost no measurable cost relative to calling a safety
prover on a large example program. On the other hand, most loops in real programs are
of a relative simple structure, and a more complex termination proving strategy is only
required for a few hard loops. Reflecting this, we strengthen the program information using
the abstract interpretation framework [CC77] to infer and propagate integer invariants,
adding these to the constraints on our transitions. Here, the choice of a suitable integer
domain is important for the performance of the overall approach. We use the octagon
domain [Min06] with an aggressive abstraction strategy, which seems to scale well to large
problems. Using this extension for our example cooperation graph from Fig. 4.6 allows
to extend all transitions following `1 by the conjunct c > 0. Then, all transitions of the
termination subgraph can be removed in the pre-processing step, and the safety prover
instantly returns safety because the error location err is not reachable.
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4.3 Alternating Termination/Non-termination Proving
Proving non-termination represents an interesting complement to the problem of proving
termination. Unlike termination proving, which can be supported by a safety prover only
considering finite program traces, non-termination proving requires reasoning about infinite
program runs. Beyond the obvious importance of proving non-termination for program
verification, it has been shown to be useful for termination proving itself when combined
appropriately [HLNR10].
In the following, we describe an approach which alternates between termination and
non-termination proving, making use of the structure of our cooperation graphs. The key
idea is to refine an over-approximation of the transitions that may occur in an infinite
computation using termination proving, and to refine an over-approximation of the set of
reachable states by non-termination proving. So when a termination proof step using our
techniques from Sect. 4.2 succeeds, we can reduce the number of transitions to consider
in the remaining proof. When it fails, we obtain a counterexample that we can use to
refine the termination argument, or to construct a possible non-termination argument. A
non-termination argument takes the form of a set of states that start an infinite evaluation,
and we validate it by asking a safety prover to check reachability of the non-terminating
set of states. Disproving this requires finding a suitable program invariant. So if the non-
termination proof fails, we can use this program invariant to strengthen our program, and
begin another termination proving attempt based on the new information.
In the following, we first discuss a number of techniques to construct non-termination
arguments in Sect. 4.3.1. Then, in Sect. 4.3.2, we combine this into an alternating
termination/non-termination proving procedure.
4.3.1 Synthesising Recurrent Sets
A proof of non-termination requires to show that the input program has an infinite run.
For this, we adapt the notion of recurrent sets of states from [GHM+08]. A recurrent set
describes program configurations that always start an infinite run. Formally, we require
that for each state s in a recurrent set, there is an evaluation starting in s that eventually
leads to a state s′ in the recurrent set. Furthermore, at least one of the states in the
recurrent set needs to be reachable from the program start. In contrast to the original
definition of [GHM+08], we extend this notion to several program locations, and assign
one set of recurrent states R` to each program location `. Following [HLNR10], we also
define the weaker notion of partial recurrent sets, which do not need to be reachable from
the program start.
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if(x ≥ 0 ∧ k ≥ 0) then
while x 6= 0 do
x := x + k;
done
fi
(a) Imperative program
`0
`1
τ0 : if(x ≥ 0 ∧ k ≥ 0)
τ1 : if(x 6= 0);
x := x+ k;
(b) Program graph
Figure 4.8: A simple non-terminating program
Theorem 4.25 (Recurrent Sets) Let P = (L,V , T ) be a program. P has a partial
recurrent set if and only if there is a set R` for each ` ∈ L such that the following
conditions hold:
∃` ∈ L.R` 6= ∅ (4.3)
∀` ∈ L.∀(`,x) ∈ R`.∃(`′,x′) ∈ R`′ .(`,x)→ (`′,x′) (4.4)
Then, R = ⋃`∈LR` is a partial recurrent set. If any state from R is reachable from
the start location, i.e., if (`0,x0) →∗ (`,x) ∈ R holds, we call R a recurrent set. P is
non-terminating if and only if it has a recurrent set.
Proof. “⇒”: Let (`0,x0) → (`1,x1) → . . . be an infinite run. Then, we can construct a
recurrent set by defining R` = {(`i,xi) | `i = `}.
“⇐”: We construct an infinite run step-wise. We start with an arbitrary run of the
form (`0,x0)→n (`,x) ∈ R for some n ∈ N0. Then, each such run can be extended with
(`,x)→ (`′,x′) by (4.4), i.e., we then have a longer run (`0,x0)→n+1 (`′,x′) ∈ R. 
Example 4.26 ((Partial) Recurrent Sets) We consider the program P in Fig. 4.8.
Here, R`0 = ∅ and R`1 = {(`1, v) | v(x) < 0 ∧ v(k) ≤ 0} define a partial recurrent set
for P . However, R is not reachable, and a safety prover would need to infer the invariant
x ≥ 0 ∧ k ≥ 0 for the loop to prove this.
The sets Rˆ`0 = ∅ and Rˆ`1 = {(`1, v) | v(x) > 0 ∧ v(k) ≥ 0} make up another partial
recurrent set, which is indeed reachable from the start state with inputs x = 1, k = 1.
Obviously, as recurrent sets are a complete criterion for non-termination, we generally
cannot decide if a recurrent set exists for a given program P . However, we will now present
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a number of incomplete procedures that can generate suitable partial recurrent sets for
many examples. Obviously, the techniques from Sect. 2.5 and Sect. 3.7 can be adapted to
find recurrent sets. Here, looping non-termination corresponds to one-element recurrent
sets (as the same program state is reached over and over again). Our technique for finding
cases of non-looping non-termination results in recurrent sets described by conjunctions
of conditions occurring on program paths. While these techniques lead to very simple
constraint systems, they often fail to find recurrent sets for interesting examples.
In the following, we extend a method from [GHM+08], which is using a template-based
technique to find recurrent sets. For this, a recurrent set is symbolically represented using
a system of linear inequalities templates, and then the conditions of Thm. 4.25 are encoded
as a (non-linear) integer arithmetic problem that can be solved by a constraint solver. A
model for the resulting formula that instantiates the template. In contrast to the original
approach, our extension is able to handle non-deterministic programs and several program
points.
To adapt this to several program points, we represent each recurrent set R` by a system
of (symbolic) linear inequalities, and let R` be the solutions to these inequalities. Using
notation from linear algebra and ordering our program variables V as {v1, . . . , vn}, we
denote these template systems as T` · (v1, . . . , vn)t ≤ t`. Based on these templates, we
express the conditions of Thm. 4.25 using only integer arithmetic. For this, membership of a
state (`,v) in a recurrent set (i.e., (4.3)) is encoded as T` ·v ≤ t`. To express (`,v)→ (`′,v′)
from (4.4), i.e., that a transition from T evaluates (`,v) to (`′,v′), we use the formula∨
(`,Ax≤a,`′)∈T A · (v v′)t ≤ a.
So if P = (L,V , T ) is our program and V˜ a set of fresh (integer-valued) variables
V˜ , we create existentially quantified template matrices and vectors T` ∈ V˜ k×n, t` ∈ V˜ k,
where n = |V| is the number of program variables and k ∈ N>1 determines the number
of inequalities used for each recurrent set.4 Then, we can express the constraints (4.4) of
Thm. 4.25 as follows:
∀v. ∧
`∈L
T` · v ≤ t` =⇒ ∨
(`,Ax≤a,`′)∈T
∃v′.A · (v v′)t ≤ a ∧ T`′ · v′ ≤ t`′
 (4.5)
However, this constraint system is rather unsuitable for our purposes – its quantifier
alternation and the used non-linear integer arithmetic is beyond the reach of modern
constraint solving tools. So in the following, we will discuss a number of modifications
to this system. Of course, we cannot avoid the non-linearity of the constraints, which
stems from our use of templates for recurrent sets. On the other hand, the alternation of
4The choice of k is a trade-off between power and performance of the method. Small values of k greatly
reduce the size of the generated formula, and thus allow the constraint solving back-end to find more
solutions. On the other hand, certain recurrent sets can only be described by a larger number of
constraints. In practice, we use values of k between 1 and 4 and only test larger values when solving
the system for a smaller value failed.
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quantifiers is not needed in all cases.
The method originally proposed in [GHM+08] is restricted to deterministic programs,
and uses this to significantly simplify the constructed constraint system. In (4.5), we do
not compute an explicit value for v′ (i.e., the values of all variables after using a transition
(`, A · (v v′)t ≤ a, `′)), but allow a choice of values that satisfies our transitions constraint.
This is needed in cases a program uses non-deterministic output, i.e., contains a statement
like x = rand(). However, if a program does not use random input, we can always separate
the label A · (v v′)t ≤ a of a transition τ into a set of guard constraints Gτ · v ≤ gτ on
the pre-variables of a transition and an update v′ = Uτv + uτ that maps the values of
pre-variables to the values of the post-variables. In that case, we can replace occurrences
of v′ in (4.5) after using transition τ by the term Uτv + uτ , and obtain the following
constraint:
∀v. ∧
`∈L
T` · v ≤ t` =⇒ ∨
τ=(`,Ax≤a,`′)∈T
Gτ · v ≤ gτ ∧ T`′ · Uτ · v ≤ t`′ − T`′ · uτ
 (4.6)
Then, we can use the well-known Farkas’ Lemma from linear algebra to eliminate the
universally quantified v from (4.6):
Theorem 4.27 (Farkas’ Lemma [Far02]) Let A · x ≤ a be a satisfiable system of
linear inequalities over the reals. Then, ∀xA · x ≤ a =⇒ c · x ≤ d holds if and only if
there exists a non-negative vector λ such that λ · A = c and λ · a ≤ d.
While Farkas’ Lemma is not complete over integer-valued variables, it is still sound,
and thus applicable to our case. To apply it, we have to transform the constraints of (4.6)
into a disjunction of implications. The resulting system is finally suitable for automatic
handling by current constraint solvers.
Definition 4.28 (Synthesising Recurrent Sets for Deterministic Programs)
Let P = (L,V , T ) be a deterministic program, k ∈ N≥1, and V˜ a set of fresh (integer-valued)
variables V˜ . Furthermore, let T` ∈ V˜ k×n, t` ∈ V˜ k be template matrices, where n = |V| is
the number of program variables. Then, we can express the constraints of Thm. 4.25 as
follows, where Λ` ≥ 0 means that all entries of the matrix Λ` are non-negative:
∧
`∈L
∨
τ=(`,ρ,`′)∈T
∃Λ` ≥ 0. Λ` · T` =
 Gτ
T` · Uτ
 ∧ Λ` · t` ≤
 gτ
t`′ − T`′ · uτ
 (4.7)
Example 4.29 (Synthesising Recurrent Sets for Deterministic Programs)
We return to the example program P in Fig. 4.8. To represent τ1 using matrices, we
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first split the implicit disjunction of x 6= 0, obtaining τ1,< = x < 0 ∧ x′ = x + k and
τ1,> = x > 0 ∧ x′ = x + k. We can represent these two deterministic transitions using
the following matrices and vectors:
Gτ1,< =
(
1 0
)
gτ1,< =
(
−1
)
Uτ1,< =
1 1
0 1
 uτ1,< =
0
0

Gτ1,> =
(
−1 0
)
gτ1,> =
(
1
)
Uτ1,> =
1 1
0 1
 uτ1,> =
0
0

Then, (4.7) is satisfied for some (uninteresting) values of Λ and the following instantiation
of our (two-dimensional) template:
T`1 =
1 0
0 1
 t`1 =
−1
0

Indeed, T`1 · (x k)t ≤ t`1 is equivalent to the two inequalities x ≤ −1 and k ≤ 0, matching
the first recurrent set for P we found in Ex. 4.26.
While this approach applies to many programs that are of interest in nontermination
analysis, non-deterministic programs do occur and need to be handled. A number of
solutions to this problem exist. One, closed recurrent sets [CCF+13], strengthens the
restrictions of recurrent set to require that every instantiation of non-deterministically
chosen values has to lead back to the recurrent set. To model this, we do not use an affine
update function Uv + u, but a system of inequalities. So our representation is similar to
the original transition label Ax ≤ x, but now separates constraints on the pre-variables
from constraints on the post-variables.
For this, we model the relation between pre- and post-variables using two matrices Uˆ , Uˆ ′
and a vector uˆ. Then, v,v′ just needs to satisfy the inequalities
(
Uˆ Uˆ ′
)
· (v v′)t ≤ uˆ.
Based on this, we can adapt (4.6) to the non-deterministic case. For this, we require that
the recurrent set at the source location entails the guard of at least one transition and that
every allowed instantiation of the (possibly non-deterministically chosen) post-variables
is part of the recurrent set at the target location:
∀vv′. ∧
`∈L
∨
τ=(`,Ax≤a,`′)∈T
(T` · v ≤ t` =⇒ Gτ · v ≤ gτ)
∧
(
T` · v ≤ t` ∧
(
Uˆ Uˆ ′
)
·
v
v′
 ≤ uˆ =⇒ T`′ · v′ ≤ t`′)

(4.8)
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This constraint is stricter than necessary. Whereas here, we require that all evaluations
lead back to the recurrent set, it would suffice to require that at least one does. However,
this weaker constraint is not easily formalised as a constraint system, whereas we can
again modify (4.8) this to make use of Farkas’ Lemma, to avoid quantifier alternation.
Definition 4.30 (Synthesising Recurrent Sets for Non-deterministic Programs)
Let P = (L,V , T ) be a program, k ∈ N≥1, and V˜ a set of fresh (integer-valued) variables
V˜ . Furthermore, let T` ∈ V˜ k×n, t` ∈ V˜ k be template matrices, where n = |V| is the number
of program variables. Then, we can express the constraints of Thm. 4.25 as follows:
∧
`∈L
∨
τ=(`,ρ,`′)∈T
∃Λ` ≥ 0,Λ′` ≥ 0,Λ′′` ≥ 0.Λ` 0
Λ′` Λ′′`
T` 0
Uˆτ Uˆ
′
τ
 =
Gτ 0
0 T`′
 (4.9)
∧
Λ` 0
Λ′` Λ′′`
 t`
uˆτ
 ≤
gτ
t`′

In [CCF+13], a more refined procedure for obtaining recurrent sets based on precondition
inference via safety proving is presented. We will not discuss the details here, but want to
note that numerous approaches to solve the synthesis problem for recurrent sets exist.
4.3.2 Alternation
After identifying a (partial) recurrent set R for a given program P , we need to check if it
is reachable from the program start. For this, we again use a standard safety prover, as we
do for our termination proving procedure in Sect. 4.2. In the following, we use formulas
ωR` to define the program configurations in a partial recurrent set at location ` and mean
that every configuration (`,v) where v satisfies ωR` is element of the recurrent set. We
can easily obtain these formulas as a conjunction of the inequalities in our instantiation
of the templates T` from above. To check that a recurrent set is reachable, we thus add
edges (`, ωR` , err) to our program. If the safety prover then returns a counterexample
using this edge, we have a proof that at least one program run exists that leads to a
configuration which is part of the chosen recurrent set. Hence, in that case, the program
is non-terminating.
Example 4.31 (Reachability of Recurrent Sets) We again return to our example
from before, now displayed as Fig. 4.9(a) with transitions labelled by the used formulas
(where all lines are combined by conjunction). In Ex. 4.26, we found the partial recurrent
set ω`1 = x < 0 ∧ k ≤ 0 for `1. In Fig. 4.9(b), we added an additional transition to the
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`0
`1
τ1 : x ≥ 0
k ≥ 0
x′ = x
k′ = k
τ2 : x 6= 0
x′ = x+ k
k′ = k
`0’
`1’ err
τ1 : x ≥ 0
k ≥ 0
x′ = x
k′ = k
τ2 : x 6= 0
x′ = x+ k
k′ = k
τ3 : x < 0 ∧ k ≤ 0
(a) (b)
Figure 4.9: First iteration of a non-termination proof
error location err that is only enabled if ω`1 holds. Then, a safety checker is able to prove
this modified program safe, as the invariant x ≥ 0 ∧ k ≥ 0 holds.
If the chosen recurrent set is proven unreachable, a program invariant was produced
in the safety proof. We want to make use of this invariant in further proof steps, and
thus extract it from the safety proof and add it to our program. For this, we just add
the obtained invariant for a location ` as a new conjunct to the label of all transitions
starting in `. Thus, we used the information obtained from refuting a non-termination
proof to strengthen the program, making restrictions on the invariants of our program
more explicit. Based on this strengthened program, we restart the recurrent set synthesis.
As we added invariants refuting the reachability of prior recurrent sets, this now leads to
a new partial recurrent set and the process can restart.
Example 4.32 (Reachability of Recurrent Sets and Invariants)
We continue Ex. 4.31. From the safety proof of Fig. 4.9(b), we extract the invariant
x ≥ 0 ∧ k ≥ 0. We then modify the program Fig. 4.9(a) to obtain Fig. 4.10(a). Here, we
added the invariant at location `2 to all transitions going out of `2.
In the next step, we search for another recurrent set and use the second set from
Ex. 4.26, specified by ω′`1 = x > 0 ∧ k ≥ 0. We again construct a modified version of the
program to check reachability, shown in Fig. 4.10(b). The safety prover now returns a
counterexample 〈τ1, τ3〉, proving that the partial recurrent set is indeed reachable. Hence,
we have proven non-termination.
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`0
`1
τ1 : x ≥ 0
k ≥ 0
x′ = x
k′ = k
τ2 : x ≥ 0 ∧ k ≥ 0
x 6= 0
x′ = x+ k
k′ = k
`0’
`1’ err
τ1 : x ≥ 0
k ≥ 0
x′ = x
k′ = k
τ2 : x ≥ 0 ∧ k ≥ 0
x 6= 0
x′ = x+ k
k′ = k
τ3 : x > 0 ∧ k ≥ 0
(a) (b)
Figure 4.10: Second iteration of non-termination proof of Fig. 4.9
Supporting Termination Proving The iterative strengthening of an input program by
relevant invariants is not only useful to direct a non-termination proof, but can also
strengthen the termination proving process. The invariants obtained by refuting the
reachability of non-terminating regions are intuitively related to the termination behaviour.
Example 4.33 (Termination by Non-termination Proving) We consider the ter-
minating example program in Fig. 4.11(a). In this variation of Fig. 4.9(a), the crucial
invariant for a termination argument is k < 0. We again search for a partial recurrent
set, obtaining ω`1 = x > 0 ∧ k ≥ 0. Using a safety prover to check reachability of states
described by ω`1 refutes this as a non-termination argument, but yields the invariant
k < 0. Adding this to the program yields Fig. 4.11(b), where we can trivially find the
rank function x, which is decreasing in each application of τ ′2.
In general, it is desirable to integrate termination and non-termination proving tech-
niques in one approach. We adopt the idea of alternating provers of both kinds from
[HLNR10]. However, we base our combined proving technique on cooperation graphs.
Thus, a partial termination proof simplifies the program by removing transitions that
cannot contribute to an infinite computation. Based on the simplified termination sub-
graph, we then synthesise partial recurrent sets. If such a set is reachable, we have proven
non-termination. Otherwise, we strengthen the program transition using the invariants
obtained to refute the non-termination argument.
Our procedure Alternation in Alg. 5 implements this idea. It is based on our
termination proving procedure RefinementCoop from Alg. 4, and extends it to
incorporate non-termination proving. As before, we first build a cooperation graph and
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`0
`1
τ1 : k < 0
x′ = x
k′ = k
τ2 : x > 0
x′ = x+ k
k′ = k
`0
`1
τ1 : k < 0
x′ = x
k′ = k
τ ′2 : k < 0
x > 0
x′ = x+ k
k′ = k
(a) (b)
Figure 4.11: Program before and after first iteration of a non-termination proof
then simplify it as far as possible. We then loop over the program to obtain counterexamples
to the termination argument constructed so far. For each counterexample, we first try
to further simplify our input program, i.e., find a termination argument that definitely
proves that a transition is only usable a finite number of times. If that is not possible,
we try to synthesise a partial recurrent set for the SCC containing the counterexample.
If we find one, we continue to check its reachability. If this succeeds, we haven proven
non-termination. Otherwise, we use the obtained invariants to strengthen the program.
This may allow further simplifications in the next iteration, or another partial recurrent
set. If synthesising a partial recurrent set fails, we fall back to the original Terminator
method and speculate a possible termination argument.
Soundness of the procedure is a direct consequence of the soundness of the individual
components, and so we will not give an explicit proof here. It is important to note that
the presented procedure is highly modularised: subprocedures such as the chosen tool to
find rank functions, prove safety, or find partial recurrent sets do not have to be modified
for their combination. Thus, independent further improvements to any of these techniques
are directly available to this alternating procedure.
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Input: Program P with start state `0, transitions T
Output: “Terminating”, “Non-terminating”, or “Unknown”
1: C := InstrumentCoop(T )
2: for all S in SCCs(Termination(C)) do
3: while ∃ S-orienting rank function f do
4: C := C \ Decreasing(S, f)
5: S := S \ Decreasing(S, f)
6: end while
7: end for
8: for all p in Cutpoints(Termination(C)) do
9: Πp = 〈〉
10: end for
11: while ex. counterexample (stem, p, cycle) from SafetyLoc(`0) to err in C do
12: S := SCC_Context(Termination(C), cycle)
13: Πp = Πp · (stem, cycle)
14: if ex. S-orienting rank function f then
15: C := C \ Decreasing(S, f)
16: else if ex. partial recurrent set R for S then
17: if R reachable from `0 then
18: return “Non-terminating”
19: else
20: strengthen C with refutation of reachability of R
21: end if
22: else if ex. σ, f1, . . . , fn for Πp with (4.2) then
23: C := (C \ {(p, τ, err}) ∪ {(p, nodecrease(p, 〈f1 . . . fn〉), err)}
24: else
25: return “Unknown”
26: end if
27: end while
28: return “P Terminating”
Algorithm 5: Procedure Alternation, oscillating between a termination and non-
termination prover using a cooperation graph.
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4.4 Evaluation
We implemented the described techniques in the tool T2. At this time, the implementation
of the procedure Alternation (or, more precisely, the synthesis of recurrent sets
required by it) is not stable enough for rigorous benchmarking. We will first discuss the
evaluation of our cooperative refinement procedure, and then present some preliminary
results for our alternation procedure.
4.4.1 Cooperative Termination Proving
To test the procedure RefinementCoop, we compared a number of configurations
of T2 and other termination provers handling integer programs:
• T2 [CSZ13], which implements the procedure Refinement from Alg. 2.
• Terminator [CPR06], which implements a technique similar to procedure to
Refinement, but uses transition invariants [PR04b] to combine single rank
functions (instead of a lexicographic combination). This is not the original imple-
mentation evaluated in [CPR06], but its updated reimplementation in T2, using
the exact same techniques.
• Cooperating-T2, which implements RefinementCoop from Alg. 4.
• ARMC [PR07], which also implements a Terminator-like procedure.
• AProVE using the techniques from Chapter 3. The techniques for handling
terms are obviously not needed here, and instead of considering a program with a
designated start, it just assumes that the evaluation could start anywhere. Thus, its
non-termination techniques are activated (and often lead to aborting a termination
proof), but cannot yield “Non-terminating” as result.
• AProVE+Interp, which generates as many invariants as possible using the
Octagon abstract domain [Min06] by calling the abstract interpretation tool In-
terproc [JM09] before running AProVE. This is meant to mitigate that
AProVE ignores the start location and hence cannot make use of the initialisa-
tion of certain variables.
• MCNP, an implementation of a method to prove termination using monotonicity
constraints [CGB+11], an efficient generalisation of the size-change principle [LJB01].
The abstraction from integer programs to monotonicity constraints is implemented
in AProVE.
• KITTeL [FKS11], another termination prover based on termination proving tech-
niques from rewriting systems, similar to the techniques presented in Chapter 3.
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Figure 4.12: Evaluation results of Cooperating-T2 vs. Standard T2, in log scale.
Plot (a) represents the results of the two tools on terminating benchmarks, (b)
represents non-terminating benchmarks. Timeout=300s. NR=“No Result”.
The NR cases are due to failure of the underlying safety prover to find an
inductive invariant.
During our evaluation we ran tools on a set of 449 termination proving benchmarks
drawn from a variety of applications that were also used in prior tool evaluations (e.g.,
Windows device drivers, the Apache web server, the PostgreSQL server, integer
approximations of numerical programs from a book on numerical recipes [PTVF89], integer
approximations of benchmarks from LLBMC [MFS12] and other tool evaluations). Of
these, 260 are known to be terminating and 181 are known to be non-terminating. For eight
examples, no result is known. These include the Collatz conjecture, and the remaining are
very large and hence have not been analysed manually. Our benchmarks and results can
be found at
http://verify.rwth-aachen.de/brockschmidt/Cooperating-T2/
Experiments for Terminator, T2, and Cooperating-T2 were performed on a
quadcore 2.26GHz E5520 system with 4GB of RAM and running Windows 7. All other
experiments were performed on a quadcore 3.07GHz Core i7 system with 4GB of RAM
and running Debian Linux 6. We ran all tools with a timeout of 300 seconds. When a tool
returned early without a definite result or crashed, we display this in the plots using the
special “NR” (no result) value.
The results of our test runs are displayed in Fig. 4.12, Fig. 4.13, and the overview
table Tab. 4.1. Fig. 4.12 contains two plots which chart the difference between our new
procedure and T2’s previous procedure, in log scale. Plot (a) represents the results when
applied to programs that terminate. Plot (b) contains the results from non-terminating
benchmarks. Here both configurations of T2 use an approach similar to the approach used
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Figure 4.13: Evaluation results of Cooperating-T2 vs. other termination proving
tools (see Fig. 4.12 for comparison to T2). Scatter plots are in log scale.
Timeout=300s. NR=“No Result”, indicating failure of the tool.
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Term (#) Nonterm (#) Fail (#) avg. Term avg. Run.
Cooperating-T2 245 174 30 3.42 13.77
AProVE 197 0 252 2.21 47.23
KITTeL 196 0 253 4.65 129.30
T2 189 180 80 5.15 47.61
AProVE+Interp 185 0 264 1.53 81.30
Terminator 177 181 91 4.99 52.60
MCNP 156 0 293 17.50 82.81
ARMC 138 0 311 16.16 68.61
Table 4.1: Evaluation results of Cooperating-T2 and competing tools
in TnT [GHM+08] when finding a counterexample for which no rank function can be
found (i.e., just before returning “Unknown”). We could not evaluate the non-termination
proving techniques in T2 against TnT, as we could not obtain the tool.
Our method RefinementCoop from Alg. 4 has a fixed overhead, making non-
terminating proofs for examples where the first counterexample already suffices to find a
non-termination argument slower. Additionally, our method exposes a performance/non-
termination bug in Z3 in a few cases, leading to some additional timeouts. In non-
terminating examples with many other terminating loops, our program simplifications
speed up the search for a non-termination proof. Fig. 4.13 compares our procedure to
the other termination proving tools (to accommodate that not all tools support non-
termination proofs, we only consider those examples that are not known to be non-
terminating here). In Tab. 4.1 the first column indicates the number of successful ter-
mination proofs, the second the number of successful non-termination proofs, and the
third the number of aborted/timed-out proof attempts. In the last two columns, the av-
erage runtime (in seconds) of the tools is documented, where “avg. Term.” is the average
restricted to successful termination proof attempts and “avg. Run.” is the average for all
examples. The improvement for terminating benchmarks is dramatic: Cooperating-
T2 times out or fails far less often than competing tools. On non-terminating benchmarks,
the difference is small.
Overall, the performance gains of our approach over previous techniques are dramatic.
Our method does not just speed up termination proving, it also considerably improves cases
where previous tools time out or fail. Our experimental results also show how important
supporting invariants are, e.g., in Cooperating-T2 vs. AProVE we see that
many results cannot be obtained without supporting invariants, as both tools essentially
use the same rank function synthesis algorithms. Further experiments have shown that a
variation of Cooperating-T2 that does not delete transitions performs significantly
worse, failing on about 30 examples that Cooperating-T2 can handle. Furthermore,
the result of AProVE+Interp indicates that an eager search for invariants in a
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preprocessing step is not a suitable solution to this problem, as this leads to more timeouts.
In-depth analysis shows that these are not only due to timeouts in the preprocessing tool
Interproc, but that the wealth of generated invariants also slows down the later
termination proof.
4.4.2 Alternating Termination and Non-termination Proving
While a basic implementation of Alternation from Alg. 5 exists, it is not mature
enough to provide stable results. The examples from Sect. 4.3 can all be handled automat-
ically as described. However, the procedure often times out while trying to synthesise a
(partial) recurrent set. There, the generated constraint systems, containing non-linearity
in many variables, seem to be very hard to handle for our chosen SMT back-end, Z3. We
are considering a number of solutions to this. A possible solution could be to bound the
range of the involved variables, unlocking far more efficient solving strategies. Another
solution would be to use an approach like in [CCF+13], where recurrent sets are found via
precondition-inference based on safety solving.
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4.5 Conclusion and Outlook
In this chapter, we first discussed cooperation graphs, allowing for a novel combination
of a rank function synthesis tool with a safety prover in termination proofs for integer
programs. For this, we first studied existing combinations of such tools, and then showed
how to greatly improve on the basic principle. For this, we gave a procedure to construct
a cooperation graph in Alg. 3, and then proved that termination of our cooperation graph
implies termination of the original program in Lemma 4.21. Based on this, we presented
our termination proving procedure in Alg. 4 and proved its correctness in Thm. 4.24.
In a second step, we considered non-termination proving techniques on integer programs.
For this, we first presented a number of methods to find partial recurrent sets (Def. 4.28,
Def. 4.30) which prove that a set of states starts an infinite evaluation. We then showed
how to make use of partial recurrent sets in an alternating termination/non-termination
proving method based on cooperation graphs in Alg. 5.
In the future, we would like to investigate how to combine the techniques presented in
Chapter 3 to handle terms with our cooperation graphs, and then use this as back-end
to our Java Bytecode termination analysis. A first step in this direction would
be to encode our termination graphs into int-TRSs with start states, and then build a
cooperation graph where edge labels can also express our term constraints. The components
of RefinementCoop would then need to be adapted to handle terms. A solution
for the rank function synthesis is obvious, and can just use the techniques presented in
Chapter 3. Extending a safety prover to handle terms seems to be considerably more
complex. A first solution to this problem would be to apply our term height abstraction
from Def. 3.34 to replace terms by integers after the pre-processing phase. This should
yield a more powerful method for int-TRSs in all cases, as proofs in our int-TRS framework
only consider single SCCs without invariants, i.e., just the data that is available in the
pre-processing phase of RefinementCoop. Extending this by using stronger integer
reasoning as in this chapter would already be a great improvement. For our alternating
termination proving procedure, we have already discussed a number of improvements in
the evaluation section.
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Yes I’m out of time
I’m out of time
I’m out of time
I’m out of time
I’m out of time
Oasis, I’m Outta Time
This thesis presented a series of contributions to the field of automated termination
analysis of (imperative) programs. In Chapter 2, we discussed a transformational approach
to termination analysis of Java Bytecode programs. In a first step, we use symbolic
execution to transform an input program into a termination graph that over-approximates
all possible program runs. In this step, language-specific details are handled. In a second
step, we transform the termination graph into an int-TRS, using nested constructor terms
to represent user-defined data structures in the original program.
We discussed several improvements to this transformation, with a focus on also han-
dling cyclic data structures, which are not efficiently representable as (tree-shaped) terms.
Furthermore, we discussed how to use the obtained termination graphs not only to prove
termination of a given program, but how to use them to prove non-termination. Our
experiments indicate that this transformational approach to termination is superior to the
alternative approaches on the small to mid-sized programs used as examples in the annual
termination competition.
In Chapter 3, we presented a framework for proving termination of int-TRSs such as
those generated in our treatment of Java Bytecode programs. We first discussed
the general proof framework, and then a basic method to termination proving for int-
TRSs without terms. Afterwards, we showed how to extend this basic termination proving
technique in two ways to rewrite systems using both integers and terms to represent
data. The first technique abstracts terms away, replacing them by integers, and allows
termination arguments that relate the size of data structures and integer numbers. The
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second technique we presented uses temporary filters on the considered int-TRS to obtain
a reduced version that either uses no terms or no integers and then applies a specialised,
existing technique. Termination arguments for the filtered variant are then lifted to the
original system.
Afterwards, we discussed a small optimisation to the method that allows to prove and
use eventual invariants. Finally, we described how to apply our non-termination techniques
for JBC programs to int-TRSs, allowing to easily detect when a termination proof is
impossible. We evaluated all presented techniques, showing that our new framework is a
dramatic improvement over the state of the art.
We then discussed a simplified version of the int-TRS formalism (without terms) that
allows to leverage the power of existing safety checkers for termination proving. For this,
we first discussed how current tools employ safety proving in a termination proof, and then
developed cooperation graphs. In cooperation graphs, the safety prover and rank function
tool can work more closely together, allowing to increase the performance and precision of
the overall approach drastically. Finally, we discussed how to combine cooperation graphs
with a non-termination proving approach in an alternating procedure, allowing all involved
tools to profit from the others’ strengths. Moreover, our extensive evaluation of cooperative
termination proving shows that this technique is indeed stronger than all other existing
tools.
Future Work
While this thesis provides a number of advances in automated termination proving, a large
number of open and interesting questions remain. We discussed some of these already at
the end of the individual chapters, but most questions are not clearly associated with one
of the discussed chapters.
More Complex Programming Languages We discussed Java Bytecode in Chap-
ter 2, which, in contrast to C or C++ has several properties that make it amenable
to static program analysis. Its semantics are relatively simple and well-documented, and
more importantly, uniquely defined. On the other hand, in languages such as C, many
situations with un- or under-defined behaviour occur. At the same time, these languages
usually allow free access to the heap, including pointer arithmetic. Relative to the well-
behaved references in JBC, this leads to a manifold of new problems. Adapting our
abstract domain for the heap to this setting may be interesting, but would require deep
changes to handle questions of memory safety. Nonetheless, first steps in this direction are
explored in our group.
While analysing C yields new problems because it allows programmers low-level access
to memory management, modern languages such as JavaScript lead to more problems
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because of high-level features such as higher-order, sometimes self-modifying code. By
allowing to create methods dynamically, store them as part of a data structure, and then
later calling these, a great number of problems appear for static analysis. Handling such
cases, or at least handling a certain class of such cases, would be of great use to real-world
software development, which increasingly uses such languages.
Better Integration of Heap Abstraction and Termination Proving In the past years,
research on proving termination of integer programs has led to significant improvements
in its applicability to real-world programs. A key improvement to make tools scale to
large programs was to generate program invariants only on demand. Based on this, the
analysis can start with a simple and imprecise but efficient abstraction, sufficing for many
problems. However, when needed, the abstraction can be refined to express more precise
information in the form of invariants.
In contrast, the state of the art in proving termination of heap programs is a two-stage
approach, in which first some (fixed) abstract domain is used to keep track of heap values.
Afterwards, the result is then reduced to a simpler program (e.g., integer programs or term
rewriting), which is then in turn analysed for termination. If the heap abstraction is too
coarse, the proof fails.
Thus, a promising goal for further research would be to extend this abstraction refine-
ment process further, also refining the chosen heap abstraction. To implement this, two
problems need to be solved. First, research on abstract heap domains that allow for dif-
ferent abstraction levels in one analysis is needed, hopefully making use of the abstract
domains developed in the past years. A combined abstract domain would need to be able
to seamlessly switch between coarse and finer abstractions. Secondly, new techniques to
identify heap abstraction failures from failed termination proofs need to be developed.
Then, counterexamples can be used to adapt the heap abstraction on demand.
Better Modularity of Termination Proofs The proposed abstraction refinement for the
heap representation could also be useful in a more modular analysis of programs. For this,
method or function calls could be handled separately in an analysis. By default, they could
be approximated very roughly, e.g., by assuming that their side-effects completely change
all parts of the heap that are reachable from their parameters. Then, if a counterexample
exists that fails due to this approximation, a more fine-grained approximation of the
method effect is checked, e.g., requiring that it does not change certain (needed) parts of
the heap. In most programs, this iterative, separated analysis should be extremely fast,
following the intuition that in imperative program, termination arguments are usually not
depending on called methods, but are often using only local data.
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