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Resumo Em engenharia, como noutros ramos da cieˆncia, os conhecimentos
teo´ricos desenvolvidos com recurso a` matema´tica e te´cnicas cient´ıficas
afins carecem de demonstrac¸a˜o pra´tica. Qualquer potencial me´todo
encontrado para solucionar ou colmatar um dado problema deve ser
validado de uma forma experimental directa, ou, quando esta se assume
de alguma forma invia´vel, atrave´s de um simulador que permita recriar
as condic¸o˜es originais. No contexto do ensino, possuir ferramentas
de experimentac¸a˜o de conceitos teo´ricos a n´ıvel do sistema f´ısico deve
ser um aspecto chave na formac¸a˜o do aluno, e em particular de um
engenheiro.
No aˆmbito desta dissertac¸a˜o, e´ proposta uma plataforma de hardware
de posicionamento linear que permite a realizac¸a˜o experimental de
testes de te´cnicas de controlo digital. Sa˜o apresentados a estrutura
mecaˆnica, o projecto dos circuitos electro´nicos, os sensores, o actuador,
a unidade de processamento e o software desenvolvido. Em particular,
e´ apresentado o projecto de um amplificador de poteˆncia para acciona-
mento de um motor dc que, por na˜o ser ideal, tem caracter´ısticas na˜o
lineares que levaram ao desenvolvimento de um pre´-distorc¸or. Apo´s
realizada a identificac¸a˜o do sistema, atrave´s do me´todo dos m´ınimos
quadrados, foi estudado e testado o desempenho de controladores PID
e de posicionamento de po´los utilizando a plataforma desenvolvida.

Abstract In engineering, as in other branches of science, developing theoretical
knowledge using mathematical and scientific techniques requires phy-
sical demonstration. Any potential method found to address a given
problem must be validated in a direct experimental way, or, when it
is somehow impracticable, through a simulator that allows to recreate
the original conditions. In the context of education, having tools to
experiment the theoretical concepts in a practical way, should be a key
aspect in the student’s education, and in particular of an engineer.
In this dissertation, a linear positioning system platform, that allows
the realization of experimental tests in digital control is proposed. The
mechanical structure, the design of the electronic circuits, the selec-
tion of sensors, the actuator, the processing unit and the software are
presented. In particular, the design of a power amplifier driving the
dc motor is described. Because of its non-linear characteristics, a pre-
distorting method was conceived and implemented. After performing
system identification, through the least squares method, the perfor-
mance of PID and pole placement controllers was studied using the
developed platform.
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Cap´ıtulo 1
Introduc¸a˜o
Pretendeu-se, com este trabalho, desenvolver uma plataforma de hardware que, en-
quanto ferramenta dida´tica, permitisse testar, de uma forma realista e pra´tica, te´cnicas
de controlo digital. Nesse sentido, podera´ servir de apoio a` formac¸a˜o dos alunos do curso
de engenharia electro´nica e telecomunicac¸o˜es, onde sa˜o ministradas disciplinas de controlo
analo´gico e digital. O projecto envolve a concepc¸a˜o completa da respectiva plataforma
mecaˆnica, bem como da componente electro´nica e de software que permite a interacc¸a˜o do
utilizador com a mesma.
Neste cap´ıtulo comec¸a-se por fazer um enquadramento do trabalho, introduzindo uma
breve descric¸a˜o das plataformas actualmente existentes e fazendo uma s´ıntese dos principais
objectivos. No final, e´ apresentada a estrutura deste documento.
1.1 Enquadramento e objectivos
Actualmente, o laborato´rio de controlo do departamento de electro´nica, telecomu-
nicac¸o˜es e informa´tica possui treˆs plataformas desenvolvidas por uma empresa alema˜ de
ferramentas dida´ticas, GUNT, e que sa˜o ferramentas de auxilio no ensino do controlo di-
gital - figuras 1.1 a 1.3. Sa˜o treˆs mo´dulos fechados, constitu´ıdos pelo sistema a controlar
e respectivos sensores e actuadores, podendo ser conectados a um computador por cabo
USB. Usando func¸o˜es MATLAB pre´-desenvolvidas, bem como uma interface gra´fica de
ajuste dos paraˆmetros de um controlador PID, e´ poss´ıvel criar sistemas de controlo para
estes mo´dulos, enviando comandos e recebendo informac¸a˜o de estado. A plataforma RT030
e´ um sistema de controlo de pressa˜o. E´ constitu´ıda essencialmente por um compressor que
comprime o ar para dentro de uma caˆmara meta´lica cil´ındrica, e por duas va´lvulas, uma
manual que pode ser usada para simular uma fuga cont´ınua de ar, e uma electro´nica que
pode simular uma fuga espora´dica de ar. Um sensor piezoele´ctrico e´ usado para medir
a pressa˜o dentro da caˆmara. A plataforma RT050 representa um sistema de controlo de
velocidade de rotac¸a˜o de um motor dc. E´ composta por um motor ele´ctrico dc com o veio
acoplado a uma massa cil´ındrica, acrescentando-lhe ine´rcia, e cuja velocidade de rotac¸a˜o e´
medida por um sensor indutivo. Acoplado ao veio esta´ tambe´m um gerador,
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Figura 1.1: Plataforma RT030 [1]
Figura 1.2: Plataforma RT050 [1]
Figura 1.3: Plataforma RT060 [1]
que, ligado a uma resisteˆncia de carga varia´vel, simula uma carga dinaˆmica adicional. Por
fim, a plataforma RT060 implementa um sistema de controlo de posic¸a˜o linear. Um motor
ele´ctrico dc permite, atrave´s de uma correia dentada, posicionar um cursor em qualquer
posic¸a˜o de um percurso com 30cm. Um potencio´metro a funcionar como encoder rotativo
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permite medir a posic¸a˜o do cursor, gerando uma tensa˜o em func¸a˜o da sua posic¸a˜o absoluta.
A plataforma desenvolvida neste trabalho e´ semelhante a esta u´ltima e visa colmatar alguns
aspectos que se pretende melhorar, resumidos nos pontos seguintes:
• Controlo de tempo real. Actualmente, o controlo das plataformas do laborato´rio
e´ realizado com base num computador com sistema operativo Windows que na˜o tem
caracter´ısticas de tempo real. A este facto acresce a na˜o despreza´vel lateˆncia na
troca de comandos entre o PC e a plataforma, impedindo frequeˆncias de amostragem
e actuac¸a˜o mais elevadas;
• Velocidade. O cursor da plataforma RT060 na˜o se pode deslocar a uma velocidade
superior a 45mm/s num percurso que e´ tambe´m limitado a apenas 30cm;
• Versatilidade. A plataforma RT060 e´ um bloco fechado que na˜o permite, por
exemplo, alterar as condic¸o˜es do sistema a controlar;
Assim, com este trabalho pretendeu-se essencialmente alcanc¸ar os seguintes objectivos:
1. Projectar e implementar a plataforma de hardware de controlo da posic¸a˜o horizon-
tal de um cursor sobre uma calha, movido por um motor dc e controlado por um
computador ou microcontrolador;
2. Caracterizar e modelar a plataforma de hardware;
3. Implementar no MATLAB e na unidade de processamento que gere o hardware va´rias
te´cnicas de controlo digital, controlando a plataforma desenvolvida e comparando
desempenhos;
1.2 Estrutura do documento
Este documento esta´ dividido em sete cap´ıtulos, aos quais se seguem os apeˆndices.
No cap´ıtulo 2 e´ feita uma breve introduc¸a˜o ao controlo digital, e sa˜o introduzidos
conceitos teo´ricos fundamentais para o desenvolvimento deste trabalho.
No cap´ıtulo 3 apresentam-se os fundamentos teo´ricos por detra´s dos controladores PID
e controladores baseados em posicionamento de po´los, e que sera˜o desenvolvidos posteri-
ormente.
O cap´ıtulo 4 descreve a plataforma desenvolvida, comec¸ando pela apresentac¸a˜o da sua
estrutura mecaˆnica, seguindo-se a componente electro´nica e software implementado.
No cap´ıtulo 5 apresentam-se os resultados obtidos com a identificac¸a˜o do sistema;
No cap´ıtulo 6 expo˜em-se todos os resultados relacionados com a implementac¸a˜o dos
controladores digitais na plataforma desenvolvida, e e´ feita uma comparac¸a˜o de desempe-
nhos.
No se´timo e u´ltimo cap´ıtulo sa˜o apresentadas as principais concluso˜es obtidas bem como
propostas de trabalho futuro.
3
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Cap´ıtulo 2
Controlo digital
2.1 Sistemas de controlo digital
Praticamente todos os sistemas de controlo implementados actualmente sa˜o baseados
em controlo por computador. Em qualquer sector duma indu´stria moderna automatizada
e competitiva sa˜o utilizados controladores digitais que permitem aumentar o desempenho
econo´mico em termos de maximizac¸a˜o de produtividade, reduc¸a˜o de custos e aumento
de lucros. Mais recentemente, a aplicac¸a˜o do controlo por computador tornou poss´ıvel a
locomoc¸a˜o ”inteligente”de roboˆs industriais, a optimizac¸a˜o do consumo de combust´ıveis
nos transportes e refinarias e a operac¸a˜o de aplicac¸o˜es e ma´quinas dome´sticas, como fornos
microondas, ma´quinas de costura, entre outros [2].
O controlo de processos com recurso a computadores digitais emergiu em meados dos
anos 50, quando a companhia Thomson Ramo Woodridge (TRW) desenvolveu um sistema
de controlo para uma refinaria da Texaco. Em causa estava a monitorizac¸a˜o e controlo de 26
fluxos, 72 temperaturas, 3 presso˜es e 3 composic¸o˜es qu´ımicas com recurso ao computador
RW-300. Apo´s este trabalho pioneiro inicial surge naturalmente um inovador mercado,
sendo conduzidos estudos de aplicabilidade para qualquer ramo da indu´stria. A este per´ıodo
inicial seguiram-se os designados per´ıodos de controlo digital directo, de minicomputadores
e microcomputadores, ate´ a` actualidade com o uso generalizado do controlo digital e do
desenvolvimento de sistemas de controlo distribu´ıdos [3] p1-p11. Toda esta evoluc¸a˜o esteve
naturalmente dependente da evoluc¸a˜o da tecnologia utilizada em sensores, actuadores e,
em particular, nos computadores. O seu elevado custo aliado a` elevada taxa de falhas
inibiam o seu uso generalizado, entraves que iriam sendo fortemente reduzidos a` medida
que os computadores se iam tornando cada vez mais ra´pidos, robustos e baratos.
Na figura 2.1 encontra-se o diagrama do que pode ser um sistema de controlo digital. O
computador digital calcula o sinal de controlo u(k) que e´ func¸a˜o do algoritmo de controlo
utilizado e do sinal de erro, e(k), que e´ a diferenc¸a entre o sinal de refereˆncia, r(k), e o
sinal de sa´ıda do sistema amostrado, y(k). Os blocos DAC (Digital-to-Analog Converter)
e ADC (Analog-to-Digital Converter) sa˜o, respectivamente, conversores digital-analo´gico e
analo´gico-digital. O DAC e´ responsa´vel pela conversa˜o do sinal digital num sinal analo´gico
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que sera´ aplicado ao sistema f´ısico - representado pelo modelo matema´tico no domı´nio de
Laplace, G(s), enquanto que o ADC e´ responsa´vel pela conversa˜o de um sinal ele´ctrico
analo´gico (proveniente do sensor) num sinal digital a ser lido pelo computador. Considera-
se no diagrama que o sensor na˜o tem qualquer tipo de dinaˆmica. O bloco RTC (Real-Time
Clock) representa o sinal de relo´gio de tempo real que impo˜e o per´ıodo de amostragem, h.
Com uma frequeˆncia 1/h e´ calculado o novo valor u(t) com base no valor de y(t) e r(k),
sendo que u(t) mante´m-se fixo entre intervalos de amostragem ate´ que surja um novo sinal
u(k). Isto e´ poss´ıvel utilizando um circuito de retenc¸a˜o (sistema de ordem zero - ZOH -
Zero Order Hold) [4] p96. A sua func¸a˜o de transfereˆncia e´ dada pela expressa˜o 2.1. Assim,
um conversor DAC pode na verdade ser representado por um amostrador ideal seguido de
um sistema ZOH.
Figura 2.1: Sistema de controlo digital
GZOH(s) =
1− e−sh
s
(2.1)
Por fim, de referir que se torna necessa´rio que o tempo de ca´lculo da amostra y(k) a
partir da amostra u(k) seja inferior a h para que na˜o haja degradac¸a˜o do controlo efectuado.
2.2 Conceitos matema´ticos
Nesta secc¸a˜o sera˜o introduzidos alguns conceitos matema´ticos importantes utilizados
no desenvolvimento do trabalho. Todas as varia´veis matriciais encontram-se representadas
por s´ımbolos a negrito.
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2.2.1 Sistemas lineares e invariantes no tempo (Linear Time In-
variant, LTI)
Os sistemas lineares e invariantes no tempo (LTI) formam a mais importante classe de
sistemas dinaˆmicos abordados na pra´tica, mas geralmente representam uma aproximac¸a˜o
de processos reais a modelos ideais. Na pra´tica, as na˜o linearidades e a variaˆncia temporal
tendem a estar presentes em muitas situac¸o˜es. Ainda assim, as aproximac¸o˜es envolvidas
sa˜o geralmente justifica´veis, ja´ que esta ana´lise conduz muitas vezes a bons resultados e
tira partido de todo o conhecimento que se tem sobre sistemas LTI. Um sistema e´ dito
invariante no tempo se a sua resposta, y(t), a um determinado sinal de entrada, u(t), na˜o
depender do tempo absoluto. Na pra´tica, pode-se pensar em qualquer sistema que na˜o
altere o seu comportamento ao longo do tempo. Um sistema electromecaˆnico, por exem-
plo, que sofra de variac¸o˜es de carga durante o processo de controlo e que alteram a sua
dinaˆmica na˜o sera´ invariante no tempo. Um sistema e´ dito linear se a sua resposta a uma
combinac¸a˜o linear de sinais de entrada e´ a mesma que e´ obtida pela mesma combinac¸a˜o
linear das respostas a`s entradas individuais. Um sistema na˜o linear na˜o verifica as pro-
priedades de sobreposic¸a˜o e/ou homogeneidade, sendo modelado por func¸o˜es na˜o lineares
que frequentemente sa˜o aproximadas por combinac¸o˜es lineares de func¸o˜es de base, que, em
muitos casos, sa˜o polinomiais. Para um sistema discreto LTI com resposta a um impulso
de Dirac (resposta impulsional) representada por h, a sa´ıda sera´ dada pela expressa˜o 2.2
(convoluc¸a˜o entre o sinal de entrada e a resposta impulsional do sistema) [5] cap.2, p65-68.
y(k) =
k∑
n=0
h(n)u(k − n) (2.2)
2.2.2 Transformada Z
No domı´nio do tempo cont´ınuo, a transformada de Laplace desempenha um papel
importante ao transformar equac¸o˜es diferenciais em equac¸o˜es alge´bricas, ao introduzir o
conceito de func¸a˜o de transfereˆncia, bem como a interpretac¸a˜o do sistema no domı´nio
da frequeˆncia. Por sua vez, no domı´nio discreto e´ a transformada Z que desempenha
esse papel, constituindo uma ferramenta para o estudo de equac¸o˜es diferenc¸a lineares. A
transformada Z unilateral de um sinal f(n) (n ≥ 0), tendo em conta um sinal amostrado
com per´ıodo h, e´ dada pela expressa˜o 2.3 [5] cap.2, p65-p68.
F (z) =
+∞∑
k=0
f(kh)z−k (2.3)
Usando a definic¸a˜o de transformada Z e a propriedade de convoluc¸a˜o [3] p57, obte´m-se
a relac¸a˜o 2.4. G(z) e´ a transformada Z da resposta impusional do sistema, conhecida
como func¸a˜o de transfereˆncia, e U(z) e Y (z) sa˜o as transformadas dos sinais u(k) e y(k),
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respectivamente.
Y (z) = G(z)U(z) (2.4)
Por sua vez, se o modelo do sistema em tempo cont´ınuo, G(s), for conhecido, G(z) e´
obtida tendo em conta o dispositivo ZOH (expressa˜o 2.1) pela relac¸a˜o 2.5 [6].
G(z) = GZOH(z)Z
[
G(s)
s
]
=
z − 1
z
Z
[
G(s)
s
] (2.5)
onde Z
[
G(s)
s
]
e´ uma forma abreviada de Z
{
L −1
{
G(s)
s
}}
.
Uma vez que z = esh, a varia´vel z pode ser encarada como o operador avanc¸o, da mesma
forma que z−1 pode ser considerado o operador atraso, ou seja, Z−1 {zX(z)} = x(k+1) da
mesma forma que Z−1 {z−1X(z)} = x(k−1) [6] (cap.3). No entanto, a utilizac¸a˜o da varia´vel
z nas equac¸o˜es com sinais no domı´nio do tempo discreto estaria formalmente incorrecta,
pelo que e´ utilizado o operador q (expresso˜es 2.5 e 2.6) que permite a representac¸a˜o do
avanc¸o/atraso temporal (de um intervalo de amostragem) nas equac¸o˜es e que sera´ utilizado
ao longo deste trabalho.
qx(k) = x(k + 1) (2.6)
q−1x(k) = x(k − 1) (2.7)
2.2.3 Modelo matema´tico de um sistema
Apresenta-se, de seguida, a notac¸a˜o utilizada para representar, atrave´s de func¸o˜es de
transfereˆncia, sistemas e controladores em tempo cont´ınuo e respectivas verso˜es discretas,
partindo das equac¸o˜es diferenciais e equac¸o˜es diferenc¸as, respectivamente.
Para um sistema LTI em tempo cont´ınuo de ordem n, tem-se como modelo a equac¸a˜o
diferencial de coeficientes constantes 2.8. A func¸a˜o de transfereˆncia correspondente e´ dada
pela equac¸a˜o 2.9, obtida de 2.8 pela aplicac¸a˜o das transformadas de Laplace [7] p562-p566.
dny(t)
dtn
+ a1
dn−1y(t)
dtn−1
+ . . .+ an−1
dy(t)
dt
+ any(t)
= b1
dmx(t)
dtm
+ b2
dm−1x(t)
dtm−1
+ . . .+ bm−1
dx(t)
dt
+ bmx(t), n ≥ m (2.8)
G(s) =
Y (s)
U(s)
=
b1s
m + b2s
m−1 + . . .+ bm−1s+ bm
sn + a1sn−1 + . . .+ an−1s+ an
⇒ Y (s) ≡ B(s)
A(s)
U(s) (2.9)
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O equivalente discreto e´ apresentado na equac¸a˜o de diferenc¸as 2.10. A respectiva func¸a˜o
de transfereˆncia e´ dada pela expressa˜o 2.11, obtida aplicando o operador atraso/avanc¸o
anteriormente introduzido a` equac¸a˜o 2.10.
y(k + n) + a1y(k + n− 1) + . . .+ an−1y(k + 1) + any(k)
= b1u(k +m) + b2u(k +m− 1) + . . .+ bm−1u(k + 1) + bmu(k) (2.10)
G(q) =
Y (q)
U(q)
=
b1q
m + b2q
m−1 + . . .+ bm−1q + bm
qn + a1qn−1 + . . .+ an−1q + an
⇒ y(k) ≡ B(q)
A(q)
u(k) (2.11)
2.3 Etapas importantes no projecto de um sistema de
controlo digital
2.3.1 Selecc¸a˜o do per´ıodo de amostragem
A amostragem constitui uma etapa fundamental no processo de controlo digital. Nesta
operac¸a˜o, um conjunto discreto (no tempo e na amplitude) de amostras e´ registado, com o
objectivo de ser tratado por um computador para o ca´lculo do sinal de controlo (figura 2.1).
A escolha do intervalo de amostragem, h, devera´ estar relacionada com o conteu´do espec-
tral do respectivo sinal a amostrar. Pelo teorema de Niquist, sabe-se que a frequeˆncia de
amostragem, Fs = 1/h, devera´ ser superior ao dobro da ma´xima componente de frequeˆncia
contida nesse sinal. Noutra abordagem, pode-se analisar as(s) constante(s) de tempo do-
minante(s) do sistema que sa˜o equivalentes ao inverso da componente real do(s) polo(s)
dominante(s). Existem algumas regras emp´ıricas na literatura que definem gamas de va-
lores adequadas para h em func¸a˜o das constantes de tempo do sistema.
Como nota final, de referir que um valor demasiado elevado para h fara´ com que a
reconstruc¸a˜o do sinal cont´ınuo seja imposs´ıvel, em contrapartida um valor demasiado baixo
podera´ constituir uma carga demasiado elevada para o sistema computacional. Para ale´m
disso, e´ conhecido que a escolha do intervalo de amostragem tem influeˆncia na localizac¸a˜o
dos zeros do sistema discreto com efeitos pouco previs´ıveis [3] p63-65.
2.3.2 Modelac¸a˜o do sistema
A primeira interrogac¸a˜o que surge no processo de controlo e´, naturalmente, qual o
modelo do sistema que se pretende efectivamente controlar, para posteriormente escolher
uma estrate´gia de controlo adequada.
O modelo do sistema desconhecido (figura 2.2) pode ser obtido de duas formas dife-
rentes: por modelac¸a˜o matema´tica das leis f´ısicas envolvidas ou por experimentac¸a˜o. A
primeira abordagem e´ na maioria dos casos muito dif´ıcil ou imposs´ıvel. Basta pensar em
paraˆmetros do sistema desconhecidos ou cuja determinac¸a˜o pode ser impratica´vel, como
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por exemplo grandezas mecaˆnicas e/ou ele´ctricas - coeficientes de atrito, momentos de
ine´rcia, capacidades, entre outros. Estas limitac¸o˜es levam geralmente a` identificac¸a˜o por
experimentac¸a˜o ou uma combinac¸a˜o das duas metodologias. O grau de precisa˜o do modelo
que se pretende obter devera´ estar relacionado com a necessidade de se ter um controlo mais
grosseiro ou mais refinado do sistema em causa, estabelecendo-se relac¸o˜es de compromisso.
Um me´todo de estimac¸a˜o de paraˆmetros muito utilizado e´ o dos mı´nimos quadrados, least
squares (LS), inicialmente desenvolvido por Gauss e Legendre e introduzido de seguida.
Figura 2.2: Sistema desconhecido
Me´todo dos mı´nimos desvios quadrados (LS) - implementac¸a˜o na˜o recursiva
(ou off-line)
O me´todo dos mı´nimos quadrados aqui apresentado [8] assume que o sistema a identifi-
car e´ invariante no tempo. Para sistemas variantes no tempo, pode utilizar-se uma versa˜o
recursiva deste me´todo no qual se procede a uma identificac¸a˜o cont´ınua do sistema e em
paralelo com a atuac¸a˜o do controlador.
Um prossuposto a ter em conta e´ o conhecimento da ordem do modelo, para que desta
forma o nu´mero de paraˆmetros a identificar seja conhecido. E´ enta˜o introduzido o modelo
com n paraˆmetros a identificar na equac¸a˜o 2.12.
y(k) = ϕ1(k)θ1 + ϕ2(k)θ2 + . . .+ ϕn(k)θn (2.12)
Nesta equac¸a˜o y e´ a varia´vel observada, θ1, θ2, . . ., θn sa˜o os paraˆmetros a determinar,
e ϕ1, ϕ2, . . ., ϕn sa˜o os designados regressores - combinac¸o˜es das varia´veis conhecidas (em
geral, verso˜es atrasadas dos sinais de entrada e sa´ıda).
Para ambas as variantes do me´todo LS, o crite´rio utilizado na medic¸a˜o da qualidade
do modelo baseia-se na minimizac¸a˜o de uma func¸a˜o de custo, J , dada pela expressa˜o 2.13.
J = J
(
θˆ, N
)
=
1
2
N∑
i=1
ε2(i) (2.13)
O erro de estimac¸a˜o, ε, e´ dado pelas expresso˜es 2.14 e 2.15, onde y(i) e´ a varia´vel
observada, yˆ(i) e´ o valor estimado correspondente, ϕ o vetor dos regressores e θˆ o vector
dos paraˆmetros estimados. N e´ o nu´mero de amostras, obtidas com igual precisa˜o. De notar
que a func¸a˜o de custo e´ quadra´tica, pelo que erros de magnitude elevada sa˜o fortemente
penalizados.
ε(i) = y(i)− yˆ(i) (2.14)
10
ε(i) = y(i)−ϕT θˆ (2.15)
O problema dos mı´nimos quadrados baseia-se assim na minimizac¸a˜o na func¸a˜o de custo
2.13. Para tal definem-se os vectores representados nas equac¸o˜es seguintes, e por esta
ordem: vector dos paraˆmetros estimados, vector das sa´ıdas, vector das sa´ıdas estimadas,
vector dos erros e matriz dos dados:
θˆ =
[
θˆ1 θˆ2 . . . θˆn
]T
(2.16)
Y = [y(1) y(2) . . . y(N)]T (2.17)
Yˆ = [yˆ1 yˆ2 . . . yˆn]
T (2.18)
E = [ε(1) ε(2) . . . ε(N)]T (2.19)
Φ =

ϕT (1)
ϕT (2)
. . .
ϕT (N)
 (2.20)
Reescrevendo a func¸a˜o de custo (2.13) obte´m-se a expressa˜o 2.21:
J =
1
2
ETE =
1
2
‖E‖2 (2.21)
Partindo das relac¸o˜es
E = Y − Yˆ (2.22)
Yˆ = Φθˆ (2.23)
E = Y −Φθˆ (2.24)
obte´m-se (na˜o demonstrado aqui [8]) o vector de paraˆmetros estimados, θˆ, atrave´s da
expressa˜o 2.25:
θˆ =
(
ΦTΦ
)−1
ΦTY (2.25)
Numa u´ltima nota, de referir que e´ necessa´rio escolher um sinal de excitac¸a˜o adequado
que permita a obtenc¸a˜o dos paraˆmetros pretendidos. Em muitos processos industriais e´
dif´ıcil e dispendioso realizar experimentac¸o˜es. Nesse sentido, sera´ deseja´vel que o me´todo
de identificac¸a˜o na˜o necessite de sinais de entrada especiais. Existem te´cnicas que teorica-
mente sa˜o capazes de realizar a identificac¸a˜o sem a necessidade de se ter sinais de excitac¸a˜o
11
com caracter´ısticas bem definidas, com a contrapartida de acarretarem um maior esforc¸o
computacional. Uma caracter´ıstica deseja´vel ao sinal de entrada e´ que este tenha a capaci-
dade de excitar suficientemente todos os modos do processo [3] p506-p507. Um sinal vulgar
nos processos de identificac¸a˜o e´ o degrau, que possui um conteu´do espectral alargado.
2.3.3 Selecc¸a˜o de sensores e actuadores
Os sensores sa˜o responsa´veis pela conversa˜o de uma grandeza f´ısica numa grandeza
ele´ctrica. Sa˜o indispensa´veis em qualquer sistema de controlo que funcione com uma malha
de realimentac¸a˜o. O sinal analo´gico proveniente do sensor e´ posteriormente convertido para
o domı´nio digital pelo ADC. A selecc¸a˜o dos sensores necessa´rios para o sistema de controlo
recaira´ sobre aspectos essenciais tais como frequeˆncia ma´xima de amostragem, n´ıvel de
exactida˜o exigido, robustez necessa´ria para o meio em que ira˜o operar e custo.
Os actuadores sa˜o normalmente dispositivos electromecaˆnicos que convertem o sinal de
sa´ıda do mo´dulo DAC no sinal a ser aplicado a` entrada do sistema a controlar. Normal-
mente, a principal preocupac¸a˜o com estes dispositivos reside na avaliac¸a˜o das suas zonas
de funcionamento (aproximadamente) lineares, bem como o efeito de saturac¸a˜o que lhes
e´ caracter´ıstico. Esta u´ltima caracter´ıstica esta´ representada na figura 2.3, onde a sa´ıda
do actuador com saturac¸a˜o e´ a entrada do sistema a controlar. Este facto introduz na˜o
linearidades no sistema que devem ser tidas em conta. Como o controlador e´ um sistema
dinaˆmico, ha´ que garantir que o mesmo tenha um comportamento adequado com as li-
mitac¸o˜es referidas. Uma situac¸a˜o comum relacionada com este problema e´ o efeito do
integral wind-up nos controladores com integrador [3] p331-p336.
Figura 2.3: Actuador com saturac¸a˜o
2.3.4 Selecc¸a˜o do computador
O computador e´ o componente essencial no controlo digital, sendo responsa´vel pelo
ca´lculo do sinal de controlo. A evoluc¸a˜o tecnolo´gica das u´ltimas de´cadas relacionada com
o seu hardware conduziu a que este na˜o constituisse mais, na generalidade das situac¸o˜es,
um fator limitativo. A tecnologia actual permite desenvolver processadores com frequeˆncias
de relo´gio na ordem do GHz e que suplantam muitas vezes as necessidades, ao contra´rio
do que se verificava no passado. O problema na˜o esta´ assim no hardware mas na forma
como o Kernel, nu´cleo do sistema operativo, faz a gesta˜o dos recursos, entre eles o CPU.
A n´ıvel de qualquer um dos sistemas operativos mais usados (Windows, Linux e Mac
OS) na˜o ha´ qualquer garantia de cumprimento temporal na execuc¸a˜o de uma dada tarefa.
Em particular, para tarefas perio´dicas, na˜o e´ poss´ıvel garantir que haja uma instanciac¸a˜o
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exactamente de h em h segundos e que essa mesma instanciac¸a˜o tenha um tempo de
te´rmino fixo e determin´ıstico. Isto na˜o e´ obviamente conveniente em qualquer sistema de
controlo. A soluc¸a˜o passa por, em praticamente todos os casos, usar sistemas operativos de
tempo real [3] p360-p363. Alguns exemplos deste tipo de sistema sa˜o VxWorks, freeRTOS,
QNX, LynxOS, eCos, entre outros [14].
A figura 2.4 apresenta um algoritmo a ser seguido num esquema de controlo digital.
Assume-se que o computador tem um mecanismo de interrupc¸o˜es activo e que o aten-
dimento a` interrupc¸a˜o desencadeada pelo algoritmo de controlo e´ sempre priorita´rio a
qualquer outro. Apo´s cada instanciac¸a˜o (de h em h segundos) da tarefa responsa´vel pelo
algoritmo de controlo, as interrupc¸o˜es sa˜o inibidas. E´ enta˜o calculado o novo sinal de
controlo com base no sinal de sa´ıda actual, escrito no DAC e activadas as interrupc¸o˜es de
novo, sendo o fluxo de execuc¸a˜o retomado.
Figura 2.4: T´ıpico algoritmo de controlo
2.4 Vantagens e desvantagens do controlo digital
Enumeram-se nesta secc¸a˜o algumas vantagens consideradas relevantes da utilizac¸a˜o de
controlo digital em detrimento do analo´gico, bem como alguns potenciais inconvenientes
[4], p11.
Vantagens
• Robustez e precisa˜o. O controlo digital permite o uso de elementos de controlo
sens´ıveis para sinais de relativamente baixa energia. Isto e´ conseguido grac¸as a trans-
dutores digitais relativamente imunes a distorc¸a˜o por ru´ıdo e na˜o-linearidades e a` sua
elevada precisa˜o e resoluc¸a˜o quando comparados com transdutores analo´gicos;
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• Conjunto alargado de soluc¸o˜es de controlo. O emprego de sinais digitais ou
discretos permite o desenvolvimento de sistemas de controlo mais complexos e sofisti-
cados, grac¸as a` capacidade de armazenar informac¸a˜o discreta por intervalos de tempo
alargados, bem como processar algoritmos complicados e transmitir informac¸a˜o dis-
creta com alta precisa˜o, usando microcomputadores de baixo custo e baixo consumo;
• Flexibilidade. A alterac¸a˜o de controladores e respectivos paraˆmetros e´ realizada
por software, ao contra´rio dos sistemas analo´gicos onde geralmente o hardware teria
de ser modificado. O controlo adaptativo, que se baseia em ajustes de paraˆmetros
do respectivo controlador ao longo do tempo, e´ desta forma bastante benificiado;
Desvantagens
• Complexidade acrescida. A ana´lise matema´tica e o projecto do sistema de con-
trolo discreto sa˜o por vezes mais complexos em comparac¸a˜o com a respectiva abor-
dagem analo´gica. Em geral, a conversa˜o para modelo discreto provoca degradac¸a˜o
da margem de estabilidade do sistema;
• Atrasos acrescidos. Os conversores ADC e DAC na˜o ideais, bem como o pro´prio
computador digital, atrasam o sinal de controlo e os objectivos de performance podem
ser mais dif´ıceis de alcanc¸ar;
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Cap´ıtulo 3
Controladores Digitais
Neste cap´ıtulo sera˜o introduzidos os conceitos teo´ricos referentes aos controladores PID
(Proporcional, Integral e Diferencial) e controladores por posicionamento de po´los, pre-
sentes no decorrer deste trabalho. Para os controladores PID, o projecto sera´ feito por
emulac¸a˜o, isto e´, conhecido o modelo em Laplace do sistema a controlar, e´ projectado o
controlador cont´ınuo, tambe´m no domı´nio dos tempos, sendo que, so´ no final este e´ apro-
ximado por um modelo discreto. Nos u´ltimos sera´ realizado projecto directo, isto e´, apo´s
se conhecer o modelo discreto (obtido do modelo cont´ınuo por amostragem), projecta-se o
controlador discreto. Em todo o caso, consideram-se os modelos sem termos que descrevam
a presenc¸a de ru´ıdo.
Para o caso de projecto por emulac¸a˜o, os operadores derivada e integrador sa˜o aproxi-
mados pelo me´todo das diferenc¸as para tra´s [3] p293-295.
3.1 Controladores PID
Com base numa pesquisa de Desborough e R.Miller em 2002, em mais de 11 mil malhas
de controlo da indu´stria petrol´ıfera, qu´ımica e de papel, 97% dos controladores eram do
tipo PID. Na verdade, grande parte era efectivamente do tipo PI (Proporcional Integral),
dado a acc¸a˜o derivativa estar frequentemente desligada [10]. Estes factos destacam o peso
que este tipo de controladores teˆm no controlo industrial.
Nesta secc¸a˜o sera´ dada uma introduc¸a˜o aos controladores PID, analisando individual-
mente cada componente do controlador: proporcional, diferencial e integral. Sera´ explicado
o princ´ıpio base de funcionamento e sera˜o apresentados o sinal de controlo e a func¸a˜o de
transfereˆncia do modelo discreto, sendo que as deduc¸o˜es dos resultados podem ser en-
contrados na bibliografia [6]. Embora os resultados sejam apresentados para o domı´nio de
tempo discreto, apresentam-se os diagramas de blocos representando os sistemas em malha
fechada no domı´nio de tempo cont´ınuo, por se considerar mais simples e intuitivo.
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3.1.1 Controlador P
O controlador P encontra-se representado na figura 3.1. Neste controlador, o sinal de
controlo, U(s), e´ func¸a˜o do sinal de erro, E(s), multiplicado por um factor constante, Kp.
Figura 3.1: Controlador proporcional
No domı´nio discreto, tem-se a func¸a˜o de transfereˆncia do controlador (expressa˜o 3.1),
e o sinal de controlo (expressa˜o 3.2):
GC(q) = Kp (3.1)
u(k) = Kp(r(k)− y(k)) (3.2)
Se o sistema G(s) for de tipo 0, ou seja, se na˜o tiver qualquer po´lo na origem, o sistema
realimentado tera´ sempre erro em regime estaciona´rio na˜o nulo para um sinal de refereˆncia
em degrau. [7] p169-175.
3.1.2 Controlador PI
Apresenta-se na figura 3.2 o diagrama de blocos do controlador PI. A ideia deste con-
trolador e´ eliminar o erro em regime estaciona´rio da resposta ao degrau, por integrac¸a˜o
do sinal de erro, sempre que o sistema a controlar na˜o tenha um po´lo na origem. Em
termos matema´ticos, esta operac¸a˜o adiciona a` func¸a˜o de transfereˆncia da malha um po´lo
na origem, formando um sistema do tipo 1.
Figura 3.2: Controlador proporcional integral
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No domı´nio de tempo discreto tem-se a func¸a˜o de transfereˆncia do controlador e o sinal
de controlo dados pelas expresso˜es 3.3 e 3.4, respectivamente.

s0 = K
(
1 +
h
Ti
)
s1 = −K
GR(q) =
s0 + s1q
−1
1− q−1
(3.3)
u(k) = u(k − 1) + s0r(k) + s1r(k − 1)− s0y(k)− s1y(k − 1) (3.4)
3.1.3 Controlador PID
O controlador PI elimina o erro em regime estaciona´rio na resposta ao degrau mas na˜o
tira partido da informac¸a˜o da variac¸a˜o do sinal de erro ao longo do tempo. Introduzindo
a componente derivativa sTd (figura 3.3), o sinal de controlo passa a ter uma componente
proporcional a` taxa de variac¸a˜o do erro, melhorando o seu desempenho. Ale´m do po´lo in-
troduzido pela componente integral, sa˜o introduzidos dois zeros responsa´veis pela resposta
transito´ria e que sa˜o func¸a˜o dos paraˆmetros Ti e Td. Um dos benef´ıcios e´ que para siste-
mas sub-amortecidos, um controlador PID e´ capaz de reduzir a sobreelevac¸a˜o em malha
fechada, consequeˆncia dos zeros adicionados.
Figura 3.3: Controlador proporcional integral diferencial
No domı´nio de tempo discreto tem-se a func¸a˜o de transfereˆncia do controlador PID e
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o sinal de controlo dados pelas expresso˜es 3.5 e 3.6, respectivamente.
s0 = K
(
1 +
h
Ti
+
Td
h
)
s1 = −K
(
1 +
2Td
h
)
s2 =
KTd
h
GR(q) =
s0 + s1q
−1 + s2q−2
1− q−1
(3.5)
u(k) = u(k− 1) + s0r(k) + s1r(k− 1) + s2r(k− 2)− s0y(k)− s1y(k− 1)− s2y(k− 2) (3.6)
3.2 Controladores por posicionamento de po´los
Os controladores PID analisados na secc¸a˜o anterior teˆm em comum o facto de apresen-
tarem um conjunto limitado de soluc¸o˜es poss´ıveis para o processo de controlo. Em cada um
desses controladores, a posic¸a˜o dos po´los do sistema em malha fechada e´ sempre definida
pelo lugar das ra´ızes do sistema. Dado que os po´los do sistema em malha fechada definem
as caracter´ısticas da resposta do sistema, sera´ vantajoso usar uma abordagem em que se
possa posiciona´-los em posic¸o˜es arbitra´rias do plano complexo. Nesse sentido, surgem os
me´todos de controlo por posicionamento de po´los, podendo-se adoptar uma abordagem po-
linomial atrave´s dos controladores RST (designac¸a˜o resultante da definic¸a˜o de 3 pol´ıno´mios
- R(q), S(q) e T (q)), ou com o controlo por realimentac¸a˜o de estado atrave´s da descric¸a˜o
do sistema pelas suas varia´veis internas. Em qualquer dos casos, a soluc¸a˜o tomada deve,
em princ´ıpio, cumprir um de dois objectivos que se costumam distinguir nos problemas
de controlo: regulac¸a˜o e seguimento. No primeiro caso, procura-se essencialmente criar
um compromisso entre reduc¸a˜o de perturbac¸o˜es na carga e desvios criados pelo ru´ıdo de
medic¸a˜o que e´ injectado no sistema pela malha de realimentac¸a˜o. No segundo caso, a preo-
cupac¸a˜o e´ o seguimento de um sinal de refereˆncia. Assim, os objectivos de um controlador
podem ser [3] p120-121:
• Atenuac¸a˜o de variac¸o˜es de carga;
• Reduc¸a˜o do efeito do ru´ıdo de medida;
• Seguimento de sinais de refereˆncia;
• Acomodac¸a˜o de variac¸o˜es e incertezas do comportamento do processo;
Neste trabalho sera´ dada especial atenc¸a˜o ao controlo no contexto dos servomecanis-
mos, sendo o seguimento de sinais de refereˆncia o principal objectivo dos controladores
implementados.
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3.2.1 Controlador RST
Modelos
De acordo com a notac¸a˜o introduzida na equac¸a˜o 2.11, definem-se os modelos de malha
aberta e malha fechada do sistema nas equac¸o˜es 3.7 e 3.8.
y(k) =
B(q)
A(q)
u(k) = G(q)u(k) (3.7)
y(k) =
Bm(q)
Am(q)
r(k) = Gm(q)r(k) (3.8)
No modelo de malha fechada os coeficientes de Bm(q) e Am(q) designam-se b1m . . . bmm
e a1m . . . amn , respectivamente, para haver distinc¸a˜o para os coeficientes do sistema de
malha aberta.
Func¸a˜o de Controlo
Para se obter a resposta pretendida em malha fechada, o controlador RST considera
como func¸a˜o de controlo a expressa˜o 3.9.
R(q)u(k) = T (q)r(k)− S(q)y(k) (3.9)
Os polino´mios R(q), S(q) e T (q) esta˜o definidos nas expresso˜es 3.10-3.12.
R(q) = qnr + r1q
nr−1 + r2qnr−2 + . . .+ rnr (3.10)
S(q) = s0q
ns + s1q
ns−1 + s2qns−2 + . . .+ sns (3.11)
T (q) = t0q
nt + t1q
nt−1 + t2qnt−2 + . . .+ tnt (3.12)
Reescrevendo a equac¸a˜o 3.9 obte´m-se a expressa˜o 3.13. Na figura 3.4 encontra-se o
respectivo diagrama de blocos do controlador RST.
u(k) =
T (q)
R(q)
r(k)− S(q)
R(q)
y(k) (3.13)
Crite´rios de Causalidade
Para que o sistema de controlo seja fisicamente implementa´vel e´ necessa´rio garantir
que as func¸o˜es de transfereˆncia em malha aberta e malha fechada, bem como a func¸a˜o
de transfereˆncia do controlador, sejam causais. Impo˜em-se assim, respectivamente, as
condic¸o˜es 3.14-3.16.
grau(A(s)) ≥ grau(B(s)) (3.14)
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Figura 3.4: Controlador RST
grau(Am(s)) ≥ grau(Bm(s)) (3.15)
grau(Am(s))− grau(Bm(s)) ≥ grau(A(s))− grau(B(s)) (3.16)
Pelo mesmo motivo, e´ necessa´rio impor que as func¸o˜es de transfereˆncia definidas pelos
polino´mios R(q), S(q) e T (q) (figura 3.4) sejam tambe´m causais, pelo que se impo˜em as
condic¸o˜es 3.17 e 3.18.
grau(R(q)) ≥ grau(T (q)) (3.17)
grau(R(q)) ≥ grau(S(q)) (3.18)
Polino´mio Observador
Para que se possa obter um conjunto de soluc¸o˜es geral para o sistema em malha fechada
e´ usualmente necessa´rio definir um polino´mio observador - equac¸a˜o 3.19.
Ao(q) = q
naobs + aobs1q
naobs−1 + aobs2qnaobs−2 + . . .+ aobsn (3.19)
O polino´mio observador, multiplicando simultaneamente o numerador e denominador
da func¸a˜o de transfereˆncia pretendida para o sistema compensado, Gm(q), visa flexibilizar
o projecto dos polino´mios R(q), S(q) e T (q), permitindo adequar o grau destes polino´mios,
atendendo a`s condic¸o˜es de causalidade. O polino´mio T e´ obtido em func¸a˜o do polino´mio
observador pela expressa˜o 3.20 de forma a que o numerador da func¸a˜o de transfereˆncia
coincida com Bm(q). O projecto deste polino´mio devera´ tambe´m garantir que a sua cons-
tante de tempo dominante seja razoavelmente inferior a` constante de tempo dominante do
sistema compensado, de tal forma que a sua influeˆncia neste mesmo seja despreza´vel.
T =
AoBm
B
(3.20)
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Coeficientes dos polino´mios Bm(q) e Am(q)
Os coeficientes do polino´mio Am(q) sa˜o obtidos com base nos po´los que se deseja para o
sistema em malha fechada. Os coeficientes de Bm(q) sa˜o obtidos escolhendo com precauc¸a˜o
a posic¸a˜o dos zeros de malha fechada. Se houver em malha aberta zeros de fase na˜o mı´nima,
o seu cancelamento com po´los pode tornar o sistema insta´vel. Optando por manter os
zeros de malha aberta no modelo de malha fechada, a u´nica condic¸a˜o a impor e´ a que se
apresenta na expressa˜o 3.21 (teorema do valor final), para garantir um ganho unita´rio em
regime estaciona´rio, se tal for o desejado.
lim
q→1
(
Bm(q)
Am(q)
)
= 1 (3.21)
Resoluc¸a˜o da equac¸a˜o de Diophantine
Com todos os polino´mios anteriormente definidos, o problema resume-se a encontrar
os coeficientes dos polino´mios R(q) e S(q) (expresso˜es 3.10 e 3.11). Para tal e´ necessa´rio
resolver a equac¸a˜o alge´brica 3.22, que deriva da igualdade dos denominadores de Gm(q) e
do sistema da figura 3.4.
A(q)R(q) +B(q)S(q) = Aobs(q)Am(q) (3.22)
Esta equac¸a˜o e´ conhecida como a equac¸a˜o de Diophantine.
3.3 Controlador por realimentac¸a˜o de estado
Outra forma de realizar controlo por posicionamento de po´los e´, no contexto da repre-
sentac¸a˜o por espac¸o de estados, fazer com que o sinal de realimentac¸a˜o seja func¸a˜o das
varia´veis de estado do sistema - ver figura 3.5. Ao contra´rio do controlo cla´ssico, em que
num sistema SISO (Single-Input Single-Output), apenas o sinal de sa´ıda e´ realimentado,
este me´todo de controlo tira partido da informac¸a˜o das varia´veis de estado do sistema para
produzir o novo sinal de controlo.
Os conceitos descritos de seguida e que esta˜o por detra´s do projecto do controlador por
realimentac¸a˜o de estado na˜o sa˜o aqui aprofundados e podem ser consultados na bibliografia
[11], [12], [13] e [3] (cap.3 e cap.4).
O sistema discreto a ser compensado e´ representado em termos de varia´veis de estado
pelas equac¸o˜es 3.23: {
x(k + 1) = Φx(k) + Γu(k)
y(k) = Cx(k) +Du(k)
(3.23)
O sistema compensado passa assim a ser descrito pelas equac¸o˜es 3.24:{
x(k + 1) = (Φ− ΓK)x(k) + Γr(k)
y(k) = Cx(k) +Du(k)
(3.24)
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Figura 3.5: Controlo por espac¸o de estados
Sendo que K e´ a respectiva matriz de realimentac¸a˜o de estado a determinar:
K =
[
K1 K2 . . . Kn
]
(3.25)
O problema esta´ enta˜o em encontrar a matriz K por forma a que as ra´ızes da equac¸a˜o
caracter´ıstica do sistema em malha fechada adquiram as posic¸o˜es pre´-determinadas. A
equac¸a˜o caracter´ıstica e´ dada pela expressa˜o 3.26 (pois os po´los do sistema coincidem com
os valores pro´prios da matriz da dinaˆmica):
|λI − (Φ− ΓK)| = 0 (3.26)
Uma forma de obter as matrizes Φ, Γ e C e´ utilizar uma representac¸a˜o do sistema na
forma cano´nica controla´vel. A representac¸a˜o do sistema e´ enta˜o dada pelas equac¸o˜es 3.27,
considerando a notac¸a˜o da equac¸a˜o 2.10 (outras formas sa˜o naturalmente poss´ıveis para a
representac¸a˜o em espac¸o de estados).
x(k + 1) =

0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...
...
...
...
. . .
...
0 0 0 0 . . . 1
−an −an−1 −an−2 −an−3 . . . −a1

x(k) +

0
0
0
0
...
1

u(k)
y(k) =
[
bm . . . b1 0 . . . 0
]
x(k) + [0]u(k)
(3.27)
Por fim, ha´ que garantir uma condic¸a˜o essencial para que o posicionamento dos po´los
do sistema compensado seja arbitra´ria. E´ necessa´rio garantir que o sistema e´ acess´ıvel,
surgindo daqui o conceito de acessibilidade:
Acessibilidade - Um sistema e´ dito acess´ıvel se for poss´ıvel encontrar uma sequeˆncia
de controlo tal que qualquer estado arbitra´rio possa ser atingido em tempo finito, a partir
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de um certo estado inicial.
Um conceito semelhante e´ o de controlabilidade:
Controlabilidade - Um sistema e´ dito controla´vel se for poss´ıvel transferir um vector
de estado inicial arbitra´rio para a origem desse vector num per´ıodo finito de tempo.
No entanto, a definic¸a˜o apresentada assume que o estado do sistema pode ser determi-
nado de alguma forma, mesmo nas situac¸o˜es em que uma ou mais varia´veis de estado na˜o
e´ directamente mensura´vel no sistema real. A soluc¸a˜o para estes casos e´ utilizar um obser-
vador de estado, mas para tal e´ necessa´rio garantir que o sistema e´ observa´vel, implicando
a definic¸a˜o do conceito de observabilidade.
Observabilidade - Um sistema e´ dito observa´vel se qualquer estado inicial puder ser
determinado a partir da observac¸a˜o do vector de sa´ıda. Em particular, sera´ completamente
observa´vel se o intervalo de tempo de identificac¸a˜o dos estados for arbitra´rio.
O observador de estado permite enta˜o determinar uma estimativa do vector de estado,
xˆ, de acordo com a expressa˜o 3.28:
xˆ(k + 1) = (Φ−GC) xˆ(k) + Γu(k) +Gy(k) (3.28)
que pode ser escrita da seguinte forma:
xˆ(k + 1) = Φxˆ(k) + Γu(k) +Gεˆ(k) (3.29)
onde
εˆ(k) = [y(k)−Cxˆ(k)] (3.30)
A equac¸a˜o 3.29 e´ equivalente a` equac¸a˜o 3.28, mas agora escrita de forma causal tendo
em vista a sua implementac¸a˜o (k e´ o instante actual) e fazendo M = (Φ−GC).
xˆ(k) = Mxˆ(k − 1) + Γu(k − 1) +Gy(k − 1) (3.31)
G e´ um vector, designado por ganho do observador (expressa˜o 3.30), que deve ser esco-
lhido de tal forma que as constantes de tempo do observador sejam pequenas relativamente
a`s constantes de tempo dominantes do sistema cujo estado se pretende determinar. Desta
forma, o observador sera´ capaz de acompanhar a mudanc¸a de estado do sistema real. Isto
equivale a escolher devidamente os po´los do observador, dados pela expressa˜o 3.31.
G =

g1
g2
...
gn
 (3.32)
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|λI − (Φ−GC)| = 0 (3.33)
Finalmente, o sinal de controlo sera´ dado pela expressa˜o 3.32
u(k) = r(k)−Kxˆ(k) (3.34)
A figura 3.6 apresenta o diagrama de blocos do sistema completo, ja´ incluindo um
observador de estado.
Figura 3.6: Controlo por espac¸o de estados - diagrama de blocos completo
De seguida descreve-se o processo de determinac¸a˜o das matrizes K e G utilizado o
me´todo de Ackermann.
Determinac¸a˜o da matriz K
1. Considerar o sistema a ser compensado modelado pelas equac¸o˜es 3.23;
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2. Construir a matriz de acessibilidade do sistema compensado:
Wc =
[
Γ ΦΓ Φ2Γ . . . Φn−1Γ
]
(3.35)
O sistema sera´ acess´ıvel se a matriz Wc possuir caracter´ıstica (rank) n, onde n e´ a
dimensa˜o do vector de estado.
3. Com base no conjunto de po´los pre´-definidos para o sistema compensado, construir
o respectivo polino´mio caracter´ıstico:
P (z) = zn + αn−1zn−1 + . . .+ α1z + α0 (3.36)
4. Calcular a matriz K da seguinte forma (fo´rmula de Ackermann):
K =
[
0 . . . 0 1
]
Wc
−1P (Φ) (3.37)
Determinac¸a˜o da matriz G
1. Considerar o sistema a ser compensado modelado pelas equac¸o˜es 3.23;
2. Construir a matriz de observabilidade:
WO =

C
CΦ
CΦ2
. . .
CΦn−1
 (3.38)
O sistema a controlar sera´ observa´vel se a matriz W0 tiver rank n.
3. Definir o polino´mio caracter´ıstico do observador (com base nos valores dos po´los
arbitrados para o observador de estado):
PO(λ) = λ
n + νn−1λn−1 + . . .+ ν1λ+ ν0 (3.39)
4. Determinar a matriz G da seguinte forma:
G = PO(Φ)W
−1

0
...
0
1
 (3.40)
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Cap´ıtulo 4
Plataforma de teste
Neste cap´ıtulo sera´ apresentada a plataforma desenvolvida no aˆmbito deste trabalho,
incluindo os componentes mecaˆnicos utilizados na sua construc¸a˜o bem como os circuitos
electro´nicos e respectivos componentes. Na u´ltima secc¸a˜o sera´ apresentada a estrutura do
software utilizado para controlar todo o sistema.
O esquema geral da plataforma apresenta-se na figura 4.1, servindo este esquema para
permitir enquadrar a descric¸a˜o detalhada de cada um dos seus mo´dulos, descric¸a˜o essa que
sera´ efectuada ao longo deste cap´ıtulo.
Figura 4.1: Esquema geral da plataforma desenvolvida
4.1 Estrutura mecaˆnica
A figura 4.2 mostra a plataforma f´ısica. E´ constitu´ıda por uma estrutura de madeira
que suporta dois veios macic¸os de alumı´nio onde se desloca um cursor leve de acr´ılico. Um
motor dc fixo a` estrutura e´ utilizado para fazer deslocar o cursor por meio de uma correia
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(a) Plataforma de testes
(b) Mo´dulo do encoder, motor e interruptor de fim-
de-curso
(c) Interruptor de fim-de-curso e polia para mo-
vimentac¸a˜o da correia dentada (com mola para
manter a correia esticada)
(d) Placa do circuito
Figura 4.2: Plataforma desenvolvida
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dentada. O percurso permitido para o deslocamento do cursor e´ de aproximadamente 580
mm. Dois interruptores de fim-de-curso em cada extremidade permitem fazeˆ-lo parar para
prevenir a colisa˜o com as extermidades. Um encoder, em conjunto com uma codewheel
acoplada ao veio do motor, permite a medic¸a˜o da posic¸a˜o do cursor. A placa do circuito
conte´m a electro´nica necessa´ria para o controlo do sistema.
De seguida, procede-se a` descric¸a˜o do circuito electro´nico implementado, soldado a
estanho numa placa de circuitos pre´-perfurada.
4.2 Retificador de onda completa
Com base na especificac¸a˜o do motor dc seleccionado, definiu-se que o circuito de drive
do motor deveria ser alimentado por tenso˜es sime´tricas, VCC = +15V e VSS = −15V , na˜o
podendo a corrente fornecida ser superior a 1A. Para tal utilizou-se um transformador
com uma poteˆncia de 60V A com entrada 230V , sa´ıdas +/ − 15Vrms, com ponto central
para o qual se projectou um retificador de onda completa (figura 4.3). Neste utilizaram-se
d´ıodos 1N4007 capazes de suportar o valor de corrente a entregar ao circuito, e reguladores
LM7815 e LM7915 para obter as tenso˜es de sa´ıda positiva e negativa reguladas.
(a) Transformador (b) Retificador de onda completa
Figura 4.3: Transformador e respectivo esquema de simulac¸a˜o do circuito retificador
4.3 Amplificador de poteˆncia
Um circuito de amplificac¸a˜o de poteˆncia foi desenvolvido para efectuar o drive do mo-
tor dc (o u´nico actuador do sistema). Descreve-se, em seguida, o projecto do referido
amplificador de poteˆncia.
Inicialmente, pretendeu-se que o respectivo amplificador alimentasse o motor com uma
tensa˜o na gama [−12 . . . 12]V com uma corrente que na˜o deveria exceder 1A, a partir de
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uma tensa˜o de controlo, Vin, na gama [0 . . . 3.3]V . Para tal foi desenvolvido o circuito da
figura 4.4. Neste circuito, os trans´ıstores Q1 a Q4 sa˜o trans´ıstores bipolares npn e pnp
BC547C e BC557C, respectivamente. Os trans´ıstores Q5 e Q6 sa˜o trans´ıstores bipolares
npn e pnp TIP31A e TIP32A, respectivamente. No esquema de simulac¸a˜o SPICE sa˜o
usados trans´ıstores diferentes, devido a`s bibliotecas do SPICE da versa˜o utilizada na˜o
possuirem os modelos dos BC547 e BC557. No entanto, as diferenc¸as entre as carac-
ter´ısticas de trans´ıstores simulados e os trans´ıstores reais na˜o e´ muito significativa, pelo
que a simulac¸a˜o podera´ indicar que o circuito operara´ conforme esperado na pra´tica. As
resisteˆncias utilizadas no circuito real teˆm 5% de precisa˜o.
Figura 4.4: Circuito do amplificador de poteˆncia - Spice
O OpAmp U1 em conjunto com as resisteˆnciasRx, R1 eR2 formam um subtractor de off-
set com amplificac¸a˜o, transformando a gama de tenso˜es [0 . . . 3.3]V na gama [−12 . . . 12]V
(ainda em baixa poteˆncia). A tensa˜o de sa´ıda do OpAmp U1 e´ assim dada pela expressa˜o
4.1:
Vo,U1 =
R1//Rx +R2
R1//Rx
Vin − R2
Rx
Vref (4.1)
Impondo Rx = 1KΩ, Vref = 3.3V e a caracter´ıstica Vo,U1/Vin, obte´m-se R2 = 3.636KΩ
eR1 = 1.379KΩ. Estes valores sa˜o posteriormente aproximados (por combinac¸a˜o de valores
de resisteˆncias existentes) para R1 = 1.3KΩ e R2 = 3.74KΩ.
Os trans´ıstores Q1 a Q4 em conjunto com a resisteˆncia R3 formam uma fonte de corrente
que polariza os d´ıodos D1 e D2 que por sua vez sa˜o responsa´veis pela polarizac¸a˜o dos
trans´ıstores Q5 e Q6 por imposic¸a˜o de um VBE constante de ≈ 0.66V . O valor de R3 foi
calculado tendo em conta a corrente necessa´ria para polarizar os 2 d´ıodos com 5mA mais a
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corrente de 10mA que se considera necessa´ria fornecer a`s bases de Q5 e Q6 (considerando
a corrente ma´xima de sa´ıda necessa´ria e o ganho de corrente destes componentes). Sera´
enta˜o necessa´ria uma corrente de polarizac¸a˜o Ip = 15mA. Pela expressa˜o 4.2, obte´m-se
R3 = 2KΩ.
R5 =
VCC − VSS
Ip
(4.2)
Por fim, o andar de sa´ıda constitu´ıdo pelos trans´ıstores bipolares TIP e´ o conhecido
andar push-pull, responsa´vel pelo fornecimento de tensa˜o e corrente ao motor. Estes
trans´ıstores podem dissipar uma poteˆncia de 40W (para uma temperatura de 25oC) e
admitem uma corrente de colector ma´xima de 3A. O OpAmp U2 fecha a malha de reali-
mentac¸a˜o negativa. A sua entrada inversora esta´ ligada a` sa´ıda do circuito e a entrada na˜o
inversora a` tensa˜o real pretendida (sa´ıda de U1), pelo que o curto-circuito virtual existente
entre as duas entradas fara´ com que a tensa˜o de sa´ıda se aproxime da tensa˜o pretendida.
A caracter´ıstica de tensa˜o Vout/Vin obtida na simulac¸a˜o SPICE encontra-se na figura 4.5 e
corresponde ao esperado.
Figura 4.5: Caracter´ıstica de tensa˜o do amplificador obtida no spice
A tensa˜o de entrada do circuito, Vin, na figura 4.4 representada por uma fonte de tensa˜o
constante, e´ obtida na realidade atrave´s de um gerador de PWM (Pulse-Width Modula-
tion) em conjunto com um filtro. E´ gerado um sinal PWM com uma frequeˆncia elevada
(156.5KHz) por um microcontrolador (apresentado mais a` frente) que usa um timer como
base de tempo para gerac¸a˜o deste sinal. Este e´ posteriormente filtrado por um filtro RC
passa baixo dimensionado para ter uma frequeˆncia de corte de aproximadamente 1KHz,
um valor significativamente inferior ao da frequeˆncia do sinal PWM, mas significativamente
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superior a` largura de banda do motor. Outra soluc¸a˜o alternativa seria utilizar um conver-
sor DA. No entanto, como se ira´ ver mais a` frente, este na˜o esta´ dispon´ıvel na placa do
controlador utilizado pelo que se optou por utilizar o gerador de PWM.
4.3.1 Pre´-distorc¸or
Na pra´tica, o circuito amplificador de poteˆncia apresentou alguns problemas de funcio-
namento. Em particular, houve necessidade de incluir resisteˆncias de valor reduzido (10Ω)
nos emissores dos trans´ıstores Q2 e Q4, ja´ que estes eram destru´ıdos por sobreaquecimento
quase imediatamente apo´s o circuito ser ligado. Este feno´meno pode estar relacionado
com o efeito de embalamento te´rmico provocado pelo progressivo aumento de temperatura
dos trans´ıstores que faz aumentar a sua condutividade que, por sua vez, ainda eleva mais
a temperatura, sendo este um feno´meno de realimentac¸a˜o positiva. De forma a prevenir
este feno´meno, nos trans´ıstores Q5 e Q6 sa˜o tambe´m incluidas resisteˆncias de baixo va-
lor (0.5Ω) e com poteˆncia de dissipac¸a˜o de 1W nos seus emissores. As resisteˆncias nos
emissores introduzem realimentac¸a˜o negativa que provoca diminuic¸a˜o de VBE e a conse-
quente diminuic¸a˜o da corrente de colector. Para ale´m deste problema, observou-se uma
forte na˜o-linearidade no valor de tenso˜es de sa´ıda superiores a 10V , pelo que se restringiu a
operac¸a˜o do circuito a` gama de tenso˜es [−10 . . . 10]V . Tambe´m para tenso˜es de mo´dulo in-
ferior a aproximadamente 2.5V , o cursor na˜o se movia devido ao inevita´vel atrito esta´tico.
Verificou-se tambe´m, atrave´s de medic¸o˜es, que a caracter´ıstica de tensa˜o do amplificador e´
na˜o linear - figura 4.6. Este problema foi colmatado implementando um pre´-distorc¸or para
aproximac¸a˜o da curva real a` curva ideal. Designando os valores de tensa˜o que deveriam ser
aplicados ao motor por VM e os valores efectivamente aplicados por VR, pretende-se deter-
minar VM em func¸a˜o de qualquer valor de VR. Para tal, os pontos experimentais do gra´fico
da figura 4.6 sa˜o aproximados por uma func¸a˜o seccionalmente polinomial constitu´ıda por
3 polino´mios de ordem 5 atrave´s da func¸a˜o MATLAB polyfit que e´ baseada no me´todo
dos mı´nimos quadrados. Na figura 4.7 pode-se observar a estimativa das tenso˜es a serem
enviadas para que se obtenha o valor real de tensa˜o pretendido. Usar 3 polino´mios em
vez de 1 permite reduzir a ordem do polino´mio que aproxima os pontos experimentais sem
degradar a aproximac¸a˜o, ale´m de evitar problemas de mal condicionamento que por vezes
surgem com polino´mios de ordem elevada.
Na figura 4.8 encontram-se as medic¸o˜es efectuadas, ja´ com a aplicac¸a˜o do pre´ distorc¸or,
onde se observa uma boa aproximac¸a˜o a` curva ideal, em contraste com a curva obtida sem
compensac¸a˜o.
Por fim, de referir que as medic¸o˜es de tensa˜o foram feitas na gama [−10 . . . 10]V com um
espac¸amento de 0.5V . Por sua vez, calcularam-se as tenso˜es VM em func¸a˜o de VR para um
espac¸amento de 0.1V na mesma gama, correspondendo a um array de 201 valores de tensa˜o.
Um dado valor de tensa˜o a ser aplicado e que na˜o esta´ presente neste array e´ arredondado
para o valor mais pro´ximo, sendo desta forma 50mV o ma´ximo erro cometido. Outra
soluc¸a˜o seria calcular os respectivos valores de tensa˜o a partir dos pretendidos em tempo de
execuc¸a˜o, mas tal abordagem traria maior esforc¸o computacional dado o conjunto acrescido
de operac¸o˜es a efectuar para determinar os respectivos valores a partir de polino´mios de
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Figura 4.6: Caracter´ıstica de tensa˜o experimental do amplificador, e a respectiva curva
ideal
Figura 4.7: Tenso˜es virtuais em func¸a˜o das tenso˜es reais desejadas aos terminais do motor,
com a aproximac¸a˜o de 3 polino´mios
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Figura 4.8: Caracter´ısticas de tensa˜o com e sem aplicac¸a˜o do pre´-distorc¸or
5a ordem. No caso do array, basta usar uma operac¸a˜o simples de ca´lculo do ı´ndice que
corresponde ao valor procurado.
4.4 Encoder
O sensor utilizado para detecc¸a˜o de posic¸a˜o do cursor e´ o encoder HEDS-9100#A00 a
funcionar em conjunto com a codewheel HEDS-5120#A06. Trata-se de um encoder o´ptico
incremental constituido essencialmente por um LED e um circuito electro´nico fotodetector,
e opera com uma tensa˜o de alimentac¸a˜o de 5V - figura 4.9 (a). A codewheel mencionada
possui segmentos opacos que na˜o deixam passar a luz (”barras”) alternados com segmen-
tos que permitem a passagem da luz (”janelas”). No caso da codewheel mencionada, sa˜o
exactamente N = 500 pares janela/barra para os 360o. O encoder, funcionando em con-
junto com a codewheel, gera dois sinais (idealmente ondas quadradas) que alternam entre
um n´ıvel baixo de tensa˜o, VOL, e o n´ıvel alto de tensa˜o, VOH , em func¸a˜o do movimento
da codewheel. Os dois sinais mencionados designam-se por ”canal A”e ”canal B”e ambos
esta˜o em quadratura, ou seja, com uma diferenc¸a de fase de 90o - figura 4.9 (b). Esta
u´ltima caracter´ıstica e´ essencial, ja´ que permite a detecc¸a˜o do sentido de rotac¸a˜o e con-
sequentemente ira´ permitir a detecc¸a˜o da posic¸a˜o absoluta do cursor, bastando para isso
conhecer a sua posic¸a˜o inicial.
O encoder mencionado tem uma frequeˆncia ma´xima de operac¸a˜o de fmax = 100KHz,
considerando uma montagem perfeita sem desalinhamentos. Portanto, o nu´mero ma´ximo
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(a) Diagrama de blocos (b) Sinais de sa´ıda: canal A e canal B
Figura 4.9: Diagrama de blocos do encoder e respectivos sinais de sa´ıda [15]
de rotac¸o˜es por minuto, rpm, (sem degradac¸a˜o da contagem) e´ dado pela expressa˜o 4.3:
rpm =
60fmax
N
(4.3)
Obte´m-se 12000rpm, o que sera´ mais que suficiente tendo em conta a velocidade com
que o motor permitira´ que o cursor se desloque.
Na plataforma, define-se o zero como sendo a posic¸a˜o do cursor no extremo da calha
oposto ao do motor. Por experimentac¸a˜o, sabe-se que a deslocac¸a˜o do cursor no sentido
positivo (em direcc¸a˜o ao motor) permite que o sinal do canal A esteja em avanc¸o relati-
vamente ao canal B. Desta forma, definem-se dois eventos de contagem crescente, e que
indicam deslocamento no sentido positivo (ver figura 4.10): o canal A transita para o n´ıvel
alto, estando B no n´ıvel baixo, ou o canal B transita para o n´ıvel alto, estando A no n´ıvel
alto.
Figura 4.10: Sinais do encoder em quadratura
Por sua vez, eventos que indicam deslocamento negativo sera˜o: o canal A transita para
n´ıvel alto estando B no n´ıvel alto, ou o canal B transita para n´ıvel alto estando A no n´ıvel
baixo.
Os dois sinais do encoder (canal A e canal B) foram ligados a linhas de interrupc¸a˜o do
microcontrolador cujas rotinas de atendimento sa˜o responsa´veis por efectuar a contagem
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de segmentos, correspondendo a` posic¸a˜o absoluta do cursor sobre a calha. Salienta-se que a
montagem da codewheel no veio do motor dc foi muito delicada dadas as restric¸o˜es exigentes
que o encoder impo˜e relativamente a` centragem da codewheel face ao seu sensor o´ptico. O
encoder contitui desta forma o componente de hardware do sistema mais delicado.
4.5 Microcontrolador (µC)
Na secc¸a˜o 2.3.4 discutiu-se o problema da implementac¸a˜o de um controlador digital por
um computador com um sistema operativo sem caracter´ısticas de tempo real. A soluc¸a˜o
passaria obviamente pela implementac¸a˜o do respectivo esquema de controlo numa ma´quina
com sistema de tempo real. Outra alternativa sera´ usar um microcontrolador dedicado e
sem sistema operativo para ultrapassar este problema. Para ale´m disto, e´ necessa´rio realizar
processamento dos sinais vindos dos sensores (interruptores de fim-de-curso e encoder), bem
como gerar o respectivo sinal de controlo analo´gico a partir do sinal de controlo digital,
pelo que nestas circunstaˆncias sera´ vantajoso usar um microcontrolador. Nas experieˆncias
efectuadas com os controladores ao longo deste trabalho admite-se a possibilidade de, ainda
que o sistema operativo do pc na˜o seja de tempo real, controlar o sistema directamente a
partir deste, com a possibilidade do sinal de controlo ser degradado pela existeˆncia de um
intervalo de amostragem/actuac¸a˜o na˜o constante. No entanto, sera´ com o algoritmo de
controlo directamente implementado no µC que se fara˜o as experieˆncias com o objectivo de
comparar o desempenho das diferentes te´cnicas. O sistema, tal como desenvolvido, permite
assim que o algoritmo de controlo seja implementado no PC (numa func¸a˜o MATLAB, por
exemplo) ou directamente no microcontrolador (sendo esta soluc¸a˜o de tempo-real). Na
figura 4.11 apresenta-se a arquitectura base do sistema implementado.
O µC utilizado e´ o PIC32MX795F512H da Microchip, na versa˜o de 64 pinos, e esta´
integrado na placa de desenvolvimento DETPIC32, a qual e´ utilizada nas disciplinas de
Arquitectura de Computadores e Electro´nica IV do Departamento de Electro´nica, Teleco-
municac¸o˜es e Informa´tica. A placa DETPIC32 facilita o acesso aos pinos do µC, possuindo
dois barramentos paralelos de 28 pinos, um bota˜o de reset, um cristal que constitui o os-
cilador, leds de sinalizac¸a˜o e um conversor USB-RS232 que permite a comunicac¸a˜o com
um PC. No µC, o protocolo de comunicac¸a˜o RS232 e´ configurado pelo bootloader para
uma taxa de transmissa˜o de 115200bps, 8 data bits, 1 stop bit e sem bits de paridade. A
selecc¸a˜o desta placa de desenvolvimento para o presente trabalho deve-se ao facto desta
possuir as caracter´ısticas necessa´rias ao sistema a desenvolver, nomeadamente, frequeˆncia
de relo´gio, pinos I/O necessa´rios dispon´ıveis e suporte a interrupc¸o˜es internas e externas.
Resumem-se nos pontos seguintes as principais caracter´ısticas do µC:
• CPU MIPS32 M4K (core 32 bits e 5 n´ıveis de pipeline);
• 32 registos de 32 bits;
• Espac¸o de enderec¸amento de 32 bits;
• Ma´xima frequeˆncia de relo´gio: 80MHz;
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Figura 4.11: Diagrama de blocos do sistema
• Memo´ria: 512KB (flash) + 12KB (Boot flash) + 128KB (RAM);
• 5 timers;
• 6 portos de I/O (8 e 16 bits);
• Interrupc¸o˜es vectorizadas;
No Apeˆndice A encontra-se o esquema ele´ctrico da placa DETPIC32, e no Apeˆndice B
as ligac¸o˜es efectuadas.
4.6 Software
Nesta secc¸a˜o procede-se a` descric¸a˜o do software implementado, quer a n´ıvel do co´digo
MATLAB quer a n´ıvel do co´digo em linguagem C a ser executado no µC.
4.6.1 Sistema de desenvolvimento
O software a ser carregado na DETPIC32 foi desenvolvido usando a toolchain da Mi-
crochip (MPLAB IDE X e compilador XC32). Para carregamento do programa, o PC deve
estar ligado a` DETPIC32 por um cabo USB. Do lado do PC, executa-se um programa boo-
tloader baseado no que e´ fornecido pela Microchip mas a funcionar por linha de comandos
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em Linux [14]. O programa e´ enta˜o carregado para a memo´ria flash do µC por interme´dio
de um bootloader que reside permanentemente na sua boot flash.
4.6.2 Co´digo implementado
Na figura 4.12 e´ apresentado um fluxograma que sintetiza a operac¸a˜o do sistema, apo´s
o programa ter sido carregado.
A principais configurac¸o˜es efectuadas na DETPIC32 sa˜o as seguintes:
• Gerador de PWM. O mo´dulo OCM (output compare module) e´ configurado para
gerar um sinal PWM com uma frequeˆncia superior a 100KHz;
• UART. Para o caso em que o controlo e´ feito por computador, a UART (universal
asynchronous receiver transmitter) e´ configurada para gerar interrupc¸o˜es na recepc¸a˜o
de cada caracter (1 byte) da porta se´rie. Caso contra´rio, a execuc¸a˜o bloqueia na
recepc¸a˜o de cada byte.
• Mo´dulo de interrupc¸o˜es externas. Sa˜o configuradas 2 fontes de interrupc¸a˜o
externas associadas aos dois canais do encoder. Uma interrupc¸a˜o e´ gerada no flanco
ascendente do sinal que esta´ aplicado aos respectivos pinos de I/O, permitindo assim
a detecc¸a˜o de eventos de contagem crescente e decrescente do encoder.
• Pinos de notificac¸a˜o. Sa˜o configurados dois pinos de I/O para gerarem uma in-
terrupc¸a˜o quando o n´ıvel lo´gico a` entrada destes pinos se alterar. Para isso sa˜o
activadas, por software, resisteˆncias de pull-up que manteˆm cada pino no n´ıvel lo´gico
alto. Quando um dos interruptores de fim-de-curso e´ accionado, o n´ıvel lo´gico e´
alterado e uma interrupc¸a˜o e´ gerada, sendo-lhes atribuido o n´ıvel mais elevado de
prioridade no atendimento a` respectiva interrupc¸a˜o;
Realizadas as configurac¸o˜es e, em func¸a˜o do controlador a implementar, a DETPIC32
aguarda a recepc¸a˜o oriundo do PC, via a UART, dos paraˆmetros correspondentes do con-
trolador bem como o sinal de refereˆncia. Considera-se tambe´m a opc¸a˜o de na˜o implementar
qualquer controlador directamente no µC, sendo que nesse caso ha´ apenas execuc¸a˜o dos
comandos enviados pelo PC. Para ambos os casos e´ feita a operac¸a˜o de referenciac¸a˜o, que
consiste no alinhamento do cursor da plataforma a uma das extermidades, para que a par-
tir desse momento a sua posic¸a˜o absoluta possa ser determinada. No caso do controlador
implementado directamente na DETPIC32, no final do processo de controlo, sa˜o enviados
os dados resultantes para o PC - o sinal de controlo e o sinal de sa´ıda (durante a experieˆncia
o µC armazena em memo´ria as respectivas amostras).
No que respeita a` programac¸a˜o no PC, as principais func¸o˜es implementadas no MA-
TLAB, encontram-se resumidas na tabela 4.1.
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Figura 4.12: Fluxograma do sistema
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Func¸a˜o MATLAB Descric¸a˜o
function[sp] = init() Cria um objecto (sp) para a porta se´rie com a
func¸a˜o serial do MATLAB, permitindo assim
a comunicac¸a˜o com o µC via RS232. Entre
outras configurac¸o˜es, define o baudrate para
115000bps, inicializa o tamanho pretendido
para os buffers de recepc¸a˜o e transmissa˜o de
informac¸a˜o e inicializa a varia´vel inteira que
conte´m a posic¸a˜o absoluta do cursor.
function[] = send(Command2Send,Voltage,sp) Em func¸a˜o do paraˆmetro Command2Send, a
DETPIC32 envia para o MATLAB o valor
da posic¸a˜o absoluta do cursor ou finaliza a
recepc¸a˜o de comandos. Em qualquer dos ca-
sos, e´ enviada para a DETPIC32 o valor da
tensa˜o pretendida no motor (Voltage);
function[ME] = ME Read(sp) Leˆ o valor recebido no MATLAB correspon-
dente a` posic¸a˜o absoluta do cursor;
function[] = set P(sp,R,Kp) Envia para a DETPIC32 o u´nico paraˆmetro
do controlador proporcional (Kp) e o vector
com o sinal de refereˆncia (R);
function[] = set PD(sp,R,K,Td) Envia para a DETPIC32 os paraˆmetros do
controlador PD (K e Td) e o vector com o
sinal de refereˆncia (R);
function[] = set RST(sp,R,p1,p2) Projecta o controlador RST de forma a que
o sistema compensado tenha os po´los locali-
zados no plano complexo em p1 e p2. Envia
para a DETPIC32 os respectivos paraˆmetros
obtidos e o vector com o sinal de refereˆncia
(R);
function[] = set SS(sp,R,p1,p2) Projecta o controlador de realimentac¸a˜o de
estado de forma a que o sistema compensado
tenha os po´los localizados no plano complexo
em p1 e p2. Envia para a DETPIC32 os res-
pectivos paraˆmetros obtidos e o vector com
o sinal de refereˆncia (R);
Tabela 4.1: Principais func¸o˜es implementadas no MATLAB
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Com o objectivo de mostrar o impacto da utilizac¸a˜o do MATLAB para controlo do
sistema (a funcionar num sistema baseado em Linux que na˜o e´ de tempo real), simulou-se
durante 2 minutos o envio consecutivo de informac¸a˜o pela porta se´rie seguido de leitura
da resposta recebida com as func¸o˜es send() e ME Read(). Na figura 4.12 encontram-se os
histogramas resultantes desta experieˆncia para a situac¸a˜o em que na˜o se impo˜e elevada
carga computacional ao computador e para o caso em que essa carga e´ mais significativa.
No primeiro caso, obteˆve-se um tempo me´dio de resposta de ≈ 10.3ms com uma variaˆncia
σ2 ≈ 3.2 × 10−6, e no segundo caso um tempo me´dio de resposta de ≈ 12.4ms com uma
variaˆncia σ2 ≈ 3.9× 10−5. Verifica-se portanto maior tempo de resposta (associado a uma
maior dispersa˜o) para o segundo caso, em concordaˆncia com o que seria de esperar num
sistema que na˜o e´ de tempo real. No entanto, em qualquer dos casos, ha´ uma lateˆncia
elevada com estas func¸o˜es que na˜o permite obter um tempo me´dio de resposta inferior a
10ms, um factor bastante limitativo que impossibilita o controlo do sistema com per´ıodos
de amostragem inferiores a este valor.
(a) Distribuic¸a˜o de tempos de resposta conjunta
das func¸o˜es send() e ME Read() em 2 minutos de
simulac¸a˜o, sem carga computacional significativa
(b) Distribuic¸a˜o de tempos de resposta conjunta
das func¸o˜es send() e ME Read() em 2 minutos de
simulac¸a˜o na presenc¸a de maior carga computaci-
onal
Figura 4.13: Experieˆncias com o tempo de resposta das func¸o˜es de envio e recepc¸a˜o de
informac¸a˜o
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Cap´ıtulo 5
Identificac¸a˜o do sistema
Neste cap´ıtulo sa˜o apresentados os resultados relacionados com a identificac¸a˜o do sis-
tema a controlar. Numa primeira fase, escrevem-se as equac¸o˜es que modelam o sistema em
causa e obte´m-se a func¸a˜o de transfereˆncia em func¸a˜o dos paraˆmetros f´ısicos desconhecidos.
Numa segunda fase, determinam-se os paraˆmetros do modelo do sistema pelo me´todo dos
mı´nimos quadrados descrito na secc¸a˜o 2.3. E´ tambe´m realizada a identifizac¸a˜o do sistema
quando ao cursor e´ adicionada uma massa (simulando a adic¸a˜o de elementos adicionais,
tal como um tinteiro numa impressora).
5.1 Equac¸o˜es do sistema
O motor utilizado para fazer movimentar o cursor e´ um motor dc de ı´manes perma-
nentes, controlado pelo induzido (ou armadura). A figura 5.1 apresenta o esquema repre-
sentativo do sistema electromecaˆnico a modelar. A entrada do sistema e´ a tensa˜o Va que
se pretende aplicar ao motor (i.e, e´ a tensa˜o de entrada do pre´-distorc¸or descrito na secc¸a˜o
2.3.1) e a sa´ıda e´, para ja´, a velocidade angular ω [rad/s] do veio do motor. Na tabela 5.1
encontram-se os paraˆmetros do sistema da figura 5.1 descrito pelas equac¸o˜es 5.1.
Figura 5.1: Esquema do sistema a controlar
43
Paraˆmetro Descric¸a˜o
Ra Resisteˆncia da armadura [Ω]
La Indutaˆncia da armadura [H]
Km Constante do motor
[Nm/A]
Kg Constante de forc¸a contra-
electromotriz, vg, tal que
vg = Kgω [V/(rad/s)]
Jm Momento de ine´rcia do mo-
tor [Nm/(rad/s2)]
JL Momento de ine´rcia da
carga: cursor + correia den-
tada [Nm/(rad/s2)]
J Momento de ine´rcia total
do sistema, J = Jm + JL
[Nm/(rad/s2)]
Tm Bina´rio do motor, Tm =
Kmia [Nm]
D Coeficiente de atrito
dinaˆmico de rotac¸a˜o
[Nm/(rad/s)]
Tabela 5.1: Paraˆmetros do sistema

va(t) = Raia(t) + La
dia(t)
dt
+ vg(t)
J
dω(t)
dt
= Tm −Dω(t)
vg(t) = Kgω(t)
Tm = Kmi(t)
(5.1)
Usando a definic¸a˜o da transformada de Laplace, representa-se o motor por uma func¸a˜o
de transfereˆncia dada pela expressa˜o 5.2.
Ω(s) =
Km
JLas2 + (JRa +DLa)s+ (DRa +KgKm)
Va(s) (5.2)
Para obter a posic¸a˜o basta integrar a expressa˜o 5.2, o que equivale em Laplace a dividir
por s. Como se ira´ considerar que a posic¸a˜o e´ dada pela contagem do encoder e, como
ja´ foi referido, cada volta da codewheel corresponde a uma contagem de 500, a func¸a˜o de
transfereˆncia fica dada pela expressa˜o 5.3 (onde a posic¸a˜o angular do motor e´ expressa em
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nu´mero de segmentos da codewheel):
X(s) =
Km
500
2pi
JLas3 + (JRa +DLa)s2 + (DRa +KgKm)s
Va(s) (5.3)
Tem-se portanto um sistema de 3a ordem. Considerando o motor precedido por um
ZOH, o respectivo modelo discreto vem descrito pela expressa˜o 5.4:
Y (q) = G(q)U(q) =
b1q
−1 + b2q−2 + b3q−3
1 + a1q−1 + a2q−2 + a3q−3
U(q) (5.4)
sendo os paraˆmetros bi e ai, i = 1, 2, 3, relaciona´veis analiticamente com os paraˆmetros
f´ısicos da expressa˜o 5.2.
5.2 Determinac¸a˜o dos paraˆmetros do sistema pelo me´todo
LS
A partir da func¸a˜o de transfereˆncia 5.4 e´ poss´ıvel escrever a equac¸a˜o 5.5, onde N e´ o
nu´mero de amostras da sa´ıda do sistema.

u(3) u(2) u(1) −y(3) −y(2) −y(1)
u(4) u(3) u(2) −y(4) −y(3) −y(2)
...
...
...
...
...
...
u(N − 1) u(N − 2) u(N − 3) −y(N − 1) −y(N − 2) −y(N − 3)


bˆ1
bˆ2
bˆ3
aˆ1
aˆ2
aˆ3
 =

y(4)
y(5)
...
y(N)
⇔
⇔ Φθˆ = Y
(5.5)
Usando o me´todo de eliminac¸a˜o Gaussiana no MATLAB, e´ poss´ıvel obter a estimativa
dos paraˆmetros desconhecidos, θˆ.
5.3 Resultados experimentais
Apresentam-se na tabela 5.2 os valores dos 6 paraˆmetros estimados e respectiva variaˆncia.
Estes sa˜o o resultado da me´dia de 5 experieˆncias de identificac¸a˜o tendo como sinal de en-
trada o sinal rectangular da figura 5.2. A velocidade ma´xima do cursor e´ de cerca de
95cm/s, que corresponde, na contagem do encoder, a aproximadamente 19200 contagens
por segundo. Em func¸a˜o deste aspecto e do n´ıvel de controlo desejado (precisa˜o na ordem
do mm) considerou-se o intervalo de amostragem h = 1ms como sendo adequado, e e´ o
valor que sera´ usado durante todas as experieˆncias. De referir tambe´m que o comprimento
total u´til de deslocamento do cursor medido em termos da contagem do encoder e´ de apro-
ximadamente y = 11800 unidades, que corresponde a` posic¸a˜o ma´xima de 580 mm. Os
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gra´ficos que sera˜o apresentados da sua posic¸a˜o em func¸a˜o do tempo foram obtidos com a
varia´vel posic¸a˜o igual a essa contagem.
bˆ1 bˆ2 bˆ3 aˆ1 aˆ2 aˆ3
θˆ 0.0987 0.0118 0.0103 -1.4284 -0.0887 0.5171
σ2 6.6× 10−4 1.7× 10−3 2.3× 10−4 1.0× 10−4 4.5× 10−4 1.3× 10−4
Tabela 5.2: Paraˆmetros estimados do modelo de 3a ordem, (θˆ)
Figura 5.2: Sinal de entrada
Os gra´ficos da figura 5.3 sa˜o o resultado da estimac¸a˜o do sinal de sa´ıda a partir dos
paraˆmetros do sistema determinados. Sobreposto esta´ tambe´m o sinal de sa´ıda observado.
As duas curvas encontram-se praticamente sobrepostas, sendo apenas vis´ıveis diferenc¸as
ampliando os sinais - figura 5.3 b), onde se observa neste caso em maior detalhe os sinais
num determinado per´ıodo, com diferenc¸as relativamente pouco significativas.
A figura 5.4 a) apresenta os resultados para a mesma experieˆncia, mas agora para o
sinal de controlo da figura 5.4 c). Mais uma vez, os sinais estimado e real encontram-se
relativamente pro´ximos, indicando que os paraˆmetros estimados devera˜o estar pro´ximos
dos reais.
Embora os controladores a projectar sejam discretos, analisar a localizac¸a˜o dos po´los
para o modelo do sistema realimentado com acc¸a˜o proporcional no domı´nio de tempo
cont´ınuo permite analisar informac¸a˜o qualitativa sobre o sistema. Nesse sentido, obteˆve-se
no MATLAB a func¸a˜o de transfereˆncia do sistema cont´ınuo, G(s), em func¸a˜o do modelo
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(a) Sinal de sa´ıda real (a azul) e sinal de sa´ıda estimado (a vermelho)
(b) Sinais de sa´ıda ampliados
Figura 5.3: Sinais de sa´ıda estimado e real
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(a) Sinal de sa´ıda real (a azul) e sinal de sa´ıda estimado (a
vermelho)
(b) Sinais de sa´ıda ampliados
(c) Sinal de entrada
Figura 5.4: Sinais de sa´ıda real e estimado por um modelo de 3a ordem e respectivo sinal
de entrada
discreto obtido, G(q), considerando-o precedido por um ZOH e o intervalo de amostragem
h = 1ms. Sa˜o, enta˜o, obtidos 4 po´los e na˜o 3 como era suposto (tem-se um sistema de
3a ordem). Isto acontece porque o MATLAB tem necessidade de aumentar a ordem do
sistema cont´ınuo porque o modelo do sistema discreto apresenta um po´lo real negativo,
ao qual corresponde, no modelo cont´ınuo, a um par de po´los complexos. Verifica-se que
o sistema G(s) possui dois po´los dominantes em p1 ≈ −36 e p2 = 0 e um par de po´los
complexos conjugados na˜o dominantes em p3,4 ≈ −623± 3142i. Os po´los na˜o dominantes
esta˜o a aproximadamente 1.24 de´cadas dos po´los dominantes, pelo que se pode concluir
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que o sistema poderia ser modelado por um modelo de apenas 2a ordem. Desta forma,
define-se agora a nova func¸a˜o de transfereˆncia discreta de 2a ordem - equac¸a˜o 5.6.
y(k) = G(q)u(k) =
b1q
−1 + b2q−2
1 + a1q−1 + a2q−2
u(k) (5.6)
Os 4 paraˆmetros sa˜o obtidos no MATLAB de acordo com a expressa˜o 5.7 e mais uma
vez com base na me´dia de 5 experieˆncias de identificac¸a˜o. De notar que a variaˆncia das
estimativas dos paraˆmetros de denominador da func¸a˜o de transfereˆncia discreta (aˆ1 e aˆ2)
e´ agora mais reduzida quando comparada com a identificac¸a˜o do modelo de 3a ordem.

u(2) u(1) −y(2) −y(1)
u(3) u(2) −y(3) −y(2)
...
...
...
...
u(N − 1) u(N − 2) −y(N − 1) −y(N − 2)


bˆ1
bˆ2
aˆ1
aˆ2
 =

y(3)
y(4)
...
y(N)
⇔
⇔ Φθˆ = Y
(5.7)
bˆ1 bˆ2 aˆ1 aˆ2
θˆ 0.0769 0.0245 -1.9531 0.9531
σ2 4.8× 10−4 7.3× 10−4 2.2× 10−5 2.2× 10−5
Tabela 5.3: Paraˆmetros estimados do modelo de 2a ordem (θˆ)
Recorrendo agora ao mesmo sinal de entrada na figura 5.4 c), obteˆm-se os sinais de sa´ıda
estimado e observado na figura 5.5. Mais uma vez, ambos os sinais aparecem praticamente
sobrepostos, concluindo-se assim que a reduc¸a˜o da ordem do respectivo modelo na˜o teve
qualquer impacto na sua descric¸a˜o.
Determinando-se novamente os po´los no domı´nio de Laplace correspondentes ao mo-
delo do domı´nio de Z obtido, obteˆm-se os dois po´los p1 ≈ −48 e p2 = 0. Na figura 5.6
encontra-se o lugar das ra´ızes considerando o sistema inserido numa malha com contro-
lador proporcional. Os pontos a vermelho representam os po´los do sistema compensado
para Kp = 1. Um aspecto a reter e´ o facto de o sistema possuir, como esperado, um po´lo
na origem do plano complexo, sendo inerentemente um sistema integrador (a posic¸a˜o do
cursor cresce ou decresce linearmente para uma tensa˜o constante aplicada ao motor).
5.3.1 Cursor com massa adicionada
Adicionando uma massa de 120g ao cursor e repetindo o processo de identificac¸a˜o do
modelo do sistema, obteˆm-se os paraˆmetros presentes na tabela 5.4. A estes correspondem
os po´los no domı´nio de Laplace p1 ≈ −20.2 e p2 = 0. O po´lo p1 esta´ agora mais pro´ximo do
eixo imagina´rio, ja´ que o sistema esta´ agora mais lento em relac¸a˜o a` situac¸a˜o em que na˜o
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(a) Sinal de sa´ıda real (a azul) e sinal de sa´ıda estimado (a
vermelho)
(b) Sinais de sa´ıda ampliados
Figura 5.5: Sinais de sa´ıda real e estimado por um modelo de 2a ordem
Figura 5.6: Lugar das ra´ızes do sistema numa malha de realimentac¸a˜o com controlador
proporcional
tem qualquer massa adicionada. Os sinais de sa´ıda real e estimado, para o sinal de entrada
da figura 5.4 c), encontram-se na figura 5.7, continuando a verificar-se boa aproximac¸a˜o
entre ambos.
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bˆ1 bˆ2 aˆ1 aˆ2
θˆ 0.0773 -0.0394 -1.9799 0.9799
σ2 2.6× 10−5 1.8× 10−5 1.2× 10−6 1.2× 10−6
Tabela 5.4: Paraˆmetros estimados do modelo de 2a ordem com massa adicionada (θˆ)
(a) Sinal de sa´ıda real (a azul) e sinal de sa´ıda estimado (a
vermelho)
(b) Sinais de sa´ıda ampliados
Figura 5.7: Sinais de sa´ıda real e estimado para o sistema com massa adicionada
51
52
Cap´ıtulo 6
Resultados experimentais com
controladores
Neste cap´ıtulo sa˜o apresentados os resultados obtidos com a experimentac¸a˜o dos va´rios
controladores no sistema real. Em cada secc¸a˜o, sa˜o apresentadas va´rias figuras que pro-
curam evidenciar as principais caracter´ısticas de cada um dos controladores, bem como
potenciais vantagens de uns em detrimento de outros. No final, sera˜o apresentados re-
sultados do funcionamento dos controladores com o acrescento de uma massa ao cursor
do sistema original. Na ana´lise de resultados, refere-se o final do per´ıodo transito´rio no
momento a partir do qual o sinal de sa´ıda esta´ a ±2% do valor final.
6.1 Controlador proporcional
Apresentam-se de seguida os principais resultados obtidos com o controlador proporci-
onal. Nas figuras 6.1 a 6.4 apresentam-se, para um mesmo sinal de refereˆncia, diferentes
respostas em func¸a˜o do valor da constante proporcional do controlador. A` medida que o
valor de Kp diminui, o sinal de sa´ıda vai tendo menos sobreelevac¸a˜o e atinge mais cedo
o regime estaciona´rio. Para cada subfigura ampliada, apresenta-se sempre um primeiro
marcador com o valor ma´ximo atingido pelo sinal de sa´ıda e um segundo marcador com o
instante em que e´ atingido o valor final. Na figura 6.4 teˆm-se um valor de Kp suficiente-
mente baixo para que a resposta seja sobreamortecida, ao contra´rio dos outros casos em
que se tem um sinal subamortecido. Para estes u´ltimos, de notar que o erro em regime
estaciona´rio e´ nulo ou quase nulo, consequeˆncia do sistema em malha aberta possuir um
po´lo na origem que lhe confere propriedades integradoras (de referir que um desvio de 20
unidades de posic¸a˜o nos gra´ficos corresponde a ≈ 1mm de desvio). Pelo que foi referido,
na˜o havera´ portanto qualquer vantagem em implementar-se um controlador PI, para si-
nais de refereˆncia em degrau. Note-se, no entanto, um erro em regime estaciona´rio mais
significativo para o caso de Kp = 0.01 (figura 6.4). Este erro mais elevado deve-se a um
valor demasiado baixo para Kp e ao qual corresponde, para o n´ıvel de erro observado, a
um sinal de controlo de valor insuficiente para vencer o atrito esta´tico do cursor e corrigir
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a sua posic¸a˜o. Nestas condic¸o˜es, seria de considerar um controlador PI para reduc¸a˜o deste
erro. Na figura 6.5 observa-se que quanto mais elevado o valor da constante proporcional,
mais oscilato´rio o sinal de controlo se torna. Por fim, apresenta-se na figura 6.6 a resposta
a um segundo sinal de refereˆncia. Este novo sinal e´ composto essencialmente por partes de
sinuso´ides de diferentes amplitudes e frequeˆncias, intercaladas com transic¸o˜es em degrau.
Trata-se de um sinal mais ”exigente”do que o anterior, com o objectivo de mostrar os
limites do controlador e do pro´prio sistema a controlar. Este sinal visa, tambe´m, evitar
transic¸o˜es de posic¸a˜o abruptas de elevado valor (ao contra´rio do sinal de refereˆncia das
figuras 6.1 a 6.5) que rapidamente conduziriam a` saturac¸a˜o do actuador (drive) do motor.
Da mesma forma, um sinal de refereˆncia baseado em rampas seria, por este motivo, igual-
mente adequado. O sinal de sa´ıda foi obtido para Kp = 0.05, que, como ja´ se viu para
o caso do sinal de refereˆncia anterior, leva a uma resposta com reduzida sobreelevac¸a˜o e
baixo erro em regime estaciona´rio. Mostra-se tambe´m o gra´fico ampliado em zonas onde
ha´ maiores desvios do sinal de sa´ıda em relac¸a˜o ao sinal de refereˆncia. Claramente, para
zonas onde as sinuso´ides apresentam maiores frequeˆncias as discrepaˆncias sa˜o maiores, bem
como na situac¸a˜o em que a amplitude e´ de tal forma reduzida que o controlador e´ ineficaz,
ja´ que para um sinal de erro reduzido o sinal de controlo e´ tambe´m reduzido. Aumentar
o valor de Kp para aumentar a reacc¸a˜o do controlador a sinais de erro mais baixos na˜o e´
soluc¸a˜o, ja´ que tal provocara´ muita oscilac¸a˜o do sinal de controlo e, consequentemente, do
sinal de sa´ıda.
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 1.5.
(b) Sinais ampliados
Figura 6.1: Sinais de refereˆncia e sa´ıda para Kp = 1.5
54
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 0.5.
(b) Sinais ampliados
Figura 6.2: Sinais de refereˆncia e sa´ıda para Kp = 0.5
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 0.05.
(b) Sinais ampliados
Figura 6.3: Sinais de refereˆncia e sa´ıda para Kp = 0.05
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(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 0.01.
(b) Sinais ampliados
Figura 6.4: Sinais de refereˆncia e sa´ıda para Kp = 0.01
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(a) Kp = 1.5 (b) Kp = 0.5
(c) Kp = 0.05 (d) Kp = 0.01
Figura 6.5: Sinais de controlo correspondentes aos gra´ficos das figuras 6.1 a 6.4
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(a) Sinais de refereˆncia e sa´ıda para Kp = 0.05
(b) Sinais ampliados, Kp = 0.05
(c) Sinais ampliados, Kp = 0.05
Figura 6.6: Sinais de sa´ıda e de controlo para Kp = 0.05 #2
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Figura 6.7: Sinal de controlo para Kp = 0.05 #2
6.2 Controlador proporcional diferencial
Ao controlador proporcional acrescenta-se agora a componente diferencial (o controla-
dor PD mais o po´lo na origem do motor implementam, assim, um controlo equivalente ao
de um PID). No domı´nio de Laplace, o controlador PD e´ descrito pela expressa˜o 6.1.
GR(s) = K(1 + sTd) (6.1)
A func¸a˜o de transfereˆncia do sistema em malha fechada e´ enta˜o dada pela expressa˜o
6.2 (onde G(s) e´ a respectiva func¸a˜o de transfereˆncia do motor):
Gm(s) =
GR(s)G(s)
1 +GR(s)G(s)
(6.2)
O controlador PD adiciona ao sistema compensado um zero localizado em − 1
Td
e altera
os seus po´los de acordo com a soluc¸a˜o da equac¸a˜o caracter´ıstica de Gm(s).
Mais uma vez aproximando o controlador pelo me´todo das diferenc¸as para tra´s, o sinal
de controlo e´ obtido no domı´nio discreto pela expressa˜o 6.3:
u(k) = Kr(k) + Cr(k)− Cr(k − 1)−Ky(k)− Cy(k) + Cy(k − 1) (6.3)
onde C = KTd
h
.
Nas figuras 6.8 a 6.12 apresentam-se as respostas do sistema para o mesmo sinal de
controlo, fazendo variar os valores de K e Td. Na primeira figura tem-se os resultados para
Kp = 1.5, valor que foi experimentado no controlador P e que conduzia a bastante oscilac¸a˜o
do sinal de sa´ıda e um per´ıodo transito´rio mais demorado. A aplicac¸a˜o da componente
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diferencial Td = 0.01 no controlador PD permitiu eliminar toda a sobreelevac¸a˜o mas pode
ver-se na figura 6.8 b) uma oscilac¸a˜o que e´ de baixa amplitude mas que na˜o estabiliza
num valor final, consequeˆncia de um sinal de controlo demasiado oscilato´rio (figura 6.13
a)). Esta oscilac¸a˜o pode ser explicada com base numa ana´lise atenta a` equac¸a˜o 6.3. Como
se pode constatar, para um valor relativamente baixo do intervalo de amostragem, h, a
constante C pode assumir valores muito elevados que, multiplicando os sinais de refereˆncia
e de sa´ıda, pode amplificar significativamente o ru´ıdo presente nestes sinais. Baixando
o valor da componente diferencial para Td = 0.002 o valor de C reduz-se e ja´ e´ poss´ıvel
atingir o valor final (figura 6.9), agora com um sistema compensado com uma resposta
subamortecida. Ainda assim, o tempo para atingir o valor final e´ agora inferior quando
comparado com o controlador proporcional.
Reduzindo o valor da constante proporcional para 0.3 conseguem-se melhores resulta-
dos, com per´ıodos transito´rios mais reduzidos. Com Td = 0.01 (figura 6.10) consegue-se
uma resposta sobreamortecida e com erro em regime estaciona´rio muito baixo, aproximando-
se do sinal de refereˆncia. Para o mesmo valor da constante proporcional mas aumentando
a componente diferencial (figura 6.11), o sistema fica mais lento e o sinal de refereˆncia
substancialmente mais oscilato´rio (figura 6.13 d)). Baixando o valor de Td para ale´m de
um certo ponto (figura 6.12), a resposta passa a ser subamortecida. Verifica-se assim que
tera´ de existir um compromisso entre os valores de K e Td, aliado a uma ana´lise da posic¸a˜o
das ra´ızes do sistema compensado para prever o tipo de resposta. Um dos problemas que
costuma estar asssociado a este tipo de controlador e´ o ru´ıdo de alta frequeˆncia que vem da
medic¸a˜o do sinal de sa´ıda por parte do sensor. Este efeito foi ja´ observado na figura 6.8 com
um elevado n´ıvel de oscilac¸a˜o no sinal de sa´ıda. A equac¸a˜o 6.3 mostra que o produto de
K com Td tera´ de ser baixo o suficiente (em relac¸a˜o ao intervalo de amostragem) para que
o efeito do ru´ıdo seja minimizado. Outra soluc¸a˜o seria a implementac¸a˜o de um filtro passa
baixo que reduzisse o ru´ıdo de alta frequeˆncia. No entanto, atendendo a` elevada qualidade
do encoder e elevada resoluc¸a˜o da codewheel seleccionada, o n´ıvel de ru´ıdo verificado na
medida do sinal de sa´ıda na˜o e´ muito elevado para uma gama alargada de valores de K e
Td, pelo que se dispensou a realizac¸a˜o da respectiva filtragem.
Finalmente, apresenta-se na figura 6.14 a resposta ao segundo sinal de refereˆncia, para os
paraˆmetros do controlador Kp = 0.3 e Td = 0.01, valores que como se viu antes conduziam
a uma resposta com um regime transito´rio curto e a um erro praticamente nulo em regime
estaciona´rio. Comparativamente aos resultados obtidos com o controlador proporcional
para o mesmo sinal de refereˆncia, tem-se agora uma aproximac¸a˜o do sinal de sa´ıda ao sinal
de refereˆncia bastante melhor. Apenas nas zonas do sinal com sinuso´ides de frequeˆncia
elevada ou amplitude demasiado reduzida se comec¸am a notar diferenc¸as significativas.
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(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 1.5 e Td = 0.01.
(b) Sinais ampliados
Figura 6.8: Sinais de refereˆncia e sa´ıda para Kp = 1.5 e Td = 0.01
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 1.5 e Td = 0.002.
(b) Sinais ampliados
Figura 6.9: Sinais de refereˆncia e sa´ıda para Kp = 1.5 e Td = 0.002
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(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 0.3 e Td = 0.01.
(b) Sinais ampliados
Figura 6.10: Sinais de refereˆncia e sa´ıda para Kp = 0.3 e Td = 0.01
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 0.3 e Td = 0.02.
(b) Sinais ampliados
Figura 6.11: Sinais de refereˆncia e sa´ıda para Kp = 0.3 e Td = 0.02
62
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul) para
Kp = 0.3 e Td = 0.005.
(b) Sinais ampliados
Figura 6.12: Sinais de refereˆncia e sa´ıda para Kp = 0.3 e Td = 0.005
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(a) Sinal de controlo, Kp = 1.5, Td = 0.01 (b) Sinal de controlo, Kp = 1.5, Td = 0.002
(c) Sinal de controlo, Kp = 0.3, Td = 0.01 (d) Sinal de controlo, Kp = 0.3, Td = 0.02
(e) Sinal de controlo, Kp = 0.3, Td = 0.005
Figura 6.13: Sinais de refereˆncia
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(a) Sinais de refereˆncia e sa´ıda para Kp = 0.3, Td = 0.01
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.14: Sinais de sa´ıda e de controlo para Kp = 0.3, Td = 0.01
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Figura 6.15: Sinal de controlo para Kp = 0.3, Td = 0.01
6.3 Controlador RST
Apresentam-se nesta secc¸a˜o os resultados obtidos com o controlador RST. Este foi
projectado de acordo com a metodologia introduzida na secc¸a˜o 3.2.1, considerando agora
o modelo dicreto do sistema em malha aberta de 2a ordem obtido na secc¸a˜o 5.3. O modelo
discreto de malha fechada e´ obtido atrave´s dos po´los desejados para o modelo do sistema
compensado. Os paraˆmetros do controlador a determinar sa˜o r1, s0, s1, t0 e t1 obtidos pela
resoluc¸a˜o da equac¸a˜o de Diophantine. Considera-se um polino´mio observador de primeira
ordem com uma constante de tempo 5 vezes superior a` equivalente ao po´lo dominante
desejado para o sistema em malha fechada, de modo a que este tenha uma interfereˆncia
despreza´vel na dinaˆmica do sistema compensado.
Na figura 6.16 apresenta-se a resposta do sistema compensado em que os po´los sa˜o os
mesmos que os usados numa das experieˆncias do controlador PD com Kp = 0.3 e Td = 0.01
(figura 6.10). Como se pode observar nas duas figuras, obteˆm-se respostas sobreamortecidas
bastante ideˆnticas. Ja´ na figura 6.17, que corresponde aos resultados obtidos com os
mesmos po´los do controlador PD com Kp = 1.5 Td = 0.01 (figura 6.8), observa-se um
comportamento semelhante em ambos os casos mas agora com o sinal de sa´ıda a atingir o
regime estaciona´rio, ao contra´rio do que acontecia antes. Estas diferenc¸as baseiam-se no
facto de que o controlador RST e´ um controlador por posicionamento de po´los, onde na˜o
se modifica ou acrescenta qualquer zero como acontecia no controlador PD. Se num dado
sistema os zeros refletem essencialmente o modo como o mesmo reage ao sinal de entrada,
na˜o se deve ignorar os seus efeitos no seguimento de um sinal de refereˆncia considerando
apenas o efeito da localizac¸a˜o dos po´los. Na figura 6.18 apresenta-se a resposta ao segundo
sinal de refereˆncia com o sistema possuindo um po´lo duplo em −180. Este valor esta´
pro´ximo do valor dos dois po´los reais do controlador PD com Kp = 0.3 e Td = 0.01
(figura 6.14). Comparando as duas figuras correspondentes a cada controlador, observa-se
uma aproximac¸a˜o semelhante, mas mais precisa no caso do controlador PD. Neste caso,
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embora as discrepaˆncias na˜o sejam muito grandes, observa-se claramente o benef´ıcio da
inclusa˜o de um zero no caso desse controlador com um seguimento mais fiel do sinal de
refereˆncia. Mantendo ainda a parte real dos po´los em −180 mas adicionando agora uma
parte complexa (figura 6.19), observa-se um melhor seguimento do sinal de refereˆncia, mas
a` custa do aumento da sobreelevac¸a˜o especialmente nas regio˜es de transic¸a˜o em degrau,
bem como um sinal de controlo um pouco mais oscilato´rio (figura 6.22). Em todo o caso,
uma ana´lise atenta dos sinais de controlo mostra que, para as regio˜es do sinal de sa´ıda
pass´ıvel de melhorias, o sinal de controlo esta´ ja´ saturado superior ou inferiormente. Esta´-
se ja´ portanto em controlo do ge´nero on-off, onde se deixa de ter um controlador RST a
actuar de forma linear. Neste sentido, dadas as limitac¸o˜es do hardware, na˜o sera´ poss´ıvel
ir muito mais ale´m na aproximac¸a˜o do sinal de sa´ıda ao sinal de refereˆncia. Para concluir,
mostra-se na figura 6.20 a resposta no caso de um po´lo duplo em −80 e na figura 6.21 o
caso em que os po´los sa˜o os mesmos mas com uma componente complexa. No primeiro caso
observa-se claramente um sistema mais lento, ja´ que os po´los esta˜o agora mais pro´ximos
do eixo imagina´rio. Na segunda figura, observa-se que os po´los complexos permitem um
sistema mais ra´pido mas mais oscilato´rio. Pelo que se observa, verifica-se ser vantajoso ter
ambos os po´los reais puros o mais afastados poss´ıvel do eixo imagina´rio, mas obviamente
dentro das possibilidades f´ısicas do sistema.
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul).
Po´los: p1 = −181, p2 = −160
(b) Sinais ampliados
Figura 6.16: Sinais de refereˆncia e sa´ıda para p1 = −181 e p2 = −160
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(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul).
Po´los: p1 = −1070, p2 = −104
(b) Sinais ampliados
Figura 6.17: Sinais de refereˆncia e sa´ıda para p1 = −1070 e p2 = −104
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(a) Sinais de refereˆncia e sa´ıda para p1,2 = −180
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.18: Sinais de sa´ıda e de controlo para p1,2 = −180
69
(a) Sinais de refereˆncia e sa´ıda para p1,2 = −180± j200
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.19: Sinais de sa´ıda e de controlo para p1,2 = −180± j200
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(a) Sinais de refereˆncia e sa´ıda para p1,2 = −80
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.20: Sinais de sa´ıda e de controlo para p1,2 = −80
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(a) Sinais de refereˆncia e sa´ıda para p1,2 = −80± j150
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.21: Sinais de sa´ıda e de controlo para p1,2 = −80± j100
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(a) Po´los: p1 = −181, p2 = −160 (b) Po´los: p1 = −1070, p2 = −104
(c) Po´los: p1,2 = −180 (d) Po´los: p1,2 = −180± j200
(e) Po´los: p1,2 = −80 (f) Po´los: p1,2 = −80± j150
Figura 6.22: Sinais de controlo para o controlador RST
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6.4 Controlador por realimentac¸a˜o de estado
O controlador por realimentac¸a˜o de estado foi projectado de acordo com o me´todo ex-
posto na secc¸a˜o 3.3, considerando o modelo de 2a ordem obtido para o sistema na secc¸a˜o
5.3. A` semelhanc¸a do controlador RST, sendo este tambe´m um controlador por posiciona-
mento de po´los, e´ esperado que os resultados obtidos sejam ideˆnticos. Nesse sentido, sera´
desnecessa´rio fazer uma ana´lise mais detalhada ao comportamento do sistema compensado
em func¸a˜o da posic¸a˜o dos respectivos po´los. Assim, apresenta-se este controlador apenas
como uma alternativa ao controlador RST.
Nas figuras 6.23 e 6.24 encontram-se as respostas do sistema com localizac¸o˜es dos po´los
ja´ experimentadas em controladores anteriores. O primeiro caso corresponde ao controlador
PD com Kp = 1.5 e Td = 0.002 e o segundo caso ao controlador RST com um po´lo duplo
em −180. Como seria de esperar, comparando com os gra´ficos respectivos nas figuras 6.9
e 6.18 notam-se respostas bastante semelhantes. Finalmente, na figura 6.25 encontram-se
os respectivos sinais de controlo.
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul).
Po´los: p1,2 = −185± j332
(b) Sinais ampliados
Figura 6.23: Sinais de refereˆncia e sa´ıda para p1,2 = −185± j332
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(a) Sinais de refereˆncia e sa´ıda para p1,2 = −180
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.24: Sinais de refereˆncia e de sa´ıda para p1,2 = −180
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(a) p1,2 = −185± j332 (b) p1,2 = −180
Figura 6.25: Sinais de controlo para o controlador por realimentac¸a˜o de estado
6.5 Adic¸a˜o de massa ao sistema
Apresentam-se agora alguns resultados obtidos com os controladores estudados ante-
riormente para o sistema com uma massa adicionada ao cursor. O respectivo modelo foi
determinado na secc¸a˜o 5.3.1.
Nas figuras 6.26 e 6.27 encontram-se os resultados para um controlador proporcional.
No segundo caso a oscilac¸a˜o e´ maior que no primeiro, naturalmente devido a um maior
valor da constante proporcional. Adicionando uma componente derivativa (figura 6.28),
a resposta passa a ser sobreamortecida e com menor tempo de estabelecimento. A figura
6.29 conte´m a mesma experieˆncia mas agora para o segundo sinal de refereˆncia. Verifica-
se um bom seguimento do mesmo mas ate´ ao ponto em que a frequeˆncia ou amplitude
das sinuso´ides ultrapassa as capacidades do pro´prio sistema. A caracter´ıstica passa baixo
inerente e´ agora acentuada com a adic¸a˜o de massa, com limitac¸o˜es claras no seguimento de
sinais de refereˆncia com frequeˆncia para ale´m da sua pro´pria frequeˆncia de corte. As figuras
6.30 e 6.31 apresentam os resultados obtidos com os controladores por posicionamento de
po´los, que impo˜em, em malha fechada, os mesmos po´los que o controlador PD aplicado
antes. Mais uma vez, ha´ algumas discrepaˆncias no seguimento do sinal de refereˆncia,
destacando-se uma vez mais a importaˆncia do zero adicional no controlador PD. Pelo que
foi dito na secc¸a˜o anterior, na˜o sera´ poss´ıvel ir muito mais ale´m no que toca a um controlo
mais preciso com os controladores por posicionamento de po´los, dadas as limitac¸o˜es do
sistema. Por fim, apresenta-se na figura 6.32 os sinais de controlo correspondentes aos
controladores anteriores.
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(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul). Kp =
0.05
(b) Sinais ampliados
Figura 6.26: Sinais de refereˆncia e sa´ıda para um controlador proporcional
(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul). Kp =
0.1
(b) Sinais ampliados
Figura 6.27: Sinais de refereˆncia e sa´ıda para um controlador proporcional #2
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(a) Sinal de refereˆncia (vermelho) e de sa´ıda (azul). K =
0.1, Td = 0.02
(b) Sinais ampliados
Figura 6.28: Sinais de refereˆncia e sa´ıda para um controlador proporcional diferencial
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(a) Sinais de refereˆncia e sa´ıda para K = 0.1, Td = 0.02
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.29: Sinais de refereˆncia e de sa´ıda para um controlador proporcional diferencial
#2
79
(a) Sinais de refereˆncia e sa´ıda para p1,2 = −45.9± j36.2
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.30: Sinais de refereˆncia e de sa´ıda para um controlador RST
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(a) Sinais de refereˆncia e sa´ıda para p1,2 = −45.9± j36.2
(b) Sinais ampliados
(c) Sinais ampliados
Figura 6.31: Sinais de refereˆncia e de sa´ıda para um controlador de realimentac¸a˜o de estado
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(a) Controlador P, Kp = 0.05 (b) Controlador P, Kp = 0.1
(c) Controlador PD, K = 0.1, Td = 0.02 (d) Controlador PD, K = 0.1, Td = 0.02
(e) Controlador RST, p1,2 = −45.9± j36.2 (f) Controlador por realimentac¸a˜o de estado,
p1,2 = −45.9± j36.2
Figura 6.32: Sinais de controlo para o sistema com massa adicionada
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Cap´ıtulo 7
Concluso˜es e trabalho futuro
Apresentam-se neste cap´ıtulo as principais concluso˜es obtidas com este trabalho e al-
gumas propostas para trabalho futuro.
A plataforma contru´ıda permitiu cumprir os principais objectivos que se tinham colo-
cado inicialmente. Com esta foi poss´ıvel estudar o desempenho de algoritmos de controlo
digital, mudando facilmente os paraˆmetros de controlo atrave´s das func¸o˜es desenvolvidas
em MATLAB. O sensor, montado na plataforma para medic¸a˜o de deslocamento, permitiu,
apo´s processamento digital dos seus sinais de sa´ıda, obter uma posic¸a˜o absoluta do cursor
com elevada precisa˜o. O projecto e a aplicac¸a˜o de um pre´-distorc¸or ao amplificador de
poteˆncia permitiu, de uma forma eficaz, reduzir significativamente as suas na˜o linearidades
para que a tensa˜o aplicada aos terminais do motor fosse proporcional ao sinal de controlo.
A identificac¸a˜o matema´tica do sistema partindo das equac¸o˜es f´ısicas que o regem pode ser
um bom ponto de partida para o seu conhecimento, nomeadamente da ordem do respec-
tivo modelo. No entanto, concluiu-se pelos resultados experimentais que o modelo obtido
desta forma incorporava um nu´mero de paraˆmetros superior ao necessa´rio. A modelac¸a˜o
do sistema por um modelo de 2a ordem, que inicialmente se previa ser descrito por um
modelo de 3a ordem, revelou-se assim igualmente eficaz e tornou o respectivo modelo mais
simples. No que respeita ao elemento de processamento do sistema, verificou-se que o
controlo realizado por computador na˜o permitia a operac¸a˜o com frequeˆncias de amostra-
gem elevadas. Verificou-se, neste caso, que a lateˆncia das func¸o˜es MATLAB de envio e
recepc¸a˜o de comandos para a plataforma pela porta se´rie constituia um factor limitativo,
impossibilitando a operac¸a˜o de controladores com um per´ıodo de amostragem inferior a
≈ 10ms. Adicionalmente verificou-se que o per´ıodo de amostragem na˜o se mantinha cons-
tante ao longo de uma experieˆncia. Programando o microcontrolador para implementac¸a˜o
do algoritmo de controlo permitiu o controlo do sistema com frequeˆncia de amostragem
mais elevada e constante, a 1KHz, sendo ainda poss´ıvel aumenta´-la dadas as suas capa-
cidades. Os resultados obtidos com os controladores PD e por posicionamento de po´los,
no seguimento de sinais de refereˆncia, revelaram uma plataforma funcional. Foi poss´ıvel
encontrar diferenc¸as na actuac¸a˜o dos respectivos algoritmos de controlo, sendo que, para o
sistema em causa, o PD foi o mais eficaz. A diferenc¸a para os controladores por posiciona-
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mento de po´los na˜o foi muito significativa, mas a presenc¸a de um zero no caso do primeiro
marcou essas diferenc¸as. No entanto, verifica-se que, para o caso dos controladores por
posicionamento de po´los, a vantagem principal de poder definir a equac¸a˜o caracter´ıstica do
sistema compensado de uma forma arbitra´ria e´, tambe´m, limitada dadas as limitac¸o˜es do
pro´prio actuador e do sistema. Pelo que foi dito, a vantagem da utilizac¸a˜o de um contro-
lador por posicionamento de po´los em detrimento de um controlador PID e´ inega´vel, mas
claro que isto e´ va´lido partindo do prossuposto que se tem actuadores ilimitados, ja´ que a
saturac¸a˜o do sinal de controlo torna-o um sistema na˜o-linear (operando em malha aberta
nos instantes em que o actuador esta´ saturado).
7.1 Trabalho futuro
A plataforma desenvolvida pode ainda ser alvo de melhoramentos, tornando-a um sis-
tema mais completo e que permita, por exemplo, testar algoritmos de controlo para sis-
temas na˜o lineares. Em particular, propo˜e-se a continuac¸a˜o do trabalho ja´ iniciado que
consta no acoplamento de um peˆndulo invertido no cursor mo´vel - figuras 7.1 e 7.2. Nesta
montagem, um segundo encoder (em conjunto com uma codewheel) permite a detecc¸a˜o da
sua posic¸a˜o angular, sendo os sinais do sensor enviados para o microcontrolador atrave´s
de um cabo flex´ıvel. Como e´ conhecido, o exerc´ıcio cla´ssico do peˆndulo invertido e´ um
problema de controlo de um sistema na˜o linear dinaˆmico, pelo que sera´ um bom exerc´ıcio
para o teste de te´cnicas de controlo avanc¸ado.
A plataforma implementada demonstrou ser um instrumento muito u´til para o es-
tudo pra´tico de algoritmos de controlo, permitindo efectuar ana´lises comparativas de de-
sempenho de diferentes estruturas de controlo, e do impacto (e sensibilidade) dos va´rios
paraˆmetros dos controladores. Mostrou, tambe´m, ser uma plataforma muito flex´ıvel pois
permite na˜o so´ a implementac¸a˜o de diferentes controladores no pro´prio microcontrolador
que gere o sistema (operando, nesta forma, com um sistema de amostragem totalmente con-
trolado, de tempo-real, com per´ıodo de amostragem muito baixo e constante, de amostra
em amostra), como permite que os algoritmos de controlo sejam implementados num com-
putador (em MATLAB, por exemplo) onde o sistema e o computador sa˜o ambos colocados
na mesma malha de controlo.
Os testes realizados permitem afirmar que esta plataforma, que apresenta uma dinaˆmica
muito ra´pida face aos equipamentos presentes no laborato´rio de controlo do DETI, esta´
apta a contribuir positivamente para a consolidac¸a˜o dos conhecimentos a ser adquiridos
pelos alunos das pro´ximas edic¸o˜es das disciplinas da a´rea de Controlo, bem como no estudo
e teste de controlo de sistemas na˜o-lineares (como e´ o caso do peˆndulo invertido).
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Figura 7.1: Plataforma com peˆndulo adicionado
(a) Peˆndulo (b) Montagem feita em cima do cur-
sor
Figura 7.2: Plataforma com peˆndulo adicionado - pormenores
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Apeˆndice A
DETPIC32 - Esquema ele´ctrico
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Apeˆndice B
Ligac¸o˜es ele´ctricas efectuadas a`
DETPIC32
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