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Abstract
Deep learning is bringing remarkable contri-
butions to the field of argumentation mining,
but the existing approaches still need to fill
the gap towards performing advanced reason-
ing tasks. We illustrate how neural-symbolic
and statistical relational learning could play a
crucial role in the integration of symbolic and
sub-symbolic methods to achieve this goal.
1 Introduction
The goal of argumentation mining (AM) is to
automatically extract arguments and their rela-
tions from a given document (Lippi and Torroni,
2016). Recent years have seen the development
of a large number of techniques in this area, on
the wake of the advancements produced by deep
learning on the whole research field of natural
language processing (NLP). Yet, it is widely rec-
ognized that the existing AM systems still have
a large margin of improvement, as good results
have been obtained with some genres where prior
knowledge on the structure of the text eases some
AM tasks, but other genres such as legal cases
and social media documents still require more
work (Cabrio and Villata, 2018). Performing and
understanding argumentation requires advanced
reasoning capabilities that are natural skills for hu-
mans, but which are difficult to learn for a ma-
chine. Understanding whether a given piece of
evidence supports a given claim, or whether two
claims attack each other, are complex problems
that humans are able to address thanks to their
ability to exploit commonsense knowledge, and to
perform reasoning and inference. Despite the re-
markable impact of deep neural networks in NLP,
we argue that these techniques alone will not suf-
fice to address such complex issues.
We envisage that a paradigm shift in AM
could come from the combination of sym-
bolic and sub-symbolic approaches, such
as those developed in the Neural Symbolic
(NeSy) (Garcez et al., 2015) or Statistical Re-
lational Learning (SRL) (Getoor and Taskar,
2007; De Raedt et al., 2016; Kordjamshidi et al.,
2018) communities. This issue is also widely
recognized as one of the major challenges for the
whole field of artificial intelligence in the coming
years (LeCun et al., 2015).
In computational argumentation, structured ar-
guments have been studied and formalized for
decades using models that can be expressed
in a logic framework (Bench-Capon and Dunne,
2007). On the other hand, AM has rapidly
evolved by exploiting state-of-the-art neural ar-
chitectures coming from deep learning. So far,
these two worlds have progressed largely indepen-
dently of each other. Only recently, a few works
have taken some steps towards the integration of
such methods, by applying techniques combin-
ing sub-symbolic classifiers with knowledge ex-
pressed in the form of rules and constraints to AM.
For instance, Niculae et al. (2017) adopted struc-
tured support vector machines and recurrent neural
networks to collectively classify argument com-
ponents and their relations in short documents,
by hard-coding contextual dependencies and con-
straints of the argument model in a factor graph.
A joint inference approach for argument compo-
nent classification and relation identification was
instead proposed by Persing and Ng (2016), fol-
lowing a pipeline scheme where integer linear pro-
gramming is used to enforce mathematical con-
straints on the outcomes of a first-stage set of clas-
sifiers. In their recent work, Cocarascu and Toni
(2018) combined a deep network for relation ex-
traction with an argumentative reasoning approach
that computes the dialectical strength of argu-
ments, for the task of determining whether a re-
view is truthful or deceptive.
In this paper, we propose to exploit the potential
of both symbolic and sub-symbolic approaches for
AM, combining both results in systems that are ca-
pable of modeling knowledge and constraints with
a logic formalism, while maintaining the compu-
tational power of deep networks. Differently from
existing approaches, we propose to use a logic-
based language for the definition of contextual de-
pendencies and constraints, independently of the
structure of the underlying classifiers. Most im-
portantly, the approaches we outline do not exploit
a pipeline scheme, but are able to perform joint
detection of argument components and relations
through a single learning process.
2 Modeling Argumentation with
Probabilistic Logic
Computational argumentation is concerned
with modelling and analyzing argumentation
in the computational settings of artificial in-
telligence (Bench-Capon and Dunne, 2007;
Rahwan and Simari, 2009). The formalization
of arguments is usually addressed at two levels.
At the argument level, the definition of formal
languages for representing knowledge, and spec-
ifying how arguments and counterarguments can
be constructed from that knowledge is the domain
of structured argumentation (Besnard et al.,
2014). In structured argumentation, the premises
and claim of the argument are made explicit,
and their relationships are formally defined.
However, when the discourse consists of multiple
arguments, such arguments may conflict with one
another and result in logical inconsistencies. A
typical way of dealing with such inconsistencies
is to identify sets of arguments that are mutually
consistent and are collectively able to counter
their “attackers.” One way to do that is to abstract
away from the internal structure of arguments
and focus on the higher-level relations among
arguments: a conceptual framework known as
abstract argumentation (Dung, 1995).
Similarly to structured argumentation, AM
too builds on the definition of an argument
model, and aims to identify parts of the input
text that can be interpreted as argument com-
ponents (Lippi and Torroni, 2016). For exam-
ple, if we take a basic claim/evidence argu-
ment model, possible tasks could be claim de-
tection (Aharoni et al., 2014; Lippi and Torroni,
2015), evidence detection (Rinott et al., 2015),
and the prediction of links between claim and ev-
idence (Niculae et al., 2017; Galassi et al., 2018).
However, in structured argumentation the formal-
ization of the model is the basis for an inferen-
tial process, whereby conclusions can be obtained
starting from premises. In AM, instead, an argu-
ment model is usually defined in order to identify
the target classes, and in some isolated cases to ex-
press relations, for instance among argument com-
ponents (Niculae et al., 2017), but not for produc-
ing inferences that could help the AM tasks.
The languages of structured argumentation
are logic-based. An influential structured ar-
gumentation system is deductive argumenta-
tion (Besnard and Hunter, 2001), where premises
are logical formulae, which entail a claim, and en-
tailment may be specified from a range of base
logics, such as classical logic or modal logic.
In assumption-based argumentation (Dung et al.,
2009) instead arguments correspond to assump-
tions, which like in deductive systems prove
a claim, and attacks are obtained via a no-
tion of contrary assumptions. Another power-
ful framework is defeasible logic programming
(DeLP) (Garcı´a and Simari, 2004), where claims
can be supported using strict or defeasible rules,
and an argument supporting a claim is warranted
if it defeats all its counter arguments. For example,
that a cephalopod is a mollusc could be expressed
by a strict rule such as:
mollusc(X) ← cephalopod(X)
because these notions belong to an artificially de-
fined, incontrovertible taxonomy. However, since
in nature not all molluscs have a shell, and ac-
tually cephalopods are molluscs without a shell,
rules used to conclude that a given specimen has
or does not have a shell are best defined as defea-
sible. For instance, one could say:
has shell(X)  mollusc(X)
∼ has shell(X)  cephalopod(X)
where  denotes defeasible inference.
The choice of logic notwithstanding, rules of-
fer a convenient way to describe argumentative
inference. Moreover, depending on the applica-
tion domain, the document genre, and the em-
ployed argument model, different constraints and
rules can be enforced on the structure of the un-
derlying network of arguments. For example, if
we adopt a DeLP-like approach, strict rules can
be used to define the relations among argument
components, and defeasible rules to define context
knowledge. For example, in a hypothetical claim-
premise model, support relations may be defined
exclusively between a premise and a claim. Such
structural properties could be expressed by the fol-
lowing strict rules:
claim(Y ) ← supports(X,Y )
premise(X) ← supports(X,Y )
whereby if X supports Y , then X is a claim and
Y is a premise. As another abstract example, two
claims based on the same premise may not attack
each other:
∼ attacks(Y 1, Y 2) ← supports(X,Y 1) ∧
supports(X,Y 2)
As an example of defeasible rules, consider in-
stead the context information about a political de-
bate, where a republican candidate, R, faces a
democrat candidate, D. Then one may want to
use the knowledge that R’s claims and D’s claims
are likely to attack each other:
attacks(Y 1, Y 2)  auth(Y 1, R) ∧ rep(R) ∧
auth(Y 2,D) ∧ dem(D)
where predicate auth(A,B) denotes that claim A
was made by B. There exist many non-monotonic
reasoning systems that integrate defeasible and
strict inference. However, an alternative approach
that may successfully reconcile the computational
argumentation view and the AM view is offered
by probabilistic logic programming (PLP).
PLP combines the capability of logic to rep-
resent complex relations among entities with the
capability of probability to model uncertainty over
attributes and relations (Riguzzi, 2018). In a PLP
framework such as PRISM (Sato and Kameya,
1997), LPAD (Vennekens et al., 2004) or
ProbLog (De Raedt et al., 2007), defeasible
rules may be expressed by rules with a probability
label. For instance, in LPAD syntax, one could
write:
attacks(Y 1, Y 2) : 0.8 ← auth(Y 1, R) ∧ rep(R)∧
auth(Y 2, D) ∧ dem(D)
to express that the above rule holds in 80% of
cases. In this example, 0.8 could be interpreted
as a weight or score suggesting how likely a con-
straint is to hold. In more recent approaches, such
weights could be learned from the examples.
3 Combining Symbolic and
Sub-Symbolic Approaches
The usefulness of deep networks has been
tested and proven in many NLP tasks, such
as machine translation (Young et al., 2018),
sentiment analysis (Zhang et al., 2018a), text
classification (Conneau et al., 2017; Zhang et al.,
2018b), relations extraction (Huang and Wang,
2017), as well as in AM (Daxenberger et al.,
2017; Cocarascu and Toni, 2018; Schulz et al.,
2018; Lauscher et al., 2018; Galassi et al., 2018;
Lugini and Litman, 2018). While a straightfor-
ward approach to exploit domain knowledge in
AM is to apply a set of hand-crafted rules on
the output of some first stage classifier (such as
a neural network), NeSy or SRL approaches can
directly enforce (hard or soft) constraints during
training, so that a solution that does not satisfy
them is penalized, if not made even impossible.
Therefore, if a neural network is trained to clas-
sify argument components, and another one1 is
trained to detect links between them, additional
global constraints can be enforced to adjust the
weights of the networks towards admissible so-
lutions, as the learning process advances. Sys-
tems like DeepProbLog (Manhaeve et al., 2018),
Logic Tensor Networks (Serafini and Garcez,
2016), or Ground-Specific Markov Logic Net-
works (Lippi and Frasconi, 2009), to mention a
few, enable such a scheme.
As an example, we report how to implement one
of the cases mentioned in Section 2 with Deep-
ProbLog. By extending the ProbLog framework,
with DeepProbLog it is possible to introduce the
following kind of construct:
nn(m,~t, ~u) :: q(~t, u1); . . . ; q(~t, un).
The effect of the construct is the creation of a set
of ground probabilistic facts, whose probability is
assigned by a neural network. This mechanism al-
lows to delegate to a neural network m the classi-
fication of a set of predicates q defined by some in-
put features ~t. The possible classes are given by ~u.
Therefore, in the AM scenario, it would be possi-
ble, for example, to exploit two networks m t and
m r to classify, respectively, the type of a poten-
tial argumentative component and the potential re-
lation between two components. The correspond-
ing DeepProbLog code would appear as in Fig-
ure 1. These predicates could be easily integrated
1Or even the same, in a multi-task setting.
nn ( m t ,H , [ c la im , prem , non a r g ] ) : :
t ype (H, c l a im ) ;
t ype (H, p r em i s e ) ;
t ype (H, non a r g ) .
nn ( m r , H1 ,H2 , [ a t t , supp , none ] ) : :
r e l (H1 , H2 , a t t ) ;
r e l (H1 , H2 , supp ) ;
r e l (H1 , H2 , none ) .
Figure 1: An excerpt of a DeepProbLog program for
the definition of neural predicates for AM.
t ype (Y, c l a im ) :− r e l (X,Y, supp ) .
t ype (X, p r em i s e ) :− r e l (X,Y, supp ) .
\+ r e l (Y1 ,Y2 , a t t ) :−
r e l (X,Y1 , supp ) ,
r e l (X,Y2 , supp ) .
0 . 8 : : r e l (Y1 , Y2 , a t t ) :−
made by (Y1 ,R) , r ep (R) ,
made by (Y2 ,D) , dem (D) .
Figure 2: An excerpt of a (Deep)ProbLog program for
the definition of (probabilistic) rules for AM.
within a probabilistic logic program designed for
argumentation, so as to model (possibly weighted)
constraints, rules, and preferences, such as those
described in Section 2. Figure 2 illustrates one
such possibility.
The kind of approach hereby described strongly
differs from the existing approaches in AM.
Whereas Persing and Ng (2016) exploit a pipeline
scheme to apply the constraints to the predictions
made by deep networks at a first stage of com-
putation, the framework we propose is capable to
perform a joint training, which includes the con-
straints within the learning phase. This can be
viewed as an instance of Constraint Driven Learn-
ing (Chang et al., 2012) and its continuous coun-
terpart, posterior regularization (Ganchev et al.,
2010), where multiple signals contribute to a
global decision, by being pushed to satisfy expec-
tations on the global decision. Differently from
the work by Niculae et al. (2017), who use factor
graphs to encode inter-dependencies between ran-
dom variables, our approach enables to exploit the
interpretable formalism of logic to represent rules.
Moreover, the models of NeSy and SRL are typi-
cally able to learn the weights or the probabilities
of the rules, or even to learn the rules themselves,
thus addressing a structure learning task.
4 Discussion
After many years of growing interest and remark-
able results, time is ripe for AM to scale up
and move forward in its ability to support com-
plex arguments. To this end, we argue that re-
search in this area should aim at combining sub-
symbolic and symbolic approaches, and that sev-
eral state-of-the-art ML frameworks already pro-
vide the necessary ground for such a leap forward.
The combination of such approaches will lever-
age different forms of abstractions that we con-
sider essential for AM. On the one hand, (proba-
bilistic) logical representations enable one to spec-
ify AM systems in terms of data, world knowledge
and other constraints, and to express uncertain-
ties at a logical and conceptual level rather than
at the level of individual random variables. This
would make AM systems easier to interpret —
a feature that is now becoming a need for AI in
general (Guidotti et al., 2018) — since they could
help explain the logic and the reasons that lead
them to produce their arguments, while still deal-
ing with the uncertainties stemming from the data
and the (incomplete) background knowledge. On
the other hand, however, AM is too complex to
fully specify the distributions of random variables
and their global (in)dependency structure a priori.
Sub-symbolic models can replace this complexity
with finding the right, general outline, in the form
of computational graphs, and processing data.
In order to fully exploit the potential of this
joint approach, clearly many challenges have to be
faced. First of all, several languages and frame-
works for NeSy and SRL exist, each with its own
characteristics in terms of both expressive power
and efficiency. In this sense, AM would represent
an ideal test-bed for such frameworks, by present-
ing a challenging, large-scale application domain
where the exploitation of a background knowledge
could play a crucial role to boost performance.
Inference in this kind of models is clearly an is-
sue, thus AM would provide additional bench-
marks for the development of efficient algorithms,
both in terms of memory consumption and running
time. Finally, although there are already several
NeSy and SRL frameworks available, being these
research areas still relatively young and in rapid
development, their tools are not yet mainstream.
Here, an effort is needed in integrating such tools
with state-of-the-art neural architectures for NLP.
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