Abstract-In this paper, we study static output feedback selection in linear time invariant structured systems. We assume that the inputs and the outputs are dedicated, i.e., each input actuates a single state and each output senses a single state. Given a structured system with dedicated inputs and outputs and a cost matrix that denotes the cost of each feedback connection, our aim is to select an optimal set of feedback connections such that the closed-loop system satisfies arbitrary pole-placement. This problem is referred as the optimal feedback selection problem. We first prove the NP-hardness of the problem using a reduction from a well known NP-hard problem, the weighted set cover problem. In addition, we also prove that the optimal feedback selection problem is inapproximable below a constant factor of log (n), where n denotes the system dimension. To this end, we propose an algorithm to find an approximate solution to the optimal feedback selection problem. The proposed algorithm consists of a potential function incorporated with a greedy scheme and attains a solution with a guaranteed approximation ratio.
I. INTRODUCTION
The emergence of large-scale networks as physical models capturing the structural properties of real networks presents new challenges in design, control and optimization. Largescale dynamical systems have applications in diverse areas, including biological networks, transportation networks, water distribution networks, robotics and internet. Most of the real world networks are often too complex and of large system dimension that employing conventional system theoretic tools to analyse various properties of these systems are computationally infeasible. Recently there has been immense research advance in the area of large-scale dynamical systems collectively using concepts from various interdisciplinary fields including control theory, network science and statistical physics. These studies emphasise on the relationship between the topology and the dynamics of complex networks.
This paper is about static output feedback selection in linear time invariant (LTI) systems. Feedback selection problem is a classical problem in control theory which resisted much advances due to the inherent hardness of the problem. We address the feedback selection problem for complex systems whose graph pattern is known and no parameter values are known. More specifically, this paper discusses optimal static feedback selection for structured LTI systems. Given a structured system with specified state, input and output structures and a cost matrix that denotes the cost of each feedback connection, our objective is to design an optimal feedback matrix that satisfies arbitrary pole-placement of the closed-loop system. The motivation for this comes from the recent interest and developments in the control of large-scale systems modeled with a very large number of variables, where implementing
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control strategies that effect all or many of the variables in the system is not economical or rather not feasible.
Structural analysis of dynamical systems is a well studied area since the introduction of structural controllability by Lin in [1] . The power of this analysis lies in the fact that many structural properties are 'generic' in nature, i.e., these properties hold for almost all systems with the same structure [2] , [3] . Over last few decades, various design and optimization problems in this area are addressed in many papers. These papers mainly use concepts of bipartite matching and graph connectivity. For a detailed reading on various problems in this area see [4] and references therein.
Optimal feedback selection for structured systems is previously addressed in many papers. The unconstrained case, where input, output and feedback structure are not constrained, is addressed in [5] . The constrained case when the inputs and the outputs are non-dedicated is considered in [6] , [7] . Authors in [6] considered a special case where the system is irreducible 1 . In [7] , the authors show the NP-hardness of the problem and later propose a polynomial-time algorithm for a special graph topology. The case where the inputs and outputs are dedicated and the feedback edges are associated with nonzero, uniform costs (all feedback links are of same costs), is considered in [8] and a linear-time algorithm is given in [9] .
Thus, when inputs/outputs are not dedicated, the optimal feedback selection problem is NP-hard. However, when inputs/outputs are dedicated and the feedback links between any output to input are possible and have uniform cost, then the optimal feedback selection can be found in O(n) complexity. Here, we consider a case in which inputs/outputs are dedicated, but the feedback costs are not uniform. In this scenario, we make the following contributions:
• We prove that the optimal feedback selection problem for dedicated inputs and outputs and feedback edges with nonuniform costs is NP-hard (Theorem 1).
• We prove that the optimal feedback selection problem for dedicated inputs and outputs and feedback edges with nonuniform costs is inapproximable below multiplicative factor of log( n), where n denotes the system dimension (Theorem 2).
• We propose an approximation algorithm with a guaranteed approximation ratio for solving the problem (Algorithm 4).
• We show that the the proposed algorithm has computational complexity polynomial in the number of cycles and system dimension (Theorem 4).
The organization of the rest of the paper is as follows: Section II gives the formulation of the optimization problem addressed in this paper. Preliminaries and few existing results used in the sequel is described in Section III. Section IV analyzes the complexity of the problem and proves the NPhardness of the problem. Section V reformulates the problem to a graph theoretic equivalent and later Section VI gives an approximation algorithm to solve the problem. Finally Section VII gives the concluding remarks and future directions.
II. PROBLEM FORMULATION
Consider an LTI systemẋ = Ax+Bu, y=Cx, where A ∈ R n×n , B ∈ R n×m and C ∈ R p×n . Here the matrices A, B and C denote state, input and output matrices respectively and R denotes the set of real numbers. The structured matrices A,B andC corresponding to this system are such that
HereĀ ∈ {0, ⋆} n×n ,B ∈ {0, ⋆} n×m andC ∈ {0, ⋆} p×n and (Ā,B,C) is referred as a structured system. Further, (A, B, C) that satisfy equation (1) is called a numerical realization of the structured system (Ā,B,C). Let P ∈ R m×p be a cost matrix, where P ij denotes the cost of feeding the j th output to the i th input. Our objective here is static output feedback selection. A feedback edge is said to be infeasible if the corresponding output can not be fed to the corresponding input. All infeasible feedback connections are assigned with infinity cost. In other words, P ij = +∞ implies that the j th output can not be fed to the i th input. We defineK ∈ {0, ⋆} m×p as the feedback matrix, whereK ij = ⋆ if the j th output is fed to the i th input. Our aim is to design an optimal static output feedback matrix such that the closed-loop system guarantees arbitrary pole-placement. A graph theoretic necessary and sufficient condition for checking whether arbitrary pole-placement is feasible or not in a structured system is given in [10] . This condition depends on the existence of structurally fixed modes (SFMs) in the closed-loop structured system. Hence to address the pole-placement problem in structured systems, the concept of SFMs is used in this paper. Let
. SFMs are defined as follows. Given a structured system (Ā,B,C) and a cost matrix P , our aim is to find a minimum cost set of feedback edges such that the closed-loop system denoted by (Ā,B,C,K) has no SFMs. The set of all feedback matricesK that satisfies the no-SFM criteria is denoted by the set K. In other words, K := {K ∈ {0, ⋆} m×p : (Ā,B,C,K) has no SFMs} is the set of feasible solutions to the optimization problem discussed in this paper. The cost associated with the feedback matrixK is denoted by P (K), where P (K) = (i,j):Kij =⋆ P ij . The optimization problem addressed in this paper is given below.
Definition 1. The structured system (Ā,B,C) and feedback matrixK is said not to have structurally fixed modes if there exists a numerical realization (A,B,C) of (Ā,B,C) such that
Here I m and I p denote m dedicated inputs and p dedicated outputs, respectively. A dedicated input is an input which actuates a single state and a dedicated output is an output that senses a single state. Thus there is exactly one ⋆ entry in each column of I m and exactly one ⋆ entry in each row of I p . Problem 1 is referred to as the optimal feedback selection problem. If P (K ⋆ ) = +∞, then we say that arbitrary poleplacement is not possible for (Ā, I m , I p ) and cost matrix P .
III. NOTATIONS, PRELIMINARIES AND EXISTING RESULTS
For describing various graph theoretic conditions used in the analysis of structured systems, we first elaborate on few notations and constructions. A digraph D(Ā) := (V X , E X ), where V X = {x 1 , . . . , x n } and an edge (x j , x i ) ∈ E X ifĀ ij = ⋆. The edge (x j , x i ) directed from x j towards x i implies that state x j can influence state x i . Hence the influence of states on other states is captured in the digraph D(Ā). Similarly, we
Thus D(Ā,B,C,K) captures the influence of states, inputs, outputs and feedback connections. The digraphs D(Ā) and D(Ā,B,C,K) are referred to as the state digraph and the closed-loop system digraph respectively. Necessary and sufficient condition for the no-SFM criteria is described below. 
The conditions given in Proposition 1 thus serve as conditions for checking existence of SFMs in the closed-loop system. For verifying condition (a), one has to find all the SCCs in the digraph D(Ā,B,C,K). If each SCC has atleast one feedback edge present in it, then condition (a) is satisfied. Concerning condition (b), an equivalent matching 2 condition using the bipartite 3 graph B(Ā,B,C,K) exists [11] . The construction of bipartite graph B(Ā,B,C,K) is as follows. We first define state bipartite graph B(
Using B(Ā,B,C,K), the following result holds.
Proposition 2. [11, Theorem 3] Consider a closed-loop structured system (Ā,B,C,K). The bipartite graph B(Ā,B,C,K) has a perfect matching if and only if all state nodes are spanned by disjoint union of cycles in D(Ā,B,C,K).
If B(Ā) has a perfect matching, then B(Ā,B,C,K) has a perfect matching which in turn implies condition (b) is satisfied without using any feedback edge. This is because in B(Ā,B,C,K), (u ′ i , u i ) ∈ E U , for all i ∈ {1, . . . , m} and (y ′ i , y i ) ∈ E Y , for all i ∈ {1, . . . , p}. Thus a perfect matching in B(Ā) is a sufficient condition for satisfying condition (b).
Finding SCCs in D(Ā,B,C,K) has O(n 2 ) complexity [12] . Verifying condition (b) has a complexity O(n 2.5 ) using the matching condition given in Proposition 2 [12] . Hence, given (Ā,B,C) and feedback matrixK, verifying the conditions in Proposition 1 has complexity O(n 2.5 ). Our objective in this paper is to obtain an optimal (in the sense of cost) set of feedback connections that guarantees arbitrary pole-placement. In other words, we need to obtain an optimal set of feedback edges that satisfies the no-SFM criteria. Even though verifying existence of SFMs is of polynomial complexity, identifying an optimal feedback matrix may not be computationally easy. Specifically, in large scale systems of huge system dimension, an exhaustive search based technique to obtain an optimal solution to Problem 1 is not computationally recommended. To this end, before proposing a framework to solve Problem 1, we analyze the tractability of Problem 1 in the section below.
IV. COMPLEXITY OF OPTIMAL FEEDBACK SELECTION PROBLEM WITH DEDICATED INPUTS AND OUTPUTS
In this section, we prove the NP-hardness of Problem 1. The hardness result is obtained using a reduction of a known NPhard problem, the weighted set cover problem, to an instance of Problem 1. The weighted set cover problem is a standard NP-hard problem with numerous applications. It is described here for the sake of completeness [13] . Given a universe U of N elements U = {1, . . . , N }, and a collection of sets P = {S 1 , S 2 , ....S r }, where S i ⊆ U and ∪ Si∈P S i = U and a weight function w : P → R, the objective is to find a set S ⋆ ⊆ P such that ∪ Si⊂S ⋆ S i = U and Si∈S ⋆ w(S i ) is minimum.
The pseudo-code showing a polynomial time reduction of the weighted set cover problem to an instance of Problem 1 is presented in Algorithm 1. Given the weighted set cover problem, we construct an instance of Problem 1 as follows. The structured system (Ā,B,C) has states x 1 , . . . , x N +r+1 , inputs u 1 , . . . , u r+1 and outputs y 1 , . . . , y r . The structured state matrixĀ ∈ {0, ⋆} (N +r+1)×(N +r+1) is constructed as follows. For ease of understanding, we refer x 1 , . . . , x N , as the element nodes and x N +1 , . . . , x N +r , as the set nodes. The nodes {x 1 , . . . , x N } correspond to the elements of the universe U and each of the nodes in x 1 , . . . , x N have an edge from the node x N +r+1 . The nodes {x N +1 , . . . , x N +r } correspond to the sets of the weighted set cover problem. A set node x N +k has an edge from element node x j if element j ∈ U belongs to set S k ∈ P. This completes the construction ofĀ (Step 2).
The structured matrixB ∈ {0, ⋆} (N +r+1)×(r+1) corresponds to the (r + 1) dedicated input nodes which are fed to set nodes x N +1 , . . . , x N +r and x N +r+1 (Step 3). The structured matrixC ∈ {0, ⋆} r×(N +r+1) corresponds to the Algorithm 1 Pseudo-code for reducing weighted set cover to an instance of Problem 2 Input: A weighted set cover problem with universe U = {1, 2, . . . , N }, sets P = {S 1 , . . . , S r } and a weight function w associated with each set in P Output: A structured system (Ā,B = I m ,C = I p ) and a feedback cost matrix P 1: We define a structured (Ā,B,C) as follows:
. . r} and i = r+1, 0, for i, j ∈ {1, . . . , r} and i=j, +∞, otherwise. 6: LetK be a solution to Problem 1 for (Ā,B,C) and cost matrix P constructed above 7: Sets selected underK, S(K) ← {S j−N :K ij = ⋆ and i = j} 8: Weight of the set w(S(K)) ← Si∈S(K) w(S i ) r dedicated output nodes which come out from the r set nodes x N +1 , . . . , x N +r respectively (Step 4). Thus for the constructed structured system, n = N + r + 1, m = r + 1 and p = r. Corresponding to the (r + 1) inputs and r outputs, the feedback cost matrix P ∈ R + (r+1)×r is defined as follows. We assign P ij = 0, for i, j ∈ {1, . . . , r} and i = j. For i = r + 1 and j ∈ {1, . . . , r}, P ij is assigned the weight of the set S j (Step 5). The motive for defining such a feedback cost structure is the following. In a solution to Problem 1, if we select a feedback edge connecting set node x N +k to x N +r+1 , it is analogous to selecting the set S k in the weighted set cover problem. The zero cost feedback edges take into account the set nodes x N +j for which the feedback edge going from x N +j to x N +r+1 is not selected. Given a solutionK to Problem 1, the sets selected underK is defined as S(K). Here S(K) consists of all those sets whose corresponding set node has its dedicated output connected to the input u r+1 inK (Step 7). Further, the weight w(S(K )) is defined as shown in Step 8. An illustrative example demonstrating the construction given in Algorithm 1 is given in Figure 1 . Lemma 1. Consider the weighted set cover problem with U = {1, . . . , N }, sets P = {S 1 , . . . , S r } and weight function w. Let (Ā,B,C) and P be the structured system and feedback cost matrix constructed using Algorithm 1. Then,K ∈ K implies S(K) covers U .
Proof. Here we assume that a solutionK to Problem 1 is given and then show that S(K) is a solution to the weighted set cover problem. This is proved using a contradiction argument. Let, S(K) does not cover U . Then there is an element, j ∈ U , such that S(K) does not cover it. Consider node x j . SinceK is a solution to Problem 1, it follows that x j must lie in an SCC with at least one feedback edge in it. Notice that node x j does not have an input or output connected directly to it. Thus the only way for node x j to satisfy condition (a) in Proposition 1 is using a feedback edge connecting the output of some set node x k , where k ∈ {N + 1, . . . , N + r}, to the input of node x N +r+1 such that (x j , x k ) ∈ E X . Using
Step 8 of Algorithm 1, this implies that set S k−N ∈ S(K). Thus element j is covered by S(K). Hence it is a contradiction to the assumption that S(K) does not cover element j. Proof. The reduction of the weighted set cover problem given in Algorithm 1 is used for proving the NP-hardness. LetK be a solution to Problem 1. By Lemma 1, S(K) is a solution to the weighted set cover problem. Hence feasibility holds. To prove optimality, assume thatK ⋆ denotes an optimal solution to Problem 1. The proof follows if S(K ⋆ ) is an optimal solution to the weighted set cover problem. We prove this using a contradiction argument. Let the set S ′ be a cover to the weighted set cover problem, i.e., ∪ Si∈S ′ S i = U , such that w(S ′ ) < w(S(K ⋆ )). Corresponding to the set S ′ , we constructK ′ ∈ {0.⋆} (r+1)×r as follows.
⋆, for i = r + 1 and j : S j ∈ S ′ , ⋆, if i = j, 0, otherwise. Notice that the cost P (K ′ ) = w(S ′ ) because the feedback edges selected inK ′ of the form (y k , u r+1 ) have cost w(S k ) and other feedback edges of the form (y k , u k ) have a zero cost. To show thatK ′ ∈ K, for an arbitrary node x j consider the following three cases: 1) j ∈ {1, . . . , N }, 2) j ∈ {N + 1, . . . , N + r} and 3) j = N + r + 1.
For case 1), consider node x j . Since S ′ is a solution to the set cover problem, there exists a set S k ∈ S ′ such that j ∈ S k . Corresponding to the set S k ,K ′ (r+1)k = ⋆. Hence, x j lies in an SCC with the feedback edge (y k , u r+1 ). For case 2), notice thatK ′ ij = ⋆ for i = j. Hence, x N +k , for k = 1, . . . , r, lies in an SCC with the zero cost feedback edge (y k , u k ). For case 3), since we have shown that element nodes are part of an SCC with feedback edges connected to node x N +r+1 , node x N +r+1 is also a part of an SCC with a feedback edge. Thus all nodes lie in an SCC with a feedback edge and henceK ′ ∈ K. By
Steps 7 and 8 of Algorithm 1,
, which is a contradiction to optimality ofK ⋆ . As result, given an optimal solutionK ⋆ , an optimal solution to the weighted set cover problem S(K ⋆ ) can be obtained. Hence Problem 1 is NP-hard. Notice that in the reduction given in Algorithm 1, all nodes have a self-loop. Hence B(Ā) has a perfect matching. Thus, even without using any feedback edges, condition (b) is satisfied and hence the optimization in Problem 1 is now to satisfy condition (a) optimally. The following result holds.
Corollary 1. Consider the structured system (Ā,B = I m ,C = I p ) and feedback cost matrix P . Then, finding a minimum cost feedback matrix that satisfies condition (a) in Proposition 1 is NP-hard.
By Theorem 1, Problem 1 is at least as hard as the weighted set cover problem. Hence there does not exist a polynomial time algorithm to solve Problem 1, unless P=NP. However, approximation algorithms may exist. Before investigating this, the inapproximability of Problem 1 is analyzed in Theorem 2.
Theorem 2. Consider the weighted set cover problem and a structured system (Ā,B,C) with feedback cost matrix P constructed using Algorithm 1. LetK ⋆ be an optimal solution to Problem 1 on this structured system. For ǫ 1, ifK ′ is an ǫ-optimal solution to Problem 1, then S(K ′ ) is an ǫ-optimal solution to the weighted set cover problem, i.e.,
Moreover, Problem 1 is inapproximable to a factor of (1 − o(1)) log n, where n is the number of state nodes.
Proof. Let P (K ′ ) be an ǫ-optimal solution to problem 1. Then
. From Steps 7 and 8 of Algorithm 1, we have w(S(K ′ )) = P (K ′ ) asK ′ is a feasible solution to Problem 1. Since an optimal solution is also a feasible solution, we have w(S(
Since an ǫ-optimal solution to Problem 1 gives an ǫ-optimal solution to the weighted set cover problem and the weighted set cover problem is inapproximable to a factor of (1 − o(1)) log n [14] , Problem 1 is inapproximable to the factor of (1 − o(1)) log n.
V. REFORMULATING OPTIMAL FEEDBACK SELECTION PROBLEM TO OPTIMAL CYCLE SELECTION PROBLEM
In this section, we reformulate Problem 1 to a graph theoretic equivalent. The following assumption holds. The motivation to make this assumption comes from the fact that there are a wide class of systems called as self-damped systems that have a perfect matching in B(Ā), for example consensus dynamics in multi-agent systems and epidemic equations. Consider a structured system (Ā,B = I m ,C = I p ) and a cost matrix P satisfying Assumption 1. Recall that under Assumption 1, condition (b) in Proposition 1 is satisfied without using any feedback edge. Hence, for solving Problem 1 we need to satisfy only condition (a) in Proposition 1. 
Each cycle C i ∈ C has the following structure:
Given (Ā,B = I m ,C = I p ) and cost matrix P , the pseudocode showing reformulation of Problem 1 to a cycle based problem is presented in Algorithm 2. Algorithm 2 constructs digraph
and outputs the cycles in D R . The cycles in a directed graph can be found using the algorithm given in [15] .
Consider the directed graph D(Ā). We first find the set of all SCCs, N = {N 1 , . . . , N ℓ }, in D(Ā) (Step 1). Each SCC is now condensed to a node. With a slight abuse of notation, N = {N 1 , . . . , N ℓ } is used to denote the set of condensed nodes (Step 2). In D F , an edge (N a , N b ) ∈ E N if there exists an x i ∈ N a and x j ∈ N b andĀ ji = ⋆ (Step 4). Given the input edge set E U , the edge set E ′ U is constructed in such a way that
Recall that E K is the set of all feedback edges for which P ij is finite. Thus, E K consists of all feasible feedback edges.
Next we construct the reduced directed graph D R from D F . Corresponding to each SCC node in N , there are possibly multiple input and output nodes. Thus for an arbitrary node pair N a , N b ∈ N there are numerous feedback edges possible between them. In such a situation, we only consider a least cost feedback edge between these nodes and ignore others. Corresponding to an arbitrary node pair N a , N b ∈ N , we define the set E ab as the set of all feedback edges from N b to N a (Step 7). For all N a , N b ∈ N , if a feedback edge exists   between (N b , N a ) , select a minimum cost edge from edge set E ab and include it in edge set E min . This simplification results in a digraph
Step 10). Next, the directed cycle set C = {C 1 , . . . , C t } in D R is obtained. A cycle consists of two sets: node set N i ⊂ N and feedback edge set E i ⊂ E min . Also, the cost of an edge set E r ⊂ E min , denoted by c(E r ) is the sum of the costs of the individual edges present in it, i.e., c(E r ) = ei∈Er c(e i ), where c(e i ) is the cost of the feedback edge e i . Below we define Problem 2, which is an optimization problem on D R and later show that this formulation indeed solves Problem 1.
Problem 2. Consider a structured system (Ā,B,C) and feedback cost matrix P . Let E min denotes the set of feedback edges constructed using Algorithm 2. Then, find
This problem is referred to as the optimal cycle selection problem. We show that optimal cycle selection problem is equivalent to optimal feedback selection problem.
Theorem 3. Consider a structured system (Ā,B,C) and feedback cost matrix P . Let D R be the digraph constructed using Algorithm 2. Then, E ′ is a solution to Problem 2 if and only ifK
Proof. Only-if part: We assume that E ′ is a solution to Problem 2 and then show thatK ′ is a solution to Problem 1. Since E ′ is a solution to Problem 2, each N i ∈ N lies in a cycle with some feedback edge. Consider an arbitrary node x j ∈ N i . Since x j lies in the SCC N i and N i lies in a cycle with some feedback edge, say (y r , u s ), x j lies in an SCC with feedback edge (y r , u s ) in D(Ā,B,C,K ′ ). Since x j is arbitrary, all nodes lie in an SCC with a feedback edge. Hencē K ′ is a solution to Problem 1.
If-part:
We assume thatK ′ is a solution to Problem 1 and show that
′ is a solution to Problem 1, x j lies in an SCC with some feedback edge, say (y r , u s ). Hence there exists a directed path L from x j to itself, with node repetitions allowed, which includes feedback edge (y r , u s ). Let the set of nodes covered in this path is denoted by
there exists a path that originates at N i and ends at N i using edge (y r , u s ). Further, in this path node repetitions are not allowed since
Thus L is a cycle and hence N i lies in a cycle with feedback edge (y r , u s ). This concludes the if-part of the proof.
SinceK
Since E ′ and E opt are feasible solutions to Problem 2, by Theorem 3,K ′ andK ⋆ are feasible solutions to Problem 1.
We elaborate our approach to solve Problem 2 below.
VI. APPROXIMATION ALGORITHM FOR THE OPTIMAL FEEDBACK SELECTION PROBLEM
This section discusses a greedy algorithm and later an approximation algorithm to find an approximate solution to Problem 2, which in turn gives us an approximate solution to Problem 1. Recall C as the set of cycles in D R . 
Definition 2. Given a set of cycles
Our approach to solve Problem 2 incorporates a greedy algorithm presented in Algorithm 3 with a potential function presented in Algorithm 4. Algorithm 3 is described below. 
The pseudo-code to find a greedy solution to Problem 2 is presented in Algorithm 3. Given the set of cycles C and edge set E inp as input, Algorithm 3 outputs a set of edges H such that H ⊆ E min , H ∩ E inp = ∅ and all nodes N i ∈ N lie in at least one cycle in the digraph
. At each step of the while loop (Step 5), the sets I and H are defined as the set of nodes covered and the set of feedback edges selected respectively (Steps 2 and 3). Our purpose is to make I = N . In other words, given a set of cycles C in D R , our aim is to choose a set of cycles C sol ⊂ C such that C sol is a cover of N . For each cycle C i ∈ C, we define price of a cycle as the average cost per node, i.e., p(C i ) = c(E i )/|N i | (Step 6). A cycle which has a minimum price, say C j is selected (Step 7). We call this selection as a greedy selection of the cycle set C j . If there are multiple cycles with minimum price, select any one of them. Based on this selection, the sets I and H are updated by including the nodes and the edges of C j respectively (Step 8). Further, all the covered nodes (I) and all the selected edges (H) are removed from the node set and edge set of each cycle respectively (Step 9). The set of cycles C is now updated by removing all the cycles with empty node set (Step 11). These set of operations are performed until we cover all the nodes in N , i.e., I = N . The cost of this greedy approach is denoted by c(H), where H is the set of feedback edges selected by the greedy algorithm satisfying H ∩ E inp = ∅.
Let C arb be an arbitrary set of cycles. Then, for each edge e i ∈ E min , we define multiplicity m i (C arb ) as m i (C arb ) = |{C j : C j ∈ C arb and e i ∈ E j }|. In other words, m i (C arb ) is the number of cycles in C arb in which the feedback edge e i is present. Now we define k 1 (C arb ) := max ei∈Emin m i (C arb ) and is referred as the first highest multiplicity of an edge in set C arb . Also, for every C j ∈ C arb , k
and is referred as the second highest multiplicity of an edge in set C arb . Next, let set denotes the set of all optimal cycle covers. Then, we definek 1 = min C (j)∈ set k 1 (C (j)) and a corresponding cycle set C 1 opt = arg min C (j)∈ set k 1 (C (j)). Similarlyk 2 = min C (j)∈ set k 2 (C (j)) and a corresponding cycle set C 2 opt = arg min C (j)∈ set k 2 (C (j)). Further, E Proof. Given C 1 opt is an optimal solution to Problem 2. We define the total cost of cycles c tot as
Sincek 1 is the highest multiplicity edge in C 1 opt , from (2) c tot 
From (3) and (4), we get
The ratio of the cost of each cycle C i to the number of nodes it will cover is denoted by p(C i ) (Step 6 of Algorithm 3), i.e., c(E i )/|N i | = p(C i ). Let the cycle C j with minimum price is selected greedily in the current iteration. Then,
Notice that C ns (v) covers nodes N \ I, where I is the set of nodes in N covered till v th iteration of the while loop. Let
Let the sequence of cycles selected by Algorithm 3 beĈ = {Ĉ 1 , . . . ,Ĉ d }. In v th iteration, let the number of nodes covered by cycleĈ v be given byn v . Here |N ns (v)| is the number of nodes yet to be covered after (v−1) iterations. Thus N ns (1) = N . Also, by (5) The pseudo-code for finding an approximate solution to Problem 1 is presented in Algorithm 4. This algorithm incorporates the greedy algorithm given in Algorithm 3 with a potential function. Here, I A and H A are defined as the set of nodes covered and the set of feedback edges selected respectively. Our purpose is to make I A = N . Consider a cycle C i ∈ C. The potential of a cycle is defined in the following way. We apply the greedy scheme discussed in Algorithm 3 Calculate POT(C k ) for k = 1, . . . , |C|
7:
Select C j ∈ arg min Ci∈C POT(C i ) 8:
N k ← N k /I A , E k ← E k /E j , for k = 1, . . . , |C| 10: Return H A with input (∪ t j=1 N j /N i , E i ) and let the solution obtained be the edge set H A (C i ) (Step 3). Notice that H A (C i ) ∩ E i = ∅ because we removed the edge set E i from all E j 's before applying the greedy scheme. The potential of cycle C i is then defined as the sum of c(E i ) and c(H A (C i )) (Step 4). Also, the edge set E i ∪H A (C i ) is a feasible solution to Problem 2, as E i covers N i and H A (C i ) covers (∪ t j=1 N j /N i ). After calculating the potential for each C i ∈ C, we select a cycle with minimum potential value, say C j (Step 7). The node set covered and the edge set selected till current iteration is updated as in Step 8. Also, the edge set E j is removed from remaining edge sets for all C k ∈ C \ C j (Step 9). C 1 )) .
Let E 2 opt is the set of feedback edges in C 2 opt . Note that an optimal edge set to cover the nodes N \ N 1 is E 2 opt \ E 1 and the optimal cost is c(E 2 opt )−c( E 1 ). Also, the highest multiplicity of an edge in C Notice that POT(C k ) is the cost of the edge set obtained by selecting cycle C k and then applying greedy scheme on the remaining N \ N k nodes. Hence, this edge set is a solution to Problem 2. Therefore, after first iteration of Algorithm 4, we 
