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Abstract
Recommender systems are widely used to recommend the most appealing items to
users. In this thesis, we focus on analyzing the accuracy of the state-of-the-art ma-
trix completion-based recommendation methods and develop methods to model users’
preferences to address different problems that arise in recommender systems.
Collaborative filtering-based methods are widely used to generate item recommen-
dations to the user. The low-rank matrix completion method is the state-of-the-art
collaborative filtering method. We will show that the accuracy and the ranking perfor-
mance of matrix completion-based methods are affected by the skewed distribution of
ratings in the user-item rating matrix. Additionally, we will illustrate that the number
of ratings an item has positively correlates with the prediction accuracy and the ranking
performance of the matrix completion approach for the item. Furthermore, we show
that the users or the items that are present in the tail, i.e., those having few ratings in
real datasets, may not have sufficient ratings to estimate the low-rank models accurately
by matrix completion approach. We use these insights to develop TruncatedMF, a ma-
trix completion-based approach that outperforms the state-of-the-art matrix completion
method for the users and the items in the tail.
Since for new items we do not have any prior preferences from existing users, it is
hard to recommend these items to the users. We can use non-collaborative methods
that rely on similarities between the new item and the items preferred by a user in the
past to model the user preference for the new item. However, these methods consider
the item features independently and ignore the interactions among the features of the
items while computing the similarities. Modeling the interactions among features can
provide more information towards the relevance of an item in comparison to the scenario
when the features are considered independently. We develop a new method called User-
specific Feature-based factorized Bilinear Similarity Model (UFBSM), that uses all
available information across users to capture these interactions among features and
learns a low-rank user personalized bilinear similarity model for Top-n recommendation
of new items.
iii
In addition to providing ratings over individual items, the users can also provide
ratings on sets of items. A rating provided by a user on a set of items conveys some
preference information about the items in the set and enables us to acquire a user’s
preferences for more items that the number of ratings that the user provided. More-
over, users may have privacy concerns and hence may not be willing to indicate their
preferences on individual items explicitly but may be willing to provide a rating to a
set of items, as it provides some level of information hiding. We will investigate how
do users’ item-level preferences relate to their set-level preferences. Also, we will in-
troduce collaborative filtering-based methods that explicitly model the user behavior of
providing ratings on sets of items and can be used to recommend items to users.
iv
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Chapter 1
Introduction
This thesis focuses on investigating and developing methods to address different prob-
lems in the area of recommender systems. Recommender systems are used to help con-
sumers by providing recommendations that are expected to satisfy their tastes. They
can identify from a large pool of items those few items that are the most relevant to a
user and have become an essential personalization and information filtering technology.
They rely on the historical preferences that were either explicitly or implicitly provided
for the items and typically employ various machine learning methods to build predictive
models from these preferences. For example, e-commerce services (e.g., Amazon, eBay)
use them to help consumers by recommending products based on their past transac-
tions, video streaming services (e.g., Netflix, Hulu) utilizes them to help their viewers
by providing recommendations based on their previously watched movies or tv shows,
and mobile app stores (e.g., Apple, Google Play) use them to recommend apps to their
users.
Recommender systems generally use collaborative filtering-based methods to gener-
ate recommendations and low-rank matrix completion is the state-of-the-art collabora-
tive filtering method. However, its accuracy is affected due to the sparsity structure of
the rating matrices in real-world datasets. Also, standard collaborative filtering meth-
ods can not be used for recommendation of new items and to generate recommendations
from users’ preferences on sets of items. In this thesis, we primarily concentrate on three
problems in recommender systems. First, we investigate how the accuracy of matrix
1
2completion is affected by the skewed distribution of ratings usually found in rating ma-
trices and use the derived insights to develop a method that performs better for users
and items with few ratings. Second, collaborative filtering-based methods can not be
applied to recommend new items as they do not have any prior preferences. We develop
a method to recommend new items to users based on the item features that take into
account the interaction among the item features. Finally, we investigate how a user’s
preferences on sets of items relate to his/her preferences over individual items and in-
troduce collaborative filtering-based methods that can be used to recommend items to
users.
1.1 Key Contributions
In this section, we will give a brief introduction to the contributions made in this thesis.
1.1.1 Accuracy of matrix completion in recommender systems
The collaborative filtering methods for generating recommendations rely on preferences
provided by the users over the items in the past. The matrix completion-based ap-
proaches are the state-of-the-art collaborative filtering methods that assume the user-
item rating matrix is low rank and estimates the missing ratings based on the observed
ratings in the matrix. However, the accuracy of these methods is affected by the distri-
bution and the number of observed entries in the matrix.
In this thesis (Chapter 4), we show that the skewed distribution of the user-item
rating matrix affects the accuracy and the ranking performance of recommendations
generated using matrix completion-based methods. Additionally, we will show that the
items having few ratings have low accuracy under matrix completion approach.
1.1.2 Truncated matrix factorization (TruncatedMF)
Certain attributes can describe an item being recommended, and few attributes deter-
mine a significant fraction of a user’s rating over the item while other attributes can
explain remaining rating. However, some users have provided ratings to few items, and
some items have received few ratings from the users thus these users and items may not
3have sufficient ratings to estimate accurately the attributes that determine most of the
user’s rating over the item.
In this thesis (Chapter 5), we introduce a new method called TruncatedMF which
considers the number of ratings received by an item or provided by a user to predict
the user’s rating over the item.
1.1.3 User-specific feature-based factorized bilinear similarity model
Since state-of-the-art collaborative filtering methods rely on prior preferences by users
over items to generate recommendations, it is difficult to recommend new items as they
do not have any previous preferences associated with them. The new items in recom-
mender systems are often referred to as cold-start items. We can use non-collaborative
filtering methods that rely on similarities between the new items and the items preferred
by a user in the past to generate cold-start item recommendations. A major drawback
of these methods is that they ignore the interactions among the item attributes and
consider them independently while computing similarities between the items. The cold-
start item recommendations can benefit from capturing the interactions between item
features as modeling these interactions may provide additional information towards the
significance of the item.
We will present the method User-specific Feature-based factorized Bilinear Similarity
Model in Chapter 6 of this thesis, which leverages all the available information across
users to model interactions among features and learns a user personalized bilinear sim-
ilarity low-rank model for Top-n recommendation of new items.
1.1.4 Learning from sets of items in recommender systems
The collaborative filtering approaches used to generate recommendations depend on the
preferences provided by users over individual items. However, the users can also indicate
their preferences over sets of items rather than individual items and these preferences
over sets of items can serve as an additional source of the users’ preferences. Such
set-level ratings are readily available in most of the existing recommender systems, e.g.,
ratings on song playlists, music albums, and reading lists. A user’s preferences can be
4acquired for many items by using his/her preferences on different sets of items. Addi-
tionally, sometimes the users are not willing to explicitly reveal their true preferences
on individual items but may provide a single rating to a set of items as it provides some
level of information hiding.
In this thesis (Chapter 7), we will investigate how do a user’s set-level ratings relate
to the individual item-level ratings and how can we use collaborative filtering-based
methods to generate item recommendations by using set-level ratings. To this end,
we have collected ratings from active users of Movielens1, a popular online movie rec-
ommender systems and based on our analysis of these collected ratings we will present
different models that can predict a user’s rating on a set of items as well as on individual
items.
1.2 Outline
This thesis is organized as follows:
• Chapter 2 provides notation which is used throughout this thesis.
• Chapter 3 provides details of the existing research related to the different problems
and methodologies presented in this thesis.
• Chapter 4 investigates how does the skewed distribution of ratings in rating ma-
trices affects the accuracy and the ranking performance of recommendations gen-
erated using matrix completion-based methods.
• Chapter 5 presents TruncatedMF, a new matrix completion-based method which
considers the number of ratings that a user or an item has before predicting the
rating of the user on the item.
• Chapter 6 presents User-specific Feature-based factorized Bilinear Similarity Model
method to address Top-n cold-start item recommendations problem.
• Chapter 7 investigates how does a user’s set-level rating relates to the item-level
ratings and presents collaborative filtering-based methods that use set-level ratings
to generate item recommendations.
1www.movielens.org
5• Chapter 8 summarizes the research presented in this thesis and provide concluding
remarks along with some future research directions.
1.3 Related Publications
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Mining, 2018, WSDM, 2018 (under review).
• Mohit Sharma, F.Maxwell Harper and George Karypis. Learning from sets of
items in recommender systems. In ACM Transactions on Interactive Intelligent
Systems, 2018, TiiS, 2018 (Ready for submission).
Chapter 2
Notations
All vectors are represented by bold lower case letters and they are row vectors (e.g.,
p, q). The ith component of vector p is denoted by p[i]. All matrices are represented
by upper case letters (e.g., R, P ). The ith row of a matrix P is represented by pi. The
(i, j) entry of matrix W is denoted by wi,j . We use calligraphic letters to denote sets
(e.g., S, T ), and the size of a set S is represented by |S|.
For quick reference, all the important symbols used, along with their definition is
summarized in Table 2.1.
6
7Table 2.1: Symbols used and definitions.
Symbol Definition
S Set of items.
|S| Number of items in set S.
u, i Individual user u and item i.
m, n Number of users and items.
k Number of latent factors.
R User-Item Feedback/Rating Matrix, R ∈ Rm×n.
R+u Set of items for which user u has provided feedback
R−u Set of items for which user u has not provided feedback
rui Rating by user u on item i.
rˆui Predicted rating for user u on item i.
rSu Rating by user u on set S.
rˆSu Predicted rating for user u on set S.
P User latent factor matrix, P ∈ Rm×k.
Q Item latent factor matrix, Q ∈ Rn×k.
pu Latent factor of user u.
qi Latent factor of item i.
Chapter 3
Background and Related Work
Recommender systems [1,2] employ different algorithms to generate recommendations.
These algorithms fall into two different classes: content-based methods [3, 4] and col-
laborative filtering-based methods [5]. Content-based methods rely on the attributes
of the users and the items to generate recommendations. Collaborative filtering-based
methodsmake use of the user preferences available in the form explicit ratings or implicit
feedback. These methods utilize the user or item co-rating information to estimate the
user preferences over the items. Collaborative filtering-based approaches can be further
divided into two categories, i.e., neighborhood-based methods [6–9] and model-based or
latent factor-based methods [10–12]. The neighborhood-based methods learn the user
or the item neighborhood based on the co-rating information to generate the recom-
mendations. The model-based approaches learn a model, i.e., the user and the item
latent factors, from the rating data and use it to generate the recommendations. Next,
we will discuss some of the work that is relevant to this thesis.
Matrix Completion The state-of-the-art methods for recommendations are based
on matrix completion [13], and most of them involve factorizing the user-item rating
matrix [10, 11, 14]. The Matrix Factorization (MF) method assume that the user-item
rating matrix is low-rank and can be computed as a product of two matrices known as
the user and the item latent factors. The predicted rating for the user u on the item i
8
9is given by
rˆui = puq
T
i . (3.1)
The user and the item latent factors are estimated by minimizing a regularized
square loss between the actual and predicted ratings
minimize
P,Q
1
2
∑
rui∈R
(rui − rˆui)2 + β
2
(||P ||2F + ||Q||2F ) , (3.2)
where the matrices P ∈ Rm×k and Q ∈ Rn×k contains latent factors of the users and
the items respectively. The parameter β controls the Frobenius norm regularization of
the latent factors to prevent overfitting. This optimization problem can be solved by
Stochastic Gradient Descent (SGD) [15].
In a separate body of work [13, 16], it has been shown that in order to complete a
n × n matrix of rank r accurately by matrix completion-based methods, O(nr log(n))
entries should be sampled uniformly at random from the matrix.
There has been some work on locality-based matrix completion methods which as-
sume that different parts of the user-item rating matrix can be approximated accurately
by different low-rank models [17–19]. The complete user-item rating matrix can be ap-
proximated as a weighted sum of these individual low-rank models.
Cold-start Item Recommendations The prior work to address the cold-start item
recommendation can be divided into non-collaborative user personalized models and col-
laborative models. The non-collaborative models generate recommendations using only
the user’s past interaction history and the collaborative models combine information
from the preferences of different users.
Billsus and Pazzani [20] developed one of the first user-modeling approaches to
identify relevant new items. In this approach they used the users’ past preferences
to build user-specific models to classify new items as either “relevant” or “irrelevant”.
The user models were built using item features e.g., lexical word features for articles.
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Personalized user models [21] were also used to classify news feeds by modeling short-
term user needs using text-based features of items that were recently viewed by user
and long-term needs were modeled using news topics/categories. Banos [22] used topic
taxonomies and synonyms to build high-accuracy content-based user models.
Recently collaborative filtering techniques using latent factor models have been used
to address cold start item recommendation problems. These techniques incorporate
item features in their factorization techniques. Regression-based latent factor models
(RLFM) [23] is a general technique that can also work in item cold-start scenarios.
RLFM learns a latent factor representation of the preference matrix in which item
features are transformed into a low dimensional space using regression. This mapping
can be used to obtain a low dimensional representation of the cold-start items. User’s
preference on a new item is estimated by a dot product of corresponding low dimensional
representations. The RLFM model was further improved by applying more flexible
regression models [24]. AFM [25] learns item attributes to latent feature mapping
by learning a factorization of the preference matrix into user and item latent factors
R = PQT . A mapping function is then learned to transform item attributes to a latent
feature representation i.e., R = PQT = PAF T where F represents items’ attributes
and A transforms the items’ attributes to their latent feature representation.
A recently introduced approach, which was shown to outperform both RLFM and
AFM methods in cold-start Top-n item recommendations is the User-specific Feature-
based Similarity Models (UFSM) [26]. In this approach, a linear similarity function
is estimated for each user that depends entirely on features of the items previously
liked by the user, which is then used to compute a score indicating how relevant a
new item will be for that user. In order to leverage information across users (i.e., the
transfer learning component that is a key component of collaborative filtering), each user
specific similarity function is computed as a linear combination of a small number of
global linear similarity functions that are shared across users. Moreover, due to the way
that it computes the preference scores, it can achieve a high-degree of personalization
while using only a very small number of global linear similarity functions.
Predictive bilinear regression models [27] belong to the feature-based machine learn-
ing approach to handle the cold-start scenario for both users and items. Bilinear models
can be derived from Tucker family [28]. They have been applied to separate “style” and
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“content” in images [29], to match search queries and documents [30], to perform semi-
infinite stream analysis [31], and etc. Bilinear regression models try to exploit the
correlation between user and item features by capturing the effect of pairwise associ-
ations between them. Let xi denotes features for user i and xj denotes features for
item j, and a parametric bilinear indicator of the interaction between them is given by
sij = xiWx
T
j where W denotes the matrix that describes a linear projection from the
user feature space onto the item feature space. The method was developed for recom-
mending cold-start items in the real time scenario, where the item space is small but
dynamic with temporal characteristics. In another work [32], authors proposed to use
a pairwise loss function in the regression framework to learn the matrix W , which can
be applied to scenario where the item space is static but large, and we need a ranked
list of items.
Learning From Sets of Items There has been little published work on using set-
level ratings to improve the accuracy of item-level recommendations. The one exception
is a recent study in which relative preference information on different groups of items
was collected during a new user signup process and these preferences were then used
to assign a user to a set of pre-built recommendation profiles [33]. This approach
significantly reduced the time required to learn the user’s preferences in order to generate
recommendations for the new user. The principal difference from this approach is that
in this thesis we try to model the user behavior that determines his/her estimated rating
on a set and then use that to develop fully personalized recommendation methods that
are not limited to new users.
In addition, there has been some work that has focused on recommending lists
of items or bundles of items. For example, recommendation of music playlists [34–
36], travel packages [37–40], reading lists [41] and recommendation of lists under user
specified budget constraints [42, 43]. However, this research is not directly related to
the problems explored in this thesis because our focus is on learning the user’s ratings
on items in lists from the ratings that the user provided on these lists.
Another relevant work is the problem of energy disaggregation [44], which refers to
the task of separating the energy signal of a building into the energy signals of individual
appliances that reside in the building. Disaggregated energy consumptions are used to
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provide feedback to consumers, forecast demands, design energy incentives and detect
appliances’ malfunction [45, 46]. Similar to the idea of energy disaggregation, in this
thesis, we try to separate a user’s rating on a set of items into the users’ ratings on
items in the set and generate item recommendations for the user.
The researchers have also investigated how a user’s preference is affected by the
position bias, i.e., the position of the items in the user interface showing a list of
items [47–50]. In addition to positioning of items, the phrase or caption used to elicit
preferences from a user can also affect a user’s preference on a set of items [47, 51, 52].
Similarly, a user’s rating on the set can be affected by reference points or anchoring
biases [53–57], e.g., a user can focus on few items in a set while providing his/her rating
on the set. The rating provided by a user can also depend on contextual factors, e.g., a
user’s mood at the time of providing his/her preference [58].
Furthermore, a user’s rating on a set can be affected by the synergy and competition
among items in the set. The user may rate the set of items independent of what is his
preference for an individual item and instead rate the set depending on how does he
perceive the set as a whole. There has been some work that has shown that a bundle
of related products may result in better purchase intention than a bundle containing
products that are not related [59–63]. Similar to the bundle of products, the items in
a set can complement each other and thereby receive a more favorable rating from the
user. On the contrary, it could be possible that items in a set compete with each other
and thus receive a more critical rating on the set.
In this thesis, we have investigated how does the user provides a rating on a set of
items and used the derive insights to develop collaborative filtering-based methods to
predict the rating for an individual item in the set.
Chapter 4
Accuracy of matrix completion in
recommender systems
The low-rank matrix completion-based approach is the state-of-the-art collaborative
filtering based method used for generating recommendations. In this chapter, we show
that the skewed distribution of ratings in the user-item rating matrix of real-world
datasets affects the accuracy and the ranking performance of the matrix completion
approach. Also, we investigate how does the number of ratings that an item has impacts
the ability of low-rank matrix completion approaches to correctly estimate the ratings
for the item and we show that the prediction accuracy and ranking performance for the
item positively correlates with the number of ratings an item has.
4.1 Introduction
Recommender systems commonly use methods based on Collaborative Filtering [8],
which rely on the historical preferences of the users over items in order to generate
recommendations. These methods predict the ratings for the items not rated by the user
and then select the items with the highest predicted ratings as item recommendations.
In Top-n recommendations, n unrated items with highest predicted ratings and for small
values of n, e.g., 10 and 50, are served as recommendations.
In practice, the users do not provide their ratings to all the items, and hence we
observe only partial entries in the rating matrix. For the task of recommendations,
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we need to complete the matrix by predicting the missing ratings and select the un-
rated items with high predicted ratings as recommendations for a user. The matrix
completion-based methods, discussed in Section 3, estimate the missing ratings based
on the observed ratings in the matrix. These methods require entries in the matrix
should be sampled uniformly at random for accurate recovery of the underlying low-
rank model. However, most real-world rating matrices exhibit a skewed distribution of
ratings as some users have provided ratings to few items and certain items have received
few ratings from the users. This skewed distribution may result in insufficient ratings for
certain users and items, and can thus affect the accuracy of the matrix completion-based
methods.
This chapter investigates how does the skewed distribution of the ratings in the
user-item rating matrix affects the accuracy and the ranking performance of the matrix
completion-based methods and shows that the items having few ratings tend to have
lower prediction accuracy. The key contributions of the work presented in this chapter
are the following:
1. shows that the skewed distribution of ratings in the user-item rating matrix affects
the accuracy of the matrix completion methods.
2. illustrates that the matrix completion-based methods mis-predicts the users’ top
rated items because of the skewed distribution of ratings in the user-item rating
matrix.
3. shows that the false positives in Top-n item recommendations generated by the
matrix completion-based methods are not rated significantly low.
4. shows that the number of ratings an item has, i.e., item frequency, affect the
accuracy of the matrix completion and the Top-n item recommendations.
4.2 Matrix completion and skewed distribution of ratings
As described in Section 3, the matrix completion-based methods can accurately recover
the underlying low-rank model of a given low-rank matrix provided entries are observed
uniformly at random from the matrix. However, the ratings in the user-item rating
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matrix in real-world datasets do not represent a random sample of entries because some
items receive few ratings and some users have rated few items, thus leading to a skewed
distribution of ratings in the matrix. In the following sections, we will try to answer the
question how does the skewed distribution of ratings in real datasets affects the accuracy
and the ranking performance of the matrix completion-based methods. Furthermore, we
will try to understand how does the performance of matrix completion-based methods
changes with the number of ratings an item have.
4.2.1 Experiment design
In order to study how the skewed distribution of ratings in real datasets affects the
ability of matrix completion to accurately complete the matrix (i.e., predict the missing
entries) we performed a series of experiments using synthetically generated low-rank
rating matrices. In order to generate a rating matrix R ∈ Rn×m of rank k we followed
the following protocol. We started by generating two matrices A ∈ Rn×k and B ∈
Rm×k whose values are uniformly distributed at random in [0, 1]. We then computed
the singular value decomposition of these matrices to obtain A = UAΣAV
T
A and B =
UBΣBV
T
B . We then let P = αUA and Q = αUB and R = PQ
T . Thus, the final rank k
matrix R is obtained as the product of two randomly generated rank k matrices whose
columns are orthogonal. Note that the parameter α was determined empirically in order
to produce ratings in the range of [−10, 10].
We used the above approach to generate full rating matrices whose dimensions are
those of the four real-world datasets shown in Table 4.1. For each of these matrices we
used two approaches to select the subset of their entries that will be given as input to
the matrix completion algorithm. The first approach selects the entries that correspond
to the actual user-item pairs that are present in the corresponding dataset, whereas the
second approach selects the entries uniformly at random from the entire matrix. The
number of entries that are selected by both approaches is the same and is the number
of non-zeros in the actual dataset (shown in Table 4.1).
The advantages of working with this type of synthetically generated datasets are
two-fold. First, by construction we can ensure that the underlying matrix is of known
(low) rank. Second, since we know the values of the full matrix, we can easily measure
how accurately the low-rank models estimated using matrix completion can complete
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Table 4.1: Datasets used in experiments
Dataset users items ratings µu
a σu
b µi
c σi
d density
(%)†
EachMovie (EM) 61,265 1,623 2,811,983 45.89 59.48 1732.58 3882.55 2.8
Flixster (FX) 147,612 48,794 8,196,077 55.52 225.81 167.97 934.47 0.1
Movielens 20M (ML) 229,060 26,779 21,063,128 91.95 190.53 786.55 3269.45 0.3
Netflix (NF) 480,189 17,772 100,480,507 209.252 302.33 4550.75 16908.40 1.1
a The number of average ratings per user in the dataset.
b The standard deviation of ratings per user in the dataset.
c The number of average ratings per item in the dataset.
d The standard deviation of ratings per item in the dataset.
† The percentage of observed ratings in the dataset.
the entire matrix.
In order to estimate the low-rank factor matrices from the observed entries (Equa-
tion 3.2) we used Stochastic Gradient Descent [15] and initialized the factor matrices
with the singular vectors of the rating matrix by assuming that the missing entries were
rated as 0, which is shown to converge closer to global minimum [64]. For each dataset
we generated five different sets of matrices using different random seeds and we per-
formed a series of experiments using synthetically generated low-rank matrices of rank
5, 10, and 20. For each rank, we report the average of performance metrics in each set
from the estimated low-rank models over all the synthetic matrices.
To simplify the discussion, we will refer to the set of matrices derived from the
actual sparsity structure of the real datasets as SYN-REAL and from the randomly
sampled entries as SYN-RAND. In addition we will refer to the values of the synthetically
generated rating matrices as ground-truth in order to differentiate them from the values
predicted as part of matrix completion.
4.2.2 Accuracy of the estimated low-rank models
Table 4.2 shows the Root Mean Square Error (RMSE) achieved by the models estimated
using both the SYN-REAL and SYN-RAND matrices over the complete rating matrix.
As can be seen in the table, the RMSE of the low-rank models estimated using
the randomly sampled entries is lower than those estimated using the actual entries.
Additionally, the RMSE increases with the increase in the rank for both sets of matrices.
This is because, as mentioned in Section 4.1, the required number of observed entries
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Table 4.2: RMSE of the estimated low-rank models for different sparsity structures.
Dataset Rank RMSE for
SYN-
REAL
matrices
RMSE for
SYN-
RAND
matrices
EM
5 0.675 0.028
10 1.110 0.052
20 1.229 0.165
FX
5 1.962 0.028
10 2.225 0.053
20 2.425 0.167
Dataset Rank RMSE for
SYN-
REAL
matrices
RMSE for
SYN-
RAND
matrices
ML
5 1.377 0.024
10 1.222 0.039
20 1.872 0.074
NF
5 0.246 0.023
10 0.425 0.034
20 0.621 0.052
to complete the matrix accurately increases linearly with the rank of the matrix. The
RMSE for the SYN-REAL matrices in NF is lower than that of the others because it
has more ratings for both users and items, thus leading to more accurate estimation of
low-rank models. The higher RMSE in the SYN-REAL matrices compared to that of
the SYN-RAND matrices suggest that the estimated low-rank model fails to recover the
missing entries accurately in the SYN-REAL matrices. This failure can result in poor
predictions for a user on some items and hence impact the recommendations served to
the user.
Effect of item frequency
Since the matrix completion-based methods fail to recover the missing entries accurately
in the SYN-REAL matrices, we investigated if the number of ratings an item has,
i.e., item frequency, has any influence on the accuracy of the matrix completion-based
methods for the item. We ordered all the items in decreasing order by their frequency
in the rating matrix. We divided these ordered items into ten buckets and for a user
computed the RMSE for items in each bucket based on the error between the predicted
rating by the estimated low-rank model and the ground-truth rating. We repeated this
for all the users and computed the average of the RMSE of the items in each bucket over
all the users. Figure 4.1 shows the RMSEs across the buckets along with the average
frequency of the items in the buckets. As can be seen in the figure, the predicted ratings
for the frequent items tend to have lower RMSE in contrast to infrequent items for most
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Figure 4.1: RMSE of the predicted ratings as the frequency of the items decreases.
of the datasets. However, in NF dataset because of the higher number of average ratings
for both the users and the items the RMSE tends to remain the same over all the items.
Figure 4.2 shows the scatter map of items in FX and EM dataset having different
frequency against the number of instances where the absolute difference between the
original and the predicted rating, i.e., Mean Absolute Error (MAE), is ≤ 0.5. As can
be seen in the figure, the number of accurate predictions is significantly lower for items
having fewer ratings (≤ 20) compared to that of the items having a greater number of
ratings (≥ 30). The higher RMSE of the infrequent items is because they do not have
sufficient ratings to estimate their latent factors accurately. Hence for the real datasets,
items appearing at the top in ordering by frequency and having high predicted scores
will form a reliable set of recommendations to a user.
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Figure 4.2: Scatter map of items having different frequency against their number of
accurate predictions (Mean absolute error (MAE) ≤ 0.5) for low-rank models with rank
20 for FX and EM datasets.
Table 4.3: Overlap between the original top 5% of the items and the predicted top 5%
of the items by the estimated low-rank models for real and random sparsity structure.
Dataset Rank Real (%) Random (%)
EM
5 90.77 99.59
10 79.94 99.08
20 63.69 95.62
FX
5 39.82 99.57
10 27.13 98.98
20 18.77 95.94
Dataset Rank Real (%) Random (%)
ML
5 68.86 99.75
10 56.50 99.34
20 43.32 98.65
NF
5 98.31 99.84
10 96.19 99.72
20 89.99 99.29
4.2.3 Ranking performance of the estimated low-rank models
We define ranking performance of the estimated low-rank models as their ability to
predict high the true high rated items for a user. In order to evaluate how the errors
in predictions by matrix completion-based methods impact the ranking performance of
the estimated low-rank model, we analyzed the top n% of the items predicted by the
estimated low-rank model for a user and investigated whether true high rated items are
predicted low or true low rated items are predicted high. In the following analysis, we
will refer to the top n% of the items predicted by the estimated low-rank models as
En%u and the top n% of the items ordered by the ground-truth ratings as G
n%
u .
Table 4.3 shows the fraction of items that are common between G5%u and E
5%
u . As
can be seen in the table, the items in E5%u for the matrices with real sparsity structure
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Table 4.4: Recall@n%∗ of the top 5% of the ground-truth items in rankings by
the estimated low-rank models for datasets with real sparsity structure.
Dataset Rank Recall@5% Recall@10% Recall@15% Recall@25% Recall@50%
EM
5 90.77 94.2 95.45 96.88 98.67
10 79.95 86.4 89.33 92.87 97.26
20 63.69 73.93 79.17 85.74 94.44
FX
5 39.82 48.11 53.94 62.93 80.87
10 27.13 35.66 42.32 53.38 76.45
20 18.77 26.79 33.52 45.25 70.65
ML
5 68.87 73.20 75.94 80.13 89.43
10 56.50 62.17 66.09 72.50 87.26
20 43.33 50.66 55.84 64.41 83.93
NF
5 98.32 99.10 99.30 99.52 99.80
10 96.19 98.02 98.50 99.03 99.63
20 89.99 94.76 96.19 97.67 99.19
∗ The percentage of items in G5%u that are present in En%u .
miss a significant number of the items in G5%u . On the contrary, the low-rank models
estimated on the matrices with random sparsity miss a comparatively smaller number
of the items in G5%u .
Further, we explored how the low-rank model mis-predicts the original top 5% items
for a user, i.e., G5%u , in real datasets. We computed the position of these items in the
ranking of all items by their predicted ratings and based on these positions computed the
Recall@n%, i.e., the percentage of items inG5%u that are present in E
n%
u . In Table 4.4, we
present the Recall@n% of these items in the ranking of all the items by their predicted
ratings. For example, as can be seen in the table for ML dataset with rank 5, the
68.87% of the items in G5%u are present in E
5%
u , 73.20% of these appear in E
10%
u , and
89.43% of these are in E50%u . Similar trend occurs for the remaining datasets, i.e., the
items in G5%u that are not present in E
5%
u are spread across the entire ranking and this
spread increases with the rank of the matrices. Also, the Recall@n is higher for denser
datasets, i.e., for EM and NF, when compared to the other datasets. The lower value
of Recall@5 indicates that a considerable large number of the highest rated items are
not ranked high by the estimated low-rank models.
Since in many cases, E5%u contains items that are not ranked high according to
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Table 4.5: Recall@n%∗ of the top 5% items predicted by low-rank models in
non-increasing ordering of all items by the ground-truth ratings for datasets
with real sparsity structure.
Dataset Rank Recall@5% Recall@10% Rec@15% Recall@25% Recall@50%
EM
5 90.77 94.81 95.96 97.28 98.87
10 79.95 88.38 91.03 94.13 97.78
20 63.69 77.34 82.29 88.21 95.40
FX
5 39.82 65.64 72.04 80.00 90.99
10 27.13 48.25 58.88 69.77 86.20
20 18.77 33.76 46.03 58.95 79.63
ML
5 68.87 95.63 96.90 98.06 99.23
10 56.50 89.55 92.67 95.54 98.41
20 43.33 74.97 81.83 88.88 96.21
NF
5 98.32 99.12 99.31 99.54 99.81
10 96.19 98.04 98.52 99.04 99.64
20 89.99 94.80 96.22 97.70 99.20
∗ The percentage of the items in E5%u that are present in the Gn%u .
their ground-truth ratings, we investigated where these items are located in the ground-
truth rankings by computing the position of the items in E5%u in the ranking of all
items by their ground truth ratings. We computed the Recall@n% of these items, i.e.,
the percentage of the items in E5%u that are present in the G
n%
u . Table 4.5 shows the
Recall@n% of the items in E5%u in the ranking of all items by the ground-truth ratings
in decreasing order. For example, as can be seen in the table for ML dataset with rank
5, the 68.87% of items in E5%u are present in G
5%
u , 95.63% of these appear in G
10%
u , and
almost all, i.e., 99.23% of these are in G50%u . The remaining datasets in the table follows
a similar trend, i.e., the items in E5%u are present close to the top in the ground-truth
ranking. This indicates that the items that are predicted high by the estimated low-rank
models are also in general true high rated items.
Effect of item frequency
We investigated how the ranking performance of the estimated low-rank models varies
with the frequency of the items in SYN-REAL matrices.
To this end, for each user we computed the Recall@n% of the items in G5%u , i.e.,
the percentage of the items in G5%u that are present in E
n%
u . Here, n takes the value in
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Figure 4.3: Recall@n% and Freq@n% of the top 5% of the ground-truth items in ordering
by the predictions from the estimated low-rank models.
[5, 10, 15, ..., 100]. Also, we computed the average frequency of the items in G5%u that
are present in En%u but are absent in E
(n−5)%
u . We will refer to the average frequency
of these items as Freq@n%. As can be seen in Figure 4.3, for the datasets with fewer
ratings per item, i.e., the ML and the FX datasets, the items having low frequency
tend to appear at the end of the ranking. This trend is also seen to some extent in the
denser datasets, i.e., the EM and the NF datasets. We hypothesize that it is because the
low-rank model, i.e., the user and the item latent factors, is initialized with values close
to zero and since items with fewer ratings do not often occur in the updates during the
model estimation they are predicted low by the estimated low-rank model. Therefore,
the ranking performance of the estimated low-rank models on SYN-REAL matrices is
not affected by false positives as both frequent and infrequent items that are rated low
will be predicted low while frequent items that are rated high will be predicted high. To
test this hypothesis, we initialized the low-rank models with higher values in the range
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Figure 4.4: Recall@n% and Freq@n% of the top 5% of the ground-truth items in ordering
by the predictions from the estimated low-rank models initialized with values in the
range [0, 5].
[0,5] and analyzed the learned models. Figure 4.4 shows the Recall@n% of the items
in G5%u along with their average frequency, i.e., Freq@n%, for the estimated low-rank
models initialized with higher values. As can be seen in the figure, unlike the estimated
low-rank models initialized with values close to zero, the items having low frequency does
not necessarily appear in the later buckets. Additionally, the Recall@n is significantly
lower for smaller values of n when compared with that of the estimated low-rank models
initialized with values close to 0. This suggests that the model initialization affects both
the accuracy and the ranking performance of the matrix completion-based methods.
Previously in Section 4.2.2, we showed that the accuracy of the estimated low-rank
models is better for items having high frequency. Considering the analysis of ranking
performance, we can reason that the frequent items that are rated high will be predicted
high by the estimated low-rank model. Hence, the ranking performance of the estimated
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low-rank model is better for these items than the items that are rated high but are
infrequent.
4.3 Conclusion
In this work, we have investigated the performance of the matrix completion-based
low-rank models for estimating the missing ratings in user-item rating matrices having
sparsity structure identical to real datasets. We showed in Section 4.2.2 that the matrix
completion-based methods because of the presence of skewed distribution of entries in
rating matrices in real datasets fail to predict the missing entries accurately in the
matrices. Also, we learned that the items with high frequency are predicted more
accurately than the others. These findings imply that for a user, the unrated items
which have more ratings in the matrix and are predicted high for the user, will form a
better set of recommendations than the items with fewer ratings in the rating matrix.
Further, we saw in Section 4.2.3 that the errors in predictions due to the skewed
distribution of ratings in the user-item rating matrix affect the ranking performance of
the matrix-completion based methods. In particular, under the assumption that the
rating that a user will provide to an item determines his ranking preference, our results
indicate that the items predicted at the top by matrix completion-based methods miss
a large number of true high rated items. In some datasets, the true high rated items
are missing even in the top 50% of the predicted items for the user. However, the items
that are predicted at the top for a user but are absent from the true high rated items
are present close to the true high rated items by the user. Therefore, the ranking based
on the predicted ratings is not severely affected by false positives as it does not contain
items that are significantly low rated. Additionally, we observed that the infrequent
items, irrespective of whether they are true high rated or true low rated, are predicted
low by the matrix completion-based methods thereby appearing later in the ranking of
the items for recommendations.
Chapter 5
TruncatedMF: Truncated matrix
factorization
This chapter focuses on improving the matrix completion-based recommendation meth-
ods for users and items present in the tail, i.e., those having few ratings in the user-item
rating matrix. We show that the performance of matrix completion in real datasets vary
with the number of ratings that a user or an item has, and its accuracy is low for the
users or the items with few rating. Furthermore, we use these insights to develop Trun-
catedMF, a matrix completion-based approach, that outperforms the state-of-the-art
MF method for the users and the items in the tail.
5.1 Introduction
The matrix completion-based methods, e.g., matrix factorization (MF) [10, 11, 14], are
the state-of-the-art collaborative filtering methods that use users’ historical preferences
over items to generate recommendations. The ratings provided by users over the items
can be viewed as a matrix whose rows represent the users, columns denote the items,
and entries are the ratings provided by the users over the items. There exists a small
number of attributes that describe the items, and a user’s rating depends on how the
user values those attributes. This makes the user-item rating matrix low-rank, and the
number of attributes determines the rank of the matrix. The attributes of the items
and the weights provided by a user over these attributes are often referred as the items’
25
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Table 5.1: Datasets used in experiments
Dataset users items ratings µu
a σu
b µi
c σi
d density
(%)†
EachMovie (EM) 61,265 1,623 2,811,983 45.89 59.48 1732.58 3882.55 2.8
Flixster (FX) 147,612 48,794 8,196,077 55.52 225.81 167.97 934.47 0.1
Movielens 10M (ML10) 69.878 10,677 10,000,054 143.10 216.71 936.59 2487.21 0.01
Movielens 20M (ML20) 229,060 26,779 21,063,128 91.95 190.53 786.55 3269.45 0.3
Netflix (NF) 480,189 17,772 100,480,507 209.252 302.33 4550.75 16908.40 1.1
a The number of average ratings per user in the dataset.
b The standard deviation of ratings per user in the dataset.
c The number of average ratings per item in the dataset.
d The standard deviation of ratings per item in the dataset.
† The percentage of observed ratings in the dataset.
latent factors and the users’ latent factors, respectively. MF estimates the user-item
rating matrix as the product of the user latent factors and the item latent factors.
In practice, there are few attributes that are responsible for a large portion of the
rating provided by a user on an item and the remaining rating can be explained by
other attributes. However, certain users have provided ratings to few items, and some
items have received few ratings from the users thereby these users or items may not have
sufficient ratings to estimate weights for all the attributes accurately. The inaccuracy
in the estimation of weights for these users and items can affect the predicted ratings
and hence affect the generated recommendations. Therefore, the recommendations for
these users and items with few ratings may improve by focusing on few attributes that
are responsible for a significant portion of the rating and can be estimated accurately
by matrix completion-based methods.
This chapter investigates how does the performance of the matrix completion-based
methods changes with the number of ratings that a user or an item has, and shows that
the users or the items with few ratings tend to have low accuracy. Additionally, we show
that the error in predictions for such users or items increases further with the increase
in rank of the low-rank matrix completion-based methods. Furthermore, we use these
findings to develop TruncatedMF which considers the number of ratings received by an
item or provided by a user to estimate the rating of the user on the item. The exhaustive
experiments on the real datasets demonstrate the effectiveness of TruncatedMF over the
state-of-the-art MF method for the users and the items with few ratings.
27
5.2 Effect of frequency on accuracy in real datasets
We investigated how does the performance of matrix completion method vary for items
with the different number of ratings in user-item rating matrix and in order to do the
analysis we evaluated matrix completion on a random held-out subset of the real datasets
shown in Table 5.1. We followed the standard procedure of dividing the available ratings
in a dataset at random into training, validation and test splits, i.e., 60% of the ratings
were used for learning the low-rank models and rest were used equally for validation
and test splits. To learn the model we tried rank in the range [1, 5, 10, 15, 25, 30,
40, 50] and regularization parameters in the range [0.001, 0.01, 0.1, 1]. We performed
this procedure three times and selected the model giving the lowest average RMSE on
the validation splits. Table 5.2 shows the test RMSE achieved by the selected models
for different datasets. In addition to computing RMSE over all the ratings in the test
split, we also computed RMSE over the infrequent items in the test split, i.e., the items
that have few ratings in the training split. In order to identify infrequent items, we
ordered the items in increasing order by the number of ratings in training splits. Next,
we divided these ordered items into quartiles and designated the items in the first and
the last quartile as the infrequent and the frequent items respectively.
Figures 5.1 and 5.2 show the RMSE for the items and the users in the test, respec-
tively. As can be seen in the figures, for all the datasets the RMSE of the frequent items
(or users) is lower than that of the infrequent items (or users) . These results suggest
that the matrix completion method fails to estimate the preferences for the infrequent
items (or users) accurately in the real datasets. Also as can be seen in Figure 5.1, for
FX, ML10 and ML20 datasets, the RMSE of the infrequent items increases with the
increase in the rank while that of frequent items decreases with the increase in the rank.
Since NF and EM has a high number of average ratings for the items, the RMSE also
tends to decrease for the infrequent items with the increase in the rank. Similarly, as
can be seen in Figure 5.2, in FX and ML20 datasets the RMSE of the infrequent users
increases with the increase in the rank. The increase in RMSE with the increase in
ranks suggests that infrequent items or infrequent users may not have sufficient ratings
to estimate all the ranks accurately thereby leading to the error in predictions for such
users or items.
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Table 5.2: Test RMSE for real datasets.
Rank EM FX ML10 ML20 NF
1 1.282 0.903 0.870 0.875 0.926
5 1.158 0.871 0.815 0.824 0.863
10 1.142 0.866 0.804 0.813 0.845
15 1.138 0.864 0.800 0.810 0.839
25 1.134 0.864 0.798 0.809 0.834
30 1.132 0.864 0.797 0.809 0.832
40 1.132 0.864 0.796 0.809 0.831
50 1.131 0.864 0.796 0.809 0.830
5.3 Truncated matrix factorization
In Section 5.2, we showed that the infrequent items and the infrequent users tend to
have a high error under matrix completion-based approach. Furthermore, this error
increases with the increase in rank of the estimated low-rank models, i.e, increases
with the dimension of estimated users’ and items’ latent factors. We propose to use
these observations to devise a approach, which we will refer to as Truncated Matrix
Factorization (TMF), to improve the accuracy of the low-rank models for both the
users and the items having few ratings. Since for the items and the users with few
ratings we may not be able to estimate all the ranks of a low-rank model accurately, we
propose to consider only a subset of the ranks for these users or items.
In our approach, the estimated rating for user u on item i is given by
rˆu,i = pu(qi  hu,i)T , (5.1)
where pu denotes the latent factor of user u, qi represents the latent factor of item i,
hu,i is a vector containing 1s in the beginning followed by 0s, and  represents the
elementwise Hadamard product between the vectors. The vector hu,i is used to select
the ranks that are active for the (u, i) tuple. The 1s in hu,i denote the active ranks for
the (u, i) tuple.
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Figure 5.1: Test RMSE of the frequent and infrequent items in real datasets.
5.3.1 Frequency adaptive truncation
A way to select the active ranks, i.e., hu,i for a user-item rating is based on the frequency
of the user and the item in the rating matrix. In this approach, for a given rating by
a user on an item, first, we determine the number of ranks to be updated based on
either the user or the item depending on the one having a lower number of ratings. In
order to select the ranks, we normalize the frequency of the user and the item, and use
a non-linear activation function, e.g., sigmoid function, to map this frequency of the
user or the item in [0, 1]. Finally, we use the product of the output of the activation
function and rank of the low-rank model as the number of active ranks selected for the
(u, i) tuple. The number of active ranks to be selected is given by
ku,i =

r
1+e−k(fu−z) , if fu ≤ fi
r
1+e−k(fi−z) , otherwise,
(5.2)
where r is the rank of the low-rank model, i.e., dimension of the user and the item
latent factors, fu is the frequency of user u, fi is the frequency of item i, k controls
the steepness of the sigmoid function and z is the value of the sigmoid’s midpoint. An
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Figure 5.2: Test RMSE of the frequent and infrequent users in real datasets.
additional motivation for using a non-linear activation function, e.g., sigmoid function,
is that the shape of the plot in Figure 4.2 is non-linear. Hence, using such a function
assists in identifying the users or the items for whom we may estimate only a few ranks
accurately. The active ranks to be selected are given by
hu,i[j] =
1, if j ≤ ku,i0, otherwise. (5.3)
We will refer to this method as Truncated matrix factorization (TMF).
5.3.2 Frequency adaptive probabilistic truncation
An alternative way to select the active ranks is to assume that the number of active
ranks follows a Poisson distribution with parameter ku,i. This method is similar to
Dropout [65] technique in neural networks, where parameters are selected probabilisti-
cally for updates during learning of the model. Similar to regularization it provides a
way of preventing overfitting in learning of the model. The active ranks to be selected
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Algorithm 1 Learn TMF
1: procedure LearnTMF
2: r ← rank of low-rank models
3: η ← learning rate
4: λ← regularization parameter
5: k ← steepness constant
6: z ← mid-point
7: R ← all users’ ratings on items
8: f ← users’ and items’ frequency
9: iter ← 0
10: Init P , Q with random values ∈ [-0.01, 0.01]
11: while iter < maxIter or error on validation set decreases do
12: for each ru,i ∈ R do
13: if fu ≤ fi then
14: ku,i ← r1+e−k(fu−z)
15: else
16: ku,i ← r1+e−k(fi−z)
17: end if
18: hu,i ← 1
19: for each doj ∈ [1, r]
20: if j > ku,i then
21: hui[j]← 0
22: end if
23: end for
24: rˆu,i = pu(qi  hu,i)T
25: eu,i ← rˆu,i − ru,i
26: for each j ∈ [1, ku,i] do
27: pu[j]← pu[j]− η(2eu,iqi[j] + 2λpu[j])
28: qi[j]← qi[j]− η(2eu,ipu[j] + 2λqi[j])
29: end for
30: end for
31: end while
32: return P,Q
33: end procedure
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Algorithm 2 Learn TMF + Dropout
1: procedure LearnTMFDropout
2: r ← rank of low-rank models
3: η ← learning rate
4: λ← regularization parameter
5: k ← steepness constant
6: z ← mid-point
7: R ← all users’ ratings on items
8: f ← users’ and items’ frequency
9: iter ← 0
10: Init P , Q with random values ∈ [-0.01, 0.01]
11: while iter < maxIter or error on validation set decreases do
12: for each ru,i ∈ R do
13: if fu ≤ fi then
14: ku,i ← r1+e−k(fu−z)
15: else
16: ku,i ← r1+e−k(fi−z)
17: end if
18:
19: θu,i ∼ Poisson(ku,i)
20: hu,i ← 1
21: for each doj ∈ [1, r]
22: if j > θu,i then
23: hui[j]← 0
24: end if
25: end for
26: rˆu,i = pu(qi  hu,i)T
27: eu,i ← rˆu,i − ru,i
28: for each j ∈ [1, θu,i] do
29: pu[j]← pu[j]− η(2eu,iqi[j] + 2λpu[j])
30: qi[j]← qi[j]− η(2eu,ipu[j] + 2λqi[j])
31: end for
32: end for
33: end while
34: return P,Q
35: end procedure
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are given by
hu,i[j] =
1, if j ≤ θu,i0, otherwise,
where θu,i ∼ Poisson(ku,i) and ku,i is given by Equation 5.2. We will call this method
as Truncated matrix factorization with Dropout (TMF + Dropout).
5.3.3 Model learning
The parameters of the model, i.e., the user and the item latent factors, can be estimated
by minimizing Equation 3.2 as described in Section 3. Algorithms 1 and 2 provides the
detailed procedure for TMF and TMF + Dropout, respectively.
5.3.4 Rating prediction
After learning the model the predicted rating for a user u on a item i for TMF model
is given by
rˆu,i = pu(qi  hu,i)T , (5.4)
where the active ranks, i.e., hu,i, is given by Equation 5.3. The predicted rating for
the user and the item under TMF + Dropout model is given by the least number of
ranks for whom the cumulative distribution function (CDF) for Poisson distribution
with parameter kui obtains approximately the value of 1. The active ranks, i.e., hu,i,
used for prediction under TMF + Dropout are given by
hu,i[j] =
1, if j ≤ s0, otherwise, (5.5)
where s is the least number of ranks for whom the CDF, i.e, P (x <= s) ≈ 1, x ∼
Poisson(ku,i) and ku,i is given by Equation 5.2.
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5.4 Experimental Evaluation
In this section, we conduct experiments to demonstrate the effectiveness of the proposed
methods on different rating datasets presented in Table 5.1.
5.4.1 Evaluation methodology
To evaluate the performance of the proposed methods we divided the available ratings
in different datasets into training, validation and test splits by randomly selecting 20%
of the ratings for each of the validation and the test splits. The validation split was
used for model selection, and the model that was selected was used to predict ratings
on the test split. We repeated this process three times and report the average RMSE
across the runs.
In addition to computing RMSE obtained by different methods for the ratings in
the test split, we also investigated the performance of the proposed approaches for the
items and the users with a different number of ratings in the training split. To this end,
we ordered the items and the users in increasing order by their number of ratings in
training split and divided them equally into four buckets or quartiles. We will report
the RMSE achieved by different methods for ratings in the test split for the users and
the items in these quartiles.
5.4.2 Comparison methods
We compared the performance of our proposed approaches against the state-of-the-art
MF method described in Chapter 3.
5.4.3 Model selection
We performed grid search to tune the dimensions of the latent factors, regularization
hyper-parameters and sigmoid function’s parameters, i.e., k and z. We searched for
regularization weights (λ) in the range [0.001, 0.01, 0.1, 1, 10], dimension of latent
factors (r) in the range [1, 5, 10, 15, 25, 50], steepness constant (k) in the range [1 5,
10, 20, 40] and mid-point (z) in the range [-0.75, -0.50, -0.25, 0, 0.25, 0.50, 0.75]. The
final parameters were selected based on the performance on the validation split.
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5.5 Results and Discussion
We evaluated the performance of MF method and the proposed methods, i.e., Truncat-
edMF (TMF) and TruncatedMF with Dropout (TMF + Dropout) on the real datasets
presented in Table 5.1.
5.5.1 Performance for rating prediction on real datasets
We investigated the performance of the different methods for the task of rating predic-
tions on different rating datasets. Table 5.3 shows the best performance achieved by the
different methods on the datasets for different ranks. As can be seen in the table, the
proposed approaches outperform the MF method for the task of rating predictions in
different datasets. The performance is significantly better for FX dataset. The better
performance of the proposed methods for FX is because in this dataset there exists
either the users or the items that have few ratings and the proposed approaches are
effective in selecting the few ranks that can be estimated accurately for these users or
items. Also, for NF and EM datasets which have a high average number of ratings for
the users and the items the performance of the proposed approaches is similar to that
of the MF method. This is because the proposed methods use all the available ranks as
active ranks in such a dataset and hence essentially reduces to MF method.
Additionally, among the proposed methods, TMF + Dropout outperforms the TMF,
and this improved performance of TMF + Dropout illustrates its effectiveness in pre-
venting overfitting and generating better predictions compared to that of the TMF
method.
5.5.2 Performance for the users and the items with different number
of ratings
We investigated how does the performance of the MF and the proposed methods vary
for the users and the items with the different number of ratings. Table 5.4 shows
the performance of the different methods for different quartiles of the users and the
items ordered by their frequency. As can be seen in the table, the proposed methods
outperform the MF method for lower quartiles for most of the datasets. The performance
of the proposed methods is significantly better for lower quartiles in FX, ML10 and
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ML20 datasets, as these datasets contain users or items with few ratings. The better
performance of the proposed methods for the users and the items with few ratings
is because unlike MF the proposed approaches consider only a subset of ranks that
are estimated accurately while trying to predict ratings that involve infrequent users
or items. Also, since NF and EM datasets has a high average number of ratings, the
proposed approaches use all the ranks as active ranks thereby giving similar performance
as that of the MF method for all the quartiles.
Also, similar to our results for overall rating prediction the TMF + Dropout method
outperforms the TMF method for different quartiles for most of the datasets thereby
demonstrating its advantage over the TMF method.
5.6 Conclusion
In this chapter, we learned that the user or items with few ratings may not have suf-
ficient ratings to estimate the low-rank models accurately thereby leading to an error
in predictions and thus affecting item recommendations. Based on these insights we
presented TruncatedMF in Section 5.3, which considers the frequency of both the user
and the item to select a subset of ranks to estimate the rating of the user on the item
accurately. The experiments on real datasets show that TruncatedMF outperforms the
state-of-the-art MF method for rating predictions for the users and the items having
few ratings in the user-item rating matrix.
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Table 5.3: Test RMSE for real datasets
EM FX
Rank MF TMF TMF
+
Dropout
MF TMF TMF
+
Dropout
1 1.282 NA NA 0.903 NA NA
5 1.158 1.158 1.157 0.871 0.860 0.860
10 1.142 1.142 1.142 0.866 0.851 0.849
15 1.138 1.138 1.139 0.864 0.852 0.847
25 1.134 1.134 1.135 0.864 0.859 0.853
30 1.132 1.133 1.133 0.864 0.862 0.856
40 1.132 1.131 1.132 0.864 0.862 0.861
50 1.131 1.131 1.131 0.864 0.862 0.867
ML20 NF
Rank MF TMF TMF
+
Dropout
MF TMF TMF
+
Dropout
1 0.875 NA NA 0.926 NA NA
5 0.824 0.824 0.822 0.863 0.863 0.864
10 0.813 0.813 0.809 0.845 0.845 0.844
15 0.810 0.810 0.805 0.839 0.839 0.838
25 0.809 0.808 0.804 0.834 0.834 0.833
30 0.809 0.808 0.804 0.832 0.833 0.832
40 0.809 0.807 0.804 0.831 0.831 0.831
50 0.809 0.806 0.804 0.830 0.829 0.829
ML10
Rank MF TMF TMF
+
Dropout
1 0.870 NA NA
5 0.815 0.815 0.814
10 0.804 0.804 0.802
15 0.800 0.799 0.798
25 0.798 0.797 0.796
30 0.797 0.797 0.796
40 0.796 0.796 0.795
50 0.796 0.795 0.795
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Table 5.4: Test RMSE of the proposed approaches for different datasets. We also show
the RMSE for the users and the items in different quartiles created in increasing order
by their frequency. Q1 refers to the quartile containing the least frequent users or items
followed by remaining in Q2, Q3, and Q4.
EM FX
MF
(Rank 50)
TMF
(Rank 50)
TMF
+ Dropout
(Rank 50)
MF
(Rank 15)
TMF
(Rank 10)
TMF
+ Dropout
(Rank 15)
Overall 1.131 1.131 1.131 0.864 0.851 0.847
Item Q1 1.212 1.213 1.212 1.302 1.252 1.256
Item Q2 1.105 1.104 1.105 0.961 0.944 0.944
Item Q3 1.086 1.086 1.087 0.800 0.785 0.780
Item Q4 1.137 1.137 1.137 0.864 0.851 0.847
User Q1 1.387 1.384 1.384 1.292 1.247 1.260
User Q2 1.200 1.201 1.200 1.177 1.144 1.151
User Q3 1.156 1.157 1.156 0.974 0.964 0.964
User Q4 1.094 1.093 1.095 0.853 0.841 0.836
ML20 NF
MF
(Rank 25)
TMF
(Rank 50)
TMF
+ Dropout
(Rank 25)
MF
(Rank 50)
TMF
(Rank 50)
TMF
+ Dropout
(Rank 50)
Overall 0.809 0.806 0.804 0.830 0.829 0.829
Item Q1 2.347 2.390 2.115 0.958 0.959 0.956
Item Q2 1.396 1.435 1.123 0.935 0.935 0.932
Item Q3 0.867 0.874 0.851 0.887 0.887 0.884
Item Q4 0.804 0.801 0.801 0.824 0.823 0.823
User Q1 1.130 1.119 1.078 1.019 1.019 1.014
User Q2 0.967 0.969 0.968 0.923 0.923 0.921
User Q3 0.856 0.859 0.863 0.859 0.859 0.858
User Q4 0.774 0.770 0.769 0.803 0.802 0.802
ML10
MF
(Rank 40)
TMF
(Rank 50)
TMF
+ Dropout
(Rank 40)
Overall 0.796 0.795 0.795
Item Q1 1.259 1.250 1.198
Item Q2 0.855 0.853 0.848
Item Q3 0.811 0.810 0.809
Item Q4 0.791 0.790 0.791
User Q1 0.921 0.919 0.915
User Q2 0.864 0.864 0.863
User Q3 0.820 0.820 0.820
User Q4 0.770 0.770 0.770
Chapter 6
User-specific feature-based
factorized bilinear similarity
model for cold-start Top-n item
recommendation
Recommending new items to existing users has remained a challenging problem due
to the absence of user’s past preferences for these items. The user personalized non-
collaborative methods based on item features can be used to address this item cold-start
problem. These methods rely on similarities between the target item and user’s previous
preferred items. While computing similarities based on item features, these methods
overlook the interactions among the features of the items and consider them indepen-
dently. Modeling interactions among features can be helpful as some features, when
considered together, provide a stronger signal on the relevance of an item when com-
pared to case where features are considered independently. In this work we introduce
the User-specific Feature-based factorized Bilinear Similarity Model (UFBSM), which
learns a low-rank user personalized bilinear similarity model to generate Top-n rec-
ommendation of new items. UFBSM model leverages all available information across
users to model these interactions among features. Results on benchmark dataset shows
that UFBSM can improve upon traditional linear collaborative methods for cold-start
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Top-n item recommendation.
6.1 Introduction
Top-n recommender systems are used to identify from a large pool of items those n items
that are the most relevant to a user and have become an essential personalization and in-
formation filtering technology. They rely on the historical preferences that were either
explicitly or implicitly provided for the items and typically employ various machine
learning methods to build content-agnostic predictive models from these preferences.
However, when new items are introduced into the system, these approaches cannot be
used to compute personalized recommendations, because there are no prior preferences
associated with those items. As a result, the methods used to recommend new items,
referred to as (item) cold-start recommender systems, in addition to the historical in-
formation, take into account the characteristics of the items being recommended; that
is, they are content aware. The items’ characteristics are typically captured by a set
of domain-specific features. For example, a movie may have features like genre, actors,
and plot keywords; a book typically has features like content description and author
information. These item features are intrinsic to the item and as such they do not
depend on historical preferences.
In this work, we extend UFSM, previously described in Section 3, in order to account
for interactions between the different item features. We believe that such interactions
are important and quite common. For example, in an e-commerce website, the items
that users tend to buy are often designed to go well with previously purchased items
(e.g., a pair of shoes that goes well with a dress). The set of features describing items of
different type will be different (e.g., shoe material and fabric color) and as such a linear
model can not learn from the data that for example a user prefers to wear leather shoes
with black clothes. Being able to model such dependencies can lead to item cold-start
recommendation algorithms that achieve better performance.
Towards this goal, we present a method called User-specific Feature-based factor-
ized Bilinear Similarity Model (UFBSM) that uses bilinear models to capture pairwise
dependencies between the features. Like UFSM, UFBSM estimates a user-specific
similarity function by linearly combining a small number of global similarity functions.
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However, unlike UFSM’s linear global similarity functions, UFBSM’s global similarity
functions are bilinear. A challenge associated with such bilinear models is that the
number of parameters that needs to be estimated becomes quadratic on the dimension-
ality of the item’s feature space, which is problematic given the very sparse training
data. UFBSM overcomes this challenge by assuming that the pairwise relations can
be modeled as a combination of a linear component and a low rank component. The
linear component allows it to capture the direct relations between the features whereas
the low rank component allows it to capture the pairwise relations. The parameters of
these models are estimated using stochastic gradient descent and a ranking loss func-
tion based on Bayesian personalized ranking (BPR) that optimizes the area under the
receiver operating characteristic curve.
We performed extensive empirical studies to evaluate the performance of the pro-
posed UFBSM on two benchmark datasets and compared it against state-of-the-art
models for item cold-start recommendation. In our results UFBSM optimized using
the BPR loss function can improve upon other methods in terms of recommendation
quality, especially for datasets in which there are considerable historical data for each
item and datasets whose items are described by relatively small number of features.
This chapter is a generalized extension of Feature-based factorized Bilinear Similarity
Model (FBSM) [66].
6.2 Feature-based similarity model
To solve the cold-start item recommendation problem the current state-of-art method
UFSM models direct interaction between features. However, it fails to capture depen-
dencies betweeen features. Modeling these dependencies can enable user to discover
new items whose characteristics complement the items that he or she has liked in the
past. To this end, we developed UFBSM that instead of learning linear feature-based
similarity functions, it uses bilinear models to estimate the feature-based similarity of
the items. Bilinear models estimate the contribution of all feature-pairs towards pref-
erences of a user over items and as such allows UFBSM to identify relations between
different pairs of features that correlate with a user liking an item. Thus, such a model
can potentially identify items whose features complement each other and which can lead
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to better recommendations.
Following UFSM, UFBSM computes the preference score for a new item i for user
u as
rˆui =
∑
j∈R+u
simu(i, j), (6.1)
where simu(i, j) is the user-specific similarity function given by
simu(i, j) =
l∑
z=1
mu,z gsimz(i, j), (6.2)
where gsimz(.) is the zth global similarity function, l is the number of global similarity
functions, and mu,z is a scalar that determines how much the zth global similarity
function contributes to u’s overall similarity function.
However, unlike UFSM, in UFBSM the similarity between two items i and j under
the zth global similarity function gsimz(.) is estimated as
gsimz(i, j) = fiWzf
T
j , (6.3)
where Wz is the interaction matrix of the bilinear model that captures the correlation
among different pairs of item features under the global similarity function gsimz(.). The
diagonal of Wz determines linear interactions among features while the off-diagonal ele-
ments of Wz capture the pairwise relations among features. The user-specific similarity
function in Equation 6.2 can be expanded as
simu(i, j) =
l∑
z=1
mu,z fiWzf
T
j . (6.4)
A key challenge in estimating the bilinear model matrices Wzs is that the number of
parameters that needs to be estimated is quadratic on the number of features. In order
to overcome this challenge, we model Wz as the sum of diagonal weights and a low-rank
approximation of the off-diagonal weights:
Wz = Dz + V
T
z Vz, (6.5)
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where Dz is a diagonal matrix and Vz is a matrix of rank h. Note that in Equation
6.5 the model assumes that Wz is symmetric. Using this low-rank approximation the
number of parameters that need to be estimated is reduced significantly when compared
with the full-rank formulation of Equation 6.3. The global similarity function gsimz(.)
is thus given by:
gsimz(i, j) = fiWzf
T
j = fi(Dz + V
T
z Vz)f
T
j
= fiDzf
T
j +
nF∑
k=1
nF∑
p=1
fikfjpvz,k · vz,p.
(6.6)
The first part of Equation 6.6 captures the direct relations between features, whereas
the second part of Equation 6.6 captures the effect of off-diagonal elements of Wz by
inner product of latent factor of features. This also gives us a flexible model where we
can regularize diagonal weights and feature latent factors separately.
Note that unlike the bilinear model discussed in Section 3, which models relations
between user and item features [27], UFBSM is trying to find correlations within fea-
tures of items itself. The advantage of modeling interactions among item features is
especially attractive when there are no explicit user features available. Note that it
is not hard to encode the user features in the proposed bilinear model such that the
similarity function is parameterized by user features, and we leave a detailed study to
an extension of this chapter.
6.2.1 Parameter Estimation
UFBSM is parameterized byΘ = [M,D1, . . . , Dl, V1, . . . , Vl], whereD1, . . . , Dl, V1, . . . , Vl
are the parameters of the global similarity functions and M is nU × l matrix of user’s
weight on global similarity functions. The inputs to the learning process are: (i) the pref-
erence matrix R, (ii) the item-feature matrix F , and (iii) the dimension of latent factor
of features. There are many loss functions that can be used to estimate Θ, among which
the Bayesian Personalized Ranking (BPR) loss function [67] is designed especially for
ranking problems. In the Top-n recommender systems, the predicted preference scores
are used to rank the items in order to select the highest scoring n items. The BPR loss
function [25, 67] tries to learn item preference scores such that the items that a user
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liked have higher preference scores than the ones he/she did not like, regardless of the
actual item preference scores. Thus it can better model the problem than other loss
functions such as least squares loss and in general lead to better empirical performance.
Therefore, we adopted BPR as the loss function to estimate model parameters Θ and
it is given by
Lbpr(Θ) ≡ −
∑
u∈U
∑
i∈R+u ,
j∈R−u
ln σ(rˆui(Θ)− rˆuj(Θ)), (6.7)
where σ(x) is the sigmoid function and rˆui is the estimated value of the user u’s prefer-
ence for the item i. The estimated rating rˆui is given by
rˆui =
∑
j∈R+u \i
simu(i, j), (6.8)
which is identical to Equation 6.1 except that item i is excluded from the summation.
The model parameters Θ = [M,D1, . . . , Dz, V1, . . . , Vz] are estimated via an opti-
mization of the following objective function:
min
Θ
Lbpr(Θ) + λ
l∑
z=1
‖Vz‖2F + β
l∑
z=1
‖Dz‖22 + γ‖M‖2F , (6.9)
where we penalize the frobenious norm of the model parameters in order to control the
model complexity and improve its generalizability.
To optimize Equation 6.9 we used stochastic gradient descent(SGD) [15], which
is well-suited for large-scale datasets. The update steps for Dz, Vz,muz are based on
triplets (u, i, j) sampled from the training data. For each triplet, we need to compute
the estimated relative rank as rˆuij = rˆui − rˆuj . If we let τu,ij = 1/(1 + erˆu,ij ), then the
updates for model parameters for each SGD iteration is given by:
Dz = Dz + α1
(
τu,ij∇Dz rˆu,ij − βDz
)
, (6.10)
vzp = v
z
p + α2
(
τu,ij∇vzp rˆu,ij − λvzp
)
, and (6.11)
mu,z = mu,z + α3
(
τu,ij∇mu,z rˆu,ij − γmu,z
)
. (6.12)
where α1, α2 and α3 are the learning rates of the SGD.
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6.2.2 Performance optimizations
In our approach, the direct computation of gradients is time-consuming and is pro-
hibitive when we have high-dimensional item features. For example, the relative rank
rˆu,ij given by
rˆu,ij =
l∑
z=1
mu,z
((
fi(Dz + V
T
z Vz)
(( ∑
q∈R+u
fq
)
− fi
)T)−
(
fj(Dz + V
T
z Vz)
( ∑
q∈R+u
fTq
)))
,
(6.13)
has complexity of O(|R+u |nFhl), where h is the dimensionality of latent factors, nF is
the number of features and l is number of similarity functions.
To efficiently compute these, let fu =
∑
q∈R+u fq, which can be precomputed once
for all users. Then, Equation 6.13 becomes
rˆu,ij =
l∑
z=1
mu,z
((
fi(Dz + V
T
z Vz)(fu − fi)T
)
−
(
fj(Dz + V
T
z Vz)f
T
u
))
=
l∑
z=1
mu,z
((
(fi − fj)DzfTu − fiDzfTi
)
+
(
(fi − fj)(V Tz Vz)fTu − fiV Tz VzfTi
))
=
l∑
z=1
mu,z
((
δijDzf
T
u − fiDzfTi
)
+
(
δij(V
T
z Vz)f
T
u − fiV Tz VzfTi
))
=
l∑
z=1
mu,z
((
δijDzf
T
u − fiDzfTi
)
+
(
(Vzδ
T
ij)(Vzf
T
u )
T − (VzfTi )(VzfTi )T
))
,
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where δij = fi − fj .
The complexity of computing the relative rank then becomes O(lnFh), which is
lower than complexity of Equation 6.13.
The gradient with respect to user weight is given by
∂rˆu,ij
∂mu,z
=
((
δijDzf
T
u − fiDzfTi
)
+(
(Vzδ
T
ij)(Vzf
T
u )
T − (VzfTi )(VzfTi )T
))
,
(6.14)
which has a complexity of O(nFh).
The gradient of the diagonal component is given by
∂rˆu,ij
∂Dz
= mu,z
(
δij ⊗ fu − fi ⊗ fi
)
, (6.15)
where ⊗ represents elementwise scalar product. The complexity of Equation 6.15 is
given by O(nF ).
The gradient of the low rank component is given by
∂rˆu,ij
∂vzp
= mu,z
(
δij,p(Vzf
T
u ) + fup(Vzδ
T
ij)− 2fip(VzfTi )
)
, (6.16)
whose complexity is O(nFh).
Hence, the complexity of gradient computation for all the parameters is given by
O(l(nFh+ nF + nFh)) ≈ O(lnFh). We were able to obtain both the estimated relative
rank and all the gradients in O(lnFh), which is linear with respect to feature dimension-
ality as well as the size of latent factors and the number of global similarity functions.
This allows the UFBSMbpr to process large-scale datasets.
We summarize the proposed UFBSMbpr algorithm in Algorithm 3.
6.3 Experimental Evaluation
In this section we perform experiments to demonstrate the effectiveness of the proposed
algorithm.
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Algorithm 3 UFBSMbpr-Learn
1: procedure UFBSM bpr Learn
2: l← Number of global similarity functions
3: λ← V1, . . . , Vl regularization weights
4: β ← D1, . . . , Dl regularization weights
5: γ ← M regularization weight
6: α1, α2, α3 ← D’s, V ’s and M ’s learning rates
7: Initialize Θ = [D1, . . . , Dl, V1, . . . , Vl,M ] randomly
8:
9: while not converged do
10: for each user u do
11: sample a pair (i, j) s.t. i ∈ R+u , j ∈ R−u
12: compute rˆu,ij = rˆui − rˆuj
13: compute ∇Dz rˆu,ij
14: compute ∇vzp rˆu,ij
15: compute ∇mu,z rˆu,ij
16: update Dz using (6.10)
17: update vzp∀p using (6.11)
18: update mu,z using (6.12)
19: end for
20: end while
21:
22: return Θ = [D1, . . . , Dl, V1, . . . , Vl,M ]
23: end procedure
6.3.1 Datasets
We used four datasets to evaluate the performance of UFBSM.
CiteULike (CUL)1 aids researchers by allowing them to add scientific articles to
their libraries. For users of the CUL, the articles present in their library are considered
as preferred articles i.e., 1 in a preference matrix while rest are considered as implicit 0
preferences.
MovieLens-HetRec (ML-HR (genre)) is the dataset described in [68]. The ratings
were binarized by treating all ratings greater than 2 as 1 and below or equal to 2 as 0.
The movie genres were used as the item’s content.
Amazon Books (ABB) is a dataset collected from amazon about best-selling books
and their ratings. The ratings are binarized by treating all ratings greater than equal
1http://citeulike.org/
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Table 6.1: Statistics for the datasets used for testing
Dataset users items features preferences prefs/user prefs/item density
ML-HR (genre) 2,113 10,109 20 855,598 404.9 84.6 4.01%
CUL 3,272 21,508 6,359 180,622 55.2 8.4 0.13%
Book-Crossing 17,219 36,546 8,946 574,127 33.3 15.7 0.09%
ABB 13,097 11,077 5,766 175,612 13.4 15.9 0.12%
to 3 as 1 and ratings below 3 as 0. Each is accompanied with a description which was
used as item’s content.
Book-Crossing (BX) dataset is extracted from Book Crossing data [69] such that
user has given at least four ratings and each book has received the same amount of
ratings. Description of these books were collected from Amazon using ISBN and were
used as item features.
Various statistics about these datasets are shown in Table 6.1. Also comparing the
densities of the datasets we can see that the MovieLens-HetRec dataset have significantly
higher density than other dataset. For the ABB, CUL and Book-Crossing dataset, the
words that appear in the item descriptions were collected, stop words were removed
and the remaining words were stemmed to generate the terms that were used as the
item features. All words that appear in less than 20 items and all words that appear in
more than 20% of the items were omitted. The remaining words were represented with
TF-IDF scores. The item feature matrix was normalized row-wise in datasets.
6.3.2 Comparison methods
We compared UFBSM against non-collaborative personalized user modeling methods
and collaborative methods.
1. Cosine-Similarity (CoSim) This is a personalized user-modeling method. The
preference score of user u on target item i is estimated using Equation 6.8 by using
Cosine Similarity to compute similarity between the items.
2. User-specific Feature-based Similarity Models (UFSM) As mentioned be-
fore in Section 3, this method [26] learns personalized user model by using all
the past preferences from users across the dataset. It outperformed other state of
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the art collaborative latent factor based methods e.g., RLFM [23], AFM [25] by
significant margin.
3. RLFMI We used the Regression-based Latent Factor Modeling(RLFM) tech-
nique implemented in LibFM [70] that accounts for inter-feature interactions. We
used LibFM with SGD learning to obtain results.
6.3.3 Evaluation Methodology
For each dataset we split the corresponding user-item preference matrix R into three
matrices Rtrain, Rval and Rtest. Rtrain contains a randomly selected 60% of the columns
(items) of R, and the remaining columns were divided equally among Rval and Rtest.
Since items in Rtest and Rval are not present in Rtrain, this allows us to evaluate the
methods for item cold-start problems as users in Rtrain do not have any preferences for
items in Rtest or Rval. The models are learned using Rtrain and the best model is selected
based on its performance on the validation set Rval. The selected model is then used
to estimate the preferences over all items in Rtest. For each user the items are sorted in
decreasing order and the first n items are returned as the Top-n recommendations for
each user. The evaluation metrics as described later are computed using these Top-n
recommendation for each user.
After creating the train, validation and test split, there might be some users who
do not have any items in the validation or the test split. In that case we evaluate
the performance on the splits for only those users who have at least one item in the
corresponding test split. This split-train-evaluate procedure is repeated three times for
each dataset and the evaluation metric scores are averaged over these runs before being
reported in results.
We used two metrics to assess the performance of the various methods: Recall at n
(Rec@n) and Discounted Cumulative Gain at n (DCG@n). Given the list of the Top-n
recommended items for user u, Recall@n measures how many of the items liked by u
appeared in that list, whereas the DCG@n measures how high the relevant items were
placed in the list. The Recall@n is defined as
REC@n =
|{Items liked by user} ∩ {Top-n items}|
|Top-n items|
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The DCG@n is defined as
DCG@n = imp1 +
n∑
p=2
impp
log2(p)
,
where the impp of the item with rank p in the Top-n list is
impp =
{
1/n, if item at rank p ∈ R+u,test
0, if item at rank p /∈ R+u,test.
The main difference between Recall@n and DCG@n is that DCG@n is sensitive to the
rank of the items in the Top-n list. Both the Recall@n and the DCG@n are computed
for each user and then averaged over all the users.
6.3.4 Model Training
UFBSM’s model parameters are estimated using training set Rtrain and validation
set Rval. After each major SGD iteration of Algorithm 3 we compute the Recall@n
on validation set and save the current model if current Recall@n is better than those
computed in previous iterations. The learning process ends when the optimization
objective converges or no further improvement in validation recall is observed for 10
major SGD iterations. At the end of learning process we return the model that achieved
the best Recall@n on the validation set.
To estimate the model parameters of UFBSMbpr, we draw samples equal to the
number of preferences in R for each major SGD iteration. Each sample consists of a
user, an item preferred by user and an item not preferred by user. If a dataset does not
contain items not preferred by user then we sample from items for which his preference
is not known.
6.4 Results and Discussion
In this section we will compare UFBSM with the other competing methods and discuss
the effect of increasing the number of global similarity functions and the dimension
of feature’s factor. We will also analyze pairs of feature whose bilinear interaction
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contributes the most towards the performance on the dataset ML-HR (genre).
6.4.1 Comparison with previous methods
We compared the performance of UFBSM with other methods described in Section
6.3.2. Results are shown in Table 6.2 for different datasets. We tried different values
for various parameters e.g., latent factors and regularization parameters associated with
methods and report the best results found across datasets.
These results show that the relative performance of the UFBSM over UFSM is
dataset dependent. For some datasets, UFBSM is able to improve the performance
whereas for the others it does not lead to any improvements.
In order to better characterize and understand the nature of the datasets for which
UFBSM leads to better results, we analyzed for each dataset the set of users for which
the UFBSM leads to an increase, no change and a decrease in performance over UFSM.
We present these results in Table 6.3. For the ML-HR (genre) dataset more users
benefited from changing to UFBSM from UFSM, while for the other datasets the
number of users that benefited from both the methods remains the same. ML-HR
(genre) in comparison to other datasets has more preferences per item, hence UFBSM
takes advantage of availability of more data while UFSM fails to do the same.
6.4.2 Effect of increasing the number of global similarity functions
Table 6.4 shows the performance achieved by using the different number of global sim-
ilarity functions across different datasets.
For high-dimensional feature datasets (CiteULike, ABB and Book-Crossing) the
performance remains similar on increasing the number of global similarity functions.
The UFBSM method performs reasonably well using fewer global similarity functions.
Therefore similar to UFSM, UFBSM can capture diverse preferences from the users
successfully.
For the low-dimensional feature dataset (ML-HR (genre)) the performance decreases
with number of global similarity functions. UFBSM requires a single global similarity
function to achieve the best performance on ML-HR (genre).
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6.4.3 Effect of increasing the dimension of feature’s factor
Table 6.5 shows the effect of increasing the dimension of feature’s factor on the perfor-
mance across different datasets. For all datasets smaller dimension of feature’s factor are
enough to achieve the best performance; however, it may use multiple global similarity
functions for the same.
6.4.4 Pairwise feature interaction analysis
For ML-HR (genre) dataset we identified pairs of features (genres), such that the bilinear
interaction among these pairs contribute most towards the performance of UFBSM.
Some of these significant pairs of feature are shown in Table 6.6. We identified these pairs
by removing the bilinear interaction between all the possible pair of features and report
those pairs whose removal led to a significant change in the performance. The pairs
which led to a decrease in the performance are the ones whose interaction contribute
towards generating better recommendations, on the other hand the pairs which led to
an increase in the performance are redundant e.g., Animation and Children. We looked
at how often these feature pairs occur together for items and found that the frequency
of these feature pairs’ co-occurrence is small and that is the reason why a linear model
(UFSM) fails to capture the interaction between these pairs, whereas a bilinear model
(UFBSM) performs better.
6.4.5 Discussion
In our experiments the performance of the bilinear model is found to be dependent
on the datasets. It outperformed the linear model by a significant margin when the
dimension of the features in the datasets were small. The linear model is designed to
recommend those items that have common features with the items preferred by the user.
The bilinear model in addition to common features among items also take into account
the features that do not co-occur among the items. The low dimensional feature dataset
e.g., ML-HR (genre) contains features which are disjoint and do not co-occur frequently
among the items. The high dimensional features in our datasets are derived from text
and these may contain terms which co-occur frequently among the items. For example,
in the task of scientific articles recommendation, consider a user who prefers articles
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related to machine learning and high-performance computing. The articles related to
high-performance computing may contain terms that are related to machine learning
e.g., an article describing parallel implementation of the LASSO method. Due to these
terms the linear model can recommend articles that are related to machine learning from
a high performance computing article. While in the task of movies recommendation the
movies are presented by their corresponding genres, consider a user who prefers children
and IMAX movies. Here the bilinear model can recommend IMAX movies to a person
who prefers children movies while linear model can not perform such recommendations.
6.5 Conclusion
We presented here UFBSM for the personalized cold-start Top-n item recommendation.
It tries to learn multiple global bilinear similarity functions between items, represented
by their features, by using all the information available across users. It captures the
interaction among the item features by using a bilinear model. The computation com-
plexity of the bilinear model estimation is significantly reduced by modeling the simi-
larity as sum of the diagonal component and off-diagonal component. The off-diagonal
components are further estimated as dot product of latent spaces of features. Results
on benchmark datasets shows that UFBSM can improve upon the existing linear col-
laborative methods used for the cold-start item recommendation.
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Table 6.2: Performance of UFBSM and Other Techniques on different datasets
Method CiteULike ML-HR (genre)
Params Rec@10 DCG@10 Params Rec@10 DCG@10
CoSim - 0.1791 0.0684 - 0.0050 0.0199
RLFMI h=75,
λ=0.001
0.0874 0.0424 h=35,
λ=0.05
0.012 0.0466
UFSMbpr l=3,
µ1=0.25,
γ=0.1
0.2017 0.0791 l=1,
µ1=10,
γ=50
0.0074 0.0233
UFBSMbpr λ=0.25,
β=10,
γ=0.1,
h=5,
l=1
0.2026 0.0791 λ=50,
β=50,
γ=50,
h=5, l=1
0.012 0.0418
ABB Book-Crossing
CoSim - 0.1732 0.0221 - 0.1485 0.0148
RLFMI h=100,
λ=0.01
0.014 0.0020 h=100,
λ=0.01
0.063 0.0072
UFSMbpr l=3,
µ1=0.1,
γ=0.1
0.2054 0.0280 l=2,
µ1=0.1,
γ=0.01
0.1979 0.0211
UFBSMbpr λ=1,
β=10000,
γ=1,
h=5,
l=3
0.2046 0.0283 λ=0.1,
β=1,
γ=0.01,
h=1, l=1
0.1985 0.0211
The “Params” column shows the main parameters for each method. For UFSMbpr, l is the number of similarity
functions, and µ1 is the regularization parameter. For UFBSMbpr, l is the number of similarity functions, λ, β and
γ are regularization parameters and h is dimension of feature latent factors. The “Rec@10” and “DCG@10” columns
show the values obtained for these evaluation metrics. The entries that are underlined represent the best performance
obtained for each dataset.
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Table 6.3: User level investigation for datasets
Dataset UFBSM
against
UFSM
users items average user
preferences
average item
preferences
ML-HR (genre)
BETTER 897 5791 348 54
SAME 1149 5526 154 32
WORSE 62 4403 435 6
ABB
BETTER 99 3530 48 1
SAME 6178 9074 15 10
WORSE 85 1728 23 1
CiteULike
BETTER 32 2491 94 1
SAME 3136 12901 32 8
WORSE 30 2170 82 1
Book-Crossing
BETTER 18 4044 260 1
SAME 2838 34042 95 8
WORSE 8 3313 428 1
Table 6.4: Effect of increasing number of global similarity functions
No. of Global
Similarity
Functions
CiteULike ML-HR (genre) ABB Book-Crossing
Rec@10 Factor
Dim.
Rec@10 Factor
Dim.
Rec@10 Factor
Dim.
Rec@10 Factor
Dim.
1 0.2026 5 0.0119 5 0.2053 0 0.1985 1
2 0.2023 5 0.0098 3 0.2052 0 0.1982 1
3 0.2017 0 0.0083 10 0.2054 0 0.1980 1
5 - - 0.0076 10 - - - -
7 - - 0.0082 10 - - - -
The “Rec@10” columns shows the best recall obtained for given number of global similarity functions.
“Factor Dim.” column shows the dimension of factors at which best recall was achieved. “Factor Dim.”
of 0 corresponds to UFSM method.
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Table 6.5: Effect of increasing the dimension of feature’s factor
Dimension of
feature’s
factor
CiteULike ML-HR (genre) ABB Book-Crossing
Rec@10 No. of
global
similarity
func.
Rec@10 No. of
global
similarity
func.
Rec@10 No. of
global
similarity
func.
Rec@10 No. of
global
similarity
func.
0 0.2017 1 0.0074 1 0.2054 3 0.1979 2
1 0.2015 1 0.0079 3 0.2044 3 0.1985 1
3 0.2021 1 0.0098 2 0.2045 3 0.1980 1
5 0.2026 1 0.0119 1 0.2046 3 0.1981 2
7 - - 0.0115 1 - - - -
10 - - 0.009 1 - - - -
The “Rec@10” columns shows the best recall obtained for given dimension of feature’s factor.
Table 6.6: Significant feature pairs
Feature 1 Feature 2 Recall
change(%)
Feature 1 Feature 2 Recall
change(%)
Drama IMAX -28.672 Crime IMAX 2.485
Children Drama -19.790 Animation Fantasy 2.488
Drama Musical -13.953 Adventure Musical 2.602
Fantasy Drama -11.596 Drama Documentary 2.802
Children IMAX -6.185 Adventure Animation 3.369
Children Comedy -6.118 Animation Musical 4.084
Children Musical -5.641 Animation Comedy 4.468
Drama Western -4.902 Adventure Drama 4.476
Romance IMAX -3.912 Animation Children 5.484
Animation Film-Noir -3.360 Animation Drama 7.451
Chapter 7
Learning from Sets of Items in
Recommender Systems
Most of the existing recommender systems use the ratings provided by users on indi-
vidual items. An additional source of preference information is to use the ratings that
users provide on sets of items. The advantages of using preferences on sets are two-
fold. First, a rating provided on a set conveys some preference information about each
of the set’s items, which allows us to acquire a user’s preferences for more items that
the number of ratings that the user provided. Second, due to privacy concerns, users
may not be willing to reveal their preferences on individual items explicitly but may
be willing to provide a single rating to a set of items, since it provides some level of
information hiding. This chapter investigates two questions related to using set-level
ratings in recommender systems. First, how users’ item-level ratings relate to their
set-level ratings. Second, how collaborative filtering-based models for item-level rating
prediction can take advantage of such set-level ratings. We have collected set-level rat-
ings from active users of Movielens on sets of movies that they have rated in the past.
Our analysis of these ratings shows that though the majority of the users provide the
average of the ratings on a set’s constituent items as the rating on the set, there exists a
significant number of users that tend to consistently either under- or over-rate the sets.
We have developed collaborative filtering-based methods to explicitly model these user
behaviors that can be used to recommend items to users. Experiments on real data and
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on synthetic data that resembles the under- or over-rating behavior in the real data,
demonstrate that these models can recover the overall characteristics of the underlying
data and predict the user’s ratings on individual items.
7.1 Introduction
Recommender systems help consumers by providing suggestions that are expected to sat-
isfy their tastes. They are successfully deployed in several domains such as e-commerce
(e.g., Amazon, Ebay), multimedia content providers (e.g., Netflix, Hulu) and mobile app
stores (e.g., Apple, Google Play). Collaborative filtering [71,72] which takes advantage
of users’ past preferences to suggest relevant items, is one of the key methods used by
recommender systems.
Most collaborative filtering approaches rely on past preferences provided by users
on individual items. An additional source of preferences is the user’s preferences on
sets of items. Example of such set-level ratings includes ratings on song playlists, music
albums, reading lists, and watchlists. A rating provided by the user on a set of items
conveys some information about the user’s preference on each of the set’s items and,
as a result, it is a mechanism by which some information about user’s preferences can
be acquired for many items. At the same time, due to privacy concerns, users that are
not willing to explicitly reveal their true preferences on individual items may provide a
single rating to a set of items, since it provides some level of information hiding.
This chapter investigates two questions related to using set-level preferences in rec-
ommender systems. First, how users’ item-level ratings relate to the ratings that they
provide on a set of items. Second, how collaborative filtering-based methods can take
advantage of such set-level ratings towards making item-level rating predictions.
To answer the first question, we collected ratings on sets of movies from users of
Movielens, a popular online movie recommender system1. Our analysis of these ratings
leads to two key findings. First, for the majority of the users, the rating provided on
a set can be accurately approximated by the average rating that they provided on the
set’s constituent items. Second, there is a considerable user population that tends to
consistently either over- or under-rate the set, especially for sets that contain items
1www.movielens.org
59
on which the user’s item-level ratings are diverse. Using these insights, we developed
different models that can predict a user’s rating on a set of items as well as on individual
items. Furthermore, these methods can use ratings on both the sets and the items and
lead to better results for the users that have either both or only one type of ratings.
These methods solve these problems in a coupled fashion by estimating models to predict
the item-level ratings and by estimating models that combine these individual ratings
to derive set-level ratings.
The key contributions of the work are the following:
(i) collection and analysis of a dataset that contains users’ ratings both on individual
items and on various sets containing these items;
(ii) introduction of Variance Offset Average Rating Model (VOARM) and Extremal
Subset Average Rating Model (ESARM) to model a user’s consistency to over- or
under-rate the set of items as a function of his/her ratings on the set’s constituent
items; and
(iii) development of collaborative filtering-based methods that take advantage of VOARM
and ESARM in order to estimate users’ preferences on sets of items as well as on
individual items.
7.2 Movielens set ratings dataset
7.2.1 Data collection
Movielens is a recommender system that utilizes collaborative filtering algorithms to
recommend movies to their users based on their preferences. We developed a set rating
widget to obtain ratings on a set of movies from the Movielens users. The set rating
widget could be rated from 0.5 to 5 with a precision of 0.5. For the purpose of data
collection, we selected users who were active since January 2015 and have rated at least
25 movies. The selected users were encouraged to participate by contacting them via
email. The sets of movies that we asked a user to rate were created by selecting five
movies at random without replacement from the movies that they have already rated.
Furthermore, we limited the number of sets a user can rate in a session to 50, though
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users can potentially rate more sets in different sessions. The set rating widget went
live on February 2016 and, for the purpose of this study, we used the set ratings that
were provided until April 2016.
Figure 7.1: The interface used to elicit users’ ratings on a set of movies.
7.2.2 Data processing
From the initially collected data, we removed users who have rated sets within a time
interval of less than one second to avoid users who might be providing the ratings at
random. After this pre-processing, we were left with ratings from 854 users over 29,516
sets containing 12,549 movies. Figure 7.2 shows the distribution of the number of sets
rated by the users, which shows that roughly half of the users have rated at least 45
sets in a session.
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Figure 7.2: The distribution of number of sets rated by the users.
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Figure 7.3: The distribution of the provided set ratings (left) and the ratings of their
constituent items (right).
7.2.3 Analysis of the set ratings
We investigated whether ratings are distributed uniformly or if some ratings tend to
appear more than others. Figure 7.3 (left) depicts the distribution of the collected
ratings over all the sets. The majority of the ratings lie between 3.0 and 4.0. Since,
by construction, we know the actual ratings that these users provided on the actual
movies. Figure 7.3 (right) shows the distribution of the ratings of the movies that were
contained in all these sets. By comparing these distributions we can see that the average
item-rating (3.50) is somewhat higher than the average set-based rating (3.44) but the
overall variance of the set-based ratings (0.65) is lower than that of the item ratings
(1.01).
In order to analyze how consistent a user’s rating on a set is with the ratings provided
by the user on the movies in the set, we computed the difference of the average of the
user’s ratings on the items in the set and the rating assigned by a user to the set. We
will refer to this difference as mean rating difference (MRD). Figure 7.4 (left) shows
the distribution of the MRD values in our datasets. The majority of the sets have an
MRD within a margin of 0.5 indicating that the users have rated them close to the
average of their ratings on set’s items. The remaining of the sets have been rated either
significantly lower or higher from the average rating. We refer to these sets as the
under- and the over-rated sets, respectively. Moreover, an interesting observation from
the results in Figure 7.4 (right), is that the number of under-rated sets is more than
that of the over-rated sets.
62
-1.25 -1.0 -0.75 -0.5 -0.25 0.25 0.5 0.75 1.0 1.25
Mean rating difference
0
5
10
15
20
25
30
35
40
P
er
ce
n
ta
g
e
of
se
ts
(%
)
Under-ratedOver-rated
-1.25 -1.0 -0.75 -0.5 -0.25 0.25 0.5 0.75 1.0 1.25
Mean rating difference
0.0
0.2
0.4
0.6
0.8
1.0
D
iv
er
si
ty
Under-ratedOver-rated
Figure 7.4: Histogram of percentage of sets (left) and diversity (right) against mean
rating difference (MRD).
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Figure 7.5: Histogram of elapsed time in months against mean rating difference.
In order to understand what can lead to a set being under- or over-rated, we investi-
gated if the diversity of the ratings of the individual movies in a set could lead a user to
under- or over-rate the set. We measured the diversity of a set as the standard deviation
of the ratings that a user has provided to the individual items of the set. As shown
in Figure 7.4 (right), the sets that contain more diverse ratings (i.e., higher standard
deviations) tend to get under- or over-rated more often when compared to less diverse
sets. This trend was found to be statistically significant (p-value of 0.01 using t-test).
Furthermore, we investigated whether the recently rated items carry more weight
than the items rated a long time ago. To this end, we computed the difference between
the timestamp of the earliest rating of the movies in the set and the year 2016, i.e.,
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Figure 7.6: Fraction of under-rated and over-rated sets across users in true and random
population.
when the users were asked to rate the sets. Similarly, we computed the median and
average age of movies in a set. Interestingly as shown in Figure 7.5, the under-rated sets
contained movies whose ratings were provided on average five years before the survey
while the remaining sets contained the movies whose ratings were provided on average
four years before the survey. This difference among the sets was found to be statistically
significant (p-value < 1e-16 using t-test). This suggests that the user’s preference for a
movie rated in the past carries lower weight than the recently rated movie. The user’s
higher preference for a recent movie is not surprising as it has been shown that the user
tends to rate a movie close to the middle of the scale as the time between viewing a
movie and rating it increases [73].
Additionally, we studied if there are users that tend to consistently under- or over-
rate sets. To this end, we selected users who have rated at least 50 sets and computed
the fraction of their under- and over-rated sets. We also computed the fraction of
under- and over-rated sets across a random population of the same size. We generated
this random population by randomly permuting the under-rated and over-rated sets
across the users. Figure 7.6 shows the fraction of under- and over-rated sets for both
the true and random population of user. In the true population, some users tend to
under- or over-rate sets significantly more than that of the random population. Using
the Kolmogorov-Smirnov 2 sample test, we found this behavior of true population to
be statistically different (p-value < 1e-16) from that of random population.
The above analysis reveals that our dataset contains users that when they are asked
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to assign a single rating to a set of items, some of them consistently assign a rating that
is lower than the average of the ratings that they provided to the set’s constituent items
(they under-rate), whereas others assign a rating that is higher (they over-rate). Thus
some users are very demanding (or picky) and tend to focus on the worst items in the
set, whereas other users are less demanding and tend to focus on the best items in the
set.
7.3 Methods
In this section, we will investigate different approaches that capture the user behavior
of providing ratings on sets. We will describe various methods that use the set ratings
alone or in combination with individual item ratings towards solving two problems: (i)
predict a rating for a set of items, and (ii) predict a rating for individual items. Our
methods solve these problems in a coupled fashion by estimating models for predicting
the ratings that users will provide to the individual items and by estimating models
that use these item-level ratings to derive set-level ratings.
7.3.1 Modeling users’ ratings on sets
In order to estimate the preferences on individual items from the preferences on the sets,
we need to make some assumptions on how a user derives a set-level rating from the
ratings of the set’s constituent items. Informed by our analysis of the data described in
Section 7.2, we investigated three approaches of modeling that.
Average Rating Model (ARM)
The first approach assumes that the rating that a user provides on a set reflects his/her
average rating on all the items in the set. Specifically, the estimated rating of user u on
set S is given by
rˆSu =
1
|S|
∑
i∈S
rui. (7.1)
As the analysis in Section 7.2 showed, such a model correlates well with the actual
ratings that the users provided on majority of the sets, especially when the ratings of
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the constituent items are not very different.
Extremal Subset Average Rating Model (ESARM)
In order to capture the user-specific pickiness illustrated in Section 7.2.3, this approach
postulates that a user rates a set by considering only a subset of the set’s items. If
a user tends to consistently under-rate each set, then that subset will contain some of
each set’s lowest-rated items. Analogously, if a user tends to consistently over-rate each
set, then that subset will contain some of each set’s highest-rated items. Moreover, this
approach further postulates that given such subsets, the rating that a user will assign
to the set as a whole will be the average of his/her ratings on the individual items of
the subset. The parameter in this model that captures the level of a user’s pickiness is
the size of the subset and whether or not it will contain the least- or the highest-rated
items. We will call these subsets having least- and highest- rated items as extremal
subsets. The set rating of an extremely picky user will be determined by the average
rating of one or two of the least rated items, whereas the set rating of a user that is not
picky at all will be determined by the average rating of one or two of the highest rated
items.
If ei denotes the average rating of items in ith extremal subset and ns denotes
number of items in set S, then 〈e1, . . . , ens , . . . , e2ns−1〉 represents the average rating on
all the extremal subsets; for 1 ≤ i ≤ ns, ei is the average rating of i least rated items,
for ns ≤ i ≤ 2ns − 1, ei is the average rating of the 2ns − i highest rated items and ens
is the average rating of all the items in the set. Then rˆSu is given by
rˆSu =
2ns−1∑
i=1
wu,iei, (7.2)
where wu,i is a non-negative weight of user u on ith extremal subset and the weights
sum to 1. The weight wu,i measures the influence of the items in ith extremal subset
towards estimating the user’s rating on set S. One of the weights corresponds to the
extremal subset that is responsible for majority of the user’s rating on set, and it is
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higher than others, i.e.,
2ns−1∑
i=1
wu,i = 1,
wu,j < wu,j+1,∀j < k,
wu,j+1 < wu,j ,∀j ≥ k,
wu,k > c, c > 0,
(7.3)
where c is the minimum weight of the extremal subset having the highest contribution
towards the user’s rating on set.
Note that this model assume that the size of all the sets is the same, however it can
be generalized to sets of different sizes by constructing the extremal subsets for fixed
number of quantiles in a set.
Variance Offset Average Rating Model (VOARM)
This approach captures the user-specific pickiness by assuming that a user rates a set
by considering both the average rating of the items in the set and also the diversity of
the set’s items. In this model, the set’s rating is determined as the sum of the average
rating of the set’s items and a quantity that depends on the sets diversity (e.g., the
standard deviation of the set’s ratings) and the user’s level of pickiness. If a user is
very picky, that quantity will be negative and large, resulting to the set being (severely)
under-rated. On the other hand, if a user is not picky at all, that quantity will be
positive and large, resulting to the set being (severely) over-rated.
If βu denotes the pickiness level of user u, then the estimated rating on a set is given
by
rˆSu = µs + βuσs, (7.4)
where µs and σs are the mean and the standard deviation of the ratings of items in the
set S. Both µs and σs are given by
µs =
1
|S|
∑
i∈S
rui, σs =
√
1
|S|
∑
i∈S
(rui − µs)2. (7.5)
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7.3.2 Modeling user’s ratings on items
In order to model a users’ ratings on the items, similar to matrix factorization method
described in Section 3, we assume that the underlying user-item rating matrix is low-
rank, i.e., there is a low-dimensional latent space in which both the users and the items
can be compared to each other. Thus, the estimated rating of user u on item i, i.e., rˆui,
is given by Equation 3.1.
7.3.3 Combining set and item models
Our goal is to estimate the item-level ratings by learning the user and item latent factors
of Equation 3.1; however, the ratings that we have available from the users are at the
set-level. In order to use the available set-level ratings, we need to combine Equation 3.1
with Equations 7.1, 7.2 and 7.4. To solve the problem, we assume that the actual item-
level ratings used in Equations 7.1, 7.2 and 7.4 correspond to the estimated ratings given
by Equation 3.1. Hence, the estimated set-level ratings in Equations 7.1, 7.2 and 7.4
are finally expressed in terms of the corresponding user and item latent factors.
7.3.4 Model learning
The parameters of the models that estimate item- and set-level ratings are the user
and item latent vectors (pu and qi), in the case of ESARM method the users’ weights
on extremal subsets (W ) and in the case of the VOARM method the user’s pickiness
level (βu). These parameters are estimated using the user-supplied set-level ratings by
minimizing a square error loss function given by
Lrmse(Θ) ≡
∑
u∈U
∑
s∈Rsu
(rˆSu (Θ)− rSu )2, (7.6)
where Θ represents model parameters, U represents all the users, Rsu contains all the
sets rated by user u, rSu is the original rating of user u on set S and rˆSu is the estimated
rating of user u on set S.
To control model complexity, we add regularization of the model parameters thereby
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Algorithm 4 Learn ARM
1: procedure LearnARM
2: η ← learning rate
3: λ← regularization parameter
4: Rs ← all users’ ratings on sets
5: iter ← 0
6: Init P , Q with random values ∈ [0,1]
7: while iter < maxIter or error on validation set decreases do
8: Rs ← shuﬄe(Rs)
9: for each rsu ∈ Rs do
10: rˆSu ← 1|S|
∑
i∈S puq
T
i
11: esu ← (rˆSu − rSu )
12: vk ∈ Rk ← 0
13: for each item i ∈ s do
14: vk ← vk + qi
15: end for
16: pu ← pu − η( e
s
u
|S|vk + λpu) . Update user’s latent representation
17: for each item i ∈ s do
18: qi ← qi − η( e
s
u
|S|pu + λqi) . Update item’s latent representation
19: end for
20: end for
21: iter ← iter + 1
22: end while
23: end procedure
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Algorithm 5 Learn ESARM
1: procedure LearnESARM
2: η ← learning rate
3: λ← regularization parameter
4: Rs ← all users’ ratings on sets
5: ns ← number of items in set
6: nes ← 2ns − 1 . number of possible extremal subsets
7: iter ← 0
8: Init P , Q with random values ∈ [0,1]
9: Init W with random values ∀ user u ∈ U , s.t., ∑nesi=1wu,i = 1
10: while iter < maxIter or error on validation set decreases do
11: Rs ← shuﬄe(Rs)
12:
13: for each rSu ∈ Rs do
14: rˆSu ← 0
15: Es ← All possible extremal subsets for set S
16:
17: ∇pu ∈ Rf ← 0
18: for each subset i ∈ Es do
19: eˆi ← 0, qsum ∈ Rf ← 0
20: for each item j ∈ i do
21: eˆi ← eˆi + puqTj , qsum ← qsum + qj
22: end for
23: eˆi ← eˆi|i| , qsum ← qsum|i|
24: rˆSu ← rˆSu + wu,ieˆi
25: ∇pu ← ∇pu + wu,iqsum
26: end for
27: esu ← (rˆSu − rSu )
28: ∇pu ← 2esu∇pu + 2λpu . update user’s latent representation
29: pu ← pu − η∇pu
30:
31: ∇q ← 2esupu
32: for each subset i ∈ Es do
33: for each item j ∈ i do
34: qj ← qj − η(wu,i∇q|i| + 2 λns qj) . update items’ latent representation
35: end for
36: end for
37: end for
38:
39: for each u ∈ U do
40: Update wu using constraint quadratic programming as described
41: in Section 7.3.4.
42: end for
43:
44: iter ← iter + 1
45: end while
46: end procedure
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Algorithm 6 Learn VOARM
1: procedure LearnVOARM
2: η ← learning rate
3: λ← regularization parameter
4: Rs ← all users’ ratings on sets
5: iter ← 0
6: Init P , Q and βs with random values ∈ [0,1]
7: while iter < maxIter or error on validation set decreases do
8: Rs ← shuﬄe(Rs)
9: for each rSu ∈ Rs do
10: µˆs ← 1|S|
∑
i∈S p
T
uqi
11: σˆs ← +
√
1
|S|
∑
i∈S(pTuqi − µˆs)2
12: rˆSu ← µˆs + βuσˆs
13: esu ← (rˆSu − rSu )
14: q ∈ Rf ← 0, v ∈ Rf ← 0
15: for each item i ∈ S do
16: q ← q + qi
17: v ← v + (puqTi )qi
18: end for
19: ∇pu ← q|S| + βuvσˆs|S| −
βuµsq
σˆs|S|
20: ∇q ← 2esupuS
21: for each item i ∈ S do
22: t← 1 + βupTu qiσˆs −
βuµs
σˆs
23: qi ← qi − η(t∇q + 2λqi) . Update item’s latent representation
24: end for
25: pu ← pu − η(2esu∇pu + 2λpu) . Update user’s latent representation
26: βu ← βu − η(2esuσˆs + 2λβu) . Update βu
27: end for
28: iter ← iter + 1
29: end while
30: end procedure
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leading to an optimization process of the following form
minimize
Θ
Lrmse(Θ) + λ(||Θ||2), (7.7)
where λ is the regularization parameter. The L2-regularization is added to reduce the
model complexity thereby improving its generalizability. This optimization problem can
be solved by Stochastic Gradient Descent (SGD) [74] algorithm.
Note that for the ESARM model, we need to solve this optimization problem with
linear and non-negative constraints on user weights wu. If we know the users’ and
the items’ latent factors then the user weights can be determined by solving the Equa-
tion 7.7 as a constraint quadratic programming [75] for each user. We can determine a
user’s weights by solving multiple quadratic programs, each corresponding to a different
extremal subset having the highest weight, and selecting the solution that has lowest
RMSE over the user’s sets. Hence, for ESARM we solve for W and {pu, qi} alternately
at each SGD iteration. In ESARM, the minimum weight of the extremal subset having
highest contribution towards ratings on sets, i.e., c, can be specified in the range [0,1].
Also, in the VOARM method we add a fixed constant, i.e.,  in [0, 1], to computed σ
for robustness. Algorithms 4, 5 and 6 shows the steps used to learn the ARM, ESARM
and VOARM models, respectively.
If we also have ratings for the individual items, then we can incorporate these ratings
into model estimation by treating each item as a set of size one.
7.4 Experimental Evaluation
7.4.1 Dataset
We evaluated the proposed methods on two datasets: (i) the dataset analyzed in Sec-
tion 7.2, which will be referred to as ML-RealSets, and (ii) a set of synthetically gener-
ated datasets that allow us to assess how well the optimization algorithms can estimate
accurate models and how their accuracy depends on various data characteristics.
The synthetic datasets were derived from the Movielens 20M dataset2 [76] which
contains 20 million ratings from approximately 229,060 users on 26,779 movies. For
2https://grouplens.org/datasets/movielens/20m/
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experiment purposes, we created a synthetic low-rank matrix of rank 5 as follows. We
started by generating two matrices A ∈ Rn×k and B ∈ Rm×k, where n is number of
users, m is number of items and k = 5, whose values are uniformly distributed at
random in [0, 1]. We then computed the singular value decomposition of these matrices
to obtain A = UAΣAV
T
A and B = UBΣBV
T
B . We then let P = αUA, Q = αUB and
R = PQT . Thus, the final rank k matrix R is obtained as the product of two randomly
generated rank k matrices whose columns are orthogonal. Note that the parameter α
was determined empirically in order to produce ratings in the range of [−10, 10].
Since we know the complete synthetic low-rank matrix we can generate the rating
corresponding to an observed user-item pair in the real dataset from the complete rating
matrix. We randomly selected 1000 users without replacement from the dataset and
for each user we created sets containing five movies. The movies in a user’s set were
selected at random without replacement from the movies rated by that user. For each
user, we created at least k such sets of movies, where k ∈ [40, 60, 80, 100, 140]. We
generated rating for a user on a set by following two approaches:
(i) ESARM-based rating: For each user, we chose one of the extremal subsets at
random and used that to generate ratings for all the sets. The set is assigned an
average of the user’s ratings on the items in the chosen extremal subset of the
items in the set.
(ii) VOARM-based rating: For each user, we chose the user’s level of pickiness (the βu
parameter) at random from the range [-2.0, 2.0]. The set is assigned an average of
the user’s ratings on the items in the set, and also we offset this rating by adding
a quantity computed by scaling the standard deviation of ratings in the set by the
randomly chosen user’s level of pickiness.
For all these datasets, we added random N (0, 0.1) Gaussian noise while computing
ratings at both the item and set-level for the users. For each approach, we generated 15
different synthetic datasets, each by varying the user-item latent factors and the users’
pickiness.
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7.4.2 Evaluation methodology
To evaluate the performance of the proposed methods we divided the available set-level
ratings for each user into training, validation and test splits by randomly selecting five
set-level ratings for each of the validation and test splits. The validation split was
used for model selection. In order to assess the performance of the methods for item
recommendations, we used a test set that contained for each user the items that were not
present in the user’s sets (i.e., these were absent from the training, test, and validation
splits) but were present in the original user-item rating matrix used to generate the
sets. We used Root Mean Square Error (RMSE) to measure the accuracy of the rating
prediction over items and sets.
7.4.2.1 Comparison methods
In addition to the evaluation of the proposed methods, i.e., ARM, ESARM and VOARM,
we also present the results for the following non-personalized methods:
(i) SetAvg: This method predicts a user’s ratings on items and sets as the average of
the user’s ratings on sets. The rating of user u on set S is given by
rˆsu =
1
|Qu|
∑
k∈Qu
rˆuk, (7.8)
where Qu represents all the sets rated by user u. The rating of user u on item i is
given by
rˆui =
1
|Qu|
∑
k∈Qu
rˆuk, (7.9)
where Qu represents all the sets rated by user u.
(ii) Item average: This method estimates the rating for an item as the average of the
ratings provided by the users on the item. The rating rˆi for an item i is given by
rˆi =
1
|Ui|
∑
u∈Ui
rui, (7.10)
where Ui denotes the set of users who have rated item i.
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(iii) UserMeanSub: This method estimates the rating for an item as the sum of average
rating on sets and average of user mean subtracted item ratings. The rating rˆi for
an item i is given by
rˆi = µs +
1
|Ui|
∑
u∈Ui
(
rui − 1|Iu|
∑
k∈Iu
ruk
)
, (7.11)
where µs is the average of the ratings on all the sets, Iu represents the set of items
rated by user u.
In practice, a significant proportion of the ratings provided by users on items de-
pends on factors that are associated with either users or items, and do not depend on
interactions between the users and the items. For example, some users have a tendency
to rate higher than others, and some items receive higher ratings than others. For
the real set-level rating dataset, that we obtained from Movielens users, we determined
these factors by estimating user- and item-biases [72] as part of the model learning.
7.4.3 Model selection
We performed grid search to tune the dimensions of the latent factors and regularization
hyper-parameters for the latent factors. We searched for regularization weights (λ) in
the range [0.001, 0.01, 0.1, 1, 10],  in the range [0.1, 0.25, 0.5, 1] and c in the range
[0, 0.25, 0.50, 0.75, 0.90] for both the synthetic and the real datasets. We searched for
the dimension of latent factors (f) in the range [1, 5, 10, 15, 25, 50, 75, 100] for real
datasets, and used 5 as the dimension of latent factors for synthetic datasets. The final
parameters were selected based on the performance on the validation split.
7.5 Results and Discussion
The experimental evaluation of the various methods that we developed is done in three
phases. First, we investigated how well the proposed models can explain the users’
ratings over sets in the dataset we obtained from a subset of Movielens users (described
in Section 7.2). Second, we evaluated the performance of the methods using the syn-
thetically generated datasets in order to assess how well the underlying optimization
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algorithms can recover the underlying data generation models and achieve good predic-
tion performance at either the set- or item-level. Note that unless otherwise specified,
we report the average of RMSEs of all the synthetic datasets as the final RMSE values
for each rank and proposed approach. Finally, we evaluated the prediction performance
achieved by the proposed methods at both the set- or item-level in the real dataset.
7.5.1 Fit of different rating models
In order to determine how well the proposed models can explain the ratings that the
users in our dataset provided, we performed the following analysis. We selected sets
with standard deviation of at least 0.5, and included only those users who have rated
at least 20 such sets. This left us with 17,552 sets rated by 493 users.
To study the ESARM model, for each set rated by a user we created all the possible
subsets having either k lowest or k highest rated items for all the possible values of
k ∈ [1, 5], i.e., nine extremal subsets. We computed the error between the average
rating of items in the extremal subsets and the rating provided by a user on a set.
Similarly, we computed the error over the remaining sets for a user and selected that
subset among the nine extremal subsets corresponding to which the user has lowest
Root Mean Square Error (RMSE) for all the sets. Figure 7.7 shows the number of users
and their corresponding extremal subset that obtained lowest RMSE for their sets. As
can be seen in the figure, there are certain users for whom the lowest RMSE on sets
corresponds to either k lowest or k highest rated items in a set, where k < 5. This
indicates that while providing a rating to a set of items, the user may get influenced
more by a subset of the items in a set rather than all the items in the set.
Further, to investigate VOARM model, we computed the user’s level of pickiness
(βu) as
βu =
1
ns
ns∑
s=1
rsu − µs
σs
, (7.12)
where ns is the number of sets rated by user u, r
s
u denotes the rating provided by user
u on set s, µs is the mean rating of the items in set s and σs is the standard deviation
of the ratings of the items in set s. Figure 7.8 shows the histogram of the users’ level
of pickiness. As can be seen from the figure, certain users tend to under- or over-rate
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Figure 7.7: The number of users for which their pickiness behavior is explained by the
corresponding least- and highest-rated subsets of items.
Table 7.1: Fit of different rating models on the data
ARM ESARM VOARM
RMSE 0.597 0.509 0.521
sets with high standard deviation, and interestingly more users tend to under-rate sets
than over-rate them.
Additionally, we computed how well the above rating models, i.e., ESARM and
VOARM, compare against the ARM model where a user rates a set as the average of
the ratings that he/she gives to the set’s items. We used the user-specific pickiness
determined in above analysis for the ESARM and the VOARM models to estimate a
user’s rating on a set. Table 7.1 shows the RMSE of the estimated ratings according
to different models and as can be seen in the table both the ESARM and the VOARM
give a better fit to the real data than ARM, thereby suggesting that modeling users’
level of pickiness could lead to better estimates.
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Figure 7.8: The number of users and their computed level of pickiness.
7.5.2 Performance on the synthetic datasets
7.5.2.1 Accuracy of set- and item-level predictions
We investigated the performance of the proposed methods for both item- and set-level
predictions on the synthetic datasets. In addition to the performance of each method
on its corresponding dataset, we also show the performance of the ARM and SetAvg
methods in Figures 7.9 and 7.10.
Figure 7.9 shows that ESARM outperforms all other methods for both set- and
item-level predictions for datasets with a large number of sets. However, for datasets
with fewer sets, ARM outperforms ESARM and SetAvg for the set- and item-level
predictions. Figure 7.10 shows that VOARM outperforms all other methods for both
set- and item-level predictions. Unlike ESARM, VOARM performs better than other
methods even for the case when we have fewer sets, and this suggests that ESARM
needs a larger number of sets than VOARM to recover the underlying characteristics of
the data.
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Figure 7.9: The average RMSE obtained by the proposed methods on ESARM-based
datasets with different number of sets.
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Figure 7.10: The average RMSE obtained by the proposed methods on VOARM-based
datasets with different number of sets.
7.5.2.2 Recovery of underlying characteristics
We examined how well ESARM and VOARM recover the known underlying character-
istics of the users in the datasets. Figure 7.11 plots the Pearson correlation coefficient of
the actual and the estimated weights that model the users’ level of pickiness in VOARM
(i.e., βu parameters). The high values of Pearson correlation coefficients in the figure
suggests that VOARM is able to recover the overall characteristics of the underlying
data. Additionally, this recovery of underlying characteristics increases with the in-
crease in the number of sets. In order to investigate how well ESARM can recover the
underlying characteristics, we computed the fraction of users for whom the extremal
subset having the highest weight (wui) is same as that of the extremal subset used to
generate the rating on sets. Figure 7.12 shows the percentage of users for whom the
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Figure 7.11: Pearson correlation coefficients of the actual and the estimated parameters
that model a user’s level of pickiness in the VOARM model.
extremal subsets are recovered by ESARM. As can be seen in the figure, the fraction
of users recovered by ESARM increases significantly with the increase in the number of
sets. The better performance of ESARM on the larger datasets suggests that in order to
recover the underlying characteristics of the data accurately, ESARM needs significantly
more data than required by VOARM method.
7.5.2.3 Effect of adding item-level ratings
In most real-world scenarios, in addition to set-level ratings, we will also have available
ratings on individual items as well, e.g., users may provide ratings on music albums
and as well as on tracks in the albums. Also, there may exist some users that are not
concerned about keeping their item-level ratings private. To assess how well ESARM
and VOARM can take advantage of such item-level ratings we performed three sets of
experiments. In the first experiment, we added in the synthetic datasets a set of item-
level ratings for the same set of users for which we have approximately 100K set-level
ratings. The number of item-level ratings was kept to k% of their set-level ratings, where
k ∈ [5, 75], and the items that were added were disjoint from those that were part of the
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Figure 7.12: The percentage of users recovered by ESARM, i.e., the users for whom the
original extremal subset had the highest estimated weight under these models.
sets that they rated. Additionally, we used the matrix factorization (MF) method to
estimate the user and item latent factors by using only the added item-level ratings. In
the second experiment, we selected 100, 250 and 500 additional users (beyond those that
exist in the synthetically generated datasets) and added a random subset of 50 ratings
per user from the items that belong to the existing users’ sets. In the final experiment,
we investigate if using set-level ratings from one set of users can improve the item-level
predictions for another set of users for whom we have item-level ratings. We selected
500 additional users (Ub) and added a random subset of 50 ratings per user from the
items that belong to the sets rated by existing users (Ua).
Figures 7.13 and 7.14 shows the performance of ESARM and VOARM on these
datasets. As can be seen from Figure 7.13, as we continue to add item-level ratings
for the same set of users who have provided ratings for the sets, there is an increase
in accuracy of both the set- and item-level predictions for ESARM and VOARM. Both
ESARM and VOARM outperform ARM with the availability of more item-level ratings.
For the task of item-level rating prediction, ESARM and VOARM even outperform MF
which is estimated only based on the additional item-level ratings. Figure 7.14 shows
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Figure 7.13: Effect of adding disjoint item-level ratings for the users in ESARM-based
(left) and VOARM-based (right) datasets.
how the performance of the proposed methods changes when item-level ratings are
available from another set of users. Similar to the addition of item-level ratings from
the same set of users, ESARM and VOARM outperform ARM with the availability of
item-level ratings from a different set of users.
Table 7.2 shows the performance of item-level predictions for additional users (Ub)
after using set-level ratings from existing users (Ua). As can be seen from the table, using
set-level ratings from users in Ua significantly improves the performance of item-level
predictions for users in Ub. That is, using item-level ratings from the additional set of
users and the set-level ratings from the existing users not only improves the performance
for the latter but also for those additional users who have provided item-level ratings.
The result that the performance of the proposed methods improve with the addition of
item-level ratings suggests that using both item- and set-level ratings can lead to better
item recommendations for the users.
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Figure 7.14: Effect of adding item-level ratings from additional users in ESARM-based
(left) and VOARM-based (right) datasets.
7.5.3 Performance on the Movielens-based real dataset
Our final experiment used the proposed approaches (ARM, ESARM, and VOARM) to
estimate both set- and item-level rating prediction models using the real set-level rating
dataset that we obtained from Movielens users.
7.5.3.1 Accuracy of set- and item- level predictions
Table 7.3 shows results for the case when we have only set-level ratings. As can be
seen in the table, ARM outperforms the remaining methods for item-level predictions.
However, VOARM performs somewhat better than ARM for set-level predictions. The
better performance of ARM for item-level predictions is not surprising as most of the
sets in the dataset are rated close to the average of the ratings on items in sets. Also, as
seen in our analysis in Section 7.5.2.2, ESARM needs a large number of sets in order to
accurately recover the users’ extremal subsets. The difference between the predictions
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Table 7.2: Average RMSE performance of ESARM and VOARM for item-level predic-
tions for additional users (Ub), that have provided only the item-level ratings.
Item-level RMSE for Ub
Type of ratings ESARM VOARM
Item-level (Ub) 2.860 2.860
Set-level (Ua) + item-level (Ub) 1.811 1.866
Ua represents the existing users that have provided ratings at
the set-level. Ub represents the additional 500 users that have
provided ratings only at item-level and item-level (Ub) denotes
their item-level ratings. Set-level (Ua) refers to the set-level
ratings from the users in Ua.
Table 7.3: The RMSE performance of the proposed methods with user- and item-biases
on ML-RealSets dataset.
Method Item Set
SetAvg 0.976 0.630
ARM 0.971 0.624
ESARM 0.979 0.631
VOARM 0.973 0.623
of different models was found to be statistically significant (p-value ≤ 0.016 using t-
test). Table 7.4 shows the percentage of the item-level predictions for whom a proposed
approach performs better than the other approaches. As can be seen in the table, ARM
and VOARM performs better than other methods for the majority of the item-level
predictions. Also, to some extend VOARM performs better than ARM for the majority
of the item-level predictions. The lower RMSE of ARM for item-level predictions and
better performance of VOARM for the majority of the item-level predictions suggest
that there are few item-level predictions where the error in VOARM is significantly
higher than that of ARM, thereby leading to higher RMSE for item-level predictions
for VOARM method. In Section 7.5.3.3, we will investigate the performance of the
proposed methods independently for picky and non-picky users.
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Table 7.4: Percentage of item-level predictions where method X performs better than
method Y.
Method X
Method Y
SetAvg ARM ESARM VOARM
SetAvg - 49.56 53.74 46.41
ARM 50.44 - 51.01 49.85
ESARM 46.26 48.99 - 45.54
VOARM 53.59 50.15 54.46 -
7.5.3.2 Effect of adding item-level ratings
In addition, we assessed how well the proposed methods can take advantage of additional
item-level ratings. In the first experiment, we added k% of the users’ set-level ratings,
where k ∈ [10, 75], as additional item-level ratings and the items that were added
were disjoint from those that were part of the sets that they rated. In the second
experiment, we added ratings from 100, 250 and 500 additional users (beyond those
that have participated in the survey), and these users have provided on an average
20,000 ratings for the items that belong to the existing users’ sets.
As can be seen from Figure 7.15, the performance for item-level predictions improves
significantly after including item-level ratings. ARM and to some extend ESARM and
VOARM even outperform MF for item-level predictions when fewer additional item-level
ratings, i.e., < 30% of set-level ratings, are available. Figure 7.16 plots the estimated
weights that model a user’s level of pickiness in VOARM against the user’s level of
pickiness, i.e., βu, computed from the data in Section 7.5.1. As can be seen in the
figure, to some extend VOARM is able to recover the user’ level of pickiness after
addition of few item-level ratings.
Additionally, we examined the case when we have item-level ratings from the addi-
tional users. In addition to estimating ratings from the proposed methods, we estimated
the ratings at item-level from the two non-personalized methods, i.e., Item average and
UserMeanSub, as described in Section 7.4.2.1. Figure 7.17 shows the results for these
non-personalized methods along with that of the proposed methods. As can be seen in
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Figure 7.15: Effect of adding item-level ratings from the same set of users in the real
dataset.
the figure, the proposed methods outperform the non-personalized methods and per-
formance of the proposed methods continue to improve with the availability of more
item-level ratings from additional users.
Further, we investigated if using set-level ratings from existing users can improve
the item-level predictions for additional users who have provided ratings only at item-
level. To this end, we selected 500 additional users and added a random subset of 10
ratings per user from the items that belong to the sets rated by existing users. Table 7.5
Table 7.5: RMSE for item-level predictions for additional users, that have provided only
the item-level ratings.
Method Item-level RMSE
MF 1.003
ARM 0.978
ESARM 1.043
VOARM 1.033
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Figure 7.16: Scatter plots of the user’s original level of pickiness computed from real
data and the pickiness estimated by VOARM from set-level ratings (left), and after
including 30% of item-level ratings (right).
shows the performance of item-level predictions for additional users after using set-level
ratings from the existing users and also shows the performance of MF method after using
only the additional item-level ratings. As can be seen in the table, ARM outperforms
MF for item-level predictions after using set-level ratings from existing users. However,
ESARM and VOARM do not perform better than MF for the additional users. Similar
to our results on synthetic datasets, it is promising that using item-level ratings from the
additional users and set-level ratings from the existing users improves the performance
not only for latter but also for those additional users who have provided only item-level
ratings.
7.5.3.3 Accuracy of item-level predictions for picky users
Even though ARM performs better than remaining methods for item-level predictions,
we investigated how well do ARM, ESARM and VOARM perform for item-level pre-
dictions for the users who have rated at least 20 sets and have a high level of pickiness,
i.e., |βu| > 0.5. We found 374 users in the dataset that were non-picky (UNon−picky)
and 135 users that were having a higher level of pickiness (UPicky). Table 7.6 shows the
performance of the proposed methods for item-level predictions using set-level ratings
and after including 30% of additional item-level ratings on both UPicky and UNon−picky.
As can be seen in the table, for set-level ratings VOARM performs somewhat better
than ARM on Upicky and after including additional item-level ratings both ESARM and
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Figure 7.17: Effect of adding item-level ratings from disjoint set of users in the real
dataset.
VOARM outperform ARM on UPicky.
The overall consistency of the results between the synthetically generated and the
real dataset suggests that VOARM and to some extend ESARM are able to capture the
tendency that some users have to consistently under- or over-rate diverse sets of items.
7.6 Conclusion
In this work, we studied how users’ ratings on sets of items relate to their ratings on
the sets’ individual items. We collected ratings from active users of Movielens on sets
of movies and based on our analysis we developed collaborative filtering-based models
that try to explicitly model the users’ behavior in providing the ratings on sets of items.
Through extensive experiments on synthetic and real data, we showed that the proposed
methods can model the users’ behavior as seen in the real data and predict the users’
ratings on individual items.
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Table 7.6: The item-level RMSE of the proposed methods on different subset of users
using only set-level ratings and after including additional item-level ratings.
Set only +Items
Method UNon−picky UPicky UNon−picky UPicky
ARM 0.915 1.089 0.879 0.975
ESARM 0.922 1.103 0.898 0.923
VOARM 0.921 1.085 0.892 0.932
The “Set only” column denotes the results of the mod-
els that were estimated using only set-level ratings.
The “+Items” column show the results of the mod-
els that were estimated using the sets of “Set only”
and also some additional ratings on a different set of
items from the same users that provided the set-level
ratings. Upicky refers to the users who have rated at
least 20 sets and have a high level of pickiness, i.e.,
|βu| > 0.5, in real dataset, and UNon−picky represents
the remaining users.
Chapter 8
Conclusion
8.1 Thesis Summary
Recommender systems are widely used to recommend relevant products to the users.
They help a user by identifying few relevant products from a catalog containing a large
number of products and thus help the user by filtering information for the user. Rec-
ommendations are typically generated by using either content-based or collaborative
filtering-based methods. Content-based methods rely on attributes of users or items to
generate recommendations, and collaborative filtering-based methods rely on explicit
or implicit preferences provided by the users over items. Furthermore, collaborative
filtering-based methods are divided into two classes, i.e., neighborhood-based and ma-
trix completion-based methods. Neighborhood-based methods identify the user and
item neighborhoods based on co-rating data to generate recommendations. Matrix
completion-based methods learn low-rank models, i.e., the user and the item latent
factors, from the data to generate recommendations.
In this thesis, we have investigated how the accuracy and the ranking performance
of the matrix completion-based approaches are affected by the skewed distribution of
ratings in the user-item rating matrices. Furthermore, we have model user preferences
in scenarios where standard recommendation methods can not be applied. We have
developed methods to recommend new items, i.e., cold-start item recommendations,
and to leverage user preferences over sets of items to generate item recommendations.
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Accuracy of matrix completion methods
Matrix completion is the state-of-the-art collaborative filtering method and is widely
used to generate recommendations. In this thesis, we investigated the effect of the
skewed distribution of ratings, as found in real datasets, on the accuracy and the ranking
performance of matrix completion. We showed that the skewed distribution affects the
accuracy of matrix completion, and the item with high frequency are predicted more
accurately than the others. Additionally, we found that the items predicted at the top
by matrix completion miss a significant number of true high-rated items. Furthermore,
the ranking based on the predicted ratings is not severely affected by false positives as
the items that are predicted at the top for a user but are absent from the true high
rated items are present close to the true high rated items by the user. Also, we saw
that the infrequent items are predicted low by the matrix completion-based methods
thereby appearing later in the ranking of the items for recommendations.
Truncated matrix factorization (TruncatedMF)
In practice, few item attributes determine a significant portion of the user rating and
the leftover portion of the rating is determined by other attributes. The item attributes
and the user weights over these attributes are known as the item latent factors and
the user latent factors respectively. In this thesis, we showed that in real datasets,
some users or items may not have sufficient ratings to estimate all the user and the
item latent factors accurately. We developed TruncatedMF, a matrix completion-based
method which considers the number of ratings that a user and an item has to estimate
the user’s rating on the item. The exhaustive experiments on real datasets illustrate
that the TruncatedMF method outperforms the state-of-the-art MF method for the task
of rating prediction for the users and the items with few ratings.
User-specific feature-based factorized bilinear similarity model
Since we do not have any prior preferences for new items, the standard collaborative
filtering methods can not be used to recommend the new or cold-start items. The non-
collaborative methods that rely on similarities between the new item and the items pre-
ferred by a user in the past can be used for cold-start item recommendations. However,
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these non-collaborative methods ignore the interaction among features and consider
them independently while computing similarities. In this thesis, we presented User-
specific Feature-based factorized Bilinear Similarity Model (UFBSM) for cold-start
item recommendations. UFBSM captures the interaction among the item features and
leverages the information available from all the users to recommend new items. The
extensive experiments on real dataset show that UFBSM can perform better than other
methods in terms of recommendation quality, especially in datasets that have relatively
small number of features and a considerable number of ratings for existing items.
Learning from sets of items in recommender systems
An additional source of information in recommender systems can be the ratings pro-
vided by the users on sets of items. For example, the users can provide ratings on
music albums, song playlists, and reading lists. A preference provided by a user on a
set of items indicates some information about the user’s preference for individual items
in the set. Additionally, due to privacy concerns, users may not be willing to indicate
their preferences for individual items but may provide a rating to a set of items as it
provides some level of information hiding. In this thesis, we have investigated how a
user’s rating on a set of items relates to individual item-level ratings and developed
collaborative filtering methods that can use the set-level ratings to generate item rec-
ommendations. The experiments on the real and the synthetic datasets show that the
developed methods can recover the characteristics of underlying data and can be used
for item recommendations.
8.2 Future research directions
The problems explored and methods presented in this thesis can be further extended
in multiple future directions. It will be interesting to investigate the effect of different
properties of ratings, e.g., diversity of ratings, in the user-item rating matrix on the
performance of the matrix completion-based recommendation methods. We can also
leverage the derived insight in Section 5.2, i.e., only fewer dimensions of latent fac-
tors are estimated accurately for users or items with few ratings, to modify existing
locality-based matrix completion methods [17–19] by using lower ranks for the sparse
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part and higher ranks for the dense part of the user-item rating matrix. Similar to
TruncatedMF, we may be able to improve other latent factor-based methods that may
suffer from inaccuracy due to insufficient data, e.g., Factorization Machines [70,77] and
Word2Vec [78].
Furthermore, we can improve the usage of preferences over sets of items by modeling
temporal effects and by using side-information like genres or other movie metadata.
Also, it will be interesting to investigate if similar to the diversity of ratings in the set
there exists other properties at the item- or set-level that can affect a user’s ratings on
sets of items. Moreover, a user may rate the set of items independent of what is his
preference for an individual item and instead rate the set depending on how does he
perceive the set as a whole. In this scenario, the items in a set can complement each
other and thereby receive a more favorable rating from the user. On the contrary, it
could be possible that items in a set compete with each other and thus receive a more
critical rating on the set. Thus, modeling the synergy and the competition among items
in a set can further improve the estimation of the user preferences over sets and items.
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