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On the Brauer group of affine diagonal quadrics
Tetsuya Uematsu
Abstract
In a previous work, we introduced the notion of uniform generators of the Brauer group
and proved that general diagonal cubic surfaces do not have such generators.
In this paper, we prove that a similar non-existence result holds for affine diagonal quadrics.
1 Introduction
Let X be a variety over a field k of characteristic zero. Explicit description of elements of the
Brauer group Br(X) of X has been studied by many authors. Historically, the Brauer group of k
was first considered and it is described for example by norm residue symbols and cyclic algebras.
In 1970’s, Manin [Man86] considered this problem for diagonal cubic surfaces X , that is, projective
surfaces defined by a homogeneous equation of the form ax3 + by3 + cz3 + dt3 = 0. Under the
assumption that k contains a primitive cubic root ζ of unity, let {·, ·}3 be the follwoing norm
residue symbol
{·, ·}3 : KM2 (k(X))→ H2(k(X), µ⊗23 ) ∼= H3(k(X), µ3) →֒ Br(k(X)),
where k(X) is the function field of X . For surfaces X of the form x3+ y3+ z3+dt3 = 0, he proved
that the following two elements
e1 =
{
d,
x+ ζy
x+ y
}
3
, e2 =
{
d,
x+ z
x+ y
}
3
are naturally considered as elements in Br(X) and generates Br(X)/Br(k) ∼= (Z /3Z)2. Some
generalizations of this result can be found in for example, [SS14], Proposition 4.2.6 and [Uem14].
We do stress that the above generators are algebraically “uniform” in the following sense. If
we put
e1(D) =
{
D,
x+ ζy
x+ y
}
3
, e2(D) =
{
D,
x+ z
x+ y
}
3
where D is considered as an indeterminate and if we want symbolic generators of Br(Xd)/Br(k),
whereXd is the surface defined by x
3+y3+z3+dt3 = 0 with d ∈ k∗, we can get them by specializing
e1(D) and e2(D) at D = d. The similar result holds for the family Xc,d : x
3 + y3 + cz3 + dt3 = 0
with Br(Xc,d)/Br(k) ∼= Z /3Z [Uem14]. In general, it is not necessarily that for a given family
of varieties, generators of the Brauer group of each variety in the family is given by specializing
“uniform” elements algebraically expressed by parameters of this family. In fact, for the Brauer
group of general diagonal cubic surfaces x3+ by3+ cz3+dt3 = 0 parametrized by three coefficients
b, c, d, we have no such uniform generators. For details, see [Uem14]. We remark that any cubic
surface in the first two families has rational points, though the existence of rational points of
general diagonal cubic surfaces heavily depends on coefficients b, c, d. Based on these observations,
it seems that the non-existence of such uniform generators relates the complexity of a given family
in some extent.
For this problem, Timothy D. Browning asked the author whether such a uniform generator
does not exist in the case of affine diagonal quadrics. The main objective of this article is to
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answer his question: as is the case of diagonal cubic surfaces, we have no uniform generator in
this case, too. To state the claim more precisely, we prepare some notations. Let F = k(B,C,D)
be the function field over k with three variables, U the affine diagonal quadric over F defined by
x2 + By2 + Cz2 + D = 0. For P = (b, c, d) ∈ k∗ × k∗ × k∗, let UP be the affine quadric over k
defined by x2 + by2 + cz2 + d = 0. For e in Br(U), we will define its specialization sp(e;P ) in
Br(UP )/Br(k) in Section 3.2. Define the following domain of specialization:
Pk := {P ∈ k∗ × k∗ × k∗ | Br(UP )/Br(k) ∼= Z /2Z}.
First we will prove the following
Theorem 1.1. Br(U)/Br(F ) = 0.
As a corollary of this result, we have the following non-existence result:
Corollary 1.2. Assume that k is not 2-closed. Then there does not exist a pair of an element
e ∈ Br(U) and a dense open subset W ⊂ (Gm,k)3 satisfying the following conditions:
• sp(e; ·) is defined on W (k) ∩ Pk;
• for all P ∈W (k) ∩ Pk, sp(e;P ) is a generator of Br(UP )/Br(k).
We remark that the non-2-closedness of k assures the Zariski density of the image of Pk in
(Gm,k)3.
We also note that there exists a method of producing an explicit symbolic generator of affine
quadrics one by one. For example, in the paper [CTX09], Section 5.8, J.-L. Colliot-The´le`ne and
F. Xu gave such a construction under the assumption that there exists a rational point on it. Our
theorem asserts that such a construction cannot be done simultaneously for the family of affine
diagonal quadrics in an algebraic way.
This paper is organized as follows. In Section 2, we compute some invariants of affine diagonal
quadrics, in particular, their Picard groups and their Galois structures. In the last of this section,
we will find an explicit generating cocycle of H1(k,Pic(U)), which plays an essential role in Section
3. In Subsection 3.1, we prove Theorem 1.1 by explicit calculations. Almost all arguments are quite
similar to arguments in [Uem14]. In Subsection 3.2, we briefly recall the definition of specialization
of Brauer groups, introduced in [Uem14]. Finally we prove Corollary 1.2, the nonexistence of
uniform generators.
Notation. In this article, all fields are assumed to be of characteristic 0. In particular, they
are infinite fields. For a field k, we fix its algebraic closure k. we denote k˜ by
⋃
n>0 k(ζn), where
ζn is a primitive n-th root of unity. If k is a discrete valuation field, k
ur denotes the maximal
unramified extension of k. If k contains ζn, we denote {·, ·}n by the following composite of maps:
KM2 (k)/n→ H2(k, µ⊗2n ) ∼= H2(k, µn) →֒ Br(k),
where the first one is a norm residue symbol of k, the second one is induced by ζin ⊗ ζjn 7→ ζijn . We
often omit the subscripts n unless confusing.
For a group M and an endomorphism f of M , the symbol fM means the kernel of f .
The Brauer group Br(X) of a scheme X means the e´tale cohomology group H2e´t(X,Gm). If
π : X → Spec k is a k-scheme, we denote Γ(X,OX), X ×k k and Br(X)/π∗Br(k) by k[X ], X and
Br(X)/Br(k) respectively.
2 Affine diagonal quadrics
In this section, we are concerned with some invariants of affine diagonal quadrics. Let U be the
affine surface over k defined by an equation
ax2 + by2 + cz2 + d = 0,
2
where a, b, c and d are in k∗. Let π : U → Spec k denote the structure morphism. Now we put
λ = − b
a
, µ = − c
a
and ν =
ad
bc
,
and then we can write as the equation of U
x2 − λy2 − µz2 + λµν = 0.
Put α =
√
λ, γ =
√
ν, α′ =
√
µ and β = αγ. We also define k′ and k′′ as k(α, γ) and k′(α′).
Let X be a natural compactification of U , that is,
X = Projk[x, y, z, t]/(ax2 + by2 + cz2 + dt2) ⊂ P3k.
Put i : Z := X \ U →֒ X . Define the following four lines on X:
L1 : x+ αy = z + βt = 0,
L2 : x+ αy = z − βt = 0,
L′1 : x− αy = z − βt = 0,
L′2 : x− αy = z + βt = 0.
By abuse of notation, we write the restriction of Li and L
′
i on U as the same symbols.
First we compute the structure of k[U ]∗,Pic(U) and Br(U).
Proposition 2.1. We have the following.
(1) k[U ]∗ = k∗.
(2) Pic(U) = Z[L1].
(3) Br(U) = 0.
Proof. We note that the pair (X,Z) satisfies the purity of Brauer groups in the sense of [Gro68],
Section 6. Thus using the Leray spectral sequence Hp(Z,Rqi!Gm) ⇒ Hp+qZ (X,Gm) and the
localization sequence, we have the following exact sequence (see [Gro68], Corollarie 6.2.):
0→ k∗ → k[U ]∗ → Z→ Pic(X)→ Pic(U)→ 0→ Br(X)→ Br(U)→ H1(Z,Q /Z).
In the above sequence the map Z → Pic(X) maps 1 to the class [Z]. Since the defining equation
of X can be written as
(x+ αy)(x − αy) = (α′z + α′βt)(α′z − α′βt),
we see that X ∼= P1
k
× P1
k
and
Pic(X) = Z[L1]⊕ Z[L2].
We can easily see that the class [Z] is equal to [L1] + [L2] in Pic(X). Therefore we have Pic(U) =
Z[L1] and the relation [L1] + [L2] = 0 in Pic(U). This proves (2).
By this description, we have the injectivity of Z → Pic(X), which implies k∗ ∼= k[U ]∗. This
proves (1).
Finally, we see that H1(Z,Q /Z) = 0 by the fact Z is isomorphic to P1
k
. This proves Br(X) ∼=
Br(U). Moreover, by the birational invariance of the Brauer group of proper varieties and the
triviality of the Brauer group of projective spaces, we obtain Br(X) = 0. Therefore we complete
the proof of (3) and Proposition 2.1.
Next we compute the Galois cohomology H1(k,Pic(U)).
Proposition 2.2.
H1(k,Pic(U)) ∼=
{
0 if ν ∈ (k∗)2,
Z /2Z otherwise.
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Proof. Using the Hochschild-Serre spectral sequence
Ep,q2 = H
p(k′, Hq(U,Gm))⇒ Hp+q(Uk′ ,Gm)
and the facts Uk′(k
′) 6= ∅ and k[U ]∗ = k∗, we have
Pic(Uk′)
∼=→ Pic(U)Gk′ ∼= Z .
Moreover, using the Hochschild-Serre spectral sequence
Ep,q2 = H
p(k′/k,Hq(k′,Pic(U)))⇒ Hp+q(k,Pic(U))
and the triviality of Pic(U) ∼= Z as a Gk′ -module, we have
H1(k′/k,Pic(Uk′ )) ∼= H1(k,Pic(U)).
Hence it suffices to compute the left hand side H1(k′/k,Pic(Uk′)).
(i) In the case when [k′ : k] = 4, put s (resp. t) to be the generator of Gal(k′/k(α)) (resp.
Gal(k′/k(γ))). Then we have sγ = −γ and tα = −α.
Since s · [L1] = [L2] = −[L1] in PicUk′ we have (Pic(Uk′))k′/k(α) = 0. Using this fact, the
spectral sequence
Ep,q2 = H
p(k(α)/k,Hq(k′/k(α),Pic(Uk′)))⇒ Hp+q(k′/k,Pic(U ′k))
induces the isomorphism H1(k′/k,Pic(Uk′ )) ∼= H1(k′/k(α),Pic(Uk′))Gal(k(α)/k).
Now we compute H1(k′/k(α),Pic(Uk′)). Using Tate cohomology, we have
H1(k′/k(α),Pic(Uk′)) ∼= Hˆ−1(k′/k(α),Pic(Uk′ )) ∼= NsPic(Uk′)/Is Pic(Uk′ ),
where for Gal(k′/k(α))-module M , Ns : M → M maps m → m + s ·m and Is : M → M maps m
to m− s ·m.
For M = Pic(Uk′ ), we see that
Ns
Pic(Uk′) = Pic(Uk′ ), Is Pic(Uk′ ) = 2Pic(Uk′ ).
Therefore we obtain
H1(k′/k(α),Pic(Uk′)) ∼= Z /2Z ·[L1].
Since we have div
(
z − β
x+ αy
)
= t ·L1−L1 in Div(Uk′ ), [L1] ∈ Pic(Uk′ ) is t-invariant. Thus we have
H1(k′/k(α),Pic(Uk′))
Gal(k(α)/k) ∼= Z /2Z .
(ii) In the case when k′ = k(γ) and α ∈ k∗, put s to be the generator of Gal(k(γ)/k). Then we
have s · [L1] = [L2] = −[L1] and therefore H1(k′/k,Pic(Uk′)) ∼= Z /2Z ·[L1].
(iii) In the case when k′ = k(α) = k(γ), put s to be the generator of Gal(k(γ)/k). Then we
have s · [L1] = [L′2] = −[L1] and therefore H1(k′/k,Pic(Uk′)) ∼= Z /2Z ·[L1].
(iv) In the case when k′ = k(α) and γ ∈ k∗, put t to be the generator of Gal(k(α)/k). Then
we see that
H1(k′/k,Pic(Uk′ )) ∼= Hˆ−1(k(α)/k,Pic(Uk(α))) ∼= NtPic(Uk(α))/It Pic(Uk(α)) = 0
since [L1] is t-invariant.
(v) In the case when k′ = k, we have immediately H1(k′/k,Pic(Uk′)) = 0.
Note that the condition ν ∈ (k∗)2 is equivalent to (iv) k′ = k(α) and γ ∈ k∗ or (v) k′ = k, we
complete the proof of Proposition 2.2.
By chasing the isomorphisms above, we can find an explicit cocycle of H1(k′/k,Pic(U ′k)) cor-
responding to −[L1] ∈ Pic(Uk′):
Corollary 2.3. Assume that [k′ : k] = 4. If we define a 1-cocycle φ : Gal(k′/k)→ Pic(Uk′) to be
φ(ti) = 0, φ(sti) = [L1] (i = 0, 1),
then the class of φ in H1(k′/k,Pic(Uk′)) ∼= Z /2Z generates the whole group.
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3 Non-existence of uniform generators
3.1 A vanishing theorem
The main result of this paper is:
Theorem 3.1. Let k be a field, F = k(b, c, d) be the function field over k with three variables b, c, d
and U be the affine diagonal quadric x2 + by2 + cz2 + d = 0 over F . Then
Br(U)/Br(F ) = 0.
Proof of Theorem 3.1. By changes of coordinates, we may assume
F = k(λ, µ, ν), U : x2 − λy2 − µz2 + λµν = 0
We recall some notations. We define
α =
√
λ, γ =
√
ν, α′ =
√
µ, β = αγ.
Moreover we put
F ′ = F (α, γ), F ′′ = F ′(α) = F (α, γ, α′).
We have the following exact sequence:
0→ Br(U)/Br(F )→ H1(F,Pic(U)) d
1.1
→ H3(F, F ∗).
Therefore, to prove the theorem, it suffices to show the image of a generator in H1(F,Pic(U)) ∼=
Z /2Z does not vanish in H3(F, F
∗
). We divide its proof into 4 steps.
Step 1. The goal of this step is to prove the following.
Lemma 3.2. Let Let φ : Gal(F ′/F ) → Pic(UF ′) be the 1-cocycle appearing in Corollary 2.3.
Then its image under the map d1,1 : H1(F ′/F,Pic(UF ′))→ H3(F ′/F, (F ′)∗) is represented by the
3-cocycle Φ defined to be the following equations:
Φ(tj1 , tj2 , tj3) = 1
Φ(1, si2tj2 , si3tj3) = 1, Φ(si1tj1 , 1, si3tj3) = 1, Φ(si1tj1 , si2tj2 , 1) = 1
Φ(t, t, s) = µ, Φ(t, s, s) = 1, Φ(t, st, s) = µ−1,
Φ(s, t, s) = µ, Φ(s, s, s) = 1, Φ(s, st, s) = µ−1,
Φ(st, t, s) = 1, Φ(st, s, s) = 1, Φ(st, st, s) = 1,
Φ(si1tj1 , si2tj2 , si3tj3) = Φ(si1tj1 , si2tj2 , si3),
where the indices i∗ and j∗ take on any values in {0, 1}.
Proof. Define D to be the Gal(F ′/F )-orbit of ZL1. In other words,
D = ZL1 ⊕ ZL2 ⊕ ZL′1 ⊕ ZL′2.
We also define D0 to be the Gal(F ′/F )-submodule of D generated by the following three principal
divisors:
D1 = div(f1) = L1 + L2, f1 := x+ αy,
D2 = div(f2) = L
′
1 + L
′
2, f2 := x− αy,
D3 = div(f3) = L1 + L
′
2, f3 := z + β.
Then we can see that the sequences
0→ D0 → D → Pic(UF ′)→ 0,
1→ (F ′)∗ → div−1(D0)→ D0 → 0
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are both exact. These induce the following connecting homomorphisms
∂ : H1(F ′/F,Pic(VF ′))→ H2(F ′/F,D0),
δ : H2(F ′/F,D0)→ H3(F ′/F, F ′∗).
By the same argument as in [KT08], Proposition 6.1, (i), we have the equation δ ◦ ∂ = d1,1.
Therefore the explicit computation of cocycles completes the proof of Lemma 3.2.
Step 2. The goal of this step is the following:
Lemma 3.3. The image of Φ under the inflation iF
′
F
: H3(F ′/F, (F ′)∗)→ H3(F, F ∗) comes from
H3(F ′′/F, µ2).
Proof. We have the exact sequence of Gal(F ′′/F )-modules
1→ µ2 → F ′′∗ 2→ (F ′′∗)2 → 1,
and we get the following commutative diagram
H3(F ′/F, F ′∗)
iF
′
F ′′

H3(F ′′/F, µ2)

// H3(F ′′/F, F ′′∗)
iF
′′
F
2 // H3(F ′′/F, (F ′′∗)2)

H3(F, µ2) // H3(F, F
∗
)
2 // H3(F, F
∗
),
where iF
′′
F ′ and i
F ′′
F
are inflations and each row is exact. Therefore to prove the claim, it suffices to
show iF
′
F ′′ [Φ] vanishes in H
3(F ′′/F, (F ′′∗)2). Let w be the generator of Gal(F ′′/F ′). The image of
iF
′
F ′′ [Φ] under 2 : H
3(F ′′/F, F ′′∗)→ H3(F ′′/F, (F ′′∗)2) is the class of the following cocycle:
(si1tj1wk1 , si2tj2wk2 , si3tj3wk3) 7→ Φ(si1 tj1 , si2tj2 , si3tj3)2,
and what we have to prove is that this cocycle is in B3(F ′′/F, (F ′′∗)2). Define ψ ∈ C2(F ′′/F, (F ′′∗)2)
to be:
ψ(tj1wk1 , tj2wk2) = 1, ψ(wk1 , stj2wk2) = 1,
ψ(twk1 , stj2wk2) = µ, ψ(stj1wk1 , tj2wk2) = 1,
ψ(swk1 , stj2wk2) = µ, ψ(stwk1 , stj2wk2 ) = 1,
where indices i∗, j∗ and k∗ take on any values in {0, 1}. Then we can easily see dψ = (iF ′F ′′Φ)2 in
C3(F ′′/F, (F ′′∗)2) and hence the class of iF
′
F ′′Φ vanishes in H
3(F ′′/F, (F ′′∗)2). This completes the
proof of Proposition 3.3.
By using this cochain ψ, we can construct the class in H3(F ′′/F, µ2) whose image in H
3(F, F
∗
)
is iF
′
F
Φ. We have the following diagram with exact rows
0 // C2(F ′′/F, µ2)
d2

f2 // C2(F ′′/F, F ′′∗)
d2

g2 // C2(F ′′/F, (F ′′∗)2)
d2

// 0
0 // C3(F ′′/F, µ2)
d3

f3 // C3(F ′′/F, F ′′∗)
d3

g3 // C3(F ′′/F, (F ′′∗)2)
d3

// 0
0 // C4(F ′′/F, µ2)
f4 // C4(F ′′/F, F ′′∗)
g4 // C4(F ′′/F, (F ′′∗)2) // 0.
6
If ψ˜ ∈ C2(F ′′/F, F ′′∗) is a lift of ψ, we see that there exists a cochain Φ′ ∈ C3(F ′′/F, µ2) such that
f3Φ′ = iF
′
F ′′Φ− d2ψ˜.
Moreover, by construction, Φ′ is a cocycle and f3[Φ′] = [iF
′
F ′′Φ−d2ψ˜] = iF
′
F ′′ [Φ]. Therefore the class
[Φ′] is what we need. As a lift ψ˜ of ψ, we can take the following natural cochain:
ψ˜(tj1wk1 , tj2wk2 ) = 1, ψ˜(wk1 , stj2wk2 ) = 1,
ψ˜(twk1 , stj2wk2 ) = α′, ψ˜(stj1wk1 , tj2wk2 ) = 1,
ψ˜(swk1 , stj2wk2 ) = α′, ψ˜(stwk1 , stj2wk2) = 1.
Hence we can write Φ′ explicitly as follows:
(si1tj1wk1 , si2tj2wk2 , si3tj3wk3) 7→ ψ˜(s
i2tj2wk2 , si3tj3wk3 )
wk1 ψ˜(si2 tj2wk2 , si3tj3wk3 )
∈ µ2.
Step 3. In this step, we reduce the proof of the nontriviality of iF
′
F
[Φ] in H3(F, F
∗
) to that of the
nontriviality of a class in some H2 cohomology. For any prime divisor D ⊂ A3k = Spec k[λ, µ, ν],
we have the following commutative diagram:
H3(F ′′/F, µ2)
iF
′′
F

H3(F, µ2)

resD // H2(k(D),Z /2Z)

H3(F,Q /Z(1))
∼=

resD // H2(k(D),Q /Z)
H3(F, F
∗
),
where F = k(λ, µ, ν) is considered as the function field of A3k, k(D) is the function field of D, and
resD are residue maps associated to D.
Thus to prove the theorem, it suffices to show:
There exists D ⊂ A3k such that resD(iF
′′
F
[Φ′]) 6= 0 ∈ H2(k(D),Q /Z). (3.1)
In the sequel, D always denotes the divisor {µ = 0} ⊂ A3k. Let OD be the completion of the
local ring k[λ, µ, ν](µ) at its maximal ideal and FD its fractional field. Note that µ is a uniformizer
of OD and the residue field of OD is isomorphic to k(D) = k(λ, ν).
Now we should recall the definition of resD:
Lemma 3.4 ([GMS03], III, Theorem 6.1.). Let K be a complete discrete valuation field of charac-
teristic 0, κ its residue field, p its characteristic, and I ⊂ GK its inertia. Then for any Gκ-module
C without having non-zero p-torsion element, we have the following exact sequence
0→ Hi(κ,C)→ Hi(K,C) r→ Hi−1(κ,Hom(I, C))→ 0.
Here the second map is induced by the canonical map GK → Gκ, and r is defined as follows:
For a normalized cocycle φ ∈ Zi(K,C) satisfying
for all i ≥ 2, gi ≡ g′i mod I ⇒ φ(g1, g2, . . . , gn) = φ(g1, g′2, . . . , g′n),
define rφ ∈ Zi−1(κ,Hom(I, C)) as:
for all h ∈ I, (rφ)(g1, . . . , gn−1)(h) = φ(h, g1, . . . , gn−1),
where gi are lifts of gi to GK .
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There is the canonical isomorphism
ι : Hom(GFur
D
, µ2) = H
1(F urD , µ2)
∼= F urD ∗/(F urD ∗)2 ∼= Z /2Z,
where the middle isomorphism is induced by Kummer sequence and the right one is given by
normalized valuation on F urD . Then resD is given by
H3(F, µ2)→ H3(FD, µ2) r→ H2(k(D),Hom(GFur
D
, µ2))
H2(ι)→ H2(k(D),Z /2Z).
Now we describe the class r[iF
′′
F
Φ′] ∈ H2(k(D),Hom(GFur
D
, µ2)) explicitly. We introduce some field
extensions. Let k(D)′, F ′′D, F
′
D be the same notation as in §2. Moreover, by abuse of notation,
we denote the elements in Gal(F ′′D/FD) corresponding to s, t and w ∈ Gal(F ′′/F ) as the same
symbols. To make our situation clear, we give the following diagram of field extensions:
F ′′D
residue field //
ramified2
k(D)′
F ′′
88
q
q
q
q
q
q
q
q
q
q
q
q
q
2
F ′D
//
unramified4
k(D)′
4
F ′
88
q
q
q
q
q
q
q
q
q
q
q
q
q
4
FD // k(D)
F
completion
77
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
We have the following:
Lemma 3.5. If we define the cochain
rΦ′ ∈ C2(k(D)′/k(D),Hom(Gal(F ′′D/F ′D), µ2))
as
rΦ′(si1t
j1 , si2t
j2)(wk) := Φ′(wk, si1tj1 , si2tj2),
where s and t is the image of s and t under the natural map
Gal(F ′′D/FD)→ Gal(k(D)′/k(D)),
then rΦ′ is a cocycle and its image under the map
i
k(D)′
k(D)
: H2(k(D)′/k(D),Hom(Gal(F ′′D/F
′
D), µ2))→ H2(k(D),Hom(GFurD , µ2))
is riF
′′
F
[Φ′].
By using the following isomorphisms of Gal(k(D)′/k(D)) and Gk(D)-modules
Z /2Z
∼= // Hom(Gal(F ′′D/F
′
D), µ2)

// Hom(GFur
D
, µ2)

∼= // Z /2Z

Z /2Z
∼= // Hom(Gal(F ′′D/F
′
D),Q /Z(1)) // Hom(GFurD ,Q /Z(1))
∼= // Q /Z,
we have the following diagram
H2(k(D)′/k(D),Z /2Z) // H2(k(D),Z /2Z)

H2(k(D)′/k(D),Z /2Z) // H2(k(D),Q /Z).
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Put E = k˜(D) and E′ = k˜(D)′. Noting that k(D)′ = k(D)(α, γ) and that α and γ are transcen-
dental over k, we have k(D)′ ∩E = k(D) and therefore
Gal(E′/E)
∼=→ Gal(k(D)′/k(D)).
We fix an isomorphism Q /Z ∼= Q /Z(1) as trivial GE-modules. Then we have the following
commutative diagram:
H2(k(D)′/k(D),Z /2Z)
∼=

// H2(k(D),Q /Z)

H2(E′/E,Z /2Z)
∼=

// H2(E,Q /Z)
∼=

H2(E′/E, µ2)

// H2(E,Q /Z(1))
∼=

H2(E, µ2) // H2(E,E∗).
Since the bottom map in the above diagram is injective by Hilbert’s Theorem 90, in order to prove
the claim (3.1), it suffices to show that [rΦ′] ∈ H2(k(D)′/k(D),Z /2Z) is non-trivial in H2(E, µ2).
We define the cocycle Ψ ∈ Z2(E′/E, µ2) as follows:
Ψ(tj1 , tj2) = 1, Ψ(1, stj2) = 1,
Ψ(t, stj2) = −1, Ψ(stj1 , stj2) = 1,
Ψ(s, stj2) = −1, Ψ(st, stj2) = 1.
We can easily see that [Ψ] is the image of [rΦ′] ∈ H2(k(D)′/k(D),Z /2Z) under the isomorphism
H2(k(D)′/k(D),Z /2Z)
∼=→ H2(E′/E, µ2) in the above diagram. Hence we have to prove the
nontriviality of iE
′
E
[Ψ] ∈ H2(E, µ2), where
iE
′
E
: H2(E′/E, µ2)→ H2(E, µ2).
Step 4. In this step, we reduce the proof of the nontriviality of iE
′
E
[Ψ] in H2(E, µ2) to that of
the nontriviality of a class in some H1 cohomology, and finish the proof of Theorem 3.1. We
consider its residue along to the divisor D′ = {λ = 0} ⊂ A2k. We fix notations. Let OD′ be the
completion of the local ring k[λ, ν](λ) at its maximal ideal and ED′ its fractional field. Note that
λ is a uniformizer of OD′ and the residue field of OD′ is isomorphic to k(D′) = k(µ). Let E′D′
be the same notation as in §2. By abuse of notation, we denote the elements in Gal(E′D′/ED′)
corresponding to s and t ∈ Gal(E′/E) as the same symbols. To make our situation clear, we give
the following diagram of field extensions:
E′D′
residue field //
ramified2
k(D′)(γ)
E′
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
2
ED′(γ) //
unramified2
k(D′)(γ)
2
E(γ)
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
2
ED′ // k(D′).
E
completion
66
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
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Now resD′ is given by
H2(E, µ2)→ H2(ED′ , µ2) r→ H1(k(D′),Hom(GEur
D′
, µ2))
∼=→ H1(k(D′),Z /2Z).
We have a similar result to Lemma 3.5:
Lemma 3.6. If we define the cochain
rΨ ∈ C1(k(D′)(γ)/k(D′),Hom(Gal(E′D′/ED′(γ)), µ2))
as
rΨ(si)(tj) := Ψ(tj , si),
where s is the image of s under the natural map Gal(E′D′/ED′)→ Gal(k(D′)(γ)/k(D′)), then rΨ
is a cocycle and its image under the map
i
k(D′)(γ)
k(D′)
: H1(k(D′)(γ)/k(D′),Hom(Gal(E′D′/ED′(γ)), µ2))→ H1(k(D′),Hom(GEur
D′
, µ2))
is riE
′
E
[Ψ].
By the injectivity of i
k(D′)(γ)
k(D′)
and [rΨ] 6= 0, we have the nontriviality of the image of [rΨ] in
H1(k(D′),Z /2Z). Therefore we complete the proof of Theorem 3.1.
3.2 Specialization of Brauer groups
In [Uem14], we introduce the notion of uniform generators. For example, the Brauer group of
projective diagonal cubic surfaces of the form x3+y3+z3+dt3 = 0 has uniform symbolic generators,
that is, if we put
e1(D) =
{
D,
x+ ζy
x+ y
}
3
, e2(D) =
{
D,
x+ z
x+ y
}
3
where D is considered as an indeterminate and if we want symbolic generators of Br(Xd)/Br(k),
where Xd is the surface of the form x
3 + y3 + z3 + dt3 = 0, we can get them by specializing e1(D)
and e2(D) at D = d.
However, the Brauer group of “general” diagonal cubic surfaces ax3 + by3+ cz3+ dt3 = 0 does
not have such an uniform generator.
Our main result of this article is that a similar non-existence result holds for affine diagonal
quadrics.
To formulate this uniformity and claim the precise statement, we briefly recall the definition
of the specialization of the Brauer group. For detail, see [Uem14], Section 2. Let k be a field,
OF a polynomial ring over k with r variables, F its fractional field and f1, . . . fm polynomials in
OF [x1, . . . , xn]. Let X be the scheme over OF defined as:
X = Spec (OF [x1, . . . , xn]/(f1, . . . , fm)) pi→ SpecOF = Ark .
Let πF : X := XF → SpecF be the base change of π to SpecF . Assume that X is smooth over
F . Let e ∈ Br(X) be an arbitrary element. Then there exists a non-empty affine open subscheme
S of Ark and e˜ ∈ Br(X ×ArkS) satisfying that X ×ArkS is smooth over S and that
resSSpecF (e˜) = e,
where resSSpecF : Br(X ×ArkS)→ Br(X). For a given P ∈ S(k), we have the following diagram:
XP
P //
pi0


X ×Ar
k
S
piS


Xoo
piF

Spec k
P // S SpecFoo
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where XP := X ×Ar
k
Spec k. Now we can define the specialization of e at P as
sp(e;P ) := P ∗e˜ ∈ Br(XP ).
Note that this definition is independent of S.
3.3 Proof of the non-existence result
Finally we state the non-existence of uniform generators of the Brauer group of affine diagonal
quadrics. Let k, F, U be as in Theorem 3.1. To eliminate some exceptional points, we introduce
the following domain of specialization:
Pk := {P ∈ (Gm,k)3(k) | Br(UP )/Br(k) ∼= Z /2Z .}
We would like to assume that the image of Pk in (Gm,k)3 is Zariski dense in (Gm,k)3. This
assumption is characterized by the non-2-closedness of k:
Proposition 3.7. Let k be a field. Then the following conditions are equivalent:
(1) Pk is Zariski dense in (Gm,k)3;
(2) Pk is non-empty;
(3) k is not 2-closed.
Proof. (1) ⇒ (2). This is a trivial implication.
(2) ⇒ (3). We prove the contrapositive statement. If we assume that k is 2-closed, then the
equation of affine diagonal quadrics is essentially equal to
U : x2 + y2 + z2 + 1 = 0.
By Proposition 2.2, we have H1(k,Pic(U)) = 0 and therefore Br(U)/Br(k) = 0. Hence we have
Pk = ∅.
(3) ⇒ (1). Since dimF2 k∗/(k∗)2 ≥ 1, we can take a non-trivial element v ∈ k∗/(k∗)2. Now we put
P as
P = S × S × S, S = v(k∗)2.
Now we can easily show that for any P ∈ P, UP (k) 6= ∅ and H1(k,Pic(U)) ∼= Z /2Z, which imply
that P ⊂ Pk. Moreover, using the infiniteness of k, we also check that P is Zariski dense in (Gm,k)3
by Lemma 5.9 in [Uem14]. Thus Pk is Zariski dense in (Gm,k)3.
Using the definition of specialization, Proposition 3.7 and Theorem 3.1, we have the following:
Corollary 3.8 (Corollary of Theorem 3.1). Let k be a field which is not 2-closed, F = k(b, c, d)
and U be the affine diagonal quadrics over F defined by x2 + by2 + cz2 + d = 0. Then there does
not exist a pair of an element e ∈ Br(U) and a dense open subset W ⊂ (Gm,k)3 satisfying the
following conditions:
• sp(e; ·) is defined on W (k) ∩ Pk;
• for all P ∈W (k) ∩ Pk, sp(e;P ) is a generator of Br(UP )/Br(k).
Proof. We would have an element e and W satisfying the conditions stated in the above. By
Theorem 3.1, we have
Br(U)/Br(F ) = 0
and hence there exists an element e′ ∈ Br(F ) such that π∗F e′ = e. We have the isomorphism
lim−→
i
Br(Si) = Br(F ),
where (Si) is the projective system of the non-empty open affine subschemes in A
3
k. Put U =
SpecOF [x, y, z]/(x2+by2+cz2+d)). Then there exist a non-empty affine open subscheme S ⊂ A3k
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and e˜′ ∈ Br(S) such that e˜′ is a lift of e′ and U ×A3
k
S is smooth over S. Since S and W are not
empty, S ∩W is also a non-empty Zariski open set in (Gm,k)3. Moreover, Pk is a Zariski dense set
in (Gm,k)3 by the non-2-closedness of k. Thus there exists a point P ∈ (S ∩W )(k) ∩ Pk. Now we
have the following commutative diagram:
Br(UP ) Br(U ×A3
k
S)
P∗
oo   // Br(U)
Br(k)
piP∗
OO
Br(S)
P∗
oo
pi∗
S
OO

 // Br(F )
pi∗
F
OO
and hence we can take π∗S e˜
′ as a lift of e. Then we get
sp(e;P ) = P ∗(π∗S e˜
′) = π∗PP
∗e˜′ ∈ π∗P Br(k).
This means that sp(e;P ) is zero in the group Br(UP )/Br(k), which contradicts that sp(e;P ) is a
generator of Br(UP )/Br(k) ∼= Z /2Z.
Remark 3.9. As is the case of projective diagonal cubic surfaces, we can prove that the Brauer
group of affine diagonal quadrics of the form x2 − y2 − cz2 + d = 0 with cd /∈ (k∗)2 is isomorphic
to Z /2Z, and that its uniform generator can be taken as
{cd, x+ y} .
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