ABSTRACT Wireless body area networks that support fast-growing healthcare applications have to control the access of the sensors in the dynamic network and channel states. In this paper, we propose a sensor access control scheme based on reinforcement learning that enables the coordinator to choose the access time and transmit power of the sensors based on the state that consists of the signal-to-interference plus noise ratio, the transmission priority, the battery level, and the transmission delay of the sensors. This scheme is proved to improve the quality-of-service, save the energy consumption of the sensors, and enhance the transmission reliability. The simulation results show that this scheme reduces the bit error rate, saves the energy consumption, decreases the transmission delay, and increases the overall utility of the sensors compared with the benchmark schemes.
I. INTRODUCTION
With the rapidly aging population and increase in subhealthy people, healthcare requirements are increasing and challenging traditional medical systems [1] , [2] . To meet these requirements and improve healthcare services, mobile health (m-Health) has emerged for achieving remote health monitoring and lifesaving in emergency situations. Wireless body area networks (WBANs), which consist of various inbody or on-body sensors along with a coordinator typically, play an important role in m-Health systems.
In WBAN, the sensors that have limited energy, computing power and storage buffer, etc. due to the limitation of sensor size take charge of sensing physiological information, as well as transmitting them to the coordinator. And the coordinator that is possibly a wearable device and usually not resource constrained is responsible for processing and relaying the physiological data to remote server. Although WBAN is considered as a branch of the wireless sensor network, it is special owing to its characteristics. The main challenges facing WBANs [3] are: 1) dynamic link characteristics resulting from time-varying postures and environments.
2) energy efficiency requirements resulting from limited and non-rechargeable sensor batteries. 3) quality-of-service (QoS) requirements, such as requirements for ensuring transmission reliability, throughput and low delivery delay resulting from the importance of health data. In addition, emergent physiological data should be guaranteed to transmit with the highest priority. The reason for that is the emergent physiological data is usually life-threatening.
One of the biggest concerns with the adoption of WBAN technologies is energy efficiency [4] . Typical sensor tasks include sensing, communication and computation, among which communication is the most energy-intensive [5] . Thus, the energy efficiency requirement on WBANs can be seen as the energy efficiency of transmission. During the process of physiological data transmission, sensors compete for limited wireless channel resources, which might consume energy from idle listening, collisions, overhearing, etc. An intuitive solution to this situation is optimizing the sensors' sleep-wake intervals by optimizing the sensors' access time, the objective of which is to save the sensor's energy by keeping the sensor in sleep mode as long as possible [6] . However, this approach can cause transmission delays, which can decrease the QoS, especially when an emergency occurs. To achieve energyefficient transmission, we proposed a reinforcement learningbased power control scheme [7] under the assumption that a particular sensor has been chosen before the transmission in the next time slot. It ignores sensor scheduling process, which is impractical in real applications. Although many transmission scheduling studies have been conducted in the literature [2] , [8] - [11] , a solution to optimal sleep scheduling that can balance the energy savings and transmission delay requirements remains an open issue.
In this paper, we investigate the challenges mentioned above and formulate a sensor access control scheme that can improve the energy efficiency, decrease the emergency information delay, and simultaneously enhance the transmission reliability. Game theory is considered as a useful tool in wireless networks to manage limited network resources [12] - [14] , and the advantages of transmission power control (TPC) in terms of increased energy savings and throughput have been proved in many works, such as [4] , [15] , and [16] , and has also been shown in our previous work [7] . Thus, the process that the sensors interact with the coordinator and compete for the transmission resources is formulated as a dynamic cooperative game, from which the optimal sensor access strategies will be formed by the coordinator to maximize the utility of the WBAN system, and meanwhile, the optimal transmission power of the sensors will be decided through transmission power control process to achieve better tradeoff between utility and energy efficiency.
As WBAN experiences highly dynamic body channel conditions and the sensor access strategies in dynamic game can be formulated as a Markov decision process (MDP), reinforcement learning (RL), which is an unsupervised learning method, is adopted to realize the optimal sensor access strategies without awareness of channel conditions and the game model. Similar to our previous work, transfer learning is adopted to initialize the learning parameters with the experiences in similar scenarios to avoid the random exploration at the beginning learning stage. Furthermore, to address the high dimensionality problem with the increasing number of sensors, deep reinforcement learning (DRL) [17] , which combines deep learning and reinforcement learning techniques to shrink the learning state space observed by the coordinator, is adopted in developing an optimal sensor access strategy with high efficiency.
Our simulation results show that learning-based sensor access control schemes can improve the QoS by decreasing the emergency transmission delay and increasing the transmission reliability, while simultaneously reducing the energy consumption of the system. The main contributions of this work can be summarized as follows:
1) We formulate a sensor access control scheme to effectively control the access of multiple sensors, in which the sensors switch between sleep and wake mode to save energy. The channel state, the urgency of the sensed physiological data and its delay are taken into consideration to improve the transmission reliability and reduce the urgent data delay.
2) To further reduce the energy consumption of the sensors, we extend our previous work in [7] to a multiple-body-sensor cooperative power control scheme, from which the optimal transmission power strategies of the sensors are formulated by the coordinator based on the transmission parameters.
3) Reinforcement learning is adopted to lead the coordinator to an optimal sensor access control strategy and transmission power control strategy without considering the channel conditions, which are difficult to estimate. Furthermore, a sensor access control algorithm based on deep reinforcement learning is developed to increase the learning speed.
The rest of this paper is organized as follows. We review related work in Section II and present the system model in Section III. The RL-based sensor access control is proposed in Section IV and the DRL-based sensor access control is proposed in Section V. The performance of the proposed schemes are analyzed in Section VI. Simulation results are provided in Section VII and conclusions are presented in Section VIII.
II. RELATED WORK
To improve the energy efficiency and QoS of WBAN, some researches have been conducted in the literature. For instance, a greedy sub-optimal resource allocation scheme was designed in [3] to reduce the time complexity of the resource allocation scheme and improve energy efficiency and both short-term and long-term QoS performance. A general time division multiple access (TDMA)-based medium access control (MAC) protocol is proposed in [18] to flexibly address the QoS of heterogeneous sensors in different monitoring contexts and maximize the energy efficiency by dynamically optimizing the transmission schedule.
The energy consumption models of cooperative transmission strategies proposed in [19] are built over in-body and on-body wireless communication links for direct and relay transmission scenarios, in which the energy savings of both direct and relay transmissions are achieved during the data transmission in BANs. A dynamic connectivity establishment and cooperative scheduling scheme based on coalition game theory was proposed in [20] to minimize the packet delivery delay and maximize the network throughput. A distributed cooperative scheduling scheme was studied in [10] to efficiently achieve high packet reception rate. An algorithm for the priority-based allocation of time slots based on an evolutionary game was formulated in [21] to reduce the average waiting time for the local data processing units transmitting data packets of higher importance. A cooperative game theoretic approach for priority-based dynamic data-rate tuning among sensors in a WBAN was proposed in [22] to increase the QoS.
In particular, power control has proved to be an effective solution for achieving energy savings. A relay-aided transmission power control method was proposed in [23] to pro- vide reliable transmission while simultaneously alleviating the relaying burden on relay nodes. A transmission-rateadaption-assisted and energy-efficient resource allocation scheme was proposed in [24] , in which a QoS optimization problem was formulated to optimize the transmission power and time slots for each sensor. In addition, a priority-based retransmission strategy was designed to apply the retransmission strategy for further improving the performances of emergency packets of high priority. The adaptive interference mitigation scheme proposed in [25] uses transmit power control with simple channel prediction to achieve a high packet delivery ratio while achieving an energy-efficient channel assignment and reduced power consumption.
Reinforcement learning techniques have advantage performance in energy saving and QoS improving in wireless sensor networks. However, there are not plenty of studies that adopt RL to address the challenges in WBANs. In [6] , a self-adaptive sleep/wake scheduling approach was proposed to enable each node to autonomously decide on its own operation mode (sleep, listen, or transmit) in each time slot in a decentralized manner based on a RL technique to avoid a tradeoff between packet delivery delay and energy savings. Our previous work in [7] adopts RL to help the sensors and the coordinator save energy and resist jamming attacks.
In this paper, we extend our previous work to study the transmission between multiple sensors and coordinator. A sensor access control scheme is proposed to schedule the access of sensors, including the sensors' access time and transmission power. RL-based sensor access control scheme is proposed to address the uncertainty of the WBAN channel and improve the performance of the system. To accelerate the learning speed, deep learning is introduced to reinforcement learning. Finally, the transmission reliability, urgent information delay, system utility and power consumption of the proposed schemes are evaluated.
III. SYSTEM MODEL A. WBAN TRANSMISSION MODEL
As shown in Fig. 1(a) , a classical WBAN is composed of sensors, such as electrocardiography(ECG) sensor, electroencephalography(EEG) sensor, photoplethysmography (PPG) sensor and insulin actuator, and a coordinator, such as a smartwatch or smart belt, which is placed near the body. The distance between the i th sensor and the coordinator is denoted by d i , i ∈ {1, 2, · · · , M }, where M is the maximum number of sensors. The corresponding channel power gain is denoted by h i , and the transmission noise η is assumed to be zero-mean additive white Gaussian noise. In this paper, we formulate a sensor access control scheme to improve the transmission reliability and reduce the urgent data delay and energy consumption of the WBAN system.
Because of the limited resources of the sensors, a one-hop star topology is adopted at the network layer and the sensors are assumed to be un-intelligent and non-rechargeable sensors with responsibilities of transmitting/receiving messages to/from the coordinator. To save energy, a sensor switches between sleep and wake modes. Transmission in this system is regulated via a TDMA-based scheduling mechanism in non-beacon mode, as specified in IEEE 802.15.6 [26] , where each sensor node has timeslots of varying length to transmit. The uplink transmission is the transmission requests and the sensed physiological data from the sensors to the coordinator. The downlink transmission is the ACK message from the coordinator to the sensors. An example of the interactions between a sensor and the coordinator is shown in Fig. 1(b) to explain the sensor access control process:
1) The sensor wakes up by itself because its routine transmission time is due, its storage buffer is full or an emergency occurs. The sensor transmits a request message to the coordinator and then goes back to sleep. Information in the request message includes not only the transmission priority but also the volumes of data to be transmitted and timestamps of the transmission requirement, which are used as a basis by the coordinator to generate the sensor access strategies.
2) After receiving the transmission request, the coordinator extracts the transmission priority, denoted ρ i , ρ i ∈ {1, 2, 3}, and classifies the request into as one of three job queue types. The transmission request of routine sensed normal physiological data with ρ i = 1 is classified into the first queue. A transmission request resulting from a full buffer is VOLUME 7, 2019 classified into the second queue, where the priority of this type of request is ρ i = 2. The last type of queue is used to hold emergency transmission requests. The corresponding priority is ρ i = 3.
Then, the coordinator checks the queue whose requests are of priority ρ i = 3. Next, three situations can occur: i) If there is only one request in the queue, its delay time, denoted by g i , will be calculated. If the delay time is less than the transmission delay threshold, denoted by ω g , i.e., g i < ω g , and the battery level of the i th sensor after the transmission, denoted by e i , is larger than battery threshold, denoted by ω e , i.e., e i > ω e , the request from the i th sensor will be scheduled to transmit in the next time slot, and the time slots allocated to this transmission are based on the data volume to be transmitted by the selected sensor. Otherwise, if either g i > ω g or e i < ω e , this request will be removed from the queue, and the corresponding data in the sensor's buffer will be dropped simultaneously, and then, the next queue will be checked. ii) If this queue is empty, then the queue with request priority ρ i = 2 will be checked. The queue with request priority ρ i = 1 will be checked in turn. iii) If there are multiple requests in the selected queue, the coordinator will select one request to respond by using the following steps. First, the delay time g i and battery level e i will be calculated. The requests with g i > ω g or e i < ω e will be discarded. After comparing all g i , e i , i ∈ {1, 2, · · · , M }, in the selected queue, the optimal sensor access strategy will be developed. Furthermore, the optimal transmission power strategy will be developed to maximize the WBAN system's utility.
3) The coordinator sends an ACK message including the allocated time slots and the transmission power to the selected sensor.
4) The selected sensor is woken up by the ACK message; the sensor then adjusts its transmission power according to the ACK message. Finally, the sensor transmits the physiological data to the coordinator within the allocated time slots.
For time slot k, the transmission power of the i th sensor is denoted by x (k) i and constrained by 0 ≤ x i ≤ P i , where P i is the maximum transmission power of sensor i. P = [P i ] 1≤i≤M is the maximum transmission power vector of all the sensors. The index k is dropped in the following if no confusion will occur. The transmission energy consumption of the i th sensor is denoted by c i , which can be calculated as c i = x i t i , where t i is the transmission time of the sensed data, calculated as t i = l i /v i , in which l i is the length of the data to be transmitted and v i is the data transmission speed of the i th sensor. g i reflects the waiting time from request to transmission and can be calculated as g i = g ic − g i0 , where g ic is the response time of the coordinator and g i0 is the time of request.
B. CHANNEL MODEL
One of the factors that influence the sensor access control is the channel conditions. Path loss is the major concern due to the characteristics of the body area transmission chan- 
where PL 0 is a reference path loss at distance d 0 and n is the path loss exponent based on the communication channel. The shadowing N is a random variable normally distributed with mean µ and standard deviation σ , which vary with the human's posture and the environment. The parameters in Equation (1) are discussed in reference [24] . For ease of reference, the symbols and notations used in this paper are summarized in Table 1 .
IV. REINFORCEMENT LEARNING-BASED SENSOR ACCESS CONTROL
In WBANs, the coordinator attempts to improve the system's QoS by increasing the transmission reliability while decreasing the transmission delay and reducing the energy consumption of the sensors in long-term slots. The repeated interactions between the sensors and the coordinator are formulated as a dynamic cooperative game, in which the sensors are considered as selfish sensors whose aims are minimizing their respective energy consumption and transmission delay while sharing channel resources to increase the QoS of the WBAN. Because the channel conditions change over time, it is difficult to estimate the transmission parameters during each interaction between the sensors and the coordinator. Additionally, the strategy generation process can be modeled as an MDP, as the channel conditions change independently. Thus, in this section, RL-based sensor access control algorithm (RSAC) is proposed to efficiently lead the sensors toward the optimal access strategies by access control and power control.
In RSAC, the coordinator controls the access of M sensors based on a Q-function, denoted by Q(s (k) , x (k) ), which is the expected discount long-term utility with overall transmission power vector
in state s at time slot k. State s is assumed to consist of the system's total signalto-interference plus noise ratio (SINR) vector, denoted by
i is the SINR of the i th sensor; the transmission priority vector 
]. In the Q-function, γ is used to represent the learning rate of the coordinator, and δ is used to denote the discount factor of the future rewards.
The overall utility of the system is maximized by maximizing U (k) , which is defined as
where U (k) is the total utility of the system at time slot k. U (k) is dependent on every sensor's energy consumption e
i0 and ρ To maximize the system's long-term utility, the coordinator uses a state-action table to guide its decision making.
The table is updated by Q-function based on the iterative Bellman equation at time slot k as presented in [17] . Furthermore, to accelerate the convergence rate, we adopt hotbooting technology which is a type of transfer learning [16] at the initialization stage of the learning process. The sensor access control is based on ε−greedy strategy from which a sensor that can maximize the instantaneous overall utility will be chosen with a high probability 1 − ε, while the other sensors will be chosen with low probability ε/(M − 1), where ε ∈ (0, 1).
The RSAC is described by Algorithm 1. First, we conduct experiments in similar scenarios to formulate a Q * -table, which will be used to initialize the Q-table at the beginning of the learning process to avoid random exploration as in traditional Q-learning. Then, the coordinator checks the job queues starting from the queue with the highest request priority and stops at the queue that has one and more than one requests. If there is just one request in the selected queue, then the transmission delay and remaining energy of the corresponding sensor will be compared with the thresholds, as stated in Steps 4 to 9 of Algorithm 1. Otherwise, learning begins. In the process of learning, the coordinator firstly observes the state s and selects one sensor to transmit in the next time slot according to the state-action table based on ε-greedy strategy, as stated in Steps 12-13; then, the coordinator sends an ACK message to the selected sensor. After receiving the physiological data from the selected sensor, the coordinator updates the parameter values and removes the requests whose delay or remaining energy exceed the thresholds, as stated in Steps 14-24; afterwards, the parameter vectors are updated and the overall utility is calculated, as stated in Steps 25-26; last, the Q-function is updated to guide the next iteration, as stated in Steps 27.
V. DEEP REINFORCEMENT LEARNING-BASED SENSOR ACCESS CONTROL
To further increase the coordinator's learning speed, a deep reinforcement learning-based sensor access control algorithm (DRSAC) is developed in this section. The convolutional neural network (CNN) is used to estimate the Q-values according to an approximate Q-function that can be expressed as
+δ max
where θ (k) are the CNN weights at time slot k, s (k) is the transmission state of all the sensors and is again defined as in Algorithm 1, i.e.,
]. To give more information to the input to speed up the learning process and derive a better sensor access strategy, we expand the transmission state into a state-action pair sequence, denoted by ϕ (k) at time slot k. The action in the context means the transmission power of the selected sensor. The state-action pair sequence is composed of the previous V − 1 state-action pairs and the current transmission state, i.e.,
Algorithm 1 RL-Based Sensor Access Control Algorithm 1: Set δ, γ , ε, ω g , ω e , and e 2: Initialize Q s (0) , x (0) = Q * , and
Choose the job queue with priority ρ i = 3 4: if the number of requests in this queue == 1 then 5: if g i < ω g and e i > ω e then 6: Choose the i th sensor to transmit in the next time slot 7: else 8: Choose the job queue with lower priority and jump to Step 4 9: end if 10: else if the number of requests in this queue > 1 then 11: for k = 1, 2, 3, ... do 12: 
i based on the ε-greedy strategy 14: Send an ACK message including x
Allocate time slots to the i th sensor 16: Receive data from the i th sensor 17: Observe BER b
i < ω e then 23: Remove the request of the i th sensor from the job queue 24: end if 25: Update x (k) , g (k) , ρ (k) , τ (k) and e (k) 26: Calculate U (k) via (2) 27 : 
; θ
; θ (k) .
The transmission state-action pair sequences at time slots k and k + 1, in addition to the overall transmission power and overall utility of the sensors at time slot k, constitute the transmission experience at time slot k in WBAN, denoted as
, which is used to decrease the influence of the training data distribution. The transmission experience is stored in replay memory, denoted by R = {r (1) , ..., r (k) }. At each experience replay, the coordinator randomly selects T transmission experiences from R, with T = {r (t) } 1≤t≤T , where T is the size of the minibatch. The CNN weights θ (k) are updated according to the stochastic gradient descent algorithm (SGD), given by
where
The sensor access strategy is formulated according to the Q-value of each feasible action for the state sequence ϕ (k) , which is the output of the CNN. Similarly, the DRSAC applies the ε-greedy strategy to achieve a tradeoff between the exploration and exploitation in the sensor access control process. During time slots [1, V − 1], the coordinator randomly chooses a sensor to transmit from
Then, in time slot V, the sensor with the maximum Q-value is chosen. The DRL-based sensor access control is presented in Algorithm 2.
VI. PERFORMANCE ANALYSIS
In this section, we analyze the performance bound of the proposed learning-based sensor access control scheme regarding the utility of the sensors. We assume that M sensors are participating in the dynamic game, and all sensors can freely adjust their personal transmission power x i . The coordinator has perfect knowledge of the transmission parameters such as the channel gains, the transmission noise, and the path loss models. The optimal sensor access strategy is denoted by x * i , which means that the utility of the WBAN system will be maximized by scheduling the i th sensor to transmit with power x * i from the next time slot. x * −i denotes the optimal transmission power vector of the M − 1 sensors except for the i th sensor.
Theorem 1: The learning-based sensor access control scheme with M sensors can achieve an optimal sensor access strategy and performance given by
where h −i and P −i are M − 1-dimensional vectors except i. See as Steps 5-9 in Algorithm 1 6: else if the number of requests in this queue > 1 then 7: for k = 1, 2, 3, · · · do 8: 
if k < V then 10: Select the i th sensor randomly to transmit next 11: else 12: Input ϕ (k) to the CNN with parameters 13: Update Q-value with the outputs of the CNN end if 16: See as Steps 14-26 in Algorithm 1 17 :
19:
Select {ϕ (t) , x (t) , U (t) , ϕ (t+1) } ∈ R at random 21: end for 22: Update θ (k) via (5) 23:
end for 24: else if the number of requests in the job queue with priority ρ i = 2 is non-empty then 25: Jump to Step 4 26: else if the number of requests in the job queue with priority ρ i = 1 is non-empty then 27: Jump 
and
Then,
If (8a) holds, we have ∂U (x i , x −i )/∂x i > 0, and
Because 0 ≤ x i ≤ P i , by (10), we have
and if (8c) holds,
By (10), we have
and if (8b) holds, U (P i , x −i ) decreases with x −i ; thus,
Therefore, we have argmax x U = (P i , 0), and by (2), we have (7) .
Remark: In the game of multiple sensors, the sensor access control is associated with the transmission channel state. A sensor with a sufficiently good channel, as shown in (8a), and a sufficiently large transmission power upper bound, as shown in (8c), will be selected to transmit from next time slot with full transmission power to gain maximum utility. Otherwise, the sensor will remain in sleep mode to save power, as shown in (8b). In particular, the requirement on the channel quality is increased by the larger transmission data volume and lower transmission speed, as well as strong transmission noise, as indicated in (8a). The requirement on the transmission power upper bound is increased by the sum of all the sensors' transmission delays, as indicated in (8c).
Corollary 1: The learning-based sensor access control scheme with M = 4 sensors can achieve an optimal sensor access strategy and performance given by
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Remark: The game consisting of four sensors is consistent with Theorem 1. The more sensors in the game, the higher requirements on the channel power gain and maximum transmission power. A sensor with a higher transmission speed and smaller transmission data volume has a greater chance of being selected to transmit next, as shown in (17a) and (17c). 
VII. SIMULATION RESULTS
Simulations are performed in this section to evaluate the performance of the proposed sensor access control scheme. We formulate a typical WBAN, in which one coordinator and four sensors are configured in a star topology [24] , for the purpose of validating the proposed model briefly, as depicted in Fig. 2 . The work can be extended to WBANs with more sensors in a straightforward manner. To evaluate the performance of the proposed learning-based sensor access control schemes, the BER, energy consumption, transmission delay and utility of the WBAN system are estimated. The Q-learning-based transmission power control scheme in [7] which can achieve energy efficiency and the Link-State-Estimation-based transmission power control (LSE-TPC) scheme in [27] that simultaneously satisfies the requirements of energy efficiency and transmission reliability are simulated as benchmarks.
Referring to [3] , the locations of the sensors d i and the reference path loss PL 0i in the simulation are shown in Fig.2 , in which i ∈ {1, 2, 3, 4} denotes the sensor at a different distance. The other path loss parameters are set as follows: d 0 = 1 cm, n = 3.23, µ = 0 and σ = 4.85. We assume that the sensors wake up to send transmission requests to the coordinator simultaneously over a transmission channel of bandwidth 1 MHz and transmission noise η = −94 dBm. The requests are assumed to have the same priority because the priority is the first factor considered by the coordinator and because the game has just started when there are more than one request in the same priority queue. Once the sensor receives an ACK message from the coordinator, it will send the physiological data with a specific transmission power x i to the coordinator. x i varies between −30 dBm and 0 dBm and is optimized during the learning process with a learning discount factor δ = 0.5 and learning rate γ = 0.5. All the sensors are assumed to have battery capacities of 100 J and a maximum transmission speed of v i = 220 Kbps [18] . The length of a time slot is set to 8 ms [6] .
In the simulations, the transmission power x i is quantized into N levels for simplicity. The CNN consists of two convolutional (Conv) layers, denoted Conv1 and Conv2, and two fully connected (FC) layers, denoted FC1 and FC2. The parameters of the CNN in this scenario are shown in Table2 From Fig. 3 , we can observe that the learning-based transmission strategies have obvious advantages in terms of BER, energy consumption, and utility after convergence compared with the LSE-TPC-based strategy, although their performance is worse than the LSE-TPC-based strategy at the beginning of learning. Specially, the DRSAC-based strategy achieves the performance given by Theorem 1, which is the best out of all the strategies. For instance, as shown in Fig.3(a) , after 3000 time slots, the BER of the DRSACbased strategy converges to 0.065, which is approximately 35% lower than the RSAC-based strategy, whose BER converges to 0.1, being approximately 40.9% lower than that of the Q-learning-based strategy, whose BER converges to 0.11, and being approximately 53.6% lower than that of the LSE-TPC-based strategy, whose BER keeps around 0.14 all the time. The coordinator helps the sensors adjust their transmission power to save energy. Fig.3(b) shows the energy consumption of the schemes, from which we can see that the energy consumption of the DRSAC-based strategy converges to nearly 1.9 after 3000 time slots, which is approximately 24% lower than that of the RSAC-based strategy and 29.6% lower than that of Q-learning-based strategy after their respective convergence, and approximately 34.5% lower than the LSE-TPC-based strategy. Fig. 3(c) displays the utility of the overall system. It can be observed that the DRSAC-based strategy allows the WBAN system to achieve the highest utility, which is nearly 100% higher than that of the RSAC-based strategy, 133.3% higher than that of the Q-learningbased strategy, and 775% higher than that of the LSE-TPCbased strategy. From Fig. 3(a) to Fig. 3(c) , it can be concluded that the utility of the WBAN system increases with decreasing BER and energy consumption. This is because a decreasing BER means a better channel status; thus, even less transmission power can lead to a better utility. The above simulations imply that the learning-based methods can optimize the sensor access strategies in WBANs. Specifically, the DRSACbased strategy achieves the most advantageous performance. Fig. 4 shows the relationship between the BER, energy consumption, the utility and the distance. The performance of the proposed schemes averaged over 2000 time slots is evaluated. In Fig. 4(a) , the BERs of all the strategies increase with increasing distance; this is because the path loss is increasing with increasing distance. For instance, in the DRSAC-based strategy, the BER of the ECG sensor at the distance of 36cm is 0.015, and that of the EEG sensor at the distance of 69cm increases to 0.049. The DRSAC-based strategy achieves the lowest BER. For instance, the BER of PPG sensor at the distance of 48cm is approximately 16.7% lower than that of the RSAC-based strategy, 23.1% lower than that of the Q-learning-based strategy, and 33.3% lower than that of the LSE-TPC-based strategy. The energy consumption in Fig. 4 (b) almost unchanged with increasing distance, which is in accordance with the energy consumption formula c i = x i l i /v i defined in Section III. The utility in Fig. 4 (c) decreases significantly with increasing distance. Specifically, the increase in the BER indicates a decrease in SINR, which results in a decrease in utility. To improve the SINR at larger distances, a sensor might increase its transmission power. However, the increase in transmission power leads to an increase in energy consumption. Similarly, the DRSAC-based strategy achieves the best performance in terms of both energy consumption and utility versus distance. Fig. 5 shows the relationship between the performance of the proposed schemes and the number of sensors. It can be concluded that the BERs of all the learning-based sensor access strategies decrease with increasing number of sensors, while the energy consumption and utility of the system increase with that. This is because the requirements on the transmission power and channel power gain of the selected sensor increase with increasing number of sensors in the game, which is consistent with corollary 1. For instance, when the number of sensor increases from 1 to 2 averaged over 2000 time slots, the BERs of the schemes decrease dramatically, e.g. the BER of the DRSAC-based strategy decreases from 0.302 to 0.15. When the number of sensor increases more than 2, the BERs decrease slowly, and there are fluctuations in the process of convergence. On the other hand, when the number of sensor increases from 2 to 4 averaged over 2000 time slots, the energy consumption of the DRSAC-based strategy increases from 2.4 to 3, and the utility increases from 0.9 to 1.7, which is the best performance in this simulation. For example, when there are 3 sensors, the BER of the DRSAC-based strategy averaged over 2000 time slots is 7.5% lower than the RSAC-based strategy, 8.0% lower than the Q-learning-based strategy, and 14.9% lower than the LSE-TPC-based strategy; the energy consumption of the DRSAC-based strategy is 13.3%, 18.8%, and 29.7% lower than the RSAC-based, the Q-learning-based, and the LSE-TPC-based strategies respectively. In addition, the utility of the DRSAC-based strategy is 88.8% higher than the RSAC-based strategy and 112.7% higher than the Q-learningbased strategy, and 504% higher than the LSE-TPC-based strategy in this scenario. Fig. 6 illustrates the impact of the packet priority of the sensors on the transmission delay and the utility based on the proposed schemes, which shows that the transmission delay decreases with the packet priority, while the utility increases with it. The DRSAC-based strategy achieves lower delay than the other strategies. For instance, when the priority increases from 1 to 3, the delay of the DRSACbased strategy decreased from 0.43 to 0.36, that of the RSAC-based strategy decreased from 0.45 to 0.382, the Q-learning-based strategy decreased from 0.459 to 0.392, and the LSE-TPC-based strategy decreased from 0.47 to 0.412. The DRSAC-based strategy achieves higher utility than the other strategies as shown in Fig. 6(b) . For example, the average utility of the DRSAC-based strategy is 113.7% higher than the RSAC-based strategy, 157.7% higher than the Q-learning-based strategy, and 825.9% higher than the LSE-TPC-based strategy.
VIII. CONCLUSION
In this paper, a sensor access control scheme is formulated to address the main challenges in WBANs, such as dynamic link, energy efficiency, and QoS. Energy efficiency is achieved by optimizing the transmission power and maximizing the sleep interval of the sensors. QoS of WBAN is improved by responding the urgent request with high priority, and moreover, considering the delay of the requests with the same priority. Channel states and battery level are also estimated before transmission, which improves the transmission reliability of the selected sensor. Reinforcement learning is introduced to realize the optimal sensor access strategies without considering the channel conditions or the game models. Simulation results show that the proposed learning-based strategies allow the WBAN system to achieve higher performance compared with the benchmark strategies. Specifically, the DRSAC-based strategy outperforms the RSAC-based and Q-learning-based strategies in terms of BER, transmission delay, energy consumption, and overall utility, and converges to the theoretical value presented in Section VI.
In the future, changes to the body channel conditions caused by dynamic postures will be considered in the proposed WBAN transmission model. Furthermore, in the presence of smart attacks, the incorporation of physical layer security in the proposed WBAN transmission model will also be considered.
