Finding integer solutions to a set of linear equations has been a challenging problem with application in many areas, such as knapsack optimization and cryptography. In this paper, we find a new method from the angle of disaggregation to solve a system of linear Diophantine equations. The disaggregation process, which employs the LLL procedure in the literature, keeps generating new valid linear equations until the system of equations becomes high-ranked and easy to solve.
Introduction
Linear Diophantine equation problem is the following feasibility problem:
(LDE)    Given a ∈ Z n , b ∈ Z and D ⊆ Z n , find a point in the set: {x ∈ Z n : a T x = b, x ∈ D} where D is often the binary set {0, 1} n . A critical factor of an (LDE) problem is its density, defined as: n log 2 (max{|a 1 | , ..., |a n |}) .
For low-density (LDE) problems, algorithms based on basis reduction were firstly introduced by Brickell [2] and Lagarias and Odlyzko [4] . In [4] , they showed that for almost all (LDE) problems with a density smaller than 0.645, the solution could be obtained in polynomial time, provided there is a polynomial time oracle for finding a shortest vector in a lattice. They also showed that when the density is smaller than 1/n, the LLL basis reduction algorithm, which is polynomial time, almost surely finds a shortest vector in the corresponding lattice. Later Coster et al. in [3] improved the basis formulation and showed that for almost all (LDE) with a density smaller than 0.9408, the solution could be obtained in polynomial time, provided there is a polynomial time oracle for finding a shortest vector in a lattice. An interesting generalization of the (LDE) problem is the following system of linear Diophantine equations problem:
The (SLDE) problems include many practical examples such as the classical Frobenius problem, the market split problem and the Petri net problem. Aardal et al. in [1] applied basis reduction algorithms and implicit enumeration to tackle (SLDE) with D being a bounded box. In this paper we are going to apply basis reduction algorithms from a new angle to tackle the (SLDE) problem. To that end, we would like to introduce the disaggregation problem:
find c ∈ Z n , d ∈ Z such that A and c are linear independent (in rows) and
The disaggregation problem of (SLDE Disaggregation) is to find another equation that is linear independent to the original equations to describe the feasible set. In the literature the discussion on this problem is rare. Mardanov and Mamedov in [6] gave a sufficient condition to split an original equation into two by a good modular multiplication and provided a heuristic to do so. In this paper we are going to tackle the disaggregation problem systematically with basis reduction. This paper is organized as follows. In Section 2, we review the basis reduction algorithm for a lattice. In Section 3, we define equivalent modular equations and derive their lattice representation. In Section 4, we demonstrate how to use basis reduction to conduct disaggregation on a system of equations. We conclude in Section 5.
Lattice and basis reduction
A lattice is a set in R n obtained from integral linear combination of k vectors in R n . Let B 1 , ..., B k be k vectors in R n . The lattice generated by them is denoted by:
The rank of a basis of a lattice in Q n is invariant [7] and it is defined to be the dimension of the lattice. The determinant of a lattice det(L) is the volume of the parallelapipe stretched by the basis vectors. It is a property of the lattice and invariant of the particular basis chosen. Let λ 1 (L) be the shortest vector of in the lattice L. From Minkowski's convex body theorem, we have the following bound for it:
Finding a shortest vector in a lattice has been proved to be NP-hard under the sup-norm in [8] . But the NP-hardness of finding a shortest vector under the Euclidean norm remains unknown. On the other hand, the well know LLL basis reduction algorithm from [5] and its variants provide polynomial time routines to find relatively short vectors in a lattice.
Proposition 2.1
The LLL algorithm finds in polynomial time a vector x 1 in a lattice L with
where n is the dimension of the lattice and β is a fixed number lager than but not equal to 4 3 .
Proof. See e.g. [5] .
Equivalent Modular Equations and Their Lattice Representation
Given a 0 ∈ Z n and b 0 , m ∈ Z, we write a modular equation
} are the same, we say that the two modular equations a
For this reason, we do not distinguish among these modular equations and we will say they are the same modular equation. Given w ∈ Z n , v ∈ Z, let mod(w, v) be the nonnegative remainders of components of w divided by v. Let a 1 = mod(t * a 0 , m) and
The set {x ∈ Z n : a
We say that the modular equation a From the above discussion, given a 0 ∈ Z n , b 0 , m ∈ Z, and m is prime, from a T 0 x ≡ b 0 (mod m), the set of equivalent modular equations in D ⊆ Z n generated by modular multiplication with modulus m can be represented by a lattice generated by the following rows of vectors:
So the lattice is defined to be:
We can see that for any l ∈ L, the modular equation
And for any a
Because the above basis B consists of n + 2 linear dependent row vectors and the lattice is in Z n+1 , we can simplify the basis to its Hermite normal form:
Now B consists of exactly n + 1 linear independent row vectors generating the same lattice L.
Disaggregation of A System of Equations with Basis Reduction
For the problem (SLDE Disaggregation), we form the following basis B :
And the lattice is defined to be:
For any l ∈ L, the modular equation
But we always have the relationship:
And this is enough to enable the disaggregation of the system of Diophantine equations. Firstly, we need a number m (not necessarily a prime number) such that {x ∈ D : Ax ≡ b(mod m)} = {x ∈ D : Ax = b}. One sufficient condition is
Then, from the lattice, we hope to find some c
then we have {x ∈ D : Ax = b} ⊆ {x ∈ D : c T x = d}. Next, we provide sufficient conditions for successful disaggregation when the system of equations has only one equation. gcd(a 1 , . .., a n , b) = 1 and (a 1 , ..., a n , b) 2 > (n+1) n/2 β (n+1)n/4 , the problem (SLDE Disaggregation) with D = {0, 1} n can be solved in polynomial time.
Proposition 4.1 If
Proof. Choose a prime number m such that (n + 1)
1/2 (a 1 , ..., a n , b) 2 > m > (n + 1) (n+1)/2 β (n+1)n/4 . Then construct a lattice L of dimension n + 1 from the basis B as in (3) . Then apply the LLL algorithm to B. Firslty, det(L) = m n because B can be reduced to B as in (4) . Then from (2) we can find (c
Thus by Cauchy-Schwarz inequality,
Then we have {x ∈ D :
.., a n , b) 2 . Since gcd(a 1 , ..., a n , b) = 1, (a T , b) and (c T , d) are linear independent and the proof is complete. gcd(a 1 , ..., a n , b) = 1 and (a 1 , . .., a n , b) 2 > 2 n (n+1) n/2 Γ((n+ 1)/2 + 1)π −(n+1)/2 , assuming a polynomial time oracle to find a shortest vector in a lattice, the problem (SLDE Disaggregation) with D = {0, 1} n can be solved in polynomial time.
Proposition 4.2 If
Then construct a lattice L of dimension n + 1 from the basis B as in (3) . Then apply the LLL algorithm to B. Firslty, det(L) = m n because B can be reduced to B as in (4) . Then, with the oracle to find a shortest vector in L, from (1) we can find (c
Then we have {x ∈ D : a T x = b} = {x ∈ D : c T x = d}. Also, because (n + 1) 1/2 (c T , d) 2 < m < (n + 1) 1/2 (a 1 , ..., a n , b) 2 , we have (c T , d) 2 < (a 1 , ..., a n , b) 2 . Since gcd(a 1 , ..., a n , b) = 1, (a T , b) and (c T , d) are linear independent and the proof is complete.
We can perform disaggregation for the (SLDE) and once new equations are obtained, we enlarge the (SLDE). Eventually we will be able to get a system of equations with high rank and then we could solve the enlarged system by enumeration.
Conclusion
Finding integer solutions to a set of linear equations is an NP-hard problem. In this paper, we find a new method from the angle of disaggregation to solve a system of linear Diophantine equations. The disaggregation process, which employs the LLL procedure in the literature, keeps generating new valid linear equations until the system of equations becomes high-ranked. Our method is a novel algebraic approach in tackling NP-hard problems, which could help stimulating new thoughts on the solution schemes for other NP-hard problems.
