requency response analysis is a classical method for obtaining F models of linear, time-invariant systems. However, the quality of the results strongly depends on the experiment design and choice of parameters. Likewise, different problems may demand a fault diagnosis. This article presents a knowledge-based system that guides the user through the planning and execution of a frequency response experiment, and it also performs a fault diagnosis and suggests remedies for possible problems.
Frequency Response Analysis
Frequency response analysis is used to find a mathematical model of a real world process with one input and one output signal. The result is a linear model describing the gain and phase shift as functions of the input signal's frequency. In the experiment, the process to be identified is driven by a sinusoidal input signal, u(t) = uosin(ot).
As the method demands the process to be linear, time invariant, and asymptotically stable, the output will become sinusoid when all transients have decayed. The output will be y(t) = uolG(io)lsin(wt + argG(io)) where G is the transfer function of the system and o the input frequency. Normally, the phase difference, arg G(io), is negative. By measuring the amplitude gain and the phase difference at several different frequencies, ai, it is possible to obtain, e.g., a Bode diagram.
Direct measurement of the gain and phase shift is sensitive to noise, and it is seldom possible to use the method in this simple form. However, it can be improved by a correlation technique. The output is multiplied with sin(ot) and cos(ot), and integrated; see From Y, and Yc the amplitude gain and phase difference may easily be computed as and An intuitive way of looking at this method is to view it as a filtering of the output signal, using a bandpass filter at the frequency o, with the filter width proportional to UT. The problem with the method is that it often requires long experiments. Of course, frequency response analysis can only be used if it is possible to disturb the process with a sinusoidal input.
The method described can handle step and white noise disturbances, but it is sensitive to trends and sinusoidals. If the system is sampled or periodic it is not possible to obtain reliable results for frequencies above half the sampling frequency. The expert system contains rules that cover all these situations. Likewise, the process must be linear, time-invariant, and possible to stabilize. The expert system can discover when this is not the case.
Related Work
Frequency response analysis was used by the physicist Angstrom as early as 1861. It enabled him to make a significant improvement in the determination of thermal diffusivity [2] . For readings on frequency response analysis in general and this method in particular, see for example [3] , [4] .
A classical work of spectral analysis is [5] . System identification with a focus on time series analysis is described in [6] The research area of making intelligent instruments is overviewed in [15] . An embedded intelligent system has been used in an electron spectrometer [ 161. This state-of-the-art system was programmed in BASIC and contains some control logic and data abstraction facilities, but no diagnostic knowledge. The current project has also been described in [17]- [19] .
Frequency Analyzers
Commercial equipment exists for performing frequency response analysis using the method described above. In this project, a Solartron 1250 frequency analyzer was used [20] - [21] . Before an experiment is performed, one must decide a frequency interval, decay, and integration times, and a suitable input signal amplitude (the decay time is used to let transients decline before the integration starts). Then the analyzer runs experiments at a number of frequencies, covering the frequency interval, computes the integrals, the amplitude gains and the phase differences, and plots a Bode diagram. Thus, the user has to make several experiment design decisions. The expert system is mainly concerned with these decisions, and leaves the numerics to the frequency analyzer.
The Solartron frequency analyzer is usually operated with a computer program as front end. A user-friendly front end for the Solartron was developed in a master's project [22] . This program can also perform some data analysis and design calculations.
Knowledge Database
The knowledge database consists of rules, used by the expert system to monitor the frequency response analysis and to diagnose the results. The system performs the analysis in several stages. First, the expert system checks whether the process is stable or must be stabilized. Then it tries to establish that the process is fairly linear, at least in a certain range of amplitudes. After this, the expert system proposes tests that will find the limits of the frequency and amplitude ranges. Then a simple check is performed to see that the integration times are reasonable. After this the experiment is performed and several validation tests are made. The validation includes checking with apriori knowledge, verification of frequency limits, and a comparison between the process and a simulation of the model obtained. If anywhere in this procedure something goes wrong, there are rules for explaining probable causes of the faults. The fault diagnosis rules make up a large part of the database.
Often the user has a priori knowledge of the process, for example, whether it is strongly nonlinear, oscillates easily, what the approximate operating frequencies are, etc. Some of this knowledge is collected during the initial phases, for use in setting the parameters of the experiment. When the experiment has been performed, the results are compared with any available a priori knowledge, to see whether they are reasonable or not.
A more detailed description of the steps taken during an experiment session will now be given.
Stabilization
The stabilization is given a simple treatment. If the process is not stable from the beginning, the system suggests a proportional regulator to stabilize it. If, when the results have been obtained, the model does not agree with the apriori knowledge, the system may guess that the experiment has led to the identification of the inverse of the controller. In this case it recommends a new experiment with better noise suppression, the use of a low-pass filter, a different controller, or a different input connection place. It should be noted that the expert system does not keep track of the structure of the target system in general.
Linearity
In order to assess the linearity properties of the process, the system recommends several tests. A visual inspection of the signals is used if possible. Here the user is asked to check that the signals indeed are sinusoidal. A dual step test is proposed, i.e., the results of two step inputs with the same amplitude, one positive and one negative, are examined. Also, several small step inputs are tried at different signal levels, to see a possible bias and to further investigate nonlinearities. All the responses should look essentially the same in the linearity range. If there is friction in the process, this can usually be seen in the output signal. Thus, if the user knows that there is friction in the process, or the output signal is deformed, the system recommends the use of a bias in the experiment, in order to avoid friction, if that is possible.
Frequency Range If the user knows or has an educated guess on the frequency range, the system uses this in the experiment. If the result is not satisfactory, the fault diagnosis tries to adjust the frequency limits. In cases where no guess is available, the system uses a step response experiment to get a suggestion for the cutoff frequency. The frequency limits are centered around this frequency. The process may also be designed for use at a certain frequency. If so, an interval around this frequency is used.
Amplitude Range
The amplitudes of the signals used in the experiment should preferably be larger than the noise level of the process and, in case the process is digital, larger than the quantization level. This is of course not necessary in theory, but the system still recommends it as a good practical choice. On the other hand, the signals must be small enough not to reach linearity boundaries, and in general it is desirable not to disturb the process more than necessary. In order to check this, the static gain of the process transfer function is measured. Should the model obtained not be satisfactory, the system checks whether the signals reaches some kind of amplitude limitation. A smaller amplitude is then recommended. In case the amplitude variations are very large, the system will explain that it is not possible to perform the experiment successfully.
Integration Time
The utilization and distribution of experiment time can be a complex problem, but the expert system uses a simple solution. First, short measurement times are used, and if needed, the tests are rerun with longer integration times. There is a quick check to ensure that the integration times do not grow excessively. If that should be the case, frequency response analysis is not a good solution.
Performing the Experiment The frequency response analysis experiment is executed using the gathered information. First a quick experiment with frequencies covering the whole frequency range is performed. A rather low amplitude is recommended. If there are points in the Bode diagram where the curves change rapidly, new experiments with a frequency range fitted rather closely around these points are suggested. In practice, the total time needed for the experiment and the division of time between frequencies and of frequencies over the interval may prove to be crucial. It is very hard to give any general solutions, and the expert system tries to handle the problems by recommending a quick experiment of a large frequency range, and then closer investigation of smaller intervals.
Validation When a result has been obtained, it must be tested and validated. For this reason the system compares the model against any apriori knowledge available. If the frequency range has only been guessed, that guess must also be checked afterwards. In this case, the system suggests a new experiment with a wider frequency range. Finally, the system recommends that the model obtained is used in a simulation. In this way it is possible to make sure that the process and the model has the same behavior for some selected input signals.
Fault Diagnosis If the analysis should fail, or the results be incompatible with a priori knowledge, several faults may be diagnosed. In case the process cannot be stabilized, frequency response analysis is not possible. If the process has been used in a closed loop, the inverse controller may have been identified. In case there are extreme variations in amplitude magnification, frequency response analysis cannot be used. When the signal-to-noise ratio is low in the higher frequencies, the method will only produce reliable results at lower frequencies, and the upper frequency limit must be lowered. If the signals reach amplitude limitations the experiment should be rerun with a smaller amplitude; and vice versa: if the amplitude is close to the noise or quantization level, the experiment should be rerun with a larger amplitude or longer integration times. If the system is sampled, it is not possible to obtain reliable results close to or above the sampling frequency. If the experiment has been affected by ramp or sinusoidal disturbances, these should be removed. If there is backlash or hysteresis in the process, making it strongly nonlinear, frequency response analysis may be unable to provide a good result. If there is friction in the process, the linearity properties may have been destroyed. In this case, the experiment should be rerun with a bias if possible. If several experiments give different results, it may be a sign of hysteresis nonlinearities, in which case frequency response analysis is not a good method. Finally, if the cutoff frequency differs quite a lot from the desired working frequency, very tight control will be needed, and it will probably be a good idea to run the experiment with a feedback to speed up the process.
The properties described above imply that the FREX system is currently limited to handling only rather simple systems. This l i t a t i o n matches with the normal use of the Solartron frequency analyzer. Thus, no exceptional variations in amplification magnitudes are allowed, and higher frequencies generated by nonlinearities as well as high-order modes of flexible systems will cause trouble. The expert system contains rules that will warn the user when these situations occur.
The FREX systems works well for the set of test processes used in the course on system identification, during which the knowledge in the rule base was collected. These processes included simple tank processes, a saline solution process, several mechanical processes with oscillating modes, some chemical processes, and several "unusual" processes, for example, analog and digital PID controllers treated as processes. FFEX can handle all these processes successfully.
The Solartron offers the possibility of using a square wave input signal, but the expert system only treats the use of a sinusoidal signal, which is the most common case.
Structure of the Rule Base
The knowledge database currently consists of 78 rules, running in backward chaining. The rules are split into seven groups, each of which is concerned with a different task.
The phase control rule is the only one in its group, and it executes the other rule groups, one after the other. 0 The Zineariv rules are concemed with checking whether the system is linear or not. If it is, they try to establish a linearity range. 0 Thefrequency range rules try to find the frequency range, i.e., the lower and upper frequency limits to be used in the experiment. The amplitude range rules try to find lower and upper limits for the amplitude of the input signal. They then pick an amplitude close to the lower limit.
The integration time rules check that the chosen integration times do not become excessively long. The perform experiment rules take care of telling the user to actually run the experiment. First, an experiment covering the whole frequency range is performed; then, if there are any points of special interest, e.g., where the transfer function changes very rapidly, experiments are made, which cover these points more closely. The verify rules propose some tests to verify the results. ~n y a priori knowledge is checked, if the frequency range was guessed, it is increased, and a simulation is suggested. The explain faults rules are invoked if the analysis does not end with success, and certain fault conditions are present.
These rules try to guess the source of the fault and, if possible, suggest a remedy.
The rules are written in the MESS rule format, which makes them rather easy to understand. This rule takes care of stabilizing the system before the experiments take place. This is necessary when the process is unstable. The next rule is concerned with fault diagnosis. This last example shows a rule that tries to explain erroneous results due to sampling. The fault diagnosis rules are tried in order from more specific to more general, until a possible fault is found. The expert system then reports this diagnosis as the probable cause of the experiment failure.
RULE Explain faults

Some Example Runs
The expert system communicates with the user through a Q/A dialog. The questions concern the user's knowledge about the process and the results of the experiments. Here is an example of part of a typical dialog. It comes from an experiment with a simple tank process, where water is pumped into a tank and runs out through a whole in the tank's bottom. However, a similar dialog would be used for any of the lab processes mentioned earlier.
During the fist part of a session, FREX helps the user to gather information about the process, in order to set up a proper experiment. Among other things, a frequency range must be chosen, and it is important that this range is chosen to contain all October 1994 interesting frequencies. On the other hand, the experiment should not cover a larger range than necessary, since this may result in excessively long run times. This example shows how the system hies to establish a frequency range for the experiment. First, it checks whether the user already knows or has an educated guess about this range. If that would have been the case, FREX would simply recommend the use of that information. After the negative answer, the system proposes a step test experiment, and uses the result to guess a reasonable frequency range. It tells the user to select a range centered around the approximate cutoff frequency. This range may be changed later on, though, if the validation phase would show that a wider interval is needed to see all interesting dynamics. The fact checking of the frequency range is needed afterwards will force the system to consider changing the range after the experiment has been performed.
The next dialog part shows the fault diagnosis of a session.
Is it true that the resulting transfer function is confirmed by the a priori knowledge? (y/n) n Is it true that the amplitude is as small as the noise or quantization level? (y/n) n Is is true that the resulting transfer function is wrong in the lower frequencies? (y/n) n Is it true that the resulting transfer function is wrong in the hgher frequencies? (y/n) n Is is true that the signal to noise ratio is low in the higher frequencies? (y/n) n Deduction/advice: the friction probably destroys the experiment PERFORM:
rerun the experiment with a bias to avoid the friction Deduction/advice: the signals are not linear Deduction/advice: a fault has been diagnosed
Here, the experiment has already been performed, and at a certain stage the validation goes wrong. Therefore the system hies to guess what may be the problem. It will try to verify a number of standard explanations. In this case, it is assumed that, earlier on the system was told that some unknown friction may be present. As no specific explanation works, the system shows good expertise, and blames the unknown friction.
Inference Engine
The expert system shell used has been the MESS system [I] . It is a small (192 lines of source code) Scheme system that provides the user with forward and backward chaining. The backward chaining strategy is used in FXEX. Some changes in the source code of MESS have been made. All fact deductions are traced, and there are some new clauses allowed in the then parts of the rules. The input and output has been changed so that the Q/A dialog gives an impression of semi-natural language. This demands the facts to be written in appropriate syntactic versions, i.e., all facts to be asked must fit after the phrase "Is it true that ..."
In a later stage of the project, the CM (C Mess) system was introduced. This shell is a simplified version of MESS, which is written in C. It is small (292 lines) and very fast. Queries involving 100 rules take 10 ms on a SPARC station 2, Le., CM can trigger 10 O00 rule& in a large rule base.
The MESS and CM systems have obvious strengths in that their source codes are short, simple, and easy to change. The main drawback of the MESS system is that it does not use an effective matching strategy. Therefore the execution is slow for larger rule bases. As the present rule base is rather small, the speed has not been a problem, though. CM is fast enough so that the$imple matching strategy never poses any problem.
The FREX system was originally implemented in Chez Scheme on a SUN 3/50, but it has also been moved to PC Scheme on an IBM PC/AT, to MIT Scheme on a Macintosh Plus, and to C on a SPARC station 2. The response times on the SUN and SPARC are immediate, and on the AT it is a matter of a few seconds. On the Macintosh Plus, however, FREX is quite slow, often using close to a minute per query.
Summary
The chosen target domain, frequency response analysis using a frequency analyzer, is a good, clean area for an expert system project. There are very few interactions with other areas; most of the tasks can be solved at the site of the frequency analyzer. This has made it possible to produce a rather complete knowledge database, and a system that will help most nonexpert users to obtain higher quality results from frequency response analysis experiments. There exists only a few written descriptions of both the theoretical and practical problems of frequency response analysis, [3] being an exception. A fairly complete knowledge database may now be found in the developed system. Thus, the project has also resulted in valuable knowledge refinement. The techniques can certainly be valuable elsewhere too, fordexample in any instrument demanding knowledge to be suc&ssfully operated. An overview of intelligent instruments has been given in [15]. It is even possible to envision a future when consumer products, such as stereo and video equipment, and maybe also cameras, will contain embedded expert systems.
The system as presented here needs more testing before it will be robust enough for production use or to be included in a frequency analyzer. Currently, it runs completely stand-alone.
Work has been done to improve the front ends of frequency analyzers, see for example [22] , and a better way would be to embed the system in the analyzer, making it an integral part of an intelligent instrument. The next step of the project will be to embed FREX in the front-end program mentioned above.
Another area for further development concems application to special types of processes. The current system has been built to handle fairly simple processes of lab type. It would be possible to include rules for special domains, such as mechanical systems, flexible systems, very slow systems, etc. A further possibility is to develop rule databases for special processes, e.g., distillation columns or heat exchangers.
