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Uvod
Racˇunalni vid je podrucˇje umjetne inteligencije koje je posljednjih godina postalo
iznimno efikasno za rjesˇavanje problema u robotici, zdravstvu i medicini, pametnom
upravljanju i nadzoru, razvoju autonomnih vozila i slicˇnim disciplinama. Zadac´e
vizualnog raspoznavanja, kao sˇto su klasifikacija slika, te lokalizacija i detekcija obje-
kata, cˇine temelj pri rjesˇavanju spomenutih problema. Nedavni razvoj konvolucijskih
neuronskih mrezˇa (CNN) doveo je do izvanrednih rezultata pri rjesˇavanju ovih no-
vih, vrlo popularnih izazova. Upravo iz tog razloga, konvolucijske neuronske mrezˇe
predstavljaju kljucˇni dio algoritama dubokog ucˇenja u podrucˇju racˇunalnog vida.
Radi boljeg razumijevanja modela konvolucijskih neuronskih mrezˇa, u radu c´e
najprije biti predstavljene klasicˇne neuronske mrezˇe. Vrlo kratko i slikovito bit c´e
prikazani model neurona, arhitektura mrezˇe te metoda kojom neuronska mrezˇa ucˇi.
Cilj ovog poglavlja je uvodenje osnovnih pojmova dubokih modela, kao sˇto su slojevi
mrezˇe, aktivacijska funkcija, funkcija gubitka i gradijentni spust.
Potom, u drugom poglavlju dajemo detaljan prikaz konvolucijskih neuronskih
mrezˇa. Kako bismo dobili jasnu sliku sˇto zapravo predstavlja pojam konvolucije,
prezentiramo matematicˇki opis operacije konvolucije na jednodimenzionalnim i dvo-
dimenzionalnim signalima. U nastavku, kroz detaljan opis svakog sloja mrezˇe, dajemo
motivaciju za upravo takvu gradu modela i uvid u prednosti u odnosu na klasicˇne
neuronske mrezˇe. Na kraju, predstavljamo algoritam ucˇenja modela te dajemo me-
tode optimizacije i regularizacije kojima poboljˇsavamo svojstva i ucˇenje mrezˇe. Od
cˇitatelja se ocˇekuje razumijevanje osnovnih pojmova linearne algebre, vjerojatnosti i
statistike.
Za prakticˇni dio rada odabran je zadatak neuronskog prijenosa stila pomoc´u kon-
volucijskih neuronskih mrezˇa. Prijedlog da se konvolucijske neuronske mrezˇe upo-
trijebe kao sredstvo rjesˇavanja danog zadatka pojavio se 2015. godine u cˇlanku [4].
Vodec´i se zadanim rjesˇenjem iz cˇlanka, razvijen je model prijenosa stila, koristec´i
biblioteku otvorenog koda Tensorflow.
1
Poglavlje 1
Uvod u klasicˇne neuronske mrezˇe
1.1 Motivacija
Duboko ucˇenje kao grana umjetne inteligencije razvilo se modeliranjem prvih
umjetnih neuronskih mrezˇa josˇ 1940-ih. Umjetne neuronske mrezˇe su povezane mrezˇe
sastavljene od gradivnih jedinica, rasporedenih u slojeve, koje nazivamo umjetnim ne-
uronima. Ideja modela umjetne mrezˇe je oponasˇanje rada biolosˇkih neurona mozga.
Neuroni mozga medusobno su povezani sinapsama i u interakciji su s tisuc´ama
drugih neurona koji ih okruzˇuju. Pazˇljivim izborom arhitekture i hiperparametara
umjetne neuronske mrezˇe, cilj je replicirati biolosˇko ucˇenje, koje se temelji na prije-
nosu informacija izmedu neurona.
Svaki biolosˇki neuron od susjednih neurona prima ulazne signale pomoc´u den-
drita. Izlazni modificirani signal zatim se sˇalje ostalim neuronima preko aksona, koji
su svojim zavrsˇetcima povezani s dendritima drugih neurona. Na slici 1.1 mozˇemo
vidjeti pojednostavljenu gradu biolosˇkog neurona s prikazom osnovnih dijelova.
Slika 1.1: Grada biolosˇkog neurona. Neuron prima signal pomoc´u dendrita te ga
preko aksona sˇalje drugim neuronima.
Klasicˇne neuronske mrezˇe sadrzˇe neurone koji su motivirani gradom biolosˇkog ne-
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urona, ali s odredenim modifikacijama. Iako je model mrezˇe poznat vec´ desetljec´ima,
pravi zamah dobio je tek u posljednjih nekoliko desetljec´a, kada se uvodi algoritam
propagacije pogresˇke unatrag, te je time postao vrlo bitan dio umjetne inteligencije.
Slicˇno kao i kod biolosˇkog neurona, umjetni neuron prima ulazne signale od su-
sjednih neurona, koje zatim zbraja, i na zbroj djeluje odredenom transformacijom
koju nazivamo aktivacijska funkcija.
Slika 1.2: Matematicˇki model umjetnog neurona.
Na slici 1.2 mozˇemo vidjeti da signali koji putuju aksonima (npr. x0) dolaze u
interakciju s dendritima drugog neurona na nacˇin da se mnozˇe s tezˇinama sinapse.
Tezˇine sinapsi wi predstavljaju parametre modela koje mrezˇa mozˇe sama naucˇiti.
Njihova vrijednost eksplicitno utjecˇe na doprinos ulaznog signala ukupnom izlaznom
signalu. Svaki neuron racˇuna sumu umnozˇaka svih ulaznih signala xi s odgovarajuc´im
tezˇinama wi, uzimajuc´i u obzir pomak b. Potom na dobivenu sumu djeluje aktivacij-
skom funkcijom. U ovisnosi o izlaznom signalu, moguc´e je postaviti granicu odluke
koja kazuje hoc´e li se odredeni neuron ”aktivirati” ili ne.
U nastavku dajemo egzaktan opis linearne transformacije ulaznih podataka ne-
urona.
Linearna klasifikacija
Ukoliko se radi o linearnoj jedinici, izlazna vrijednost neurona linearno ovisi o
njegovim ulaznim podacima. Drugim rijecˇima, mozˇemo rec´i da na neuronu djeluje
linearna aktivacijska funkcija.
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Linearna aktivacijska funkcija neurona, u ovisnosti o ulaznom podatku x,
definirana je s:
f(x,W ) = W Tx+ b, (1.1)
gdje W i b predstavljaju parametre modela.
Nakon racˇunanja linearne aktivacijske funkcije, mozˇemo odrediti uvjete pod ko-
jima c´e se neuron ”aktivirati”, odabirom granice odluke k ∈ R:{
y = 1, za f(x,W ) ≥ k,
y = 0, za f(x,W ) < k.
Ulogu linearne jedinice mozˇemo shvatiti i na drugi nacˇin. Neka je pred nama
problem binarne klasifikacije, gdje ulazni objekt x zˇelimo svrstati u jednu od dvije
zadane klase objekata. Tada neuron ima ulogu binarnog klasifikatora, a njegova
izlazna vrijednost ŷ = f(x,W ) govori nam u koju klasu je svrstan objekt x, na
temelju zadane granice odluke k.
Ipak, koriˇstenje linearne jedinice za rjesˇavanje problema klasifikacije ne daje uvi-
jek najbolje rezultate. Naime, dobivena granica odluke, kojom se objekti svrstavaju
u jednu od dvije klase, je linearna, stoga c´e mnogi objekti biti pogresˇno klasificirani.
Radi postizanja boljih rezultata, na linearnoj jedinici djeluje se s nekom nelinear-
nom aktivacijskom funkcijom. Najpoznatiji primjer aktivacijske funkcije za problem
binarne klasifikacije je sigmoidna funkcija, koju c´emo opisati kasnije.
U ovisnosti o zadanom problemu, odabiru se razlicˇite vrste jedinica, s razlicˇitim
aktivacijskim funkcijama. Neke od njih opisat c´emo u ovom poglavlju.
Kako bismo mogli kvantificirati nezadovoljstvo izlaznim rezultatom klasifikacije,
u nastavku uvodimo pojam funkcije gubitka, odnosno, cijene.
1.2 Funkcija gubitka
Neka je s RD oznacˇen skup objekata koje je potrebno klasificirati u jednu od K
zadanih klasa. U nastavku c´emo takav skup podataka zvati skupom za ucˇenje
modela. Neka je s x(i) oznacˇen i-ti primjer iz skupa za ucˇenje. Svaki objekt x(i)
prethodno je oznacˇen labelom y(i) ∈ {1, . . . , K}, koja oznacˇava kojoj klasi objekt
x(i) pripada.
Nakon sˇto smo ulazni podatak x(i) prepustili djelovanju klasifikatora, zanima nas
u kolikoj mjeri se dobiveni rezultat razlikuje od stvarne klase y(i) kojoj objekt pripada.
Ukoliko se radi o zadac´i klasifikacije objekta u jednu od K klasa, izlazni rezul-
tat jedinice je vektor rezultata f(x(i),W ) s K elemenata. Element s najvec´om
vrijednosti predstavlja pripadnu klasu (koja mozˇe biti pogresˇna).
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Funkcija gubitka mjeri odstupanje izlaznog rezultata f(x(i),W ) jedinice, od
stvarne vrijednosti y(i) pridruzˇene ulaznom objektu x(i). Gubitak, odnosno, gresˇka
bit c´e vec´a ako smo objekt potpuno pogresˇno klasificirali.
Ulazni podaci su fiksni i nepromjenjivi, medutim, parametri W i b, koji predstav-
ljaju tezˇine i pomak, su varijabilni i na njih mozˇemo utjecati kako bismo minimizirali
funkciju gubitka.
U nastavku dajemo pregled najcˇesˇc´e koriˇstenih funkcija gubitka. Primijetimo da
izbor funkcije gubitka ovisi o vrsti jedinice koju smo upotrijebili za zadac´u klasifika-
cije.
Unakrsna entropija
Unakrsna entropija (engl. Cross entropy) je funkcija gubitka koju primjenju-
jemo na vektoru rezultata cˇije su vrijednosti normalizirane na vjerojatnosnu razdiobu.
Mnoge zadac´e zahtijevaju predvidanje binarne varijable y. Problem binarne kla-
sifikacije mozˇe se definirati Bernoullijevom razdiobom nad y, uz uvjet x. Jedinica
ima zadac´u predvidanja vjerojatnosti P (y = 1|x), stoga vrijednost izlaznog rezultata
mora biti iz intervala [0, 1].
Povijesno se za ovu zadac´u koristila sigmoidna aktivacijska funkcija σ na
izlaznom neuronu mrezˇe, definirana s:
ŷ = σ(z) =
1
1− e−z ,
gdje je z = f(x,W ) = W Tx+ b linearna transformacija prethodno definirana s (1.1).
Na slici 1.3 mozˇemo primijetiti da se vrijednosti sigmoidne funkcije krec´u izmedu
0 i 1, sˇto odgovara potrebama binarne klasifikacije.
Slika 1.3: Sigmoidna funkcija
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Metoda rjesˇavanja zadac´e binarne klasifikacije vjerojatnosnom razdiobom defini-
ranom sigmoidnom funkcijom josˇ se naziva i logisticˇka regresija.
Definiramo unakrsnu entropiju logisticˇke regresije na ulaznom podatku x
na nacˇin:
L(ŷ, y) = −(y log ŷ + (1− y) log(1− ŷ)),
gdje je ŷ dobiveni rezultat logisticˇke regresije, a y stvarna klasa kojoj objekt x pripada.
U posljednje vrijeme sigmoidna funkcija sve je rjede u upotrebi i postaje zastarjela.
Pokazano je kako se prilikom ucˇenja neuronske mrezˇe, informacije koje putuju mrezˇom
pocˇinju gubiti na jedinicama sa sigmoidnom funkcijom. Prilikom opisa algoritma
ucˇenja mrezˇe, primijetit c´emo kako se prijenos informacija u mrezˇi odrzˇava racˇunajuc´i
gradijente funkcija. Medutim, gradijenti sigmoidne funkcije vrlo su mali kada se
vrijednost funkcije priblizˇi nuli ili jedinici. Time se odredene informacije gube, a
ucˇenje mrezˇe je otezˇano.
Mozˇemo primijetiti da izlazne vrijednosti sigmoidne funkcije nisu centrirane oko
ishodiˇsta, sˇto se, takoder, pokazalo velikom manom pri ucˇenju mrezˇe.
Za slucˇaj kada bismo zˇeljeli dobiti vjerojatnosnu razdiobu diskretne varijable s K
moguc´ih vrijednosti, koristili bismo softmax aktivacijsku funkciju. Zadac´u klasi-
fikacije objekta u jednu od K klasa shvac´amo kao generalizaciju binarne klasifikacije
sa sigmoidnom aktivacijskom funkcijom.
Softmax jedinica najcˇesˇc´e se upotrebljava na izlazu neuronske mrezˇe i ima ulogu
klasifikatora. Vrijednosti vektora rezultata, takoder, imaju vjerojatnosnu razdiobu
i u sumi daju 1. Izlazni rezultat je vektor vjerojatnosti takav da je i-ti element
ŷi = P (y = i|x).
Softmax funkciju definiramo na sljedec´i nacˇin:
softmax(z)i = P (yi = 1|x) = e
zi∑K
j=1 e
zj
, (1.2)
gdje je z = W Tx+ b, a K broj klasa.
Unakrsna entropija softmax klasifikatora definirana je s:
L =
K∑
i=1
−yi logP (yi = 1|x),
gdje yi predstavlja i-tu klasu. Primijetimo da P (yi = 1|x) predstavlja vjerojatnost
da je softmax jedinica klasificirala objekt u klasu yi, kao u (1.2).
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Ukoliko zˇelimo izracˇunati ukupni gubitak na svim primjerima iz skupa podataka
za ucˇenje, racˇunat c´emo aritmeticˇku sredinu gubitaka po svim primjerima. Cˇesto
dobivenoj vrijednosti gubitka dodajemo i gubitak regularizacije λR(W ), koji c´emo
poblizˇe objasniti u sljedec´em poglavlju.
Definiramo ukupni gubitak, odnosno, funkciju cijene klasifikacije:
J =
1
N
N∑
i=1
Li(f(x
(i),W )) + λR(W ), (1.3)
gdje je N kardinalnost skupa podataka za ucˇenje.
1.3 Arhitektura duboke neuronske mrezˇe
Duboke neuronske mrezˇe predstavljaju kolekciju neurona organiziranih u slojeve.
Mozˇemo ih promatrati i kao aciklicˇke grafove, jer izlazni rezultat jednog neurona
predstavlja ulaz drugoga. Iz tog razloga nazivamo ih i unaprijednim mrezˇama, u
kojima se tok informacija prenosi od ulaznog podatka, kroz sve slojeve mrezˇe, sve do
izlaznog sloja. Neuronske mrezˇe u kojima informacije teku u oba smjera nazivamo
rekurzivnim neuronskim mrezˇama.
Prvi sloj mrezˇe josˇ se naziva ulaznim slojem i njegova uloga je ”uvodenje”
podatka x(i) u mrezˇu. Parom (x(i), y(i)) iz skupa podataka za ucˇenje eksplicitno je
odredeno kojoj klasi izlazni vektor rezultata pridruzˇuje ulazni objekt x(i).
Sve preostale slojeve, izuzev izlaznog sloja, nazivamo skrivenim slojevima, jer
njihove izlazne vrijednosti josˇ uvijek ne daju zadovoljavajuc´e rezultate. Svaki skriveni
sloj mozˇemo reprezentirati vektorom neurona, cˇija je zadac´a transformacija ulaznih
podataka dobivenih iz prethodnog sloja i slanje rezultata neuronima sljedec´eg sloja.
Dubinu modela neuronske mrezˇe odreduje broj slojeva mrezˇe.
Najcˇesˇc´e su u upotrebi potpuno povezani slojevi (tzv. FC slojevi, engl. Fully
connected layer), u kojima su neuroni izmedu dva susjedna sloja svi medusobno
povezani. Na slici 1.4 vidimo prikaz jednostavne arhitekture neuronske mrezˇe. Slojeve
redom oznacˇavamo indeksima, pocˇevsˇi od nule. Izlazni sloj mrezˇe mozˇe se sastojati
od samo jednog izlaznog neurona, ili mozˇe predstavljati vektor rezultata klasifikacije.
U sljedec´em odjeljku prikazat c´emo metodu ucˇenja neuronske mrezˇe pomoc´u pro-
pagacije pogresˇke unatrag i azˇuriranja parametara modela metodom gradijentnog
spusta.
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Slika 1.4: Primjer duboke neuronske mrezˇe s dva skrivena sloja i izlaznim slojem s
jednim neuronom.
1.4 Ucˇenje neuronske mrezˇe metodom
gradijentnog spusta
U vec´ini dubokih modela, ideja ucˇenja svodi se na racˇunanje ukupnog gubitka i
pokusˇaj minimizacije gubitka odredenim metodama strojnog ucˇenja. Prisjetimo se,
parametri mrezˇe na koje algoritam mozˇe utjecati su tezˇine W i pomaci b, dok su
ulazni podaci (x, y) nepromjenjivi.
Ucˇenje mrezˇe postizˇe se konacˇnim nizom iteracija, koje se sastoje od propagacije
unaprijed i propagacije pogresˇke unatrag, s azˇuriranjem parametara modela u svakoj
iteraciji.
Radi jednostavnosti prikaza, pretpostavimo da model ucˇimo na samo jednom
primjeru iz skupa za treniranje.
Algoritam propagacije unaprijed
Algoritam propagacije unaprijed kroz mrezˇu s ulazom x, najprije generira
rezultat ŷ, koji ukazuje na klasu pripadnosti. Nakon toga, racˇuna se funkcija ci-
jene J , cˇiju vrijednost interpretiramo kao odstupanje dobivenog rezultata od stvarne
vrijednosti y.
Algoritam 1 pokazuje propagaciju unaprijed, koja parametrima modela pridruzˇuje
gubitak L(ŷ, y) vezan za ulazni podatak (x, y), gdje je ŷ izlaz neuronske mrezˇe za
dani ulazni podatak x. Uvodimo oznaku θ za vektor koji sadrzˇi vrijednosti svih
parametara modela, odnosno, vrijednosti tezˇina W i pomaka b.
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Algoritam 1 Propagacija unaprijed. Funkcija gubitka L(ŷ, y) ovisi o dobivenom
rezultatu ŷ i stvarnoj labeli y. Kako bismo izracˇunali ukupnu cijenu klasifikacije,
funkciji gubitka dodajemo vrijednost λR(θ) koja predstavlja regularizaciju.
Zahtjev: l, dubina mrezˇe,
Zahtjev: W [i], i ∈ {1, . . . , l}, matrice tezˇina modela
Zahtjev: b[i], i ∈ {1, . . . , l}, pomaci
Zahtjev: x, ulaz za obradu
Zahtjev: y, stvarna vrijednost
a[0] = x
for k = 1, . . . , l do
z[k] = W [k]a[k−1] + b[k]
a[k] = f(z[k])
ŷ = a[l]
J = L(ŷ, y) + λR(θ)
Nakon propagacije unaprijed do posljednjeg sloja mrezˇe, zˇeljeli bismo umanjiti
vrijednost funkcije cijene J(θ), odnosno, modificirati parametre modela tako da gresˇka
bude minimalna:
θ∗ = arg
θ
min J(θ).
Iz tog razloga, algoritam propagacije pogresˇke unatrag racˇuna gradijent
funkcije cijene ∇J(θ), koji je korisno sredstvo za otkrivanje tocˇaka minimuma.
Upravo u tocˇkama minimuma, gradijent funkcije cijene J(θ) jednak je nuli. Mini-
mum se mozˇe postic´i metodom gradijentnog spusta, kojom se u svakoj iteraciji
parametri modela azˇuriraju u smjeru ”pada” funkcije cijene.
Metoda gradijentnog spusta azˇurira parametre modela na sljedec´i nacˇin:
θ(t+1) = θ(t) − α∇J(θ(t)),
gdje t predstavlja redni broj iteracije. Hiperparametar modela α predstavlja stopu
ucˇenja te oznacˇava brzinu ucˇenja, odnosno, azˇuriranja parametara u smjeru mini-
muma. Na slici 1.5 mozˇemo vidjeti primjer djelovanja metode gradijentnog spusta,
koja azˇurira parametre modela u smjeru minimuma.
Kada u obzir uzmemo da Jacobijeva matrica ∇L(θ) sadrzˇi parcijalne derivacije
funkcije cijene po svim tezˇinama wk, pravilo azˇuriranja mozˇemo pisati na nacˇin:
w
(t+1)
k = w
(t)
k − α
∂J(w
(t)
k )
∂wk
, ∀wk ∈ θ.
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Slika 1.5: Trajektorija gradijentnog spusta s kretanjem prema lokalnom minimumu
(plavo). Svaka tocˇka trajektorije predstavlja jednu iteraciju ucˇenja.
Algoritam propagacija pogresˇke unatrag
Propagaciju pogresˇke unatrag, od izlaznog sloja mrezˇe, pa sve do ulaznog sloja,
moguc´e je izracˇunati primjenom lancˇanog pravila deriviranja.
Definicija 1.4.1. Neka su g : Rm → Rn i f : Rn → R realne funkcije. Ako y = g(x)
i z = f(y), tada vrijedi lancˇano pravilo deriviranja:
∂z
∂xi
=
∑
j
∂z
∂yj
∂yj
∂xi
.
Primjernom lancˇanog pravila iz prethodne definicije na funkciju cijene J , gradi-
jente u smjeru tezˇina W i pomaka b sada je lako racˇunati.
Algoritam 2 prikazuje propagiranje dobivene pogresˇke unatrag. Algoritam racˇuna
gradijente aktivacija a[k] u svakom sloju k, pocˇevsˇi od izlaznog sloja l, propagirajuc´i
dobivene vrijednosti gradijenata sve do prvog skrivenog sloja. Dobiveni gradijenti
mogu se odmah koristiti za azˇuriranje tezˇina i pomaka, kao dio metode stohasticˇkog
gradijentnog spusta, ili se mogu koristiti s drugim optimizacijskim metodama.
Algoritam 2 Propagacija pogresˇke unatrag kroz duboku neuronsku mrezˇu.
1: g ← ∇ŷJ = ∇ŷL(ŷ, y)
2: for k = l, l − 1, . . . , 1 do
3: g ← ∇z[k]J = g  f ′(z[k])
4: ∇b[k]J = g + λ∇b[k]R(θ)
5: ∇W [k]J = ga[k−1]T + λ∇W [k]R(θ)
6: g ← ∇a[k−1]J = W [k]Tg
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Iz algoritma vidimo da se, nakon propagacije unaprijed, najprije racˇuna gradi-
jent funkcije cijene na izlaznom sloju mrezˇe. Nakon toga se, koristec´i lancˇano pra-
vilo, racˇuna gradijent nelinearne aktivacijske funkcije f , gdje operator  predstavlja
mnozˇenje po tocˇkama.
Posljednji korak je racˇunanje gradijenata u smjeru tezˇina i pomaka te propagacija
u prethodni sloj mrezˇe.
1.5 Aktivacijske funkcije
Prethodno smo definirali dvije nelinearne aktivacijske funkcije, sigmoidnu i soft-
max funkciju. Njihova uloga bila je klasifikacija objekta, stoga se vec´inom upotreb-
ljavaju samo na izlaznom sloju mrezˇe.
U nastavku navodimo dvije najcˇesˇc´e koriˇstene aktivacijske funkcije koje se koriste
na skrivenim slojevima mrezˇe.
ReLU aktivacijska funkcija
ReLU (engl. Rectified Linear Unit) vrlo je slicˇna linearnoj aktivaciji pa je njezina
optimizacija jednostavna. ReLU aktivacijska funkcija definirana je s:
g(z) = max{0, z}, (1.4)
gdje je z = W Tx+ b afina transformacija.
Slika 1.6: ReLU aktivacijska funkcija
Na slici 1.6 vidimo da funkcija ReLU koristi upravo nulu kao granicu odluke. U
praksi pokazuje puno bolje rezultate od sigmoidne aktivacijske funkcije, upravo zbog
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svoje ”skoro” linearne forme. Za razliku od drugih nelinearnih aktivacijskih funkcija,
vrlo je nezahtjevna za racˇunanje, stoga je algoritam ucˇenja brzˇi.
Nazˇalost, ReLU jedinice mogu biti neotporne na ”odumiranje” tijekom algoritma
ucˇenja. Primjerice, ukoliko gradijenti velikih vrijednosti prolaze kroz ReLU jedinicu,
moguc´e je da se tezˇine azˇuriraju na nacˇin da se neuron viˇse nikada ne aktivira.
Pametnim izborom stope ucˇenja α moguc´e je u velikoj mjeri izbjec´i takve probleme.
U praksi se sve cˇesˇc´e koristi poboljˇsana verzija funkcije, zvana ”Leaky ReLU”.
Tanh aktivacijska funkcija
Tanh aktivacijska funkcija definirana je s:
tanh(z) =
ez − e−z
ez + e−z
,
gdje je z = W Tx+ b afina transformacija.
Funkcija tanh cˇesto se koristi kao alternativa sigmoidnoj funkciji zbog centrira-
nosti podataka oko ishodiˇsta.
Poglavlje 2
Konvolucijske neuronske mrezˇe
2.1 Uvod
Konvolucijske neuronske mrezˇe su specijalizirana vrsta neuronskih mrezˇa za
pretprocesiranje nestrukturiranih podataka, posebice vezanih za slike, tekst, zvuk i
govor. Arhitektura mrezˇe inspirirana je viˇseslojnim perceptronima u viˇse dimenzija i
pokazala se kao najbolji model za izvlacˇenje bitnih svojstava iz danih nestrukturiranih
podataka.
Radom Hubela i Wiesela, nagradenim Nobelovom nagradom 1981. godine, poka-
zano je djelovanje stanica vizualnog korteksa mozga macˇke na razlicˇite podrazˇaje.
Naime, Hubel i Wiesel otkrili su da se neuroni korteksa koji su blizu jedan drugome
aktiviraju u prisustvu linija pod jednim kutem, dok se druga skupina neurona ak-
tivira kada kut promijenimo. Takoder, neke skupine neurona prepoznaju rubove,
neovisno o kutu pod kojim se nalaze u receptivnom polju.
Njihov rad predstavljao je inspiraciju pri modeliranju konvolucijskih neuronskih
mrezˇa, sˇto c´e biti vidljivo u nastavku.
Ime ”konvolucijske neuronske mrezˇe” ukazuje na primjenu matematicˇke operacije
zvane konvolucija. Konvolucija je specijalna vrsta linearnog operatora koju konvo-
lucijske neuronske mrezˇe primjenjuju na barem jednom sloju.
U ovom poglavlju prvo c´emo opisati operaciju konvolucije te dati motivaciju za
njezino koriˇstenje u konvolucijskim neuronskim mrezˇama. Obicˇno se definicija konvo-
lucije u konvolucijskim neuronskim mrezˇama ponesˇto razlikuje od njezine definicije u
drugim podrucˇjima, kao sˇto su inzˇinjerstvo ili matematika. Nakon toga, dat c´emo de-
taljan prikaz arhitekture mrezˇe, opisujuc´i svaku vrstu sloja. Takoder, objasnit c´emo
proces ucˇenja mrezˇe na ulaznim podacima. Nakon toga, opisat c´emo neke od najcˇesˇc´e
koriˇstenih tehnika optimizacije i regularizacije mrezˇa, koje su se pokazale vrlo efikas-
13
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nima. Na samom kraju poglavlja, prikazat c´emo arhitekturu nekih od najpoznatijih
klasicˇnih konvolucijskih neuronskih mrezˇa, redom kojim su se pojavljivale.
2.2 Konvolucija
Konvolucija je operacija na dvije funkcije s realnim domenama, koja daje mo-
dificiranu verziju jedne od dviju originalnih funkcija. U vec´ini slucˇajeva za operaciju
konvolucije koristi se oznaka ∗.
Kako bismo dali predodzˇbu o tome sˇto je zapravo konvolucija, zamislimo da ra-
dimo sa signalima. Tada modificirani signal mozˇe imati bolja svojstva od originalnog
signala za neku odredenu zadac´u. Primjerice, ako kao originalni signal koristimo
monokromatsku, odnosno, ”crno-bijelu” 2D sliku i na njoj primijenimo konvolu-
ciju s drugim signalom, zvanim filter ili jezgra, izlazni signal mozˇe imati svojstvo
sadrzˇavanja svih rubova originalne slike. Rubovi na slici mogu predstavljati granice
objekata, promjenu u osvjetljenju, promjene na svojstvu materijala, diskontinuitet
u dubini i slicˇno. Znanje o linearnim vremenski invarijantnim sustavima i linearnim
sustavima invarijantnima na pomak pogoduje razumijevanju operacije konvolucije. U
nastavku c´emo za takve sustave koristiti kratice LTI (Linear time invariant system)
i LSI (Linear shift invariant system).
Neka je x(t) ulazni signal, takav da sustav proizvodi izlazni signal y(t) odredenom
transformacijom f(t). Tada za y(t) mozˇemo pisati:
y(t) = f(x(t)).
Definicija 2.2.1. Neka su α ∈ R i β ∈ R skalari i f zadana transformacija. Kazˇemo
da je neki sustav linearan ako su zadovoljena sljedec´a dva svojstva:
• Skaliranje: f(αx(t)) = αf(x(t)),
• Superpozicija: f(αx1(t) + βx2(t)) = αf(x1(t)) + βf(x2(t)).
Slicˇno, kako bi sustav bio vremenski invarijantan, mora vrijediti:
f(x(t− τ)) = y(t− τ), ∀τ. (2.1)
U nastavku uvodimo opis konvolucije na jednodimenzionalnim, a zatim i na dvo-
dimenzionalnim signalima.
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Konvolucija na jednodimenzionalnim signalima
Za neki sustav kazˇemo da je vremenski diskretan ako na njemu djeluju funkcije
transformacije definirane na diskretnom skupu vremena N ∪ {0}. U nastavku c´emo
takve funkcije nazivati vremenski diskretnim funkcijama.
Slicˇno, za sustav kazˇemo da je vremenski neprekidan ako na njemu djeluju funk-
cije definirane na R, ili na nekom ”neprekidnom” podskupu od R. Primjerice, za
neke zadac´e, funkcije transformacije mogu biti definirane samo na pozitivnim vrijed-
nostima R+. Za takve funkcije kazˇemo da su vremenski neprekidne funkcije.
Operaciju konvolucije izmedu dvije funkcije sustava mozˇemo zamisliti i kao mjeru
za stupanj preklapanja izmedu jedne funkcije i translatirane i zrcalno okrenute druge
funkcije.
Definicija 2.2.2. Neka su x i h vremenski diskretne funkcije. Konvoluciju funkcija
x i h definiramo na nacˇin:
y(t) =
∞∑
τ=−∞
x(τ)h(t− τ), (2.2)
te ju kratko oznacˇavamo s x(t) ∗ h(t).
Na slici 2.1 prikazane su dvije vremenski diskretne funkcije x i h, u ovisnosti o
vremenu t.
Slika 2.1: Ulazni diskretni signali x(t) i h(t) (izvor [13], str. 156).
Njihovo preklapanje prikazano je na slici 2.2, za fiksnu vrijednost t. Funkcije
ulaze u konvoluciju te kreiraju novu diskretnu funkciju y(t), prikazanu u nastavku
(slika 2.3).
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Slika 2.2: Preklapanje funkcija koje ulaze u konvoluciju, u tocˇki t = 2 (izvor [13],
str. 156).
Slika 2.3: Izlazni diskretni signal y(t) kao rezultat konvolucije (izvor [13], str. 157).
Uocˇimo da vrijedi:
• Kada je t = −1, tezˇine su dane s h(−1− τ), ali nema preklapanja s funkcijom
x(τ) pa je suma 0.
• Kada je t = 0, tezˇine su dane s h(−τ) i jedini element funkcije x(τ) koji se
preklapa s tezˇinama je x(τ = 0), s preklapajuc´om tezˇinom h(0), pa je suma
x(0) ∗ h(0) = 1 ∗ 3 = 3.
• Kada je t = 1, tezˇine su dane s h(1− τ). Elementi x(0) i x(1) preklapaju se s
tezˇinama h(1) i h(0), respektivno. Konvolucija je stoga x(0)∗h(1)+x(1)∗h(0) =
1 ∗ 2 + 2 ∗ 3 = 8.
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Slicˇno, ukoliko se radi o vremenski neprekidnim funkcijama, konvoluciju defini-
ramo integralom.
Definicija 2.2.3. Neka su x(t) i h(t) vremenski neprekidne funkcije. Tada konvolu-
ciju funkcija x i h definiramo na nacˇin:
y(t) =
∫ ∞
τ=−∞
x(τ)h(t− τ) dτ,
te kratko oznacˇavamo s x(t) ∗ h(t).
U modelu konvolucijskih neuronskih mrezˇa, prvi argument konvolucije (u nasˇem
primjeru, funkcija x) najcˇesˇc´e je ulazni podatak, dok je drugi argument (u nasˇem
primjeru, funkcija h) filter, odnosno jezgra. Izlaz takve konvolucije nazivamo mapa
znacˇajki ili aktivacijska mapa.
Takoder, pri razvoju konvolucijske neuronske mrezˇe, svaki element ulaznog po-
datka i jezgre pohranjujemo zasebno, pa pretpostavljamo da su te funkcije nula svuda,
osim u konacˇno mnogo tocˇaka cˇije vrijednosti pohranjujemo. To znacˇi da beskonacˇna
suma iz jednadzˇbe (2.2) zapravo predstavlja konacˇnu sumu elemenata polja.
Konvolucija na 2D i 3D signalima
Svaku monokromatsku sliku dimenzije M×N mozˇemo poistovjetiti s 2D signalom
njezinih prostornih koordinata. Signal mozˇemo prikazati kao funkciju
x(nH , nW ), 0 < nH < M − 1, 0 < nW < N − 1,
gdje su nH i nW diskretne prostorne koordinate na horizontalnoj i vertikalnoj osi, a
x(nH , nW ) predstavlja intenzitet piksela na prostornoj koordinati. Vrijednosti koje
pikseli mogu poprimiti su izmedu 0 i 255. Na slici 2.4 mozˇemo vidjeti 2D signal u
obliku monokromatske slike.
Obojena slika predstavlja vektor 2D signala. Stoga, za RGB sliku dimenzija
N ×M × 3, signal mozˇemo prikazati kao vektor
x(nH , nW ) = [xR(nH , nW ), xG(nH , nW ), xB(nH , nW )],
0 < nH < M − 1, 0 < nW < N − 1,
gdje xR, xG, xB oznacˇavaju intenzitet piksela obzirom na crveni, zeleni i plavi kanal
boja.
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Slika 2.4: Monokromatska slika kao diskretni 2D signal.
Sada kada smo sliku prikazali kao 2D signal, zˇeljeli bismo ju obraditi kroz 2D
konvoluciju. Kako bismo iz slike dobili razlicˇite zˇeljene znacˇajke, mozˇemo ju konvo-
luirati s tzv. 2D filterima sustava za procesiranje slika. Pozˇeljne znacˇajke koje bismo
htjeli dobiti mogu se dobiti uklanjanjem vidljivih sˇumova iz signala kroz filtere za
suzbijanje sˇumova. Primjerice, za suzbijanje ”bijelih sˇumova” mozˇemo koristiti Ga-
ussov filter, koji c´emo opisati kasnije, dok je za detekciju rubova potreban filter koji
izdvaja visokofrekventne komponente iz slike.
Dakle, filtere za obradu slika mozˇemo interpretirati kao LSI sustave za obradu
slika.
U nastavku c´emo pokazati kako se svaki 2D signal mozˇe prikazati pomoc´u dvodi-
menzionalne step-funkcije δ.
Heavisideova step funkcija δ(n1, n2) definirana je s:
δ(n1, n2) =
{
1, n1 = 0 i n2 = 0,
0, inacˇe.
(2.3)
Definicija 2.2.4. Svaki diskretni 2D signal x(nH , nW ) mozˇemo izraziti kao tezˇinsku
sumu funkcije δ iz (2.3) po razlicˇitim koordinatama, na nacˇin:
x(nH , nW ) =
+∞∑
k=−∞
+∞∑
l=−∞
x(k, l) δ(nH − k, nW − l). (2.4)
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U opc´em slucˇaju, ukoliko LSI sustavu s funkcijom transformacije S proslijedimo
signal x(nH , nW ), definiran pomoc´u funkcije δ kao u (2.4), dobivamo sljedec´e presli-
kavanje:
x(nH , nW )→ S(x(nH , nW )),
gdje je
S(x(nH , nW )) = S
( +∞∑
k=−∞
+∞∑
l=−∞
x(k, l) δ(nH − k, nW − l)
)
.
Primjenom svojstva superpozicije LSI sustava iz Definicije 2.2.1 dobivamo:
S(x(nH , nW )) =
+∞∑
k=−∞
+∞∑
l=−∞
x(k, l)S(δ(nH − k, nW − l)).
Funkciju f(δ(nH , nW )) oznacˇimo s h(nH , nW ). Zbog invarijantnosti LSI sustava
na pomak definiran s (2.1), vrijedi S(δ(nH − k, nW − l)) = h(nH − k, nW − l).
Definicija 2.2.5. Konvoluciju 2D slike x(nH , nW ), dimenzije N ×M , s 2D fil-
terom h(nH , nW ) definiramo na nacˇin:
y(nH , nW ) = (x ∗ h)(nH , nW ) =
M−1∑
k=0
N−1∑
l=0
x(k, l)h(nH − k, nW − l),
gdje je 0 ≤ nH ≤M − 1 i 0 ≤ nW ≤ N − 1.
Nadalje, zbog komutativne prirode konvolucije, ekvivalentno je pisati:
y(nH , nW ) = (x ∗ h)(nH , nW ) =
M−1∑
k=0
N−1∑
l=0
x(nH − k, nW − l)h(k, l).
Komutativno svojstvo proizlazi iz cˇinjenice da smo okrenuli filter relativno ulaz-
noj slici. Unatocˇ dobrom svojstvu komutativnosti, u primjeni se najcˇesˇc´e koristi
verzija konvolucije bez okretanja filtera, zvana unakrsna korelacija:
y(nH , nW ) = (x ∗ h)(nH , nW ) =
M−1∑
k=0
N−1∑
l=0
x(nH + k, nW + l)h(nH , nW ).
Na slici 2.5 vidljivo je djelovanje konvolucije na ulaznu sliku prikazanu matricˇno.
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Slika 2.5: Primjer 2D konvolucije bez okretanja filtera. Izlaz konvolucije je 2D matrica
(izvor [6], str. 334).
Prednosti u odnosu na klasicˇne neuronske mrezˇe
Konvolucija ima tri vrlo znacˇajna svojstva koja uvelike mogu poboljˇsati sustav
ucˇenja: rasprsˇenu povezanost, dijeljenje parametara i translatornu ekviva-
rijantnost.
Slojevi klasicˇnih neuronskih mrezˇa koriste mnozˇenja po tocˇkama matrica svih pa-
rametara, stoga svaka ulazna jedinica ima interakciju sa svakom izlaznom jedinicom.
Dakle, jedan parametar sloja ovisan je o svim parametrima prethodnoga sloja. S
druge strane, konvolucijske mrezˇe imaju vrlo rijetku, odnosno, rasprsˇenu poveza-
nost tezˇina. Svojstvo rasprsˇenosti postizˇe se izborom filtera koji su manjih dimenzija
od ulazne slike. Unatocˇ tome sˇto ulazna slika mozˇe imati tisuc´e ili milijune piksela,
mozˇemo na njoj prepoznati male, nama bitne znacˇajke, kao sˇto su rubovi objekata, iz-
borom filtera malih dimenzija. Na taj nacˇin imamo manje parametara za spremanje u
memoriju, stoga c´e racˇunanje zahtijevati manje operacija. U dubokim konvolucijskim
mrezˇama, jedinice u dubokim slojevima mogu implicitno utjecati na veliki dio ulazne
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slike, cˇime se omoguc´uje da mrezˇa gradi komplicirane interakcije izmedu objekata,
blokovima koji su rasprsˇeno i rijetko povezani.
Slika 2.6: Gore: Prikaz rasprsˇene povezanosti u konvolucijskim mrezˇama. Sivom
bojom oznacˇen je izlazni neuron s3 i pripadni ulazni neuroni x2, x3 i x4 koji su na
njega imali utjecaj. Dolje: Kada je izlaz s3 generiran mnozˇenjem matrica po tocˇkama,
svaki ulazni neuron je imao utjecaj na svaki izlazni neuron. Iz tog razloga klasicˇne
neuronske mrezˇe nemaju rasprsˇenu povezanost (izvor [6], str. 336).
Pojam dijeljenja parametara predstavlja koriˇstenje istih parametara modela
viˇse puta. Dok se kod klasicˇnih neuronskih mrezˇa svaki parametar, odnosno, tezˇina
matrice koristi tocˇno jednom pri racˇunanju izlaznog rezultata sloja, u konvolucij-
skim mrezˇama, svaka tezˇina u filteru koristi se iznova na svakoj novoj poziciji ulazne
aktivacijske mape. Time nam zadac´a ucˇenja mrezˇe predstavlja samo ucˇenje tezˇina
filtera.
Translatorna ekvivarijantnost je svojstvo konvolucijske mrezˇe uzrokovano od-
redenom vrstom dijeljenja parametara.
Definicija 2.2.6. Kazˇemo da su funkcije f(x) i g(x) translatorno ekvivarijantne ako
vrijedi:
f(g(x)) = g(f(x)).
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Definiciju 2.2.6 mozˇemo protumacˇiti na sljedec´i nacˇin: Ukoliko je funkcija g(x)
takva da translatira ulaznu sliku za odredeni broj piksela, tada c´e i izlazni rezultat,
nakon djelovanja funkcije f(x) na translatiranu sliku, takoder biti translatiran za
isti broj piksela. Operacija konvolucije kreira 2D mape znacˇajki, gdje se odredene
znacˇajke ulazne slike javljaju na cijeloj slici. Primjerice, rubovi objekata su znacˇajka
koja c´e se vjerojatno pojavljivati na cijeloj slici, stoga je korisno dijeliti parametre
(filter za rubove) na cijelom podrucˇju slike. Ukoliko je slika translatirana za jedan
piksel, informacija o rubovima c´e i dalje ostati sacˇuvana nakon operacije konvolucije.
Konvolucija nije ekvivarijantna na neka druga svojstva, kao sˇto su rotacija ili
skaliranje.
Najcˇesˇc´e koriˇsteni filteri za obradu slika
Filter srednje vrijednosti
Filter srednje vrijednosti najcˇesˇc´e je koriˇsten pri racˇunanju lokalnog prosjeka in-
tenziteta piksela u svakoj tocˇki. Filter mozˇemo prikazati matricom1/9 1/9 1/91/9 1/9 1/9
1/9 1/9 1/9
 .
Primjec´ujemo da c´e konvolucija u svakoj zadanoj tocˇki prikazivati prosjek svih
vrijednosti piksela, odnosno, filter c´e svakom pikselu pridjeljivati jednaku vazˇnost.
Median filter
Median filter zamjenjuje svaki piksel u okolini s vrijednosti medijana piksela u
toj okolini, u ovisnosti o velicˇini filtera. Djelovanje median filtera pokazalo se vrlo
uspjesˇnim kod uklanjanja tzv. ”papar-sol sˇumova”, koji se javljaju u formi bijelih i
crnih piksela.
Gaussov filter
Gaussov filter je modificirana verzija filtera srednje vrijednosti, gdje vrijednosti
tezˇina filtera imaju normalnu razdiobu oko srediˇsta. Tezˇine poprimaju vec´u vri-
jednost u srediˇstu filtera, a padaju prema rubovima. Svrha ovakve distribucije je
eliminacija sˇumova slike smanjivanjem piksela visokih frekvencija. Kao rezultat pri-
mjene Gaussovog filtera na ulaznu 2D sliku dobivamo ”zamagljenu” izlazni sliku (vidi
sliku 2.7).
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Slika 2.7: Konvolucija Gaussovog filtera s ulaznom slikom
Sobel filter za detekciju rubova
Sobel filter registrira horizontalne i vertikalne rubove objekata na ulaznoj slici.
Neka su Hx i Hy matrice koje predstavljaju Sobelov filter za prepoznavanje rubova
duzˇ horizontalne i vertikalne osi, respektivno. Tada njihove matricˇne reprezentacije
mogu biti:
Hx =
1 0 −12 0 −2
1 0 −1
 ,
Hy =
−1 −2 −10 0 0
1 2 1
 .
Slika 2.8: Originalna slika i slika nakon primjene Sobel filtera za detekciju rubova
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2.3 Arhitektura konvolucijske neuronske mrezˇe
U nekoliko sljedec´ih odjeljaka bit c´e opisane osnovne sastavnice konvolucijskih
neuronskih mrezˇa i njihova uloga.
Na ulazu konvolucijske mrezˇe mozˇe biti monokromatska slika ili slika u boji. Uko-
liko se radi o slici u boji, prikazujemo ju u tri dimenzije: visina, sˇirina i dubina,
pri cˇemu dimenzija dubine odgovara kanalu boje (crvena, zelena, plava).
Konvolucijsku neuronsku mrezˇu mozˇemo prikazati kao niz slojeva, pri cˇemu svaki
sloj transformira rezultat prethodnog sloja pomoc´u odredenih diferencijabilnih funk-
cija i proizvodi izlaz koji nazivamo mapa znacˇajki (engl. Feature maps).
Navodimo osnovne komponente konvolucijske neuronske mrezˇe:
• Ulazni sloj predstavlja ulaznu sliku i cˇuva vrijednosti piksela. Primjerice, slika
s visinom 64, sˇirinom 64 i dubinom 3, za crveni, zeleni i plavi kanal boja, ima
dimenzije 64× 64× 3.
• Konvolucijski sloj uzima sliku iz prethodnog sloja te ju konvoluira s odrede-
nim brojem filtera, kako bi kreirao izlaznu sliku zvanu mapa znacˇajki.
• Aktivacijska funkcija je, uglavnom, ReLU funkcija, definirana u prethodnom
poglavlju s (1.4). Dimenzija izlaznog volumena nakon primjene ReLU funkcije
se ne mijenja. Njezina uloga je dodavanje nelinearnosti u skrivene slojeve mrezˇe.
Takoder, ReLU funkcija djeluje pozitivno na uklanjanje zasic´enosti gradijenta
za pozitivne ulazne vrijednosti.
• Sloj sazˇimanja djeluje na 2D aktivacijske mape tako da ih sazˇima te one
poprimaju manju visinu i sˇirinu, no dubina aktivacijske mape ostaje ocˇuvana.
• Potpuno povezani slojevi sadrzˇe neurone kao i klasicˇna neuronska mrezˇa.
Svaki neuron povezan je sa svim neuronima iz prethodnog sloja. Izlazna jedinica
je vektor rezultata. Ukoliko se radi o binarnoj klasifikaciji, izlazni sloj generira
samo jednu vrijednost.
Na slici 2.9 prikazan je pojednostavljeni model konvolucijske neuronske mrezˇe s
ulaznom slikom na pocˇetku i nizom transformacija koje se vrsˇe nad ulazom. Pri-
mjec´ujemo kako se velicˇina i oblik mape znacˇajki mijenjaju kroz slojeve.
Napomena 2.3.1. U nastavku c´emo za l-ti sloj mrezˇe koristiti notaciju [l]. Primje-
rice, f [l] c´e oznacˇavati dimenziju filtera u l-tom sloju konvolucijske neuronske mrezˇe.
U nastavku dajemo detaljan opis svakog sloja te prikazujemo njegovu ulogu u
konvolucijskoj neuronskoj mrezˇi.
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Slika 2.9: Pojednostavljeni model konvolucijske neuronske mrezˇe.
Konvolucijski sloj
Konvolucijski sloj je osnovna gradevna jedinica konvolucijskih neuronskih mrezˇa
te obavlja veliku vec´inu transformiranja podataka. U literaturi se vrlo cˇesto naziva i
skrac´eno, CONV sloj.
Najcˇesˇc´e se sastoji od dva dijela. U prvom dijelu, ulazna aktivacijska mapa, koja u
prvom sloju mrezˇe predstavlja sliku, ulazi u konvoluciju s odredenim brojem filtera
koji prepoznaju razlicˇite znacˇajke. Nakon toga, u drugom dijelu, na dobiveni rezultat
djeluje se nekom od aktivacijskih funkcija. Najucˇinkovitije djelovanje na raznim
zadac´ama pokazala je ReLU aktivacijska funkcija.
Svaki konvolucijski sloj sadrzˇi unaprijed odabrani broj filtera, tzv. jezgri fiksne
dimenzije, koji pohranjuju vrijednosti tezˇina W .
Konvolucija filtera s mapom znacˇajki odvija se samo na prostornim koordinatama
sˇirine i visine mape znacˇajki te predstavlja Hadamardov produkt filtera i malog
dijela ulazne slike, tzv. receptivnog polja. Ukoliko se radi o slici u boji, za svaki kanal
boje uglavnom se primjenjuje isti filter, te se rezultati zbrajaju po kanalima mape
znacˇajki.
Konvolucijski slojevi koji su na pocˇetku mrezˇe ucˇe prepoznati detalje i strukture.
Primjerice, prvi sloj mrezˇe mozˇe naucˇiti prepoznati rubove objekata na slikama. Sˇto
se konvolucijski sloj nalazi dublje u neuronskoj mrezˇi, on ucˇi prepoznavati komplek-
snije znacˇajke. Tako drugi sloj mrezˇe mozˇe prepoznavati jednostavne geometrijske
oblike, dok posljednji sloj mozˇe prepoznavati lica, pse, automobile i slicˇno.
Vrijednosti tezˇina koje su pohranjene u filterima predstavljaju parametre modela
te ih mrezˇa mozˇe naucˇiti.
Na slici 2.10 nalazi se vizualizacija filtera prvog CONV sloja poznate naucˇene
konvolucijske mrezˇe AlexNet. Primijetimo kako svaki filter prepoznaje odredenu
znacˇajku.
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Slika 2.10: Vizualizacija vrijednosti tezˇina filtera.
Hiperparametri modela koji se definiraju u konvolucijskom sloju su broj fil-
tera d, velicˇina filtera f , dopunjavanje p i korak s.
Velicˇina filtera
Velicˇina filtera definira se visinom i sˇirinom matrice filtera. U vec´ini slucˇajeva
koriste se filteri malih kvadratnih dimenzija. Primjerice, filter dimenzije 3 × 3 bi
imao 9 tezˇina. U pravilu, tezˇine svih filtera u konvolucijskom sloju inicijalizirane su
na proizvoljne vrijednosti prije pocˇetka ucˇenja mrezˇe.
Neka je na ulazu konvolucijskog sloja slika dimenzija n× n. Slika ulazi u konvo-
luciju s filterom dimenzije f × f te proivodi izlaznu aktivacijsku mapu dimenzija
(n− f + 1)× (n− f + 1).
Radi bolje predodzˇbe, rezultat u obliku aktivacijske mape mozˇemo vidjeti na slici 2.11.
Ako sada svaki filter konvoluiramo s ulaznom slikom, te na rezultat djelujemo
ReLU aktivacijskom funkcijom, dobivamo onoliko razlicˇitih aktivacijskih mapa koliko
smo imali filtera (slika 2.12).
Krajnji rezultat konvolucijskog sloja je 3D volumen, kreiran slaganjem dobivenih
aktivacijskih mapa jedne na drugu. Dakle, dimenzije dobivenog izlaznog aktivacijskog
3D volumena su
(n− f + 1)× (n− f + 1)× d.
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Slika 2.11: Ulazna slika dimenzija 32×32×3 ulazi u konvoluciju s filterom dimenzije
5 × 5 × 3. Primijetimo, filter preuzima dimenziju dubine slike. Rezultat djelovanja
filtera na receptivno polje slike je broj wTx + b, koji je element izlazne aktivacijske
mape (izvor [10]).
Slika 2.12: Djelovanje 6 filtera dimenzija 5× 5 na ulaznu sliku dimenzija 32× 32× 3
rezultira sa 6 razlicˇitih aktivacijskih mapa (izvor [10]).
U nastavku dajemo egzaktnu definiciju djelovanja konvolucijskog sloja na ulaznu
mapu znacˇajki.
Definicija 2.3.2. Neka je s A[l−1] oznacˇena izlazna mapa znacˇajki (l − 1)-og sloja
konvolucijske neuronske mrezˇe s visinom M [l−1], sˇirinom N [l−1] i dubinom C [l−1].
Neka je djelovanje l-tog konvolucijskog sloja definirano s D filtera dimenzija f [l] ×
f [l]×C [l−1], koji sadrzˇe vrijednosti tezˇina W [l] i pomaka b[l], te neka na njemu djeluje
aktivacijska funkcija g[l].
Definiramo rezultat djelovanja l-tog konvolucijskog sloja na ulaznu mapu znacˇajki
A[l−1], pri cˇemu dobiveni rezultat predstavlja izlaznu mapu znacˇajki A[l] definiranu s:
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A[l] = g[l](Z [l]), (2.5)
gdje je Z [l] definirano s
Z
[l]
i,j,c =
f [l]−1∑
m=0
f [l]−1∑
n=0
C[l−1]−1∑
k=0
A
[l−1]
i+m,j+n,kW
[l]
c,m,n,k + b
[l]
i,j,c,
za i = 0, . . . ,M [l] − 1, j = 0, . . . , N [l] − 1, c = 0, . . . , D − 1.
Lako je vidjeti da su dimenzije nove izlazne mape znacˇajki A[l] iz (2.5) jednake
M [l] ×N [l] × C [l], gdje je
M [l] = M [l−1] − f [l] + 1,
N [l] = N [l−1] − f [l] + 1,
C [l] = D.
Dopunjavanje
Dopunjavanje (engl. Padding) predstavlja nadopunjavanje originalne mape zna-
cˇajki nulama oko rubova. Time povec´avamo prostorni volumen mape, no dobivamo
korisna svojstva. Primjerice, elementi na rubovima mape sada viˇse pridonose prije-
nosu informacija, jer viˇse puta ulaze u konvoluciju s filterom. Takoder, dopunjava-
njem mozˇemo upravljati dimenzijama izlazne aktivacijske mape.
Dva najcˇesˇc´a dopunjavanja obzirom na dimenziju izlazne mape znacˇajki su:
• Valjano (engl. Valid padding) — mapu znacˇajki ne nadopunjujemo nulama pa
se dimenzija izlazne aktivacijske mape mijenja.
• Nepromijenjeno (engl. Same padding) — mapu znacˇajki nadopunjujemo nu-
lama oko rubova na nacˇin da, nakon konvolucije, izlazna aktivacijska mapa ima
ocˇuvane dimenzije.
Korak
Korak (engl. Stride) predstavlja broj piksela za koji se pomicˇemo u horizontalnom
i vertikalnom smjeru pri konvoluciji aktivacijske mape i filtera. Ukoliko ne zˇelimo
preskakati piksele u konvoluciji, korak c´e biti 1, ali ako zˇelimo odabrati svaki drugi
piksel, tada c´e korak biti 2.
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Definicija 2.3.3. Neka je na ulazu l-tog konvolucijskog sloja 3D volumen dimenzija
M [l−1] ×N [l−1] ×C [l−1], te neka su dani hiperparametri sloja: broj filtera D, velicˇina
filtera f [l], dopunjavanje p[l] i korak s[l]. Izlazni rezultat konvolucijskog sloja je 3D
volumen dimenija M [l] ×N [l] × C [l], takav da je
M [l] =
⌊
M [l−1] − f [l] + 2p[l]
s[l]
⌋
+ 1,
N [l] =
⌊
N [l−1] − f [l] + 2p[l]
s[l]
⌋
+ 1,
C [l] = D.
Pri modeliranju konvolucijske neuronske mrezˇe, najcˇesˇc´e se uzastopno koristi viˇse
konvolucijskih slojeva, kao sˇto prikazuje slika 2.13. Izlazni rezultat jednog konvolu-
cijskog sloja predstavlja ulaz sljedec´eg sloja.
Slika 2.13: Niz od nekoliko uzastopnih konvolucijskih slojeva (izvor [10]).
Sloj sazˇimanja
Najcˇesˇc´e se, pri modeliranju konvolucijske neuronske mrezˇe, pojavljuju tri osnovne
faze. U prvoj fazi odvijaju se konvolucije u paraleli, sˇto rezultira aktivacijskim ma-
pama. U drugoj fazi, svaka aktivacijska mapa provodi se kroz postupak nelinearizacije
nekom od aktivacijskih funkcija. Ova faza ponekad se naziva i faza otkrivanja. U
trec´oj fazi koriste se funkcije sazˇimanja, kako bi se modificirao aktivacijski sloj.
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Sloj sazˇimanja (engl. Pooling layer) predstavlja primjenu funkcija sazˇimanja na
aktivacijske mape iz prethodnog sloja, s ciljem umanjivanja njezinih dimenzija.
Operacija sazˇimanja na ulaznoj slici, uglavnom, primjenjuje sumirane statisticˇke
podatke na lokalnom podrucˇju zadanom velicˇinom filtera.
Dva najcˇesˇc´a tipa sazˇimanja su sazˇimanje izborom maksimalnog elementa
(engl. max-pooling) i sazˇimanje prosjecˇnom vrijednosˇc´u (engl. average-pooling).
U nastavku dajemo vizualizaciju spomenutih tipova sazˇimanja na slikama 2.14 i 2.15.
Slika 2.14: Sazˇimanje izborom maksimalnog elementa s filterom velicˇine 2 × 2 i ko-
rakom 2. Sazˇimanje se odvija uzimanjem lokalnog maksimuma vrijednosti piksela na
receptivnom polju.
Slika 2.15: Sazˇimanje prosjecˇnom vrijednosˇc´u s filterom velicˇine 2 × 2 i korakom 2.
Sazˇimanje se odvija uzimanjem aritmeticˇke sredine vrijednosti svih elemenata recep-
tivnog polja.
Sloj sazˇimanja vrlo je koristan pri ocˇuvanju invarijantnosti prema malim
translacijama piksela. Sama invarijantnost na translaciju znacˇi da, ukoliko ulaznu
sliku translatiramo za neki mali iznos, vrijednost izlaznog rezultata nakon sazˇimanja
nec´e se znacˇajno primijeniti (vidi sliku 2.16). Ovo svojstvo pokazalo se vrlo korisnim
kada nam je bitno je li neka znacˇajka na slici, ali nam nije toliko bitno gdje se ona
nalazi.
Za mnoge zadac´e, sazˇimanje ima veliku ulogu kod obrade ulaznih slika razlicˇitih
dimenzija. Primjerice, posljednji sloj sazˇimanja mrezˇe mozˇemo definirati tako da
daje cˇetiri skupa sumiranih statisticˇkih podataka, po jedan skup za svaki kvadrant
slike, neovisno o pocˇetnoj velicˇini slike.
Sloj sazˇimanja mozˇe naucˇiti biti invarijantan na translacije.
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Slika 2.16: Primjer naucˇene invarijantnosti na translacije. Prikazana su tri filtera i
jedinica za sazˇimanje izborom maksimalnog elementa, koja mozˇe naucˇiti biti inva-
rijantna na rotaciju. Filteri su naucˇeni s odvojenim parametrima kako prepoznati
rukom pisanu znamenku 5, tako da svaki filter prepoznaje drugacˇiju rotaciju zna-
menke 5. U prvom slucˇaju, kada se ulazna slika 5 pojavi, aktivira se prvi filter, dok
se u drugom slucˇaju aktivira trec´i filter. U svakom slucˇaju, sazˇimanjem izborom
maksimalnog elementa uzet c´e u obzir najvec´u vrijednost, odnosno, bit c´e ocˇuvana
informacija o najvec´em odazivu filtera (izvor [6], str. 344).
Potpuno povezani sloj
Potpuno povezani sloj nalazi se na samome kraju konvolucijske neuronske mrezˇe.
Sastavljen je od neurona u potpunosti povezanih s prethodnim 3D volumenom, kao
sˇto je to slucˇaj kod klasicˇnih neuronskih mrezˇa. Skrac´eno ga nazivamo FC sloj (engl.
Fully connected layer).
Svaki neuron povezan je sa svakim elementom aktivacijske mape iz prethodnog
sloja. U praksi se cˇesto koristi nekoliko FC slojeva na samom kraju neuronske
mrezˇe. Nakon potpuno povezanih slojeva slijedi rezultat, obicˇno prikazan u vek-
torskom obliku.
Ukoliko se radi o zadac´i klasifikacije u jednu od K klasa, tada c´e izlazni vektor
rezultata sadrzˇavati vrijednosti za svaku klasu, kao u poglavlju 1.
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2.4 Ucˇenje konvolucijske neuronske mrezˇe
Algoritam propagacije pogresˇke unatrag
Propagiranje pogresˇke unatrag kroz konvolucijski sloj vrlo je slicˇno propagaciji
unatrag kroz duboku klasicˇnu neuronsku mrezˇu. Jedina razlika lezˇi u povezanosti
neurona. U konvolucijskoj neuronskoj mrezˇi povezanost neurona je rasprsˇena i
rijetka, jer su iste vrijednosti tezˇina dijeljene izmedu razlicˇitih receptivnih polja na
aktivacijskoj mapi.
U nastavku prikazujemo propagaciju pogresˇke unatrag kroz jedan sloj konvolucij-
ske mrezˇe.
Neka je A[l−1] izlazna mapa znacˇajki (l − 1)-og konvolucijskog sloja. Nakon
djelovanja l-tog konvolucijskog sloja s ulazom A[l−1], dobivamo rezultat u obliku
nove aktivacijske mape A[l], kao u definiciji 2.3.3 iz prethodnog odjeljka.
U nastavku zˇelimo izracˇunati vrijednosti gradijenta funkcije cijene J , u smjeru
tezˇina W [l] i pomaka b[l] u l-tom sloju mrezˇe, kako bismo umanjili ukupni gubitak
dobiven propagacijom unaprijed.
Neka je J funckija cijene zadana s (1.3) koju zˇelimo minimizirati. Radi jednostav-
nosti, zanemarujemo regularizacijski utjecaj na funkciju gubitka. Tijekom propaga-
cije unaprijed, svaki konvolucijski sloj racˇuna aktivacije A[l], koje se zatim propagiraju
kroz ostatak mrezˇe, sve do posljednjeg sloja. Naposljetku, racˇuna se vrijednost funk-
cije cijene J .
Radi preglednosti, oznacˇimo s dW [l], dZ [l], dA[l] parcijalne derivacije funkcije J po
W [l], Z [l] i A[l], respektivno. Odnosno, neka je:
dW [l] =
∂J
∂W [l]
,
dZ [l] =
∂J
∂Z [l]
,
dA[l] =
∂J
∂A[l]
.
Tijekom propagacije pogresˇke unatrag racˇunamo parcijalne derivacije funkcije ci-
jene J po W [l] upotrebom lancˇanog pravila:
dW
[l]
c,i,j,k =
∂J
∂W
[l]
c,i,j,k
=
∂J
∂Z
[l]
m,n,c
∂Z
[l]
m,n,c
∂W
[l]
c,i,j,k
. (2.6)
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Sada iz (2.6), upotrebom nove notacije i deriviranjem Z [l] po W [l], dobivamo:
dW
[l]
c,i,j,k =
M [l]−1∑
m=0
N [l]−1∑
n=0
dZ [l]m,n,cA
[l−1]
i+m,j+n,k. (2.7)
Iz (2.7) potrebno je izracˇunati gradijente dZ [l]. To cˇinimo na nacˇin:
dZ
[l]
i,j,k =
∂J
∂Z
[l]
i,j,k
=
∂J
∂A
[l]
i,j,k
∂A
[l]
i,j,k
∂Z
[l]
i,j,k
=
∂J
∂A
[l]
i,j,k
∂
∂Z
[l]
i,j,k
g[l](Z
[l]
i,j,k)
= dA
[l]
i,j,k g
[l]′(Z
[l]
i,j,k),
gdje vrijednost dA[l] dobivamo iz prethodnog sloja prilikom propagacije unatrag.
U nastavku je josˇ preostalo definirati gradijente dA[l−1] koji c´e se propagirati
prethodnom sloju mrezˇe. U opc´em slucˇaju dobivamo:
dA
[l−i]
i,j,k =
∂J
∂A
[l−i]
i,j,k
=
∑
p,m
p+m=i
∑
r,n
r+n=j
C[l]−1∑
c=0
W
[l]
c,m,n,kdZ
[l]
p,r,c,
gdje i = 0, . . . ,M [l−1] − 1, j = 0, . . . , N [l−1] − 1 i k = 0, . . . , C [l−1] − 1. Preostaje
izracˇunati gradijente pomaka db[l]. Dobivamo:
db
[l]
i,j,k =
M [l]−1∑
m=0
N [l]−1∑
n=0
C[l]−1∑
k=0
dZ
[l]
m,n,k.
Nakon sˇto smo definirali racˇunanje potrebnih gradijenata dW [l] i db[l], azˇuriramo
parametre modela W [l] i b[l] u ovisnosti o stopi ucˇenja α:
W
[l]
c,i,j,k ← W [l]c,i,j,k − α
∂L
∂W
[l]
c,i,j,k
,
b
[l]
i,j,k ← b[l]i,j,k − α
∂L
∂b
[l]
i,j,k
.
Na slici 2.17 mozˇemo vidjeti djelovanje propagacije pogresˇke unatrag na jednom
konvolucijskom sloju mrezˇe.
Kako bismo model pripremili za ucˇenje, potrebno je pripremiti skup podataka
za ucˇenje te inicijalizirati sve parametre mrezˇe. U nastavku prikazujemo osnovne
metode pretprocesiranja ulaznih podataka, kojim poboljˇsavamo svojstva modela.
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Slika 2.17: Algoritam propagacije pogresˇke unatrag kroz konvolucijski sloj (izvor [13],
str. 182).
Pretprocesiranje podataka
Ulazni podaci za ucˇenje neuronskih mrezˇa nisu uvijek u obliku kakvom bismo
zˇeljeli da budu, stoga je ponekad neizbjezˇno koriˇstenje sofisticiranih metoda pretpro-
cesiranja podataka.
Zˇeljeli bismo da vrijednosti ulaznih podataka budu normalizirane, primjerice
da vrijednosti piksela budu u rasponu [0, 1] ili [−1, 1]. Mnogi modeli dubokog ucˇenja
zahtijevaju ulazne podatke standardnih vrijednosti, stoga ih je potrebno na neki nacˇin
skalirati.
Ostale vrste pretprocesiranja podataka imaju za cilj reprezentirati podatake u ka-
nonskim formama, cˇime se umanjuje varijacija izmedu pojedinih svojstava. Umanji-
vanjem varijacije podataka umanjujemo i gubitak modela te mu smanjujemo velicˇinu.
Ako za ucˇenje mrezˇe imamo veliku kolicˇinu raznolikih podataka, tada pretprocesi-
ranje nije nuzˇno, jer c´e mrezˇa uspjeti naucˇiti na koja svojstva treba biti invarijantna.
U nastavku opisujemo nekoliko metoda predobrade podataka, koje mogu po-
boljˇsati ucˇenje konvolucijske neuronske mrezˇe.
Oduzimanje aritmeticˇke sredine
Oduzimanje aritmeticˇke sredine najcˇesˇc´i je oblik pretprocesiranja podataka. Uk-
ljucˇuje oduzimanje aritmeticˇke sredine po svim znacˇajkama na podacima. Geometrij-
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ski, ovu metodu mozˇemo opisati kao centriranje oblaka podataka oko fiksnog ishodiˇsta
po svim dimenzijama.
Neka je X(i) ∈ Rr×c×3 i-ti primjer slike iz skupa za ucˇenje. Prikazˇimo sliku kao
vektor duljine n = 3rc. Tada je nova, normalizirana slika dobivena na nacˇin:
X(i) = X(i) − 1
n
n∑
j=1
X
(i)
j .
Takoder, ponekad je dovoljno oduzimati aritmeticˇku sredinu piksela samo na cr-
venom, zelenom ili plavom kanalu boja.
Normalizacija kontrasta
U vec´ini slucˇajeva, varijacija koju mozˇemo ukloniti iz skupa podataka za ucˇenje
je velicˇina kontrasta. Kontrast predstavlja razliku izmedu svijetlih i tamnih piksela
na slici i najcˇesˇc´e ga interpretiramo kao standardnu devijaciju piksela na slici.
Neka je X(i) ∈ Rr×c×3 i-ti primjer slike iz skupa za ucˇenje. Prikazˇimo sliku kao
vektor duljine n = 3rc. Definiramo kontrast slike X(i) na nacˇin:
σ =
√√√√ 1
n
n∑
j=1
(
X
(i)
j − X¯(i)
)2
, (2.8)
gdje X¯(i) predstavlja aritmeticˇku sredinu vrijednosti intenziteta na cijeloj slici:
X¯(i) =
1
n
n∑
j=1
X
(i)
j .
Metodom normalizacije globalnog kontrasta (engl. GCN ) od svake ulazne
slike oduzimamo aritmeticˇku sredinu vrijednosti piksela cijele slike. Nakon toga ju
ponovno skaliramo, tako da je standardna devijacija na vrijednostima piksela jednaka
nekoj konstanti s.
Dijeljenje sa standardnom devijacijom σ iz (2.8) rezultiralo bi samo sˇumovima
ili supresijom odredenih znacˇajki, stoga uvodimo malu, pozitivnu vrijednost λ, kako
bismo procijenili zˇeljenu standardnu devijaciju s. Takoder, mozˇemo zadati i granicu
za nazivnik, kako ne bi dosˇlo do dijeljenja s nulom. Slike koje u svakom pikselu imaju
istu vrijednost su slike s nul-kontrastom, stoga je njihova standardna devijacija nula.
Uvodenjem male vrijednosti  rjesˇavamo taj problem.
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Neka je X(i) ulazna slika. Tada metoda normalizacije globalnog kontrasta modi-
ficira ulaznu sliku na nacˇin:
X
′(i)
j = s
X
(i)
j − X¯(i)
max
{
,
√
λ+ 1
n
∑n
i=1
(
X
(n)
j − X¯(i)
)2} .
Ako se skup podataka sastoji od velikih slika koje su ”rezane”, s ciljem da je na
njima neki objekt, tada je sigurno vrijednost λ staviti na nulu, a vrijednost  staviti
na jako mali broj, primjerice 10−8. Razlog tome lezˇi u intenzitetu piksela, koji gotovo
nikada nec´e imati konstantnu vrijednost.
Ako u skupu podataka imamo male slike ”rezane” nasumicˇno, vec´a je vjerojat-
nost da c´e vrijednosti piksela biti konstantne. U takvom slucˇaju, mozˇemo postaviti
vrijednosti λ = 10 i  = 0.
Metoda osnovnih komponenata
PCA (engl. Principal Components Analysis), odnosno, metoda osnovnih kom-
ponenata je metoda umanjivanja dimenzionalnosti podataka s ciljem ocˇuvanja
informacija o podacima.
Obicˇno se slike sastoje od piksela, cˇije su vrijednosti medusobno visoko korelirane
s pikselima u njihovom blizˇem susjedstvu. To svojstvo je redundantno za ucˇenje
dubokih modela, stoga je pozˇeljno liˇsiti ga se, odnosno, ukloniti korelaciju izmedu
takvih piksela, kako bi oni medusobno bili statisticˇki neovisni.
Cilj ove metode je ukloniti korelaciju izmedu elemenata i postic´i da varijanca
bude jednaka na svim dimenzijama u novoj reprezentaciji podataka. Pritom, zˇelimo
podatke linearno projicirati, tako da gresˇka bude minimalna.
Neka je X(i) ∈ Rr×c×3 i-ti primjer slike iz skupa za ucˇenje. X(i) prikazˇimo kao vek-
tor duljine n = 3rc. Za svaku sliku iz skupa podataka za ucˇenje, najprije uklanjamo
aritmeticˇku sredinu vrijednosti piksela na slici i time skup podataka centriramo oko
ishodiˇsta. Dobivamo:
X(i) = X(i) − 1
n
n∑
j=1
X
(i)
j , i = 1, . . . ,m,
gdje je m velicˇina skupa podataka za ucˇenje. Kada smo normalizirali podatke,
racˇunamo matricu kovarijance C na nacˇin:
C =
1
m
m∑
i=1
X(i)X(i)T .
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U nastavku uvodimo pojam dekompozicije singularnih vrijednosti matrice.
Neka je A realna matrica dimenzija m × n. Mozˇe se pokazati da za matricu A
postoji dekompozicija definirana na nacˇin A = UΣV T . Ortogonalna matrica U ,
dimenzija m×m, sadrzˇi stupce ui, koje nazivamo lijevi singularni vektori, dok orto-
gonalna matrica V , dimenzija n × n, sadrzˇi desne singularne vektore vi. Matrica Σ
je dijagonalna matrica s nenegativnim vrijednostima σi na dijagonali. Za detaljnije
objasˇnjenje pogledati materijale [11] o metodi osnovnih komponenti.
Za dobivenu matricu kovarijance C radimo dekompoziciju singularnih vrijednosti
C = UDV T .
Jer je C pozitivno definitna simetricˇna matrica, zapravo je U = V . Tada su stupci
matrice U svojstveni vektori matrice kovarijance. Na dijagonali matrice D nalaze se
svojstvene vrijednosti matrice kovarijance, koje predstavljaju varijance podataka u
smjeru svojstvenih vektora. Na svim ostalim mjestima u matrici D su nule, jer
ona predstavlja matricu kovarijance za nekorelirane smjerove zadane ortogonalnim
svojstvenim vektorima.
Koriˇstenjem PCA metode projiciramo podatke u smjerovima svojstvenih vektora
i njihovu projekciju dijelimo s korijenom svojstvene vrijednosti, odnosno, sa stan-
dardnom devijacijom u smjeru projiciranja podataka. Dobivamo:
T = D−
1
2UT .
Kada smo na taj nacˇin transformirali podatke, dobivamo nekorelirani skup poda-
taka i konstantnu varijancu (vidi sliku 2.18). Transformirani podaci su oblika:
X(i)pw = TX
(i).
Dobivenom transformacijom T , zapravo, mijenjamo prostor podataka, odnosno,
podaci su sada u transformiranom rotiranom prostoru, sˇto nije pozˇeljno svojstvo
kada su u pitanju konvolucijske neuronske mrezˇe. Naime, rotacijom gubimo korisne
informacije o prostornoj orijentaciji slika pa koristimo modificiranu verziju transfor-
macije T . Ukoliko uzmemo ortogonalnu matricu R i pomnozˇimo ju s T , ponovno
proizvodimo transformaciju izbjeljivanja. Neka je R = U . Sada transformacija po-
datke ostavlja u istom prostoru, ali uklanja korelaciju izmedu elemenata na nacˇin:
Z = UT = UD−
1
2UT . (2.9)
PCA izbjeljivanje se u modeliranju konvolucijskih mrezˇa u praksi rijetko koristi,
zbog zahtjevnog racˇunanja dekompozicije singularnih vrijednosti. Metodu navodimo
zbog potpunosti.
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Slika 2.18: Lijevo: Originalni 2D ulazni podaci. Sredina: Podaci centrirani oduzima-
njem aritmeticˇke sredine. Desno: Podaci skalirani metodom izbjeljivanja (izvor [10]).
Inicijalizacija tezˇina
Vrijednosti tezˇina predstavljaju parametre konvolucijske neuronske mrezˇe. Korak
nakon pretprocesiranja ulaznih podataka je inicijalizacija parametara modela, koji
c´e se naposljetku azˇurirati u svakoj iteraciji prilikom ucˇenja. U nastavku navodimo
neke vrste inicijalizacija tezˇina koje se u praksi najcˇesˇc´e koriste.
Napomena 2.4.1. Primijetimo, inicijalizacija svih tezˇina nekom konstantnom vri-
jednosˇc´u ne bi bila dobar izbor. Ako svaki neuron racˇuna isti izlaz, tada c´e i vrijednosti
gradijenta biti jednake, cˇime ne uvodimo nikakvu asimetriju nad podacima.
Inicijalizacija malim nasumicˇnim vrijednostima
Zˇelimo da vrijednosti tezˇina budu vrlo blizu nule, ali da ne budu nula. Time
razbijamo simetriju, jer naposljetku ocˇekujemo da naucˇene tezˇine budu i pozitivne
i negativne vrijednosti. Najcˇesˇc´e upotrebljavamo inicijalizaciju s vrijednostima iz
Gaussove distribucije s ocˇekivanjem 0 i standardnom devijacijom 1.
Problem koji se mozˇe pojaviti primjenom ove metode je sˇto distribucija izlaznih
vrijednosti neurona ima rastuc´u varijancu s povec´anjem broja ulaznih elemenata.
Kako bismo rijesˇili taj problem, mozˇemo normalizirati varijancu izlaza svakog neurona
na vrijednost 1.
Neka je y =
∑n
i=1wixi skalarni produkt tezˇina w i ulaza x, koji predstavlja izlaznu
vrijednost neurona prije primjene nelinearne aktivacijske funkcije.
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Varijancu izlaza y mozˇemo prikazati na sljedec´i nacˇin:
Var[y] = Var
[ n∑
i=1
wixi
]
=
n∑
i=1
Var[wixi]
=
n∑
i=1
(
(E[wi])
2 Var[xi] + (E[xi])
2 Var[wi] + Var[xi] Var[wi]
)
=
n∑
i=1
Var[xi] Var[wi]
= nVar[w] Var[x].
U trec´em koraku, pretpostavili smo da su ocˇekivanja ulaza x i tezˇina w jednaka
nula, E[xi] = E[wi] = 0 (ne mora uvijek biti slucˇaj). Zbog pretpostavke o jednakoj
distribuciji vrijednosti wi i xi, slijedi posljednji redak jednadzˇbe.
Mozˇe se pokazati da za slucˇajnu varijablu X i skalar a vrijedi jednakost:
Var[aX] = a2 Var[X]. (2.10)
Zˇelimo li postic´i da je varijanca izlaznih vrijednosti y jednaka varijanci ulaznih
vrijednosti x, potrebno je podijeliti inicijalizirane tezˇine s 1/n, gdje je n broj ulaznih
podataka neurona. Sada iz (2.10) slijedi da skalar a mora imati vrijednost
√
1/n.
U cˇlanku [5], X. Glorot i Y. Bengio pokazali su da mrezˇe koje koriste ReLU
aktivacijsku funkciju bolje konvergiraju ako vrijednosti tezˇina w inicijaliziramo iz
uniformne razdiobe U :
w ∼ U
[
−
√
6√
nin + nout
,
√
6√
nin + nout
]
,
gdje su nin i nout broj ulaznih i izlaznih jedinica neurona, respektivno.
Normalizacija malim serijama podataka
Metodom stohasticˇkog gradijentnog spusta distribucija ulaznih vrijednosti sva-
koga sloja mijenja se zbog azˇuriranja vrijednosti tezˇina u svakom prethodnom sloju.
Ta cˇinjenica otezˇava ucˇenje vrlo dubokih neuronskih mrezˇa, jer je svaki ulazni poda-
tak sloja ovisan o vrijednostima parametara iz svih prethodnih slojeva mrezˇe.
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Ako za aktivacijsku funkciju koristimo sigmoidnu funkciju ili tanh, tada c´e vrijed-
nosti gradijenata biti ”dobre” za ucˇenje mrezˇe samo za odredene ulazne vrijednosti.
Na ostalim dijelovima, gradijenti c´e poprimati vrijednosti vrlo blizu nule, sˇto c´e re-
zultirati vrlo sporim ucˇenjem.
Jedno rjesˇenje problema je koriˇstenje druge aktivacijske funkcije, koja se bolje
ponasˇa za razne distribucije ulaznih vrijednosti, odnosno, koja ima gradijente koji ne
iˇscˇezavaju.
Drugo rjesˇenje predstavili su S. Ioffe i C. Szegedy, 2015. godine, u cˇlanku [7],
gdje uvode pojam internog kovarijantnog pomaka. Pojam oznacˇava mijenjanje
distribucije ulaznih podataka.
Normalizacija malim serijama podataka (engl. Mini-batch Normalization)
je metoda umanjivanja internog kovarijantnog pomaka. Ulazni podaci se, na pocˇetku
ucˇenja, normaliziraju na Gaussovu razdiobu.
U svakom sloju mrezˇe, na maloj grupi podataka procjenjuju se ocˇekivanje i vari-
janca. S druge strane, za predvidanje pri testiranju primjenjuje se cijeli skup poda-
taka.
Neka je x(k) ∈ Rn×1 ulazni vektor aktivacija iz prethodnih slojeva. Tada, na svakoj
maloj seriji podataka s m aktivacijskih vektora, normaliziramo vektor x(k) na nacˇin:
x̂(k) =
x(k) − E[x(k)]√
Var[x(k)] + 
, k = 1, . . . ,m, (2.11)
gdje je
µB =
1
m
m∑
k=1
x(k),
σ2B =
1
m
m∑
k=1
(
x(k) − µB
)2
.
Nakon prethodnog koraka normalizacije aktivacijskih vektora, slijedi njegova li-
nearna transformacija parametrima γ i β, prije same primjene aktivacijske funckije:
y(k) = γ(k)x̂(k) + β(k). (2.12)
Uvodenjem ovih parametara neuronska mrezˇa mozˇe naucˇiti prepoznati koje vrijed-
nosti aktivacijskih vektora joj viˇse odgovaraju. Primjerice, ukoliko mrezˇa naucˇi da su
originalne vrijednosti aktivacijskih vektora bile bolje za ucˇenje od transformiranih,
mozˇe povratiti stare vrijednosti vektora mapiranjem.
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Parametre µB, σ
2
B, γ i β mrezˇa mozˇe naucˇiti algoritmom propagacije unatrag,
kao sˇto ucˇi i ostale parametre mrezˇe. Dakle, ukoliko mrezˇa zˇeli povratiti originalne
parametre, primijenit c´e mapiranje pomoc´u naucˇenih vrijednosti γ(k) = Var[x(k)],
β(k) = E[x(k)].
Obicˇno operacije iz (2.11) i (2.12) objedinjujemo u novi sloj mrezˇe, koji se nalazi
nakon konvolucijskih slojeva, prije primjene aktivacijskih funkcija, ili nakon potpuno
povezanog sloja.
2.5 Optimizacija
Optimizacija dubokih neuronskih mrezˇa josˇ uvijek je predmet istrazˇivanja i prou-
cˇavanja te predstavlja vrlo zahtjevnu zadac´u. Primjenom odredenih metoda strojnog
ucˇenja moguc´e je izbjec´i odredene potesˇkoc´e koje se javljaju pazˇljivim izborom arhi-
tekture modela. Unatocˇ tome, neki problemi su neizbjezˇni pa je neophodna upotreba
optimizacijskih metoda.
U nastavku c´e biti opisane neke od najcˇesˇc´ih potesˇkoc´a pri ucˇenju dubokih ne-
uronskih mrezˇa. Nakon toga, bit c´e prikazane neke od optimizacijskih metoda koje
su se pokazale vrlo ucˇinkovitima.
Vazˇno je napomenuti da se spomenuti problemi i optimizacijske metode ne odnose
samo na konvolucijske neuronske mrezˇe, nego su karakteristicˇni za sve vrste dubokih
neuronskih mrezˇa.
Problemi pri ucˇenju dubokih neuronskih mrezˇa
Problem lokalnog minimuma
Konveksne funkcije imaju vrlo bitno svojstvo, koje problem optimizacije jednos-
tavno reducira na problem pronalaska lokalnog minimuma. Naime, svaki lokalni
minimum ujedno predstavlja i globalni minimum, zbog svojstva konveksnosti.
S druge strane, ukoliko se radi o nekonveksnim funkcijama, kao sˇto je funkcija
gubitka neuronske mrezˇe, moguc´a je velika ”zakrivljenost”, koja rezultira s viˇse ili
beskonacˇno mnogo lokalnih minimuma.
Problem pri ucˇenju mrezˇe s nekonveksnom funkcijom gubitka nastaje kada lo-
kalni minimumi imaju velik gubitak u odnosu na globalni minimum. Ako mrezˇa
koristi stohasticˇki gradijentni spust kako bi azˇurirala parametre, moguc´e je da ucˇenje
mrezˇe stane na nekom lokalnom minimumu koji nije optimalno rjesˇenje. Svojstvo
nekonveksnosti neuronskih mrezˇa posljedica je nelinearnosti skrivenih slojeva mrezˇe.
Ovaj problem i danas je predmet proucˇavanja, no poznato je da vec´ina dubo-
kih neuronskih mrezˇa ima male vrijednosti funkcije gubitka u lokalnim minimumima,
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stoga trazˇenje globalnog minimuma nije od velike vazˇnosti. Naime, ponekad je do-
voljno pronac´i tocˇku u prostoru koja ima vrlo nisku cijenu, unatocˇ tome sˇto nije
globalni minimum.
Problem sedlaste tocˇke
U odnosu na tocˇke lokalnog minimuma, sedlaste tocˇke javljaju se puno rjede.
U takvim tocˇkama, gradijenti funkcije cijene takoder su nula. Medutim, s porastom
dimenzionalnosti, broj sedlastih tocˇaka raste eksponencijalno. Sedlaste tocˇke u svojoj
okolini imaju tocˇke s vec´om i manjom vrijednosti funkcije cijene.
Za neku tocˇku kazˇemo da je sedlasta ako Hesseova matrica sadrzˇi svojstvene
vrijednosti koje su i pozitivne i negativne. Podsjetimo se prikaza Hesseove matrice
na primjeru realne funkcije dvije varijable f(x, y):
Hf =

∂2f
∂x2
∂2f
∂x∂y
∂2f
∂x∂y
∂2f
∂y2
 .
Gradijenti funkcije gubitka u okolini takvih tocˇaka cˇesto poprimaju vrlo male
vrijednosti, sˇto uvelike otezˇava ucˇenje mrezˇe. Naime, ucˇenje SGD metodom najcˇesˇc´e
”zapne” u okolini sedlaste tocˇke radec´i vrlo male korake, cˇime drasticˇno usporava
proces ucˇenja.
Jedno rjesˇenje prethodnih problema je optimizacijom stohasticˇkog gradijentnog
spusta momentom.
Problem litice i ogromnih gradijenata
Duboke neuronske mrezˇe s mnogo slojeva cˇesto imaju vrlo strma podrucˇja, koja
nalikuju liticama. Vrlo cˇesto se pojavljuju kod rekurzivnih neuronskih mrezˇa, kod
kojih cˇesto dolazi do mnozˇenja velikih vrijednosti tezˇina. Ukoliko dode do azˇuriranja
parametara gradijentnim spustom u tocˇki na rubu litice, moguc´e je da c´e azˇurirani
parametri biti jako udaljeni, ”skacˇuc´i” s litice u podnozˇje manjih vrijednosti. Time
se gube do sada naucˇene informacije.
Problem iˇscˇezavanja gradijenata
Duboke unaprijedne neuronske mrezˇe imaju duboke grafove racˇunanja, pri cˇemu
dolazi do ponavljanja iste operacije, primjerice operacije mnozˇenja nad istim para-
metrima. Ako W predstavlja matricu tezˇina, a graf racˇunanja mrezˇe ima put koji
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se sastoji od ponavljanja mnozˇenja s W , tada nakon t koraka dobivamo matricu W t.
Pretpostavimo da matrica W ima svojstvenu dekompoziciju
W = V diag(λ)V −1.
Lako je vidjeti da vrijedi:
W t = (V diag(λ)V −1)t = V diag(λ)t V −1.
Vrijednosti λi na dijagonali matrice diag(λ) predstavljaju svojstvene vrijednosti ma-
trice tezˇina. Ako su svojstvene vrijednosti manje od 1, gradijenti c´e nakon nekog
vremena iˇscˇeznuti. S druge strane, ako su svojstvene vrijednosti vec´e od 1, gradijenti
c´e se stalno povec´avati.
Metode optimizacije
Metoda momenta
Metoda momenta pokazala se vrlo djelotvornom kod ubrzavanja ucˇenja neuron-
skih mrezˇa, posebice na funkcijama koje su ”viˇse zakrivljene” i koje imaju male
konzistentne gradijente. Njezino djelovanje mozˇemo opisati kao akumuliranje ekspo-
nencijalno padajuc´ih aritmeticˇkih sredina kretanja prethodnih gradijenata.
Naziv metode ima analogiju s kretanjem mase u fizici, gdje predstavlja umnozˇak
mase i brzine tijela. U primjenama ucˇenja neuronskih mrezˇa, pretpostavljamo da je
masa jedinicˇna pa moment zapravo predstavlja brzinu gibanja.
Neka je v varijabla koja predstavlja brzinu i smjer kojom se parametri krec´u kroz
prostor. Uvodimo hiperparametar ρ ∈ [0, 1〉, koji odreduje koliko brzo prethodni
gradijenti doprinose kretanju u smjeru minimuma.
Definiramo novo pravilo azˇuriranja stohasticˇkog gradijentnog spusta pomoc´u mo-
menta na nacˇin:
v
(t+1)
ij = ρv
(t)
ij +
∂J
∂wij
(w
(t)
ij ),
w
(t+1)
ij = w
(t)
ij − αv(t+1)ij ,
gdje t predstavlja iteraciju.
Azˇuriranjem parametara na prethodno definiran nacˇin, dobivamo bolju konver-
genciju prema minimumu, ali i manje oscilacije oko tocˇke minimuma. Pri koriˇstenju
klasicˇnog algoritma stohasticˇkog gradijentnog spusta bez momenta, azˇuriranje para-
metara mrezˇe stalo bi na pronadenoj tocˇki lokalnog minimuma ili na sedlastoj tocˇki
te osciliralo u njihovoj okolini.
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Slika 2.19: Smjer kretanja gradijentnog spusta primjenom momenta.
Upotrebom optimiziranog stohasticˇkog gradijentnog spusta s momentom, unapri-
jed je izracˇunata prosjecˇna brzina i kretanje prethodnih gradijenata (vidi sliku 2.19).
Na taj nacˇin, gradijenti se krec´u u izracˇunatom smjeru i time izbjegavaju ”losˇe”
tocˇke lokalnog minimuma i sedlaste tocˇke, te se krec´u prema globalnom minimumu
ili prema zadovoljavajuc´e dobrom lokalnom minimumu.
Nesterovljev moment
Nesterovljev moment je varijanta metode momenta primijenjena na stohasticˇkom
gradijentnom spustu. Inspirirana je metodom Nesterovljevog ubrzavajuc´eg gradi-
jenta, detaljno opisanom u [12].
Metoda daje nova pravila azˇuriranja tezˇina definirana s:
v
(t+1)
ij = ρv
(t)
ij − α
∂L(t)
∂wij
(w
(t)
ij + ρv
(t)
ij ),
w
(t+1)
ij = w
(t)
ij + v
(t+1)
ij ,
gdje t predstavlja iteraciju, a parametri α i ρ imaju znacˇenje kao u definiciji momenta.
Razlika u odnosu na klasicˇan moment je u tocˇki racˇunanja gradijenta. U Neste-
rovljevom algoritmu, gradijent se primjenjuje tek nakon sˇto se izracˇunala trenutna
brzina (vidi sliku 2.20). Tako Nesterovljev moment mozˇemo shvatiti kao korekciju
metode momenta, na nacˇin da gledamo jedan korak unaprijed, u kojem smjeru c´e se
gradijentni spust kretati.
AdaGrad algoritam
AdaGrad pripada skupini algoritama s prilagodljivom stopom ucˇenja i predstav-
lja modifikaciju tradicionalnog stohasticˇkog gradijentnog spusta. Umjesto globalne
stope ucˇenja α, stopa ucˇenja se normalizira po svim dimenzijama o kojima funkcija
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Slika 2.20: Smjer kretanja gradijentnog spusta primjenom Nesterovljevog momenta.
cijene ovisi. Nova stopa ucˇenja sada je globalna stopa ucˇenja α, podijeljena s l2
normom prijasˇnjih gradijenata sve do trenutne iteracije.
Neka je J funkcija cijene. Tada je novo pravilo azˇuriranja tezˇina za wij defini-
rano s:
w
(t+1)
ij = w
(t)
ij −
α√∑t
τ=1(w
τ
ij)
2 + 
∂J (t)
∂wij
,
gdje je α globalna stopa ucˇenja, a wtij i w
t+1
ij vrijednosti tezˇina u iteracijama t i t+ 1,
respektivno.
Za razliku od algoritma stohasticˇkog gradijentnog spusta, koji svakom parametru
pridjeljuje jednaku vazˇnost u svim iteracijama fiksnom stopom ucˇenja, AdaGrad al-
goritam prilagodava stopu ucˇenja iteraciji i parametru. Na taj nacˇin, svaki parametar
dobiva na vazˇnosti. Problem koji se dogada sa SGD algoritmom jest nestajanje vazˇnih
informacija, nakon primjene na matricu tezˇina koja je rijetka. AdaGrad algoritam
pridaje viˇse znacˇajnosti rijetkim parametrima, jer c´e vrijednost
√∑t
τ=1(w
τ
ij)
2 + 
tada biti manja, stoga c´e azˇuriranje biti vec´e, pa c´e informacije ostati ocˇuvane.
U teoriji, AdaGrad algoritam ima vrlo pozˇeljna svojstva, ali empirijski je pokazano
da, pri ucˇenju vrlo dubokih mrezˇa, akumulirane kvadrirane vrijednosti s pocˇetka ucˇe-
nja mrezˇe mogu dovesti do preranog usporenja ucˇenja. Upravo zato, algoritam radi
dobro za neke slucˇajeve, ali za druge ne.
RMSprop algoritam
RMSprop algoritam je modificirana verzija AdaGrad algoritma, koja optimizira
ucˇenje na nekonveksnim funkcijama.
Algoritam AdaGrad konvergira vrlo brzo na konveksnim funkcijama. Medutim,
na nekonveksnim funkcijama, trajektorije ucˇenja cˇesto mogu prijec´i razlicˇite okolne
strukture, prije nego stignu do ciljanog konveksnog udubljenja. Razlog tome lezˇi u
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cˇinjenici da AdaGrad prilagodava stopu ucˇenja u ovisnosti o cijeloj povijesti gradije-
nata i time drasticˇno smanjuje stopu ucˇenja prije dolaska do konveksne strukture.
RMSprop algoritam koristi eksponencijalno padajuc´i niz prosjecˇnih vrijednosti
gradijenata, kako bi pridao viˇse vazˇnosti nedavnoj povijesti, a staru zanemario. Pos-
ljedica toga je da se gradijenti krec´u vrlo brzo, cˇim algoritam pronade ulaz u konvek-
sno udubljenje.
Neka je β hiperparametar algoritma koji predstavlja stopu eksponencijalnog pa-
danja niza sredina i neka je  prevencija dijeljenja nulom. Azˇuriranje parametara
definiramo na sljedec´i nacˇin:
v
(t)
ij = βv
(t−1)
ij + (1− β)
(
∂J (t)
∂wij
)2
,
w
(t+1)
ij = w
(t)
ij −
α√
v
(t)
ij + 
∂J (t)
∂wij
.
U praksi se ovaj algoritam cˇesto koristi i pokazuje dobre rezultate.
Adam algoritam
Adam algoritam josˇ je jedan algoritam s prilagodljivom stopom ucˇenja, za svaku
tezˇinu zasebno. Sam naziv nastao je od izraza ”adaptirajuc´i moment”. Algoritam
mozˇemo shvatiti kao kombinaciju prethodno opisanog algoritma momenta i RMSprop
algoritma, s dodatnom korekcijom.
Podaci koji se u svakoj iteraciji racˇunaju, predstavljaju eksponencijalno padajuc´i
niz aritmeticˇkih sredina gradijenata, kao kod algoritma momenta i RSMprop algo-
ritma. Zadaju se i hiperparametri β1 i β2, koji imaju ulogu stope padanja, te ,
kao prevencija dijeljenja s nulom.
Racˇunamo padajuc´i niz prosjecˇnih vrijednosti prosˇlih gradijenata kao i njihovih
kvadrata na nacˇin:
m
(t)
ij = β1m
(t−1)
ij + (1− β1)
∂L(t)
∂wij
, (2.13)
v
(t)
ij = β2v
(t−1)
ij + (1− β2)
(
∂L(t)
∂wij
)2
, (2.14)
gdje (2.13) nazivamo prvi moment, a (2.14) drugi moment.
Sada racˇunamo normalizirani prvi i drugi moment s:
m̂
(t)
ij =
m
(t)
ij
1− β(t)1
, v̂
(t)
ij =
v
(t)
ij
1− β(t)2
. (2.15)
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Pomoc´u (2.15) dobivamo novo pravilo azˇuriranja:
w
(t+1)
ij = w
(t)
ij −
α√
v̂
(t)
ij + 
m̂
(t)
ij . (2.16)
Na slici 2.21 vidimo razliku u napretku ucˇenja razlicˇitih algoritama u danom
trenutku. Primjec´ujemo da stohasticˇki gradijentni spust vrlo sporo u konvergira,
unatocˇ tome sˇto ima najkrac´u putanju. Ostale prikazane metode pokazale su se
brzˇima u praksi, unatocˇ tome sˇto imaju ”skretanja” s puta i duzˇe trajektorije.
Slika 2.21: Trajektorije razlicˇitih optimizacijskih algoritama koje konvergiraju prema
lokalnom minimumu, oznacˇenom sa simbolom zvijezde (izvor [10]).
2.6 Regularizacija
Osnovna zadac´a prilikom modeliranja i ucˇenja neuronskih mrezˇa jest da algoritam
ima dobre performanse na skupu za ucˇenje, ali i na potpuno novim, josˇ nevidenim po-
dacima. Ovaj problem rjesˇava se raznim metodama regularizacije u strojnom ucˇenju,
modificiranjem postojec´eg algoritma kako bi se umanjila opc´a pogresˇka.
U nastavku opisujemo nekoliko poznatih metoda regularizacije.
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Kazˇnjavanje norme tezˇina
Kod vrlo dubokih i kompleksnih neuronskih mrezˇa moguc´e je pojavljivanje pre-
naucˇenosti (engl. overfitting). Model se mozˇe ponasˇati vrlo dobro na podacima za
ucˇenje, dok njegove performanse na skupu podataka za testiranje mogu biti losˇe. Zbog
visoke varijance, model postaje vrlo osjetljiv na male promjene ulaznih podataka, jer
su parametri mrezˇe velikih magnituda.
Kao prevencija opisanog problema, cˇesto se funkcija cijene J modificira na nacˇin
da joj se dodaje vrijednost λR(W ), koju nazivamo penal:
J =
1
N
N∑
i=1
Li(f(xi;W )) + λR(W ),
gdje je λ hiperparametar, a R zadana norma tezˇina. Dodana vrijednost sluzˇi za
kazˇnjavanje funkcije gubitka u slucˇaju pojave parametara velikih magnituda. Naj-
cˇesˇc´e R predstavlja l1 ili l2 normu. Tada se radi o L1 regularizaciji, odnosno, o L2
regularizaciji.
Hiperparametar λ ∈ [0,+∞〉 predstavlja doprinos koji norma R ima na funkciju
cijene. Vec´e vrijednosti λ oznacˇavaju vec´u regularizaciju.
U praksi, obicˇno svaki sloj neuronske mrezˇe koristi penal s drugacˇijim izborom
hiperparametra λ.
L2 regularizacija
L2 regularizacija najjednostavniji je i najcˇesˇc´e koriˇsten oblik kazˇnjavanja para-
metara normom. U praksi se mozˇe cˇuti i naziv ”pad tezˇina”, sˇto c´e biti jasno kada
promotrimo na koji nacˇin se azˇuriraju vrijednosti tezˇina gradijentom.
Definicija 2.6.1. L2 regularizacija parametara modela W definirana je s:
R(W ) = ‖W‖2 =
∑
i
∑
j
w2ij. (2.17)
Neka je zadana funkcija gubitka L(W ;x, y). Ako u L(W ;x, y) ukljucˇimo penal
zadan l2 normom iz (2.17) i hiperparametrom λ, tada regularizirani oblik funkcije
gubitka ima oblik:
L̂(W ;x, y) = L(W ;x, y) +
λ
2
‖W‖2 . (2.18)
Gradijent modificirane funkcije gubitka iz (2.18) je tada:
∇W L̂(W ;x, y) = ∇WL(W ;x, y) + λW. (2.19)
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Kako bismo azˇurirali tezˇine pri propagaciji unatrag, uzimajuc´i u obzir dobiveni gra-
dijent (2.19), racˇunamo:
W ← W − α(λW +∇WL(W ;x, y)), (2.20)
odnosno, raspisujuc´i (2.20), dobivamo:
W ← (1− αλ)W − α∇WL(W ;x, y).
Odmah je jasno da pri azˇuriranju tezˇina dolazi do ”pada” trenutne vrijednosti
tezˇina za konstantni multiplikativni faktor.
Iskljucˇivanje
Regularizacija tezˇina u potpuno povezanom sloju konvolucijske neuronske mrezˇe
mozˇe se postic´i i iskljucˇivanjem nekih neurona. Prilikom ucˇenja unaprijedne ne-
uronske mrezˇe na skupu podataka za ucˇenje, moguc´e je s odredenom vjerojatnosˇc´u
u potpunosti iskljucˇiti odredene neurone, zajedno s njihovim tezˇinama. Time omo-
guc´ujemo preostalim neuronima ucˇenje bitnih znacˇajki, bez ovisnosti o iskljucˇenim
neuronima. Razlog upotrebljavanja ove metode lezˇi u cˇinjenici da velika ovisnost
neurona jedan o drugome mozˇe dovesti do prenaucˇenosti modela, koji zatim ne
pokazuje dobre rezultate na testnom skupu podataka.
Ako se mrezˇa sastoji od N neurona, tada postoji 2N moguc´ih konfiguracija mrezˇe.
Za svaki primjer iz malog skupa za treniranje, generira se jedna konfiguracija s ne-
uronima nasumicˇno iskljucˇenim odredenom vjerojatnosˇc´u. Dakle, ucˇenje neuronske
mrezˇe iskljucˇivanjem jedinica jednako je ucˇenju skupa razlicˇitih neuronskih mrezˇa.
Nakon generiranja skupa neuronskih mrezˇa, predvidanje se temelji na prosjecˇnoj
vrijednosti svih neuronskih mrezˇa, cˇime se umanjuje varijanca i izbjegava prenaucˇe-
nost. Na slici 2.22 prikazana je jedna konfiguracija mrezˇe.
Nakon svakog ucˇitavanja primjera iz skupa podataka za ucˇenje, nasumicˇno biramo
novu binarnu masku µ, koja oznacˇava koje neurone iz ulaznog sloja i skrivenih
slojeva iskljucˇujemo. Vjerojatnost pojavljivanja jedinice u maski je hiperparametar
koji se zadaje na pocˇetku ucˇenja. Obicˇno se ulazni neuroni ukljucˇuju s vjerojatnosˇc´u
0.8, a neuroni skrivenih slojeva s 0.5.
Nakon koraka iskljucˇivanja, slijedi propagacija unaprijed, propagacija unatrag te
azˇuriranje tezˇina.
Unatocˇ tome sˇto razlicˇitih konfiguracija originalne mrezˇe ima eksponencijalno
mnogo, samo manji dio skupa konfiguracija ulazi u proces ucˇenja. Svaka konfiguracija
mrezˇe inicijalno ima jednake sve parametre kao i ostale konfiguracije. Dijeljenje
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Slika 2.22: Lijevo: Primjer potpuno povezane neuronske mrezˇe. Desno: Primjer
jedne konfiguracije originalne neuronske mrezˇe s iskljucˇena tri neurona (izvor [13],
str. 191).
parametara mrezˇe na taj nacˇin, cˇini da svaka konfiguracija mrezˇe naposljetku rezultira
zadovoljavajuc´im parametrima.
Kako bi se postigli dobri rezultati, dovoljno je izracˇunati geometrijsku sredinu
distribucije predvidanja skupa svih konfiguracija. Definiramo novu vjerojatnost, te-
meljenu na skupu konfiguracija s:
p˜konf (y|x) = 2d
√∏
µ
p(y|x, µ), (2.21)
gdje je d broj jedinica koje mogu biti iskljucˇene.
Medutim, dobivena distribucija iz (2.21) nije vjerojatnosna pa ju je potrebno
normalizirati. Normaliziramo ju na sljedec´i nacˇin:
pkonf (y|x) = p˜konf (y|x)∑
y′ p˜konf (y
′|x) .
U praksi se zadovoljavajuc´i rezultati postizˇu vec´ za 10 do 20 konfiguracija mrezˇe.
Testiranje podataka provodi se na mrezˇi bez iskljucˇivanja, koju modificiramo na
nacˇin da svakom neuronu prilagodimo tezˇine. Ako je vjerojatnost pojavljivanja ne-
urona u mrezˇi tijekom ucˇenja mrezˇe bila p, tada c´e tezˇine koje izlaze iz neurona biti
skalirane mnozˇenjem s vjerojatnosti p.
Povec´anje skupa podataka
Poznato je da duboke konvolucijske neuronske mrezˇe daju bolje rezultate ako su
ucˇene na vec´em skupu podataka. Medutim, ponekad je skup podataka s kojim radimo
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ogranicˇen, stoga moramo pribjec´i novim metodama kojima bismo ga povec´ali.
Primjerice, moguc´e je kreirati potpuno nove podatke, transformirajuc´i podatke
koje vec´ imamo na odredeni nacˇin. Kod zadatka klasifikacije, uspjesˇnim su se pokazale
translacija piksela u odredenom smjeru te rotacija. Takve modifikacije mozˇda nec´e
biti dobre za neke druge zadac´e, stoga je izbor transformacije vrlo bitan i ovisi o
zadanom problemu kojeg rjesˇavamo.
Tradicionalne transformacije su afine te za svaku ulaznu sliku proizvode njezin
modificirani duplikat. Time smo povec´ali skup podataka za ucˇenje.
S druge strane, kako bi se povec´ala robusnost neuronskih mrezˇa, cˇesto se ulaznim
slikama dodaju nasumicˇni sˇumovi, cˇime se uvelike smanjuje generalna gresˇka.
Ostale metode transformacije, koje su se u praksi pokazale djelotvornima, su:
• rotacija,
• rastezanje,
• horizontalni okret,
• nasumicˇna rezanja slike i skaliranja,
• mijenjanje kontrasta i svjetline.
2.7 Primjeri klasicˇnih konvolucijskih mrezˇa
U ovom odjeljku dajemo prikaz tri najpoznatije arhitekture konvolucijskih ne-
uronskih mrezˇa kronolosˇkim redom. Ove arhitekture se i danas cˇesto koriste u nekom
optimiziranom obliku. Problemi koji se njima rjesˇavaju nisu ogranicˇeni samo na kla-
sifikaciju slika. Primjene idu vrlo daleko, od segmentacije, lokalizacije, detekcije viˇse
objekata, prepoznavanja lica, do prijenosa stila jedne slike na drugu sliku.
LeNet-5
LeNet-5 arhitektura prvi puta se javlja 1998. godine, kada ju je modelirao Yann
LeCun za prepoznavanje rukom pisanih znamenki. Ovo je ujedno i prva konvolucijska
neuronska mrezˇa.
Mrezˇa je na ulazu primala skup podataka, koji se sastojao od monokromatskih
slika dimenzija 32× 32, koje su predstavljale rukom pisane znamenke. Nakon prvog
konvolucijskog sloja dobiveno je 6 izlaznih aktivacijskih mapa dimenzija 28 × 28.
Dobivene aktivacijske mape tada su prosˇle sloj sazˇimanja te su se dimenzije smanjile
na 14 × 14. Sljedec´i konvolucijski sloj generirao je 16 aktivacijskih mapa dimenzija
10× 10, nakon cˇega je ponovno uslijedilo sazˇimanje na dimenzije 5× 5.
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Nakon toga, slijede dva potpuno povezana sloja, dimenzija 120 i 84, respektivno.
Posljednji sloj mrezˇe predstavljen je s 10 neurona koji predstavljaju klase znamenaka
od 0 do 9.
Mrezˇa je imala 60 000 parametara za ucˇenje.
Na slici 2.23 prikazana je arhitektura slojeva mrezˇe LeNet-5. Detaljna arhitektura
mrezˇe izlozˇena je u cˇlanku [9].
Slika 2.23: Arhitektura LeNet-5 konvolucijske neuronske mrezˇe, 1998. (izvor [13],
str. 207)
AlexNet
Model AlexNet mrezˇe razvili su Alex Krizhevsky, Ilya Sutskever i Geoffrey Hinton
2012. godine, kako bi se natjecali na ImageNet ILSVRC natjecanju, na kojemu su i
osvojili prvo mjesto.
Mrezˇa je postigla izvrsne rezultate sa stopom gresˇke od samo 15.4% na prvih 5
predvidanja, dok je drugoplasirana mrezˇa imala gresˇku od 26.2%.
Sastoji se od 5 CONV slojeva, MAX POOL slojeva i slojeva iskljucˇivanja, te 3
potpuno povezana sloja.
Izlazni sloj prepoznavao je 1000 klasa te je ovo prvi veliki skok u razvoju konvo-
lucijskih neuronskih mrezˇa.
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Broj parametara drasticˇno je narastao na cˇak 160 milijuna, sˇto je bilo vrlo zah-
tjevno za racˇunanje. Iz tog razloga mrezˇa se ucˇila na GPU jedinicama.
Bitne znacˇajke koje su unaprijedile AlexNet mrezˇu su:
• Koriˇstenje ReLU aktivacijske funkcije, koja je mnogo laksˇa za racˇunanje u od-
nosu na sigmoidnu funkciju ili tanh.
• Koriˇstenje iskljucˇivanja neurona s vjerojatnosˇc´u 0.5, kako bi se izbjegla pre-
naucˇenost mrezˇe.
• Metoda SGD Momentuma 0.9.
• Koriˇstena L2 regularizacija s padom tezˇina za 5e−4.
• Koriˇstenje preklapajuc´eg sazˇimanja.
• Ucˇenje modela na GPU GTX 580 oko 5 dana.
• Povec´ani skup podataka metodama translacije, horizontalne refleksije, itd.
Viˇse o rezultatima dobivenim ucˇenjem mrezˇe vidjeti u [1].
Slika 2.24: Arhitektura AlexNet konvolucisjke neuronske mrezˇe, 2012. (izvor [13],
str. 209)
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VGG16
VGG je naziv tima koji je 2014. godine sudjelovao na ImageNet ILSVRC natje-
canju te osvojio nagradu sa svojom arhitekturom mrezˇe u 16 slojeva.
Novost u odnosu na prijasˇnje arhitekture je koriˇstenje viˇse manjih 3 × 3 filtera,
cˇime se smanjuje broj parametara mrezˇe.
Prostorne dimenzije volumena smanjuju se prolaskom kroz dublje slojeve mrezˇe,
ali se zato dubina volumena povec´ava, zbog vec´eg broja filtera.
Koriˇstenje tri CONV sloja s filterima dimenzija 3×3 ima jednako receptivno polje
kao i jedan CONV sloj s filterima 7 × 7. Medutim, broj parametara se smanjio sa
72C2 na 3 · (32C2), gdje je C broj kanala sloja.
Detalji:
• Arhitektura je osvojila 2. mjesto u klasifikaciji i 1. mjesto u lokalizaciji objekata
na natjecanju ILSVRC 2014.
• Duboka mrezˇa sa 138 milijuna parametara.
• Svi CONV slojevi koriste konvolucije s pomakom 1 i nadopunjavanjem 1.
• Danas postoji ”bolja” verzija mrezˇe, VGG19, koja koristi viˇse memorije.
• Gresˇka samo 7.3%.
Na slici 2.25 vidimo pojednostavljeni prikaz modela VGG16 konvolucijske neuron-
ske mrezˇe s ukupno 16 slojeva. Za viˇse informacija o arhitekturi i rezultatima vidjeti
cˇlanak [14].
Slika 2.25: Arhitektura VGG16 konvolucijske neuronske mrezˇe, 2014. (izvor [13],
str. 210).
U posljednjih nekoliko godina pojavila se prava eksplozija u razvijanju i modeli-
ranju konvolucijskih neuronskih mrezˇa. Razlog tome je i sve vec´a racˇunalna snaga i
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upotreba vrlo moc´nih GPU kartica na kojima se proces ucˇenja mrezˇe znatno ubrzava,
stoga mrezˇe postaju sve dublje i kompleksnije.
Spomenimo josˇ neke znacˇajnije arhitekture razvijene u posljednjih nekoliko go-
dina.
GoogLeNet je arhitektura mrezˇe razvijena 2014. godine, s 22 sloja i samo 5 mili-
juna parametara za ucˇenje, sˇto je 12 puta manje od AlexNet arhitekture. Arhitektura
je osvojila prvo mjesto na natjecanju ILSVRC 2014. godine za klasifikaciju objekata,
s gresˇkom od 6.7% za prvih 5 predvidanja.
ResNet je arhitektura razvijena 2015. godine, sa 152 sloja mrezˇe. Ujedno je i
pobjednica natjecanja ILSVRC 2015 za klasifikaciju objekata, s gresˇkom od samo
3.57% za prvih 5 najboljih predvidanja.
Mrezˇa se sastoji od tzv. rezidualnih blokova. Ideja modela je kopiranje vec´
naucˇenih tezˇina iz ”plic´ih” slojeva mrezˇe te dodavanje slojeva za mapiranje.
SENet arhitektura odnijela je pobjedu na ILSVRC 2017 natjecanju, s gresˇkom od
2.251% na prvih 5 predvidanja i time postala za 25% bolja od pobjednika prethodne
godine.
Poglavlje 3
Razvoj modela prijenosa stila
pomoc´u konvolucijske neuronske
mrezˇe
3.1 Neuronski prijenos stila
Neuronski prijenos stila (engl. Neural style transfer) je metoda izgradena na
modelu konvolucijske neuronske mrezˇe, koja koristi neuronsku reprezentaciju kako bi
razdijelila sadrzˇaj i stil proizvoljne slike. U cˇlanku [4] pokazano je kako se reprezen-
tacija sadrzˇaja i stila slike mozˇe razdvojiti, te se s njima mozˇe neovisno manipulirati.
Slika sadrzˇaja mozˇe biti neka fotografija, dok slika stila mozˇe biti neko umjetnicˇko
djelo. Rezultat algoritma je nova slika, koja je zadrzˇala sadrzˇaj jedne slike, a stil
druge slike.
Za reprezentaciju stila ulazne slike koristi se prostor znacˇajki koji promatra tek-
sturu ulazne slike. Prostor znacˇajki izgraduje se nad rezultatima svakog sloja mrezˇe.
Teksturu slike mozˇemo izracˇunati promatrajuc´i korelaciju izmedu razlicˇitih rezultata
filtera u mapama znacˇajki, i intuitivno ju mozˇemo shvatiti kao ocˇuvanje boje i lokalnih
struktura slike. Kako bi se dobila stacionarna, viˇse-skalirana reprezentacija ulazne
slike, koja sadrzˇava bitne informacije o teksturi, najcˇesˇc´e se promatra nekoliko slojeva
mrezˇe.
Pri generiranju nove slike, najcˇesˇc´e to nije slika koja savrsˇeno primjenjuje i sadrzˇaj
jedne slike i stil druge. Medutim, koristec´i funkciju gubitka, mozˇemo istovremeno
minimizirati udaljenost od oba svojstva. Takoder, razlicˇitim regularizacijskim para-
metrima mozˇemo upravljati utjecajem stila, odnosno, sadrzˇaja.
Kako bi rezultati bili sˇto bolji, kao podlogu za racˇunanje gubitaka koristimo vec´
naucˇenu konvolucijsku neuronsku mrezˇu VGG19, koju smo detaljnije opisali u pret-
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hodnom poglavlju. Model VGG19 prvenstveno sluzˇi za klasifikaciju objekata, no mi
c´emo za prijenos stila upotrijebiti samo neke slojeve koji su nam od znacˇaja.
Neka su p i x originalna slika i slika koja je generirana, respektivno. Neka su
P [l] i F [l] njihove reprezentacije znacˇajki u sloju l. Ako je F l ∈ RNl×Ml , gdje je N l
broj aktivacijskih mapa, a M l dimenzija aktivacijske mape, tada s F lij oznacˇavamo
vrijednost aktivacije i-tog filtera na poziciji j u sloju l.
Definiramo funkciju gubitka izmedu reprezentacija P [l] i F [l] na nacˇin:
Lcontent(p, x, l) =
1
2
∑
i,j
(P lij − F lij)2. (3.1)
Parcijalne derivacije funkcije gubitka iz (3.1) po aktivacijama iz sloja l tada su:
∂Lcontent
∂F lij
=
{
(F l − P l)ij, za F lij > 0,
0, za F lij < 0.
Algoritmom propagacije pogresˇke unatrag, mijenjamo vrijednosti piksela generi-
rane slike x, koja je na pocˇetku inicijalizirana nasumicˇnim vrijednostima. Aktivacije,
svakom iteracijom, postaju sve slicˇnije aktivacijama originalne slike sadrzˇaja u oda-
branim slojevima. Time se generirana slika x sve viˇse sadrzˇajem priblizˇava slici
sadrzˇaja p.
Kako bismo prikazali stil ulazne slike stila, na svakom odabranom sloju konvolu-
cijske mrezˇe gradimo reprezentaciju koja racˇuna korelaciju izmedu rezultata razlicˇitih
filtera u aktivacijskoj mapi. Pokazalo se kako je za reprezentaciju stila najbolje upo-
trijebiti Gramovu matricu Gl ∈ RNl×Nl , definiranu s:
Glij =
∑
k
F likF
l
jk.
Za generiranje slike koja preuzima stil ulazne slike stila, minimiziramo funkciju
gubitka stila. Funkcija gubitka stila mjeri udaljenost Gramove matrice originalne
slike stila i Gramove matrice generirane slike.
Neka su a i x slika stila i generirana slika, i neka su Al i Gl njihove reprezentacije
stila Gramovim matricama u sloju l. Doprinos koji sloj l ima na ukupni gubitak stila
definiran je na nacˇin:
El =
1
4N2l M
2
l
∑
i,j
(Glij − Alij)2.
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Tada ukupni gubitak definiramo zbrajanjem gubitaka po svim slojevima:
Lstyle(a, x) =
L∑
l=0
wlEl,
gdje su wi tezˇine koje odreduju doprinos svakog sloja ukupnom gubitku.
Parcijalne derivacije funkcije El po aktivacijama iz sloja l mogu se izracˇunati na
nacˇin:
∂El
∂F lij
=

1
N2LM
2
l
(
(F l)T (Gl − Al))
ji
, za F lij > 0,
0, za F lij < 0.
Kako bismo generirali sliku koja je mjesˇavina sadrzˇaja fotografije i stila neke
umjetnicˇke slike, minimiziramo udaljenost generirane slike od reprezentacije sadrzˇaja
fotografije u jednom sloju i reprezentacije stila umjetnicˇke slike u nekoliko slojeva.
Ako s p oznacˇimo fotografiju, a s a umjetnicˇku sliku, funkciju gubitka racˇunamo
na sljedec´i nacˇin:
Ltotal(p, a, x) = αLcontent(p, x) + βLstyle(a, x), (3.2)
gdje su α i β tezˇinski faktori za rekonstrukciju sadrzˇaja i stila.
3.2 Opis zadatka
Cilj prakticˇnog dijela ovog rada bio je razviti model neuronskog prijenosa stila
koji daje zadovoljavajuc´e rezultate na izlaznim generiranim slikama. Za ulazne
slike stila koriˇsteno je nekoliko umjetnicˇkih slika slavnih slikara, a za ulazne slike
sadrzˇaja koriˇstene su fotografije. Slike su proizvoljnih dimenzija te ih algoritam sam
prilagodava trazˇenim dimenzijama modela. Takoder, razvijeni model ima sposobnost
primjene stila viˇse umjetnicˇkih slika na ulaznu fotografiju.
Model je razvijen u programskom jeziku Python 3.0, uz pomoc´ biblioteke otvore-
nog koda TensorFlow [3]. U nastavku opisujemo implementacijske detalje.
3.3 Koriˇsteni alati i detalji modela
Model neuronskog prijenosa stila ucˇen je na razvojnom oblaku Google Colabora-
tory, koji koristi Jupyter biljezˇnicu za rad. Google Colaboratory je okolina integrirana
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s Google Drive oblakom, na kojemu su pohranjene sve biljezˇnice koje kreiramo. Pri-
likom rada, sve izmjene se istovremeno spremaju na nasˇ Google Drive racˇun.
Razlog koriˇstenja ove okoline lezˇi u vrlo brzim graficˇkim karticama Tesla K80
GPU na kojima se vrsˇilo racˇunanje. Time se znatno skratilo trajanje ucˇenja modela.
Kako bi se implementirani model mogao koristiti, najprije je potrebno urediti
potrebnu okolinu. Zbog integracije s Google Drive-om, najprije je potrebna auten-
tifikacija korisnika pomoc´u njegovog Google racˇuna. U radnom prostoru kreirani su
direktoriji pretrained-model, content_images, style_images i output_images, u
koje su zatim ucˇitane potrebne datoteke. Datoteke ukljucˇuju slike stila, slike sadrzˇaja,
te naucˇeni VGG19 model. Za prijenos datoteka s Google Drive oblaka u radni prostor
koriˇstena je biblioteka pydrive.
Model konvolucijske neuronske mrezˇe
Prijenos stila vrlo je zahtjevna zadac´a, stoga je koriˇstena vec´ naucˇena mrezˇa
VGG19. Model je sluzˇbeno javno dostupan za koriˇstenje i preuzimanje na [2].
Koriˇstena verzija modela je "imagenet-vgg-verydeep-19.mat", sa 16 konvolu-
cijskih slojeva i 5 slojeva sazˇimanja. Ucˇenje se odvijalo na nekoliko srediˇsnjih slojeva
mrezˇe, jer se ispostavilo da oni daju najbolje rezultate.
Primjerice, za ucˇenje sadrzˇaja s fotografije koriˇstena su dva konvolucijska sloja:
CONTENT_LAYERS=(’conv4_1’,’conv5_1’)
S druge strane, za ucˇenje stila umjetnicˇke fotografije koriˇsteno je nekoliko konvolu-
cijskih slojeva:
STYLE_LAYERS=(’conv1_1’,’conv2_1’,’conv3_1’,’conv4_1’,’conv5_1’)
Slojevi su zadani u konfiguracijskoj klasi CONFIG i mogu se vrlo lako izmijeniti po
potrebi. Ucˇitavanje modela VGG19 napravljeno je uz pomoc´ metode load_vgg_
model(path), koja kao argument prima putanju do modela. Metoda vrac´a graf koji
predstavlja strukturu mrezˇe. Struktura grafa cˇuva osnovne informacije racˇunanja
koje se evaluiraju tek kasnije, u kreiranoj sesiji sa stvarnim podacima. Pomoc´u
imena sloja, sada lako mozˇemo pristupiti bilo kojem sloju modela i dobiti njegove
aktivacijske vrijednosti.
def load_vgg_model(path):
vgg_model = scipy.io.loadmat(path)
vgg_layers = vgg_model[’layers’]
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def weights(layer, expected_layer_name):
wb = vgg_layers[0][layer][0][0][2]
W = wb[0][0]
b = wb[0][1]
return W, b
def relu_layer(conv2d_layer):
return tf.nn.relu(conv2d_layer)
def conv2d_layer(prev_layer, layer, layer_name):
W, b = weights(layer, layer_name)
W = tf.constant(W)
b = tf.constant(np.reshape(b, (b.size)))
return tf.nn.conv2d(prev_layer,
filter=W, strides=[1, 1, 1, 1],
padding= CONFIG.PADDING) + b
def conv2d_relu_layer(prev_layer, layer, layer_name):
return relu_layer(conv2d_layer(prev_layer, layer, layer_name))
def avgpool(prev_layer):
return tf.nn.avg_pool(prev_layer,
ksize=[1, 2, 2, 1],
strides=[1, 2, 2, 1],
padding= CONFIG.PADDING)
graph = {}
graph[’input’] = tf.Variable(np.zeros((1, CONFIG.IMAGE_HEIGHT,
CONFIG.IMAGE_WIDTH,
CONFIG.COLOR_CHANNELS)),
dtype = ’float32’)
graph[’conv1_1’] = conv2d_relu_layer(graph[’input’], 0, ’conv1_1’)
graph[’conv1_2’] = conv2d_relu_layer(graph[’conv1_1’], 2, ’conv1_2’)
graph[’avgpool1’] = avgpool(graph[’conv1_2’])
graph[’conv2_1’] = conv2d_relu_layer(graph[’avgpool1’], 5, ’conv2_1’)
graph[’conv2_2’] = conv2d_relu_layer(graph[’conv2_1’], 7, ’conv2_2’)
graph[’avgpool2’] = avgpool(graph[’conv2_2’])
graph[’conv3_1’] = conv2d_relu_layer(graph[’avgpool2’], 10, ’conv3_1’)
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graph[’conv3_2’] = conv2d_relu_layer(graph[’conv3_1’], 12, ’conv3_2’)
graph[’conv3_3’] = conv2d_relu_layer(graph[’conv3_2’], 14, ’conv3_3’)
graph[’conv3_4’] = conv2d_relu_layer(graph[’conv3_3’], 16, ’conv3_4’)
graph[’avgpool3’] = avgpool(graph[’conv3_4’])
graph[’conv4_1’] = conv2d_relu_layer(graph[’avgpool3’], 19, ’conv4_1’)
graph[’conv4_2’] = conv2d_relu_layer(graph[’conv4_1’], 21, ’conv4_2’)
graph[’conv4_3’] = conv2d_relu_layer(graph[’conv4_2’], 23, ’conv4_3’)
graph[’conv4_4’] = conv2d_relu_layer(graph[’conv4_3’], 25, ’conv4_4’)
graph[’avgpool4’] = avgpool(graph[’conv4_4’])
graph[’conv5_1’] = conv2d_relu_layer(graph[’avgpool4’], 28, ’conv5_1’)
graph[’conv5_2’] = conv2d_relu_layer(graph[’conv5_1’], 30, ’conv5_2’)
graph[’conv5_3’] = conv2d_relu_layer(graph[’conv5_2’], 32, ’conv5_3’)
graph[’conv5_4’] = conv2d_relu_layer(graph[’conv5_3’], 34, ’conv5_4’)
graph[’avgpool5’] = avgpool(graph[’conv5_4’])
return graph
Funkcije gubitka
Pratec´i definiciju funkcija gubitka sadrzˇaja i stila iz cˇlanka [4], definirane su me-
tode total_content_loss i total_style_loss.
Metoda total_content_loss kao ulazne parametre prima trenutnu sesiju, model
VGG19 mrezˇe i sliku sadrzˇaja, te racˇuna ukupni gubitak na svim slojevima koji su
definirani u konfiguraciji. Najcˇesˇc´e se radi o jednom ili dva srediˇsnja sloja.
Metoda total_style_loss kao ulaz prima sesiju, model mrezˇe i ulaznu sliku
stila. Ukupni gubitak stila racˇuna se za svaku definiranu sliku stila (ukoliko zˇelimo
primijeniti viˇse stilova) na svim definiranim slojevima stila.
Implementacijske detalje ostalih koriˇstenih metoda ne prikazujemo, jer se iz nji-
hova imena lako mozˇe iˇscˇitati znacˇenje.
def total_content_loss(session, model, content_image):
session.run(model[’input’].assign(content_image))
content_layers_weights = init_content_layers_weights()
total_content_loss = 0
for layer in CONTENT_LAYERS:
out = model[layer]
A_p = session.run(out)
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A_x = out
total_content_loss += content_layer_loss(A_p, A_x)
* content_layers_weights[layer]
return total_content_loss
def total_style_loss(session, model, style_images):
style_layers_weights = init_style_layers_weights()
style_blend_weights = init_style_blend_weights()
if len(style_images) != len(style_blend_weights):
raise ValueError(’Style images count different from ’
’style blend weights count!’)
return
total_style_loss = 0.
for image, key in zip(style_images, style_blend_weights):
session.run(model[’input’].assign(style_images[image]))
style_loss = 0.
for layer in STYLE_LAYERS:
out = model[layer]
A_a = session.run(out)
A_x = out
style_loss += style_layer_loss(A_a, A_x)
* style_layers_weights[layer]
total_style_loss += style_loss*style_blend_weights[key]
return total_style_loss
Ucˇenje prijenosa stila
Ucˇenje prijenosa stila odvija se u velikom broju iteracija. Za razliku od ucˇenja
modela, gdje je zadac´a klasifikacija objekta i gdje se azˇuriraju vrijednosti tezˇina
svakog sloja, ovdje se azˇuriraju upravo vrijednosti piksela generirane slike.
Ucˇitane slike stila i sadrzˇaja mogu biti razlicˇitih dimenzija. Parametrima IMAGE_
WIDTH i IMAGE_HEIGHT klase CONFIG, odredene su krajnje dimenzije, kojima c´e model
POGLAVLJE 3. RAZVOJ MODELA PRIJENOSA STILA POMOC´U CNN 63
prilagoditi sve ulazne slike. Prilikom ucˇitavanja slika, one se pretprocesiraju kako
bi odgovarale potrebama i dimenzijama modela VGG19. Njihove vrijednosti norma-
liziraju se oduzimanjem aritmeticˇke sredine po kanalima slike, zadane parametrom
MEANS.
Prije pocˇetka ucˇenja modela, generirana je slika s nasumicˇnim vrijednostima pik-
sela iz uniformne razdiobe. U svakom koraku, azˇurirane su vrijednosti piksela slike,
kako bi se aktivacijske vrijednosti iz zadanih slojeva priblizˇile aktivacijskim vrijed-
nostima slike sadrzˇaja i slike stila. Za racˇunanje gradijenata funkcije gubitka i samu
minimizaciju gubitka, u implementacijskom rjesˇenju moguc´e je koristiti jedan od dva
zadana optimizatora koje pruzˇa TensorFlow — Adam ili AdaGrad.
Model prijenosa stila definiran je u funkciji stylize(iterations). U nastavku
prikazujemo implementaciju metode. Metoda zapocˇinje kreiranjem nove sesije, koja
predstavlja kontekst izvrsˇavanja i sadrzˇi sve potrebne fizicˇke resurse. Nakon naucˇenih
vrijednosti piksela, metoda vrac´a generiranu sliku na kojoj je primijenjen stil jedne
ili viˇse slika stila.
Mozˇemo primijetiti kako se parametri α i β, koji odreduju utjecaj sadrzˇaja i stila,
cˇitaju iz konfiguracijske klase. Takoder, u funkciju gubitka dodana je regularizacija
ulaza modela totalnom varijacijom J_total_variation, koja doprinosi glatkoc´i slike.
def stylize(iterations=1000):
with tf.Session() as sess:
model = load_vgg_model(CONFIG.VGG_MODEL_PATH)
content_image = load_content_image(CONFIG.CONTENT_IMAGE_PATH
+ CONFIG.CONTENT_IMAGE)
style_images = load_style_images(CONFIG.STYLE_IMAGES_PATH)
generated_image = generate_noise_image(content_image)
J_content = total_content_loss(sess, model, content_image)
J_style = total_style_loss(sess, model, style_images)
J_total_variation = tf.image.total_variation(model[’input’])
tf.summary.scalar(’content_loss’, J_content)
tf.summary.scalar(’style_loss’, J_style)
alpha = CONFIG.ALPHA
beta = CONFIG.BETA
regularization_weight = CONFIG.LAMBDA
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J = alpha*J_content + beta*J_style
+ regularization_weight*J_total_variation
tf.summary.scalar(’total_loss’, J)
optimizer= get_optimizer(CONFIG.OPTIMIZER)
train_step = optimizer.minimize(J)
sess.run(tf.global_variables_initializer())
train_writer = tf.summary.FileWriter( ’./log’, sess.graph)
sess.run(model[’input’].assign(generated_image))
for i in range(iterations):
sess.run(train_step)
generated_image = sess.run(model[’input’])
merge = tf.summary.merge_all()
if i % 50 == 0:
summary, J_total, J_c, J_s = sess.run([merge, J, J_content,
J_style])
print("Iteration " + str(i) + " :")
print("total cost = " + str(J_total))
print("content cost = " + str(J_c))
print("style cost = " + str(J_s))
train_writer.add_summary(summary, i)
save_image(CONFIG.OUTPUT_PATH + str(i) + ".png",
generated_image)
save_image(CONFIG.OUTPUT_PATH + ’generated_image.jpg’,
generated_image)
return generated_image
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Konfiguracija modela
Reguliranjem parametara modela mozˇemo upravljati tokom ucˇenja. Primjerice,
pazˇljivim izborom stope ucˇenja, ili tezˇinskih faktora α i β funkcije gubitka, mozˇemo
dobiti bolje rezultate prijenosa stila.
Parametri modela, zajedno s pripadnim vrijednostima, definirani su u klasi CONFIG
i moguc´e ih je mijenjati po potrebi. U nastavku prikazujemo koˆd klase, sa stvarnim
vrijednostima koriˇstenima za ucˇenje generirane slike. Uz pomoc´ sluzˇbenog implemen-
tacijskog rjesˇenja prijenosa stila iz [8], odabrani su parametri koji najbolje odgovaraju
modelu. Naravno, za drugacˇije ulazne slike, moguc´e je da c´e neke druge vrijednosti
dati bolje rezultate.
Osim standardnih parametara modela, uveli smo jedan dodatni parametar STYLE_
BLEND_WEIGHTS, koji sadrzˇi tezˇine kojima reguliramo doprinos pojedine slike stila na
ulaznu fotografiju.
class CONFIG:
CONTENT_IMAGE = ’dog.jpg’
STYLE_IMAGES = (’monet.jpg’,)
IMAGE_WIDTH = 600
IMAGE_HEIGHT = 400
COLOR_CHANNELS = 3
NOISE_RATIO = 0.6
MEANS = np.array([123.68, 116.779, 103.939]).reshape((1,1,1,3))
VGG_MODEL_PATH = ’pretrained-model/imagenet-vgg-verydeep-19.mat’
STYLE_IMAGES_PATH = ’style_images/’
CONTENT_IMAGE_PATH = ’content_images/’
OUTPUT_PATH = ’output_images/’
STYLE_LAYERS_WEIGHT = 0.2
CONTENT_LAYERS_WEIGHT = 1
STYLE_BLEND_WEIGHTS = (4, 6)
ALPHA = 5e0
BETA = 1e2
LAMBDA = 1e-03
OPTIMIZER = ’Adam’
LEARNING_RATE = 1e0
ADAM_BETA1 = 0.9
ADAM_BETA2 = 0.999
ADAM_EPSILON = 1e-08
ITERATIONS = 1500
PADDING = ’SAME’
Poglavlje 4
Rezultati i analiza
Rezultati ucˇenja implementiranog modela su nove slike, s naucˇenim vrijednostima
piksela. Nove slike zadrzˇale su oblike i sadrzˇaj fotografija, a teksturu i boju su
prilagodile zadanom umjetnicˇkom djelu. Model je primijenjen na nekoliko ulaznih
slika sadrzˇaja, s pripadnim slikama stila. U nastavku prikazujemo nekoliko stvarnih
rezultata koje je model generirao, s opisom parametara ucˇenja.
Za vizualizaciju rezultata ucˇenja koriˇsten je alat Tensorboard. Uz pomoc´ Ten-
sorboarda, za zadani TensorFlow graf, moguc´e je kreirati datoteku dogadaja, koja
sadrzˇi informacije o toku varijabli u jednoj sesiji ucˇenja. Iz zadane datoteke dogadaja,
moguc´e je u pregledniku rekonstruirati statisticˇke podatke ucˇenja u obliku grafova i
histagrama.
U nastavku prikazujemo sumirane podatke ucˇenja na jednom primjeru. Za ulaznu
sliku sadrzˇaja koriˇstena je fotografija katedrale u Zagrebu, dok je za sliku stila
koriˇsteno poznato djelo slikara Vincenta Van Gogha, Starry Night. Vrijednosti nekih
od parametara modela u izvrsˇenoj sesiji bile su:
• broj iteracija = 1200
• optimizator = Adam
• stopa ucˇenja = 1
• tezˇina sadrzˇaja = 10
• tezˇina stila = 100
Na slici 4.1 prikazane su krivulje funkcije gubitka sadrzˇaja i gubitka stila kroz
iteracije ucˇenja.
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Slika 4.1: Lijevo: Prikaz vrijednosti funkcije gubitka sadrzˇaja kroz 1200 iteracija
ucˇenja. Desno: Prikaz funkcije gubitka stila kroz 1200 iteracija ucˇenja.
Mozˇemo primijetiti kako funkcija gubitka stila pada mnogo brzˇe od funkcije gu-
bitka sadrzˇaja. Jedan od razloga je, svakako, pridavanje vec´eg utjecaja gubitku stila
pomoc´u odabranog parametra tezˇine stila.
Na slici 4.2 prikazana je funkcija ukupnog gubitka.
Slika 4.2: Prikaz funkcije ukupnog gubitka sadrzˇaja i stila kroz 1200 iteracija ucˇenja.
Naposljetku, ulazne slike sadrzˇaja i stila te dobivena slika s prenesenim stilom
prikazane su na slici 4.3.
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Slika 4.3: Gore lijevo: Fotografija katedrale. Gore desno: Slika stila Starry Night,
slikara V. Van Gogha. Dolje: Generirana slika s prenesenim stilom.
U nastavku prikazujemo rezultate ucˇenja prijenosa stila s dviju ulaznih slika stila.
Na fotografiji psa primijenjen je prijenos stila s poznatih djela umjetnosti, Kompozi-
cije VII i Starry Night. Neki od parametara modela bili su:
• broj iteracija = 1000
• optimizator = Adam
• stopa ucˇenja = 10
• tezˇina sadrzˇaja = 5
• tezˇina stila = 100
• tezˇine slika stila = (6, 4)
Primijetimo da smo u ovom primjeru povec´ali stopu ucˇenja u odnosu na prethodni
primjer, kako bi rezultati bili prije vidljivi. S vrijednostima parametra tezˇine slika
stila (6, 4), odredili smo utjecaj svake od slika stila. Slici stila Kompozicija VII dali
smo malu prednost u prijenosu stila, sˇto mozˇemo vidjeti i na slici 4.4.
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Slika 4.4: Gore lijevo: Fotografija psa kao ulazna slika sadrzˇaja. Gore sredina: Kom-
pozicija VII, kao prva ulazna slika stila. Gore desno: Starry Night, kao druga ulazna
slika stila. Dolje: Generirana slika s prenesenim stilom dviju ulaznih slika stila.
Iz dobivenih rezultata mozˇemo zakljucˇiti kako je model prijenosa stila vrlo osjetljiv
na promjene parametara. Pazˇljivim odabirom, moguc´e je postic´i uvjerljiviji prijenos
struktura i boja slike. Takoder, utjecaj na izgled slike ima i odabir slojeva mrezˇe
na kojima se model ucˇi. Vazˇno je napomenuti kako je vrlo tesˇko procijeniti ishod
modela, stoga je pozˇeljno eksperimentirati s razlicˇitim parametrima, te vidjeti za
koje vrijednosti se postizˇu zadovoljavajuc´i rezultati.
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Sazˇetak
U ovom diplomskom radu detaljno je obraden model konvolucijskih neuronskih
mrezˇa. U prvom dijelu rada dan je uvod u klasicˇne neuronske mrezˇe, radi boljeg
razumijevanja arhitekture i osnovnih pojmova dubokih modela.
Drugi dio rada zapocˇinje opisom operacije konvolucije, koja se primjenjuje u
konvolucijskim mrezˇama. U nastavku smo opisali svaki sloj konvolucijske mrezˇe te
dali matematicˇki prikaz algoritma ucˇenja modela. Nakon toga, naveli smo neke od
najcˇesˇc´ih problema koji se javljaju prilikom ucˇenja mrezˇe te prikazali neke od opti-
mizacijskih i regularizacijskih metoda, koje rjesˇavaju dane probleme i poboljˇsavaju
ucˇenje modela.
Na samom kraju rada, opisali smo implementacijsko rjesˇenje za problem neuron-
skog prijenosa stila, s umjetnicˇke slike na odabranu fotografiju. Model je razvijen
pomoc´u biblioteke TensorFlow za strojno ucˇenje. Za ucˇenje modela koriˇstena je oko-
lina razvojnog oblaka Google Colaboratory, koja pruzˇa besplatnu upotrebu graficˇkih
kartica. Rezultati modela su slike s primijenjenim stilom drugih slika, koje su prika-
zane u posljednjem poglavlju rada.
Summary
In this thesis we gave a detailed view of convolutional neural network models.
In the first part of the thesis, we presented a gentle introduction to classic neural
networks for better understanding, with some basic concepts of deep learning models.
Second part of the thesis begins with the convolution operation description, which
is the main carrier operation in convolutional neural networks. Furthermore, we des-
cribed every CNN layer, and gave a mathematical background for the learning algo-
rithm. After that, we presented some most common problems which can occur while
training deep models. We described some optimization and regularization methods
that can solve these problems and improve the model learning.
Lastly, we described an implementation for neural style transfer problem, from an
artistic image to a chosen photography. The model is implemented using TensorFlow
machine learning library. Model is learned in Google Colaboratory environment which
offers free GPU support. Results of the model computations are images, with style
transfered from other images, as shown in the last chapter of the thesis.
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