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Abstract
Consider ergodic orthogonal polynomials on the unit circle whose Verblunsky coefficients are given by
αn(ω) = λV (T nω), where T is an expanding map of the circle and V is a C1 function. Following the
formalism of [Jean Bourgain, Wilhelm Schlag, Anderson localization for Schrödinger operators on Z with
strongly mixing potentials, Comm. Math. Phys. 215 (2000) 143–175; Victor Chulaevsky, Thomas Spencer,
Positive Lyapunov exponents for a class of deterministic potentials, Comm. Math. Phys. 168 (1995)
455–466], we show that the Lyapunov exponent γ (z) obeys a nice asymptotic expression for λ > 0 small
and z ∈ ∂D \ {±1}. In particular, this yields sufficient conditions for the Lyapunov exponent to be positive.
Moreover, we also prove large deviation estimates and Hölder continuity for the Lyapunov exponent.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We begin by quickly recalling the basic framework for OPUC. Fixing a probability measure
μ on the unit circle ∂D ⊂ C, we can consider the space L2(∂D,μ). We will always assume that
μ is nontrivial, i.e., μ is supported on an infinite set, so that the polynomials 1, z, z2, . . . are
linearly independent in L2(∂D,μ). If we apply Gram–Schmidt with respect to the inner product
of L2(∂D,μ) to the set of polynomials {zn}∞n=0, we obtain a set of orthonormal polynomials on
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978 T. Nguyen / J. Math. Anal. Appl. 327 (2007) 977–990the unit circle {ϕn(z)}∞n=0. If we rescale the ϕn(z) to Φn(z) = zn + · · · so that the {Φn(z)}∞n=0 are
instead monic orthogonal polynomials, then Φn(z) obey a nice recursion relation
Φn+1(z) = zΦn(z) − α¯nΦ∗n(z). (1)
Here,
Φ∗n(z) := znΦn(z)
and {αn}∞n=0 ∈ ×∞n=0D are the Verblunsky coefficients associated to μ. By Verblunsky’s theorem,
there is a one-to-one correspondence between measures on ∂D and the associated Verblunsky
coefficients.
It is well known that orthogonal polynomials and 1-dimensional discrete Schrödinger opera-
tors are intimately related (see [4]). In this paper, we study the Lyapunov exponent and show that
a result of Chulaevsky and Spencer [2] concerning the positivity of the Lyapunov exponent in the
Schrödinger case extends to the OPUC case. Recall that the Lyapunov exponent γ (z) associated
to a set of OPUC {ϕn(z)}∞n=0 arises from considering the transfer matrices
Tn(z) = 12
(
ϕn(z) + ψn(z) ϕn(z) − ψn(z)
ϕ∗n(z) − ψ∗n (z) ϕ∗n(z) + ψ∗n (z)
)
,
where the ψn(z) are the second kind polynomials associated to the ϕn(z), i.e., the set of ortho-
normal polynomials whose Verblunsky coefficients are given by −αn. One regards the Tn(z) as
transfer matrices because they are intimately tied into the recurrence properties of the ϕn(z). For
instance, we have(
ϕn(z)
ϕ∗n(z)
)
= Tn(z)
(
1
1
)
.
The Lyapunov exponent γ (z) measures the exponential growth rate of the transfer matrices
Tn(z), or more precisely,
γ (z) = lim
n→∞
1
n
log
∥∥Tn(z)∥∥.
One application of the Lyapunov exponent is that it gives information about the measure μ
that generates the ϕn(z). For instance, if we let Z = {z ∈ ∂D: γ (z) exists and γ (z) = 0}, then
Z supports the absolutely continuous part of μ. Such results are important from the point of view
of spectral theory, and indeed, for Schrödinger operators, the associated Lyapunov exponent also
reveals information about the corresponding spectral measures of such operators.
Given a set of coefficients {αn}∞n=0 ∈ ×∞n=0D, we can construct the associated ϕn(z) using
Szëgo recurrence (1). If we consider stochastic Verblunsky coefficients {αn(ω)}∞n=0 indexed by
ω lying in some probability space (Ω,ν), we will then have an associated stochastic family of
OPUC {ϕn(ω, z)}∞n=0. To have the stochastic parameter ω intertwined in a useful way with the
sequence of Verblunsky coefficients, we consider coefficients of the form
αn(ω) = λV (T nω) (2)
where V : Ω → C is some fixed potential function, T : (Ω,ν) → (Ω,ν) is an ergodic transfor-
mation, and λ ∈ R+ is a scaling parameter. This framework for ergodic OPUC is useful because
the ergodicity of the underlying dynamics T : (Ω,ν) → (Ω,ν) allows us to make statements
concerning the associated OPUC that hold for ν-a.e. ω. For instance, one has that the associated
Lyapunov exponent γω(z) exists and is constant for ν-a.e. ω [4, Corollary 10.5.25].
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In the former case, one takes Ω = {1, . . . , p}, ν normalized counting measure, and T (j) =
j + 1 mod p, so that the αn(j) form a periodic sequence of period p. In the latter case, one
may consider, for instance, Ω = T, ν = dθ/2π , and T (ω) = ω + α with α irrational, in which
case, the αn(ω) form an almost periodic sequence. Much is known in the periodic case. For in-
stance, it is known that the support of the absolutely continuous part of μ is the union of p closed
subintervals of ∂D, and that within the gaps between these intervals, μ has support at most one
point (see [4, Theorem 11.1.2]). Furthermore, on the interior of these p intervals, the Lyapunov
exponent is identically zero.
One might also consider the case when the αn(ω) are i.i.d. random variables. Then in this case,
under reasonable assumptions on how the αn are distributed (most notably, that their distribution
in D is rotation-invariant), it is known that for a.e. ω, γω(z) > 0 and dμω has dense pure point
spectrum in ∂D.
In this paper, we consider a family of ergodic OPUC that is similar to the i.i.d. case. In
what is to follow, let dν = dω/2π be normalized Lebesgue measure on Ω = T and define
E(f ) = ∫
Ω
f (ω)dν(ω). Let T : T → T be any expanding map of the circle, which for concrete-
ness, we take to be the doubling map x → 2x mod 2π . Then T : (T,μ) → (T, ν) is conjugate to
the shift on {0,1}N equipped with the usual Bernoulli measure. Identifying ω ∈ T with its binary
expansion (ωi)i0, observe that if we take the potential to be V (ω) := ω0, then αn(ω) = λωn
and we are in the i.i.d. situation.
Let Vn = V ◦ T n. Define the spectral density1
ρ(η) :=
∞∑
n=−∞
einηE[V0Vn], (3)
where we have the natural definition E[V¯0Vn] := E[V¯−nV0] for n < 0.
In this paper, we establish an asymptotic expression, large deviation estimates, and Hölder
continuity for the Lyapunov exponent associated to the ergodic OPUC generated by (2) for a
special class of potentials V and λ sufficiently small. Namely,
Main result. Consider (Ω,T , ν) as above and suppose V : Ω → D is C1 and satisfies E(V ) = 0.
Then for z = eiη ∈ ∂D \ {±1}, we have for sufficiently small λ and a.e. ω that
γ (z) = λ
2ρ(η)
2
+ O
(
λ5/2
sin2 η
)
.
In addition, the following large deviation estimate holds:
P
[
ω ∈ T:
∣∣∣∣1n log
∥∥Tn(z,ω)∥∥− λ22 ρ(η)
∣∣∣∣> λ5/2
]
< e−cλ4N. (4)
Finally, γ (z) is Hölder continuous with exponent Cλ4 when z ∈ ∂D is bounded away from ±1.
Example. Take V (ω) = eiω. Then since E[V0V¯n] = 0 for all n 	= 0, we have ρ(η) = 1 and
γ (z) ∼ λ2/2 for z 	= ±1. Likewise, for V (ω) = cosω, we have γ (z) ∼ λ2/4, z 	= ±1.
1 This coincides with the definition of spectral density for Schrödinger operators since the potentials of such operators
are real-valued.
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which are essentially polar coordinates for the orthonormal polynomials ϕn(z). This allows us
to write the Lyapunov exponent as a limit of certain averages, which upon using the fact that
E[V ] = 0, can be rewritten in terms of martingale differences. These martingale differences,
along with other estimates that rely upon (T ,Ω,μ) being strongly mixing, give us the large
deviation estimates we need.
2. Prüfer variables
Recall that the {ϕn(z)}n0 and {ψn(z)}n0 are the orthonormal polynomials associated to the
Verblunsky coefficients {αn}n0 and {−αn}n0, respectively (in what is to follow, we suppress
the dependence on the random parameter ω ∈ Ω). For any given fixed z = eiη ∈ ∂D, we have
the Prüfer variables ϕn(z) = rn(z) exp i(nη + θn(z)), which describes the ϕn(z) in terms of polar
coordinates rn(z) and θn(z) [4, Chapter 10.12]. Define ζn(z) = ei[(n+1)η+2θn(z)] and μ = eiη. So
then from the standard recurrence properties of the rn(z) and θn(z), we have
r2n+1
r2n
= 1 + |αn|
2 − 2 Re(αnζn)
1 − |αn|2 , (5)
ζn+1 = μζn(1 + |αn|
2 − 2 Re(αnζn))
(1 − αnζn)2 (6)
= μζn
[
1 + 2i Im(αnζn)
]+ O(λ2). (7)
Iterating (6), we have for T ∼ log 1/λ to be determined later that
ζn = μT ζn−T
T∏
s=1
[
1 + 2i Im(αn−sζn−s)
]+ O(λ2 logλ)
= μT ζn−T
[
1 +
T∑
s=1
2i Im(αn−sζn−s)
]
+
T−1∑
n=2
O
(
T nλn
)+ O(λ2 logλ)
= μT ζn−T
[
1 + 2i Im
(
ζn−T
T∑
s=1
μT−sαn−s
)]
+ O(λ2 log2 1/λ). (8)
We have the following expression for the Lyapunov exponent in terms of the ϕn(z) and ψn(z)
[4, Proposition 10.5.5]:
γ (z) = lim
N→∞
1
2N
log
(∣∣ϕN(z)∣∣2 + ∣∣ψN(z)∣∣2) a.e. ω. (9)
Using the Prüfer recurrence, we can write
1
2N
log
∣∣ϕn(z)∣∣2
= 1
2N
log r2N(z)
= 1
2N
N∑
log
[(
1 − |αn|2
)−1]+ 1
2N
N∑
log
(
1 + |αn|2 − 2 Re(αnζn)
)
n=1 n=1
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N→∞
λ2
2N
N∑
n=1
|Vn|2 + 12N
N∑
n=1
(|αn|2 − 2 Re(αnζn) − 2 Re(αnζn)2)+ O(λ3)
= λ
2
2N
N∑
n=1
|Vn|2 (10)
− λ
N
N∑
n=1
Re(ζnVn) (11)
− λ
2
4N
N∑
n=1
(
ζ 2nV
2
n + ζ¯ 2nV 2n
)+ O(λ3) (12)
and similarly for 1
N
log |ψn(z)| with the replacement Vn → −Vn in the above. Hence, if we can
supply a large deviation estimate for the above sums, this will give us a corresponding estimate
for the Lyapunov exponent.
3. Large deviation estimates
What is nice about the doubling map (or more generally, any expanding map of the circle) is
that it behaves nicely with respect to the conditional expectation operators Ej defined by
Ej [f ] =
∑
I
(
1
|I |
∫
I
f
)
χI ,
where the sum runs over all dyadic intervals of length 2π · 2−j ⊂ T. By using the Ej operators,
we can the approximate sums in (10)–(12) by sums of martingale differences. We can then use
standard estimates, namely Hoeffding’s inequality, to obtain large deviation estimates for such
sums [3, Chapter 12]:
Lemma 1. Let dm be a martingale difference sequence adapted to some filtration. Then
P
[∣∣∣∣∣
M∑
m=1
dm
∣∣∣∣∣> δ
]
< exp
(
−cδ2
/ M∑
m=1
‖dm‖2∞
)
. (13)
Next, we record the following estimates:
Lemma 2. Let F ∈ C1(T) with |F ′|K , and define Fn(ω) = F(2nω). For λ sufficiently small,
(i1) |F −Er [F ]|K2−r ;
(i2) En+r (Fn) ≡ E(F );
(i3) [Er−1Fn−1](2ω) = [ErFn](ω) (r, n 1);
(i4) if E[F ] = 0, then Er [FnFn−s] = O(K2−[r−(n−s)]) (n − s < r < n);
(ii1)2 |∂ωζn|O(λ2n);
2 Due to the presence of absolute values in the formula (6), ζn is actually only Lipschitz continuous and this derivative
exists in the weak sense. However, it is easily seen that this nuance does not effect our estimates.
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(ii3) the above hold with ζ 2n in place of ζn.
Proof. (i1) This easily follows from F being C1. (i2) This is clear from the definitions. (i3) For
any interval I ⊂ T, let I/2 = T −1(I ) denote the preimage of I under doubling map. Let Ir
denote the set of all dyadic intervals of length 2π · 2−r ⊆ T. One has
[Er−1Fn−1](2ω) =
∑
I∈Ir−1
(
1
|I |
∫
I
F
(
2n−1ω′
)
dω′
)
χI (2ω)
=
∑
I∈Ir−1
(
1
|I |/2
∫
I/2
F
(
2nω′
)
dω′
)
χI/2(ω)
=
∑
I∈Ir
(
1
|I |
∫
I
F
(
2nω′
)
dω′
)
χI (ω)
= [ErFn](ω).
(i4) Using (i1),
Er [FnFn−s] = Er
[
FnEr [Fn−s]
]+ O(K · 2−[r−(n−s)])
= Er [Fn] ·Er [Fn−s] + O
(
K · 2−[r−(n−s)])
= O(K · 2−[r−(n−s)])
since Er [Fn] = E[F ] = 0 by (ii2).
(ii1) From (6), we have ζn = F(ζn−1,Vn−1), where
F(ζ,V ) = μζ(1 + λ
2|V |2 − 2λRe(V ζ ))
(1 − λV ζ)2 .
Observe that |Fζ | 1 + Cλ and |FV |Cλ for small λ and |V | 1. Thus
|∂ωζn| (1 + Cλ)|∂ωζn−1| + Cλ2n−1 Cλ2n−1
∞∑
=0
(
1 + Cλ
2
)
 Cλ2n
for small enough λ. (ii2) This now follows from (i1). (ii3) The proof is the same. 
3.1. Estimate of (10)
We begin by estimating (10). By the Birkhoff ergodic theorem, we have 1
N
∑N
n=1 |Vn|2 →
E[V 20 ] for a.e. ω. The following lemma from [1] gives us a large deviation estimate for the
convergence.
Lemma 3. [1, 8.1] Let K > 1 and assume that F is a function on T satisfying |F | 1, |F ′|K .
Then
P
[
ω ∈ T:
∣∣∣∣∣
∫
T
Fdω − 1
r
r∑
s=1
F(2sω)
∣∣∣∣∣> δ
]
< exp
(
−cδ2 r
(logKδ−1)2
)
.
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F = E[F ] +
∞∑
j=1
j [F ], where jF = Ej [F ] −Ej−1[F ].
Choose an integer J such that
2−JK < δ
10
, i.e., J ∼ log K
δ
. (14)
Since |F ′|K ,
∣∣F −EJ [F ]∣∣< K2−J < δ10 . (15)
With r > J , observe that
1
r
r∑
s=1
EJ [F ]
(
2sω
) = E[F ] + 1
r
r∑
s=1
∞∑
j=1
EJ
[
j [F ]
](
2sω
)
= E[F ] + 1
r
r∑
s=1
J∑
j=1
j [F ]
(
2sω
)
= E[F ] + 1
r
r∑
s=1
J∑
j=1
j+s[Fs](ω) (by Lemma 2)
= E[F ] +
r+J∑
j=2
[
1
r
min{j,r}∑
s=max{1,j−J }
j [Fs](ω)
]
=: E[F ] +
r+J∑
j=2
dj (ω).
Since Ej−1[dj ] = 0, the dj form a martingale difference sequence with respect to the Ej . So
then
|dj | J
r
,
∑
jJ+r
|dj |2  CJ
2
r
,
and applying Hoeffding’s inequality from Lemma 1, we get
P
[
ω ∈ T:
∣∣∣∣∣1r
r∑
s=1
EJ [F ]
(
2sω
)−E[F ]
∣∣∣∣∣> δ10
]
< exp
(
−c δ
2
J 2
)
and hence in view of (14) and (15),
P
[
ω ∈ T:
∣∣∣∣∣1r
r∑
s=1
F
(
2sω
)−E[F ]
∣∣∣∣∣> δ
]
< exp
(
−c δ
2
(log δ−1K)2
)
,
and the lemma follows. 
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P
[
ω ∈ T:
∣∣∣∣∣ λ
2
2N
N∑
n=1
|Vn|2 − λ
2
2
E
[
V 20
]∣∣∣∣∣> λ5/2
]
 exp
(−cλ2N). (16)
3.2. Estimate of (11) and (12)
For (11), using the recurrence (8)
− λ
N
N∑
n=1
ζnVn = − λ
N
N∑
n=T
μT ζn−T Vn (17)
+ λ
2
N
N∑
n=T
T∑
s=1
μsV¯n−sVn (18)
− λ
2
N
N∑
n=T
T∑
s=1
μ2T−sζ 2n−T Vn−sVn + O
(
λ3 log2 1/λ
)+ O(T/N). (19)
Using Lemma 2 and E[V ] = 0, we can write
(17) = − λ
N
μT
N∑
n=T
En−T/2[ζn−T ](En+T/2 −En−T/2)[Vn] + O
(
λ3
)
. (20)
Writing n = mT + r , 0  r < T , the above sum can be expressed by T sums of martingale
differences of the form
[N/T ]∑
m=1
dm,
where each |dm|  λ/N is bounded and dm = EmT+r − E(m−1)T+r [dm]. We can then apply
Lemma 1 and get a large deviation for each of these T ∼ log 1/λ sums of martingale differences,
and hence for the entire sum:
P
[∣∣(17)∣∣> λ5/2] exp(−cλ4N). (21)
Next, by the Birkhoff ergodic theorem, we have for (18),
lim
N→∞
λ2
N
N∑
n=T
T∑
s=1
μsV¯n−sVn = lim
N→∞
λ2
N
N∑
n=T−s
(
T∑
s=1
μsV¯nVn+s
)
= λ2E
[
T∑
s=1
μsV¯0Vs
]
= λ2
T∑
s=1
μsE[V¯0Vs]
= λ2
∞∑
s=1
μsE[V¯0Vs] − λ2
∑
s>T
(
μsE
[
Es/2[V¯0]Vs
]+ O(2−s/2))
= λ2
∞∑
μsE[V¯0Vs] + O
(
λ3
)
.s=1
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lim
N→∞
λ2
N
N∑
n=T
T∑
s=1
Re
(
μsV¯n−sVn
)= λ2
2
ρ(η) −E[V 20 ]+ O(λ3), (22)
and we can apply Lemma 3 with δ = λ5/2 once more for a large deviation estimate as in (16).
Namely,
P
[
ω ∈ T:
∣∣∣∣∣λ
2
N
N∑
n=T
T∑
s=1
Re
(
μsV¯n−sVn
)−(λ2
2
ρ(η)−E[V 20 ]
)∣∣∣∣∣> λ5/2
]
 exp
(−cλ2N). (23)
Next, we need to estimate (19). We can separate this sum into terms with 1  s < T/2 and
those with s  T/2. For the case with large s  T/2, Vn−s and Vn nearly “decouple,” or in other
words
Vn−sVn =
(
Vn−sVn −En+3T/4[Vn−sVn]
)+ (En+3T/4 −En−T/4[Vn−sVn])
+En−T/4[Vn−sVn]
= (En+3T/4 −En−T/4[Vn−sVn])+ O(λ2)
from Lemma 2 and suitable T ∼ log 1/λ. Thus,
(19) = −λ
2
N
N∑
n=T
∑
1s<T/2
μ2T−sζ 2n−T Vn−sVn (24)
− λ2
∑
T/2sT
μ2T−s
{
1
N
N∑
n=T
En−T/4
[
ζ 2n−T
](
En+3T/4 −En−T/4[Vn−sVn]
)} (25)
+ O(λ3 log2 1/λ)+ O(T/N).
As with (20), if we write n = jm + r , 0  r < T , in the sum over n, we obtain T sums of
martingale differences for each fixed s. Hence, we have T 2/2 many martingale sums altogether,
and so we have a large deviation estimate for the total sum as we had for (20):
P
[∣∣(25)∣∣> λ5/2] exp(−cλ2N). (26)
Here, we in fact get a sharper estimate since the martingales in (25) are proportional to λ2 instead
of λ.
For the case 1 s < T/2, we define
Wn,s := μ2T−s
(
Vn−sVn −E[V0Vs]
)
, (27)
which satisfies
Er [Wn,s] = 0, r > n − s. (28)
From (7),
1
N
∑
ζn = μ 1
N
∑
ζn + O(λ) + O(1/N),n=1 n=1
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(1 − μ)
∣∣∣∣∣ 1N
∑
n=1
ζn
∣∣∣∣∣= O(λ),
(
1 − μ2)
∣∣∣∣∣ 1N
∑
n=1
ζ 2n
∣∣∣∣∣= O(λ).
Thus, for μ = eiη away from ±1, we have∣∣∣∣∣ 1N
N∑
n=1
ζn
∣∣∣∣∣+
∣∣∣∣∣ 1N
N∑
n=1
ζ 2n
∣∣∣∣∣= O
(
λ
sin2 η
)
. (29)
Hence, if we avoid μ = ±1, we can replace μ2T−sVn−sVn with Wn,s in (24) up to an error
O(
λ3 log 1/λ
sin2 η ). Because of (28), we can then employ the same trick with martingale differences
and write (24) as
(24) = −λ
2
N
∑
1s<T/2
N∑
n=T
En−T/2
[
ζ 2n−T
]
En+T/2[Wn,s] + O
(
λ3 log 1/λ
sin2 η
)
, (30)
which, similarly to (25), can be rewritten as a sum of T 2/2 many sums of martingale differences.
We thus get the large deviation estimate as before:
P
[∣∣(24)∣∣> λ5/2] exp(−cλ2N). (31)
The final term we need to estimate is (12). However, the estimate is the exactly the same as
the above when we make the replacement V 2n → V 2n − E[V0]2, which we can do if we avoid
eiη = ±1. We thus get the estimate
P
[∣∣(12)∣∣> λ5/2] exp(−cλ2N). (32)
Altogether, these estimates imply
Theorem 4. For z = eiη ∈ ∂D\ {−1,1}, we have for sufficiently small 0 < λ < λ(η,V ) and large
N > N(λ) that
γ (z) = λ
2
2
ρ(η) + O
(
λ5/2
sin2 η
)
. (33)
Moreover, we have the large deviation estimate
P
[
ω ∈ T:
∣∣∣∣γN(z,ω) − λ22 ρ(η)
∣∣∣∣> λ5/2
]
< e−cλ4N. (34)
Proof. It will be enough to show that the large deviation estimate holds for 12N log |ϕn(z)|2. We
have
1
2N
log |ϕn(z)|2 − λ
2
2
ρ(η)
=
{
λ2
2N
N∑
|Vn|2 −E[V0]2
}
(35)n=1
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N
N∑
n=T
Re
(
μT ζn−T Vn
) (36)
+
{
λ2
N
N∑
n=T
T∑
s=1
Re
(
μsV¯n−sVn
)−(λ2
2
ρ(η) −E[V0]2
)}
(37)
− λ
2
N
N∑
n=T
T∑
s=1
Re
(
μ2T−sζ 2n−T Vn−sVn
) (38)
− λ
2
4N
N∑
n=1
(
ζ 2nV
2
n + ζ¯ 2nV 2n
)+ O(λ3 log2 1/λ). (39)
One applies the large deviation estimates we have made to the corresponding terms: (16) to (35);
(21) to (36); (23) to (37); (26) and (31) to (38); and (32) to (39). This implies
P
[
ω ∈ T:
∣∣∣∣ 12N log
∣∣ϕN(z,ω)∣∣2 − λ22 ρ(η)
∣∣∣∣> λ5/2
]
< e−cλ4N. (40)
Clearly, the exact same large deviation estimate applies for the ψN(z,ω), since the only change
is V → −V , and hence for
γN(z,ω) := 12N
[
log
(∣∣ϕN(z,ω)∣∣2 + ∣∣ψN(z,ω)∣∣2)]
itself. To see the latter, observe that
P
[
ω ∈ T: eγ (z,ω)2N > e[λ2ρ(η)/2+λ5/2]2N ]
= P
[
ω ∈ T: ∣∣ϕn(z,ω)∣∣2 + ∣∣ψn(z,ω)∣∣2 > e[λ2ρ(η)/2+λ5/2]2N
]
 P
[
ω ∈ T: ∣∣ϕn(z)∣∣2 > 12e[λ2ρ(η)/2+λ5/2]2N
]
+ P
[
ω ∈ T: ∣∣ψn(z)∣∣2 > 12e[λ2ρ(η)/2+λ5/2]2N
]
,
and similarly for the reverse inequality. Since e−CλN  |ϕN(z,ω)|, |ψN(z,ω)| eCλN by (5), it
follows that |γN(z,ω)|  Cλ is uniformly bounded. Since the large deviation estimates tell us
that ΩN , the set of ω’s where γN(z,ω) has a large deviation from λ
2
2 ρ(η) is exponentially small
(in particular, |ΩN | → 0), altogether we have
γ (z) = lim
N→∞E
[
γN(z,ω)
]
= lim
N→∞
∫
T\ΩN
γN(z,ω)
dω
2π
= λ
2
2
ρ(η) + O
(
λ5/2
sin2 η
)
. 
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In this section, we show that the Lyapunov exponent is Hölder continuous. The method is
exactly the same as in Section 7 of [1], where the authors show the same is true for the integrated
density of states in the Schrödinger case and with the same degree of regularity. We present the
proof here for the convenience of the reader. The proof relies upon the following “avalanche
principle”:
Lemma 5. Let A1, . . . ,An be a sequence in SL2(R) satisfying the conditions
min
1jn
‖Aj‖ σ  n, (41)
max
1j<n
∣∣log‖Aj+1‖ + log‖Aj‖ − log‖Aj+1Aj‖∣∣< 12 logσ. (42)
Then ∣∣∣∣∣log‖An · · ·A1‖ +
n−1∑
j=2
log‖Aj‖ −
n−1∑
j=1
log‖Aj+1Aj‖
∣∣∣∣∣ C nσ . (43)
For a proof of this lemma, see [1]. In the OPUC case however, instead of SL2(R), we consider
the group SU(1,1), that is the group of 2 × 2 matrices of determinant one obeying
A∗JA = J, J =
(
1 0
0 −1
)
.
It turns out that SU(1,1) is conjugate to SL2(R) by a fixed unitary matrix (see [4, Chapter 10.4]),
and moreover, that each transfer matrix Tn(z), up to some individual phase, belongs to SU(1,1).
Because of this, we may apply the avalanche principle to our transfer matrices.
We now apply the avalanche principle to the following input:
n < e
c
10 λ
4,
Aj = T(2(j−1)θ).
From (34) with N = , there is an exceptional set Ω ⊂ T with
P(Ω) < e−
c
2 λ
4
such that if θ /∈ Ω and j = 0, . . . , n then
1

∥∥T(2jω)∥∥= c0λ2(1 + o(1)),
1

∥∥T2(2jω)∥∥= c0λ2(1 + o(1)),
where c0 = ρ(η)/2 and o(1) → 0 as λ → 0. Hence, for ω /∈ Ω ,∣∣log‖Aj+1Aj‖ − log‖Aj‖ − log‖Aj+1‖∣∣= o(1)λ2.
Thus, taking
σ = e 12 c0λ2,
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the conclusion is that∣∣∣∣∣log∥∥Tn(ω)∥∥+
n−1∑
j=2
log
∥∥T(2(j−1)ω)∥∥− n−1∑
j=1
∥∥T2(2(j−1)ω)∥∥
∣∣∣∣∣< Cnσ−1.
Divide the above by n and integrate in ω ∈ T. Splitting the integration as ∫
T\Ω +
∫
Ω
, it follows
that if we denote
γn(z) = E
[
γn(z,ω)
]= 1
N
∫
T
log
∥∥TN(z,ω)∥∥ dω2π ,
then ∣∣∣∣γn(z) + n − 2n γ(z) − 2(n − 1)n γ2(z)
∣∣∣∣< C(−1σ−1 + P(Ω))< Ce− c2 λ4. (44)
Taking (44) into account, we have
Lemma 6. Fix λ > 0 sufficiently small. Then for large ,∣∣γ (z) + γ(z) − 2γ2(z)∣∣< Ce−cλ4. (45)
Proof. Applying (44) to both n and 2n with the same  yields∣∣γn(z) + γ(z) − 2γ2(z)∣∣< Cn−1,∣∣γ2n(z) + γ(z) − 2γ2(z)∣∣< Cn−1.
Thus, |γn(z) − γ2n(z)| < Cλ−4 lognn for all large n. Since γn(z) → γ (z), summing this over 2kn
for k = 0,1,2, . . . and using the triangle inequality yields∣∣γ (z) − γn(z)∣∣< Cλ−4 logn
n
.
Replacing γn(z) with γ (z) in (45) proves the lemma. 
Since
Tn(z,ω) = A
(
αn−1(ω), z
) · · ·A(α0(ω), z),
where
A(α, z) = (1 − |α|2)−1/2( z −α¯−αz 1
)
,
we have the bound
∂zγn(z) n
n−1∏
i=0
√
2 + 2|αi |2
1 − |αi |2  2
n
for large n and λ small.
Combining this fact with the above lemma yields∣∣γ (z1) − γ (z2)∣∣ Ce−cλ4 + C22|z1 − z2|.
Choosing  optimal, we have
990 T. Nguyen / J. Math. Anal. Appl. 327 (2007) 977–990Theorem 7. Fix δ > 0. Then if 0 < λ < λ0(δ), then for z1, z2 ∈ [eiδ, ei(π−δ)]∪ [ei(π+δ), ei(2π−δ)],
we have∣∣γ (z1) − γ (z2)∣∣C|z1 − z2|cλ4 .
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