Convergence factors may be defined as a set of functions of one or more parameters which, when introduced as factors of the terms of a series, cause a divergent series to converge or a series which is already convergent to converge more rapidly throughout a given range of values of the parameters.
Introduction.
Convergence factors may be defined as a set of functions of one or more parameters which, when introduced as factors of the terms of a series, cause a divergent series to converge or a series which is already convergent to converge more rapidly throughout a given range of values of the parameters.
In the case of the convergence factors generally used in practice it is further true that each factor approaches unity as the parameters approach certain limit-values.
Furthermore the function defined by the series for the given range of values of the parameters approaches a definite limit as the parameters approach the limitvalues, this limit being the value of the series for convergent series and a value we find it useful to ascribe to the series in the case of a divergent series. In the following discussion we shall find it convenient to distinguish between the cases where convergence factors merely have the property of reducing a series to convergence for a certain range of values of their parameters and the case where they have the additional property of obtaining a value for the series by the process of aUowing the parameters to approach certain limit-values.
We will refer to convergence factors that are only known to have the first property as being of type I, and convergence factors that have both properties as being of type II.
Several sets of sufficient conditions for convergence factors of type II in single series that are summable by Cesàro's method have been obtained by various writers, t The most general of these sets is that due to Bromwich.
Hurwitz has obtained a set of necessary and sufficient conditions for this case,J which are quite similar in form to Bromwich's conditions, ♦Presented to the Society, December 28, 1923 and September 11, 1925 ; received by the editors before October, 1925. |Cf. for example L. Fejér, Mathematische Annalen, vol. 58 (1904) The purpose of the present paper is to obtain necessary and sufficient conditions for convergence factors of both types in the case of multiple series that are summable (Ck), where k is any positive integer or zero. The theorems will be stated both for double series and for multiple series of order w. For the sake of simplicity in writing, the proofs will be carried through for the case of double series, the proper changes for the analogous proofs in the case of multiple series of higher order being indicated where this seems desirable. [| For the applications of convergence factor theorems that arise in problems in mathematical physics, most of the various sets of sufficient conditions that have been given are adequate.
For such applications, however, as the study of the general theory of series and the relationship between various methods for summing divergent series it seems highly important to have sets of conditions that are both necessary and sufficient. *Kojima, On generalized Toeplilz's theorems on limit and their applications, Tôhoku Mathematical Journal, vol. 12 (1917) i"in=l ¿2=1 »n=l
If the quotient (S^/A ¡(*]) approaches a limit 5 as mi, mt, ■ • • , mn become infinite, we say that the series is summable (Ck)* to the value S.
Corresponding to the fth differences of single sequences, we introduce the following definition of the rth difference of a multiple sequence of order n:
where it is understood that the subscript r is repeated n times, and that
[i+s] stands for the set of numbers ii+Si, i2+s2, ■ • • , in+sn-For differences of this type with certain terms missing we use the notationf defined by
\r -sj *The above definition may be used for any value of k except negative integers. In this paper we shall confine ourselves to the case where k is a positive integer or zero. It is apparent that the definition could be generalized even for this case by introducing n different indices instead of the single index k. The appropriate changes to make in the various convergence factor theorems in order to have them apply to this more general case are fairly obvious.
fFor the sake of simplicity in writing, a subscript of A of the form (r, r) will be replaced by 0 in subsequent formulas.
In the case of double series there was obtained in my paper of 1913 a certain fundamental identity,* involving the terms of the series with convergence factors, the expressions (1), and the differences (3) and (4). In our present notation this identity may be written f P+r q+T p q p r (5) E E aafa = E TiSii &rrfii + HHS. . A(r,i)fi.q+i
The analogous identity for multiple series of order w is as follows : Theorem I. The necessary and sufficient conditions that the double series Tanfn(a, ß) converge for all values of a and ß included in a set E(a, ß), whenever the series Eff¿í is-summable (C, r -1) and satisfies the condition f The use of the index (r-1) instead of k is for the purpose of simplifying the writing of the identity. 00 00
where K(a,ß) and M(a,ß) are finite for each pair of values of (a,ß) in E ( Ct) conditions (2J,(t)) o/ iAe type
where the first n -k subscripts of A have the value r, and the k remaining subscripts are equal to 0, k ranging from 2 to n -1 inclusive ; 4. Sufficiency of the conditions. We represent by S the value to which Ea>'j is summable, and we introduce the series Eá«í, where ön = an-S and the other ä's are identical with the corresponding o's. If we form 5o_1) from the series Eá>í m tfle same way that 5(J-1) was formed from Eau, we have an identity of the form (5) between the a,-,-and the 5y-1). Since S\')~l)/(ij)r~l remains finite for all values of (i,j) and approaches zero as i and y become infinite, it follows from conditions (A), (Bx), (B2), and (C) respectively that the first, second, third, and fourth terms* on the right hand side of (5) approach limits as p and q become infinite. Hence the left hand side of (5) approaches a limit under the same conditions, and the sufficiency of our conditions is established.
If we allow p and q to become infinite in the identity of the form (5), we obtain the following identity :t 00 00 00 00
5. Necessity of the conditions. We consider first condition (C). If (C) were not satisfied for a certain choice of a and ß, we could find a set of values of i and y, (px, qx), (p2, q2), ■ ■ ■ , (pn, qn), • ■ ■ , such that pn+i-pn and qn+i -qn are greater than or equal to (r+1) for every w, and for which \(ij)r~1fa (a, ß)\ =Mij becomes infinite as i andj become infinite by taking on these values successively.
We then consider the series for which Hence [a,-,-/,-,| =M\f (i = pi, pi, ■ ■ ■ ; j=qi, ?2, • • • ), and therefore a,,/,,-does not approach a limit as i andj become infinite. Thus we have a contradiction, since the series Efl*í/«¿ was supposed to be convergent. We pass next to condition (A). Ii (A) does not hold for a certain choice of a and ß, (ax, ßx), we can select a set of values of p, px, pt, • • ■ , pn, • • • , such that if we define p p°V = 2Z2Z(iJ)T-l\^rrfii(aX,ßl)\ , t-1 ,-1 *In the case of multiple series of order n>2 the additional terms on the right hand side of the identity (6) are taken care of by means of the additional conditions of the form B,w.
fit should be noted that an identity of this form holds for any series 2j°f, summable (C, r-1) to zero, if the factors/<, satisfy conditions (A), (5,), (B3), and (C).
we shall have ffpn+i -xTpn+r > 1 (n = 1,2, --•).
We may then obtain a contradiction from the identity (5) by using the special series for which
Sl/rü= [sgnA^ai,^)]^-n (p»+ f < }á Pn+i; lú{ú pn+i; n = 1,2, • • •), 5^-1) =0 for all other values of (i,j). For this series is summable (C, r -1) to the value zero and satisfies condition (7). Therefore £a¡j/ij (ai, di) is convergent, or the left hand side of (5) approaches a limit for a=ai, ß =ßi, as p and q become infinite. But it is readily seen that with the above choice of «SJJ the right hand side of (5) becomes infinite when p and q become infinite by taking on the special set of values (p2, q2), (p3, q3), • • ■ , (pn, qn), • • • . From this contradiction the necessity of (^4) follows at once.
Since the proofs for the necessity of (Bi) and (B2) are entirely analogous, we shall deal only with (2ii). In the case of multiple series of order n>2, the proof of the necessity of each of the (2n-2) conditions (B,k)) is analogous to the proof here given for condition (Bi) of Theorem I.
If ( We then consider the series for which
This series is summable (C, r -1) to the value zero and satisfies condition (7). If we allow p and q to become infinite in such a manner that q takes on the successive values qn-r (» = 1, 2, • • • ), the second term on the right hand side of (5) will oscillate between values >e and <-e. The other terms on the right hand side, and the left hand side, will approach definite limits. Thus we shall have a contradiction, and the necessity of (2?i) is established.
Since, as we have already pointed out, the necessity of (Bt) may be proved in analogous fashion, it follows that all four of the conditions (A), (Bx), (Bt), and (C) are necessary in order that every series summable (C, r -1) and satisfying condition (7) may be reduced to convergence by the introduction of the convergence factors fa (a, ß).
6. Theorems on convergence factors of type II. We will now state the two theorems of this kind for the case of double series and of multiple series of order w>2.
Theorem III. The necessary and sufficient conditions thai the double series Eaw/<j (a, ß) should converge in E(a, ß) and should approach S as (a, ß)->(a0, ßo), a limit point of E(a, ß) not included in that set, whenever the series Ea</ *s summable (C, r -1) to the value S and satisfies condition (7), are that the convergence factors fa(a, ß) satisfy the conditions of Theorem I and the following further conditions:
where K is a positive constant and E'(a, ß) includes all points of E(a, ß) lying in a certain neighborhood of (a0, j30).
Theorem IV. The necessary and sufficient conditions that the multiple series 2~2aiu / [<] 
Sufficiency of the conditions.
If we introduce the notation a,-,-and Sa with the same 'significance as in the proof of Theorem I, the identity (9) follows from conditions (A), (Bx), (B2), and (C). We will show that under conditions (A'), (Di), (D2), and (E) the right hand side of (9) approaches zero as (a, ß)->(ao, do). It will follow that the left hand side of (9) approaches zero under simüar circumstances, and that therefore £*>;• fa (a, ß) approaches S as (a, ß)->(a0, do). Thus the sufficiency of our conditions will be established.
In the case of multiple series of order n>2 the proof follows similar lines, conditions (Ds) (s = l, 2, ■ • • , n), being used in a manner analogous to the use of conditions (A) and (D2).
Given an arbitrary positive e, we choose (p, q) so that In view of (Di) and (D2) and condition (7), it follows that there is a certain neighborhood of (a0, do) such that for the set E"(a, ß) of E(a, ß), lying in this neighborhood,
(E"(a,ß)).
[January From (E) it follows that a set E'"(a, ß), lying in E(a, ß), may be found such that (12) p-lq-l YiTiSir &Ma,ß)
t-1 i=l <-(E'"(a,ß)).
4
If we represent by E(a, ß) the set of points that is common to E', E", and E'", we have from (10), (11), and (12), EE^rV/ii(«,Ä <« (E(a,ß)).
t-1 i-i
Hence E^«-1'^" fa (a, f5)-»0 as (a, /3)->(a0, ßo) over values included in E(a, ß), and as pointed out above, the sufficiency of our conditions is established.
Necessity of the conditions.
We consider first condition (E). Choose a double series 2~laa which is summable (C, r -1) to a value 5V0, and represent by E^¿í tne series for which ämn = amn-S, amn being any term of 2~2aa> and the other terms á¿,-are identical with the terms ai,-. It then follows that the series Eá<i is summable (C, r -1) to zero, and hence by our hypothesis the series 2~lanfn (a, ß) and E*<//<* (a> ß) are eacn convergent in E(a, ß). We have obviously E«.v/.i(«, ß) + Sfmn(a, ß) = 2Zaufu(a, ß) (E(a, ß)).
If we let (a, ß)->(a0, ßo), it follows from our hypothesis that the first term on the left hand side of this equation approaches zero and that the right hand side approaches S. Hence the second term on the left hand side approaches 5 as a limit as (a, ß)-*(aQ, ßo), and consequently lim fmn(a, ß) = 1 (m,n = 1,2, • • •)• Thus the necessity of (E) is established. Consider next (A'). For a double series which is summable (C, r -1) to zero, we have the identity 00 00 00 00 F(a, ß) = 2ZT1 «M", Ä = E E Sir'' Arr/fX«, ß),
whenever the series in the second member converges in E(a, ß) and condition (7) is satisfied. For by Theorem I conditions (A), (Bx), (B2), and (C) are necessarily satisfied under the hypotheses stated, and therefore the above identity holds.* If 04') is not satisfied for a certain set E'(a, ß), *Cf. the second footnote, §4.
having (a0, do) as a limit point, we can select from E(a, ß) a sequence of Continuing in this fashion, we define a series which is summable (C, r -1) to zero, while at the same time \F(an, d")| > (»»"/4 log mn-i) (n = 2, 3, • ■ • ), so that 2?(a, ß) does not tend to a limit as (a, ß)^(a0, ßo) over any set in E(a, ß). Thus we have a contradiction and the necessity of (A') is established.
The proofs of the necessity of (A) and (A) are entirely analogous, and we will therefore consider only the case of (A).
In the case of multiple series of order n>2 the proof for each of the various conditions (A) is analogous to the proof for (A) here given.
If (A) does not hold, we can find an e, an m, and a q such that 00 2Zjr-1\arrfmi(a,ß)\
•That such an (a¡, ß3) exists follows from the necessity of (E), already established.
exceeds e for an infinite set of values of (a, ß) lying in E(a, ß) and having (a0, ßo) as a limit point. Choose one pair of values (ax, ßx) from this sequence and determine sx such that E j-11 Arr^K«!, ßx) | > -, E y11 A^yiai, ft) | < -r-q 4 í-í-j+i 4
Then take Continue this process for the choice of •S'm71)(.7=<7)> and choose all other 54(y_1) = 0. Thus we shall obtain a series which is summable (C,r -1) to zero, whereas F(an,ßn)>\t (w = l, 2, • • • )• This contradiction of our hypothesis establishes the necessity of (Dx), and as stated above the necessity of (D2) can be proved in a manner entirely analogous.
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