Abstract. The application of arti® cial intelligence planning techniques to real world problems is a very di cult task which usually implies overcoming expressiveness and e ciency handicaps. Expressiveness in order to cope with the great amount of knowledge involved in these problems and also to obtain results directly, or almost directly, applicable in the ® eld of study. E ciency to achieve a good course through the potentially enormous search spaces and, therefore, a satisfactory response capability. This work describes Ma c h i n e , a manufacturing planning architecture which is able to obtain sequential control programs for manufacturing systems, the steps given to overcome these expressiveness and e ciency handicaps and how it is able to solve some real size problems.
Introduction
The recent Remote Agent Experiment (Muscettola et al. 1998 ) and the successful application of several well-known planners to real world problems (Knoblock 1996) are creating a new scenario in which arti® cial intelligence planning technologies are being widely deployed to solve real problems, something which has always been recognized as a very hard task. In addition to this, there is a growing number of ® elds which show a stronger gradient towards the use of these and other arti® cial intelligence techniques to solve their own problems, with diOE erent degrees of maturity. One of these ® elds is the intelligent manufacturing systems community.
As a result of the challenges of the new millennium, manufacturing systems are evolving into a new generation of systems driven by the demands of a constantly changing market and whose goal is to achieve a higher response capability to these demands as well as more reliable manufacturing processes. The achievement of this twofold goal constitutes the basis of new technological trends, especially from the area of arti® cial intelligence, as can be seen in international research and development programs (IMS 1995) or special interest groups (AAAI 1996 , PLANET 1998 . This has involved companies in a deep automation process of all the functions of manufacturing systems, from product design to production planning and control, based on the implementation of well-known arti® cial intelligence techniques (such as scheduling, planning, multi-agent systems or neural nets) (Famili et al. 1992 , Fox 1994 , Nayak 1996 , Luger 1998 which are able to e ciently solve many manufacturing problems, allowing for sound results and saving engineering time.
One of these problems is the automation of the building process of control sequences or sequential control programs, which are programs written by engineers to control the operation of manufacturing systems. This problem is usually approached by means of AI planning techniques and it is becoming a breakthrough research area. Perhaps the best known AI planning approach to this problem is a research area called computer-aided process planning (CAPP) (Gil 1991 , Park et al. 1993 , Mun 4 oz-Avila and Huellen 1995, Nau et al. 1995 , Fabian et al. 1997 , Maropoulos 1995 , Luger 1998 which focuses on automatically obtaining machining sequences for ® nal manufactured workpieces. This research area has been dealt with extensively in the literature covering planning techniques which range from classical planning to case-based planning or hierarchical planning, but they are only concerned with a subset of the operations that actually take place in the entire manufacturing systems. Only recently, new eOE orts have been devoted to applying AI planning techniques to synthesize control sequences for the manufacturing system (Aylett et al. 1997 , Klein et al. 1998 in such a way that ® nal plans could be directly used as the sequential control programs which drive the operation of manufacturing systems. This is the subject of this paper.
This subject is of great interest for both the manufacturing systems community and the AI planning community. For the manufacturing systems community, these AI planning techniques are very useful to achieve the goals of reliability and response capability. Control sequences are usually written by hand by specialized control engineers in a slow and expensive process which can often be aOE ected by human error and which is di cult to adapt to the life-cycle of manufacturing systems. The use of AI planning techniques could provide the following advantage s :
E Sound results. If the knowledge representations on which these techniques base their operation are sound, then ® nal results will also be sound and free of human error. E Quick response. The use of fast planning algorithms can provide solutions in a shorter time than humans. E Response capability. If a manufacturing system changes due to production needs or for some other reason, then new results can be completely redesigned without having to`rewrite' the old results.
For the AI planning community, automatic programming has always been a focus of interest, but in particular, this interdisciplinary area provides a very rich ® eld of study and poses several challenges to bridge the gap between theory and practice and to bring planning closer to real world problems. In this respect, the main problems that must be overcome by AI planning techniques center around two basic issues : expressivity and e ciency.
Expressivity is important in order to be able to represent the vast amount of knowledge and the diOE erent sources and types of knowledge which are required to correctly reason about manufacturing problems ; to be permeable to the special features of these problems and to obtain results at such a level of detail that they can be easily used by control engineers. Section 2 of this paper is completely devoted to showing the features of an integrated planning architecture, called Ma c h i n e , which intends to ® nd solutions for these expressiveness needs of manufacturing problems.
E ciency is important because search spaces in real size problems are actually enormous and there is a need for an e cient course through them in order to achieve a satisfactory response capability. Section 3 is devoted to improving the architecture of Ma c h i n e with some features which will allow for a considerable saving of exploration during the search for a solution for a manufacturing problem.
The planning architecture of Ma c h i n e provides solutions in both directions, expressiveness and e ciency, and it is able to face some real size problems which are shown in section 4 and obtain results which control engineers could apply directly. Section 5 is devoted to showing some conclusions and limitations of this architecture and outline futures lines of work.
An integrated planning architecture
Ma c h i n e is a generative partial-order (Weld 1994) planning architecture whose goal is to obtain partially ordered plans (see ® gure 22) at such a level of detail that they can be used as sequential control programs for manufacturing systems.
This subject has also been studied in the literature, with diOE erent degrees of success, but there has always been a need for an increase in expressiveness concerning state-ofthe-art known planners (Aylett et al. 1997 , Klein et al. 1998 . However, the plans obtained are still far from being applied since they may lack some actions which could be essential for the execution of a true sequential control program (see Castillo 1998 , for more details) as for example, the need to disconnect a device once it has been used.
This and other di culties were addressed in the initial version of Ma c h i n e (Castillo et al. 2000a ) where expressiveness is interpreted in two diOE erent directions. First, for the planning architecture to be permeable to domain features, and second, for the results to be comprehensible and applicable in the domain.
Ma c h i n e is a three-level architecture (® gure 1) with a model of action which extends St r i p s 's in order to be permeable to the inherent features of manufacturing systems. This model of action is the milestone of the knowledge-based representation of manufacturing problems at the higher level of Ma c h i n e in ® gure 1. The intermediate level of Ma c h i n e is the planning algorithm which is inspired by a general causal-link based partial order algorithm. It is able to obtain complete plans in such a way that they contain all of the actions needed to translate them into the usual representations of sequential control programs. These complete plans are called control sequences and they may be seen as the control algorithm. Later, the lower level of Ma c h i n e exploits this level of detail in control sequences which it translates into low-level representations which may be considered as true sequential control programs (Castillo et al. 2000b , Castillo et al. 2000c ) directly applicable by control engineers.
Let us examine these three levels in detail.
The planning model
The planning model of Ma c h i n e is intended to represent the features of manufacturing systems such as the simpli® ed systems shown in ® gure 2. Several devices (which are shaded) can be seen such as a mobile drill, two pistons and a conveyor belt. The description of every device is stored in a knowledge base, the library of devices (® gure 1). 2.1.1. Devices and agents. The library of devices must be created and maintained by a control engineer, whose main task is to provide the necessary knowledge to describe the operation of every type of device, and a knowledge engineer, whose main task is to acquire and structure this knowledge in terms of the model of action of Ma c h i n e . In this model of action, every device is represented as an agent whose operation is described by a ® nite state automata, as actually happens in true devices in a manufacturing system. For example, a mobile DRILL can be represented by the automata of ® gure 3 with four states and four actions. Every action of each device is represented as a triplet.
action¯ [name, requirements, eOE ects] where name is a symbol which represents the name of the action, requirements is a set of literals which represent the conditions that must hold to achieve a correct execution of the action, and eOE ects is a set of literals representing the set of consequences in the environment of the execution of the action as well as a change of state in the agent.
2.1.2.
Interval-based actions. An action executes over an interval which is de® ned from the action itself until the next change of state in the agent. This re¯ects the fact that when a device is turned on, it will continue so forever, until some event turns it oOE again. For example, following ® gure 3, once the drill is switched DOWN, it will continue DOWN forever if no other change of state is produced. In fact, the action DRILL-DOWN will continue executing until the action DRILL-UP (see ® gure 4). Initially the end of this interval of execution is unknown since the next change of state in the agent is also unknown. For example, in ® gure 5 the action DRILL-DOWN will execute until the end of the plan, i.e. until END.
Partially-known intervals like the one in ® gure 5 will become completely known when an action that modi® es the state of the agent is included later, as can be seen in ® gure 6, where DRILL-DOWN executes until DRILL-UP and DRILL-UP just until END.
Partially-known intervals of execution related to changes of state are one of the novel contributions of Ma c h i n e . Most known interval-based representations of actions, as in Allen's interval algebra (Allen 1984) , Vilain and Kautz's point algebra (Vilain and Kautz 1986) , time maps (Dean and McDermott 1987, Rutten and Hertzberg 1993) or action structures (Sandewall and Ronnquist 1986) , are based on the establishment of a temporal relation, metric or qualitative, between two prede® ned points, i.e. the extremes of the interval. However, in Ma c h i n e the end point of the interval depends on the inclusion of a later action which is never prede® ned. In addition to this, in Aylett et al. (1997 ) there is no awareness of intervals of execution ; and in Klein et al. (1998 ) there are no partially-known intervals and intervals, which are completely known, end with the full achievement of their eOE ects. This last viewpoint does not take into account actions whose eOE ects persist. For example, looking at Figure 7 one can see that if the interval of execution of the action DRILL-ON ends with the full achievement of its eOE ects, then it would end almost immediately. However, the truth is that it ends much later, once the action DRILL-STOP executes.
The question now is`Why is this conception of intervals of execution useful ? ' . The answer is :`Because there is an essential type of requirement which must be met to ensure a correct planning process and which is based on this conception of intervals ' . For example, during the drilling operation, the block must be blocked. This means that the action C2-PRESS must necessarily execute before the action DRILL-DOWN, but also, and this is the most important consequence, that the action C2-RELEASE could never execute between DRILL-DOWN and DRILL-UP. The achievement of a requirement like this is hard to ensure without a concept of intervals of execution like the one presented here. The next section explains these and other types of requirements which are also present in Ma c h i n e .
Requirements and eOEects.
This interval based conceptions of actions, closely related to the changes of state in the agents, is the basis of the Ma c h i n e planning model. Every agent therefore plays a unifying role since it owns all of the actions which may change its state. An agent is able to execute a set of actions and every action is de® ned by addition and deletion lists and diOE erent kinds of requirements which extend the expressiveness of St r i p s (detailed descriptions can be found in Castillo 1998 ) :
E Resolution requirements. These are requirements which must be solved by an action in the plan or by the inclusion of a new action. There are two types of resolution requirements : ± Previous requirements : literals which must be true before the action. They are preconditions in the STRIPS approach. ± Simultaneous requirements : literals which must be true while an action is executing, that is to say, during its interval of execution. E Query requirements. These requirements are used to ® nd the values of some of the variables before the action and they can only be satis® ed by an existing action. This kind of requirement has equivalences with other models of action in practical planners such as O-Pl a n 2 (Tate et al. 1994 ) (in which they appear as only-use-for-query conditions ) or Si p e 2 (Wilkins and Myers, 1995) (in which they appear as setting conditions). E Procedural requirements. These requirements must be solved after the action, by either an existing or a new action.
The achievement of every resolution and query requirement is protected by means of a causal link, but procedural requirements do not need to be protected since they encode procedural knowledge. Causal links are structures which record the fact that the eOE ects of an action, called the producer action (Weld 1994) , are used to solve a requirement of another action, called the the consumer action. These causal links structures are then used to avoid that any action which could execute between the producer and the consumer could remove that already solved requirement.
The representation of the actions DRILL-DOWN and DRILL-UP of the example seen so far appears in ® gure 8.
The eOE ects of action DRILL-DOWN, expressed by means of addition and deletion lists are easily understood. Previous requirements are classical preconditions and they are also easy to understand.
There are two simultaneous requirements : (STATE DRILL DRILLING) and (BLOCKED-IN ?OBJECT DRILL). These mean that during the execution of DRILL-DOWN the drill must be on and the object must be blocked in the drill. These requirements are solved in exactly the same way as classical preconditions but, in addition, they are protected over the entire interval of execution of DRILL-DOWN, that is to say, just until DRILL-UP. This implies, for instance, that the action C2-PRESS must necessary execute before the action DRILL-DOWN and that the action C2-RELEASE must necessary execute after DRILL-UP.
There is only one procedural requirement : (STATE DRILL-UP). This means that every time the action DRILL-DOWN is included in a plan, then, at some later moment in the plan, the action DRILL-UP must also be included. This encodes procedural knowledge which forces the planner to include additional actions to leave every agent in a safe state before the end of the plan (in this case, the safe state is (STATE DRILL-UP)). Although this is usual during the writing process of sequential control programs, it is not during a classic planning process and as a result, the plans might lack some essential actions (Aylett et al. 1997 , Klein et al. 1998 .
One might think that this requirement could have been coded either as part of the goal or as a precondition of a later action, but these would be bad coding decisions. On the one hand, coding these requirements as part of the goal would be a di cult choice since they may appear several times throughout the plan. On the other hand, coding these requirements as preconditions of later actions, as for example DRILL-STOP, is only a`side eOE ect ' coded for a particular domain and for a particular problem. Procedural requirements are independent of the domain considered and they may appear several times in the same plan.
Finally, the action does not have any query requirements. These requirements have been included only for e ciency purposes since they allow for a lower branching factor (they are only solved by previously existing actions). In fact they are a special type of previous requirement. There is a great deal of controversy in the literature about the use of ® lter conditions (Collins and Pryor 1992 , 1994 , Tate et al. 1994 and their in¯uence on the completeness of planning algorithms. However, they are used in Ma c h i n e in a very restricted way. The main drawback of such requirements is that they cannot be solved by the inclusion of a new action from the domain and this may prune the branch of the search space which leads to the solution. However, in Ma c h i n e they are only used in the actions used to solve procedural requirements, i.e. requirements which must be solved after an action, and they are literals which unify with the eOE ects of these actions, so that there is always an action which solves them. In fact, they are used to determine the eOE ects of the actions whose procedural requirements are being solved. For example, the action DRILL-UP has a query requirement which is used to ® nd the binding for variable ?OBJECT which had previously been established by the action DRILL-DOWN. 2.1.4. Problem de® nition. The de® nition of a manufacturing problem is based on three components (top level of ® gure 1).
Domain :
The knowledge-based representation, by means of the model of action mentioned above, of the target manufacturing system. Every system device is represented as an agent extracted from the library of devices. Initial State : A conjunction of ground literals which describe the initial state of devices and raw products. Goal :
An ordered sequence of transformation s which must be made on raw products described in the initial state, by means of actions of agents represented in the domain in order to obtain a ® nal manufactured product. This is a standard ANSI } ISA SP88 recipe (ANSI-ISA 1995) at phase level, i.e. a goal is no longer a conjunction of literals which describe a desired state, but a partially ordered set of subgoals which describe a desired behaviour. It is worth noting that some manufacturing problems could not be represented as a conjunction of literals describing a goal state, as for instance, heating a product and immediately cooling it. As an example, the goal of the problem which has been seen so far, speci® ed as a recipe, can be seen in ® gure 9. This is another novel contribution, which is not present in either Aylett et al. (1997) or in Klein et al. (1998) . It is related to the goal representation in GeorgeOE(1991) , where a behavior may be represented as conditions which are true at the end of sequences of states, i.e. pieces of a plan, but which adds order restrictions between these conditions to represent a temporal relation between the achievement of every subgoal.
All these considerations constitute the top level of Ma c h i n e . They focus on de® ning a knowledge-based foundation to represent a manufacturing system and a manufacturing problem which will be used by the planning algorithm, at the intermediate level, to ® nd a solution.
The planning algorithm
The intermediate level of Ma c h i n e is a general causal-link based partial order planning algorithm (Weld 1994) adapted to deal with the extensions mentioned above (® gure 10). The most important features are described below. The search engine of Ma c h i n e is a best ® rst search, following the well-known heuristic evaluation function which accounts for the number of steps and the number of open conditions, f(P)S (P) OC(P) (Gerevini and Schubert 1996, Pollack et al. 1997) , and¯aws in the agenda are ordered following a LIFO strategy. The only possible¯aws are threats and unsolved subgoals. Unsolved subgoals are solved by an existing action in the plan or the addition of a new action. Threats in the agenda are solved by promotion or demotion of whole intervals. For example, in ® gure 11 the action BELT-ON, which executes until BELT-OFF, threatens a simultaneous requirement which forces the block to be in the drill during the drilling, i.e. from DRILL-DOWN until DRILL-UP, therefore it can be solved by changing the order of the actions so that BELT-ON is after DRILL-UP (promotion ) or BELT-OFF is before DRILL-DOWN (demotion ).
For completeness reasons, the selection of some threats is delayed. This is because the interval of execution of the threatening action might only be partially known. Let us consider ® gure 12, which represents a plan a couple of steps before ® gure 11. Here, the end of the threatening action BELT-ON is unknown and it is supposed to be END. If the planner had tried to solve this threat, only promotion would have been allowed, since demotion would have caused an order inconsistency. This does not mean that Figure 10 . The planning algorithm of Ma c h i n e . Figure 11 . A threat from an action to a causal link. demotion is impossible, but merely that demotion is temporarily unfeasible since a new action could be included later which de® nes this interval (as actually happens in ® gure 11), making the demotion possible. Therefore, threats in which one of the intervals is partially known are either delayed until it is completely known, or until the end of the planning process. Although this delaying strategy might seem similar to others discussed in the literature such as DUnf (Peot and Smith 1993) or LCFR (Joslin and Pollack 1994) it is not. These strategies are intended to delay some solvable threats for e ciency reasons, but here, they are delayed to a later step due to completeness reasons since, at present, they are only partially solvable. This allows Ma c h i n e to solve manufacturing problems such as the one being studied and to obtain control sequences such as the one shown in ® gure 13 after 326 nodes have been explored. In these control sequences, the partial order structure is mainly used to represent parallel and independent branches during the execution of the sequences.
Translation into lower level representations
Finally, control sequences, which could be considered as control algorithms and which are still a long way from being applicable in a control system, must be translated into low level forms which could be understood and implemented by a control engineer. This is the task of the lower level of Ma c h i n e . In this case, Ma c h i n e is able to translate a control sequence into two very wellknown formalisms used in control engineering and which are easily implementable. On the one hand (Castillo et al. 2000b) , control sequences may be translated into Grafcet charts (IEC 1988), a standard tool for the speci® cation of sequential control. On the other (Castillo et al. 2000c ) they may be translated into a Petri net (Peterson 1981) , a formal tool for the validation and analysis of sequential control, and furthermore, the nets obtained are proven to have two very important dynamic properties : the Petri nets are safe and live (Peterson 1981 , Zhou et al. 1992 .
With these ® nal extensions, Ma c h i n e achieves a high degree of expressiveness which enables it to represent and solve many real size problems and to obtain results which can be directly applied by a control engineer. However, in most cases search spaces are potentially enormous and the search process may fail to obtain a solution because of the lack of computational resources. In order to ensure a lower response of Ma c h i n e , a more e cient search process was de® ned by improving the best ® rst search engine with a structural pruning criterion and a more focused heuristic evaluation function, both based on the causal structure of control sequences.
Achieving higher e ciency
One might expect that an increase in expressiveness would directly imply an increase in search complexity, and one would be right. EOE ectively, the model of action of Ma c h i n e has a greater number of requirements which implies that a greater eOE ort is needed to solve them and that there is an increase in the exponential number of branches of the search space. However this is di cult to avoid since real world problems involve a great amount of knowledge and this knowledge must be represented in some way. What can actually be avoided is an ine cient course through these inherently complex search spaces. In fact, in complex cases, Ma c h i n e seems to repeatedly explore unfeasible regions of the search space and it also seems to lack a focused heuristic guide, spreading the search unnecessarily.
Therefore, in order to improve the course of Ma c h i n e during the search for a solution, it was improved with two diOE erent but complementary tools (Castillo et al. 1999) : on the one hand, a structural pruning criterion which allows Ma c h i n e to reduce the spreading of the search by an early pruning of branches which lead to dead-end regions ; on the other, a more focused heuristic evaluation function which allows Ma c h i n e to better discriminate more promising branches with a view to explore them more deeply instead of spreading the search.
Early pruning of dead-end branches
One of the main problems during the solving of complex problems is that a best ® rst search, and Ma c h i n e in particular, may repeatedly fall into unfeasible regions of the search space. These regions appear during the re® nement process of a plan when a re® nement operation generates a dead-end plan which contains an unsolvable threat. If this unsolvable threat is not immediately detected, this plan could be re® ned again and again thereby producing an exponential generation of dead-end plans which inherit the unsolvable threat and slow down the search process. The study of these dead-end plans in diOE erent manufacturing problems led us to make the following observations.
A plan such as the one shown in Figure 13 could be represented as the one shown in ® gure 14. This view of a plan shows the independent evolution of each agent, according to its own automata, and following a totally ordered sequence of changes of state. This re¯ects the fact that manufacturing systems are, by their own nature, concurrent and asynchronous systems where multiple agents could be acting simultaneously, independently of each other.
However, in order to solve the problem correctly, every agent must be synchronized with the others to mutually satisfy their requirements and to avoid threats, resulting in the original plan. Consequently, the anomaly detected in most dead-end nodes which are unsuccessfully generated and explored by Ma c h i n e is that the evolution of some agents presents a bifurcation such as the one shown in ® gure 15. This is clearly an unfeasible evolution since it is not allowed in the automata-base d representation of an agent. From the viewpoint of the planning algorithm, this is an unsolvable threat. Let us look at the brief description of the actions DRILL-ON and DRILL-STOP shown in table 1.
It can be seen that there are two causal links, namely
cl "¯© DRILL-ON, (state drill on), DRILL-STOPª cl #¯© DRILL-ON, (state drill on), DRILL-STOP « ª Figure 14 . Subplan which shows the independent changes of state of all of the agents in the plan of ® gure 13. Figure 15 . An anomaly in the evolution of an agent which could appear when the planner tries to use an agent more than once. and two mutually exclusive, and therefore unsolvable, threats, i.e. one from DRILL-STOP « to cl " and the other from DRILL-STOP to cl # . In addition to this, both threats are delayed since the intervals of execution of threatening actions are only partially known. In conclusion, this is a dead-end plan which is not immediately detected since the unsolvable threats are delayed, which makes an exponential generation of deadend successor plans possible. Although this problem could be speci® c to the automata-base d conception of agents in Ma c h i n e it is not, since it depends on the general process of searching a producer action (Weld 1994) for an unsolved requirement. In a plan, an action may appear as the producer of the same literal for several consumer actions, although one of these consumer actions deletes the literal, since it would produce multiple threats which will be solved by promoting the threatening consumer action after the other ones. However, in a plan where more than one consumer action delete the literal, there will be multiple mutually exclusive threats, such as the ones seen before, which are impossible to solve. This situation describes a pruning criterion since both the plan and all of its successors will be dead-end plans, in spite of whether or not the intervals of actions are partially known. Although this might suggest a known¯aw selection strategy called DRes (Peot and Smith 1993) , they are diOE erent. DRes detects threats in which promotion or demotion produces an order inconsistency. The pruning criterion presented here shows just a previous step : demotion produces an order inconsistency, but promotion is feasible and, furthermore, it will produce exactly the situation described by DRes. Consequently, the following pruning criterion must be added to the re® nement process of Ma c h i n e . De® nition 1. Let us consider p to be an action of a partial order plan being built by Ma c h i n e and C r p¯² cl r " , cl r # , ¼´to be the set of causal links in which p is the producer of the literal r. Then in C r p there can be, at most, one consumer action which also deletes r, otherwise the plan can be pruned.
The addition of this pruning criterion allows Ma c h i n e to detect and prune these unfeasible plans just as they appear, avoiding the unsuccessful exploration of dead-end branches. The improvement in exploration is shown in ® gure 16 with respect to ® ve test problems. Test 1 is the simpli® ed problem seen so far, tests 2, 4 and 5 are two batch transportation problems, test 3 is an extension of test 1 (which consists of three transformation machines, four conveyor belts and a robot arm) and tests 6 and 7 are two real size examples explained in section 4. It can be seen that, without the pruning criterion, tests 4, 5, 6 and 7 explore more than 100 000 nodes without ® nding a solution and that the addition of the pruning criterion allows Ma c h i n e to ® nd a solution with a much lower exploration.
It is worth noting that this is completely general and domain independent pruning criterion since it only depends on the way in which causal links are de® ned. It may be therefore systematically used in any general purpose planner. However, it is also fair to say that most of the e ciency of the criterion is strongly based on two particular aspects. On the one hand, it is based on the fact that it de® nes dead-end branches just by looking for unfeasible threats, most of which are delayed threats. If a general planner does not delay the resolution of some¯aws, the performance of the criterion would surely be lower. On the other hand, the strong commitment of Ma c h i n e with respect to the requirements of the change of stage of agents may amplify the performance of the criterion so, again, in a planner whose domains do not depend on changes of states of agents the performance could not be so impressive, but in any case, the independency of the criterion would allow for an early pruning of dead-end branches in any other planner.
This clear improvement in exploration, and thus in response capability, may be further improved by a complementary change in the heuristic evaluation function which provides a more discriminatory capability.
A focused heuristic evaluation function
The pruning criterion allows Ma c h i n e to detect and prune dead-end branches earlier, reducing the spreading of the search. The subtle compromise of a best ® rst search, between the spreading of the search into new branches and the exploitation in depth of already known promising branches, suggest that this pruning criterion should be supplemented with an increase in the deepening capability, possibly by modifying the heuristic evaluation function.
This evaluation is usually based on the complexity of plans in such a way that plans with a lower complexity are preferred. In Ma c h i n e , complexity is measured by means of the well-known heuristic evaluation function S(P) OC(P) (Gerevini and Schubert 1996, Pollack et al. 1997) where S(P) stands for the number of steps, i.e. actions, for Figure 16 . Nodes explored by Ma c h i n e with the pruning criterion. a given plan P, and OC(P) stands for the number of open conditions, i.e. unsolved subgoals, for the same plan. In this case, complexity is measured in terms of the number of actions contained in a plan, S(P), and the expected number of actions still to be added to complete the plan, OC(P). However, this is not an admissible heuristic evaluation function (Pearl 1984) since OC(P) sometimes underestimates the real number of actions necessary to complete a plan and sometimes overestimates it. This could lead to a lack of focus of the heuristic evaluation and, therefore, to an unnecessary spreading of the search. To avoid this spreading, an improvement of the heuristic evaluation function is necessary, in order to be able to better discriminate whether or not a branch could lead to a solution, although admissibility is still di cult to satisfy.
Viewing the complexity of plans only in terms of the number of actions is necessarily a partial view since when one talks about complexity it is in a broader sense, referring not only to the number of actions, but also to the relations between them, as for example the complexity of the causal structure of plans. The causal structure of a plan could be drawn as a causal graph whose nodes are the actions of the plan and whose directed arcs represent the existence of a causal link from the producer action to the consumer one. For example, ® gure 17 shows two possible alternative causal graphs for the same plan depending on how the subgoals were solved.
It would be impossible for a planner to choose the simpler of these two plans, based on the known evaluation S(P) OC(P), since both plans have the same number of actions. However, if a human operator is asked to decide the simpler one, it is very likely that he } she will choose ® gure 17a. This intuition is based on the fact that the actions A2 and A4 both depend on only one action, but in the case of ® gure 17b, they both depend on two diOE erent actions. That is to say, the causal structure of ® gure 17b is more messy and it seems more complex.
From the planner's viewpoint, ® gure 17a also has some advantages, but the heuristic evaluation function is blind to these advantages. In fact, ® gure 17b has a greater number of order restrictions and thus, the class of plans that it represents is smaller. In addition, if a threat appeared later, it would be harder to solve than in case 17a. And ® nally, some future subgoals may not be solvable in 17b but they may be solvable in 17a. It therefore seems desirable for the heuristic evaluation function to take into account the information provided by the causal graph, since it appears to better discriminate if a plan could lead to a solution. In order to do that, a causal complexity measure is de® ned.
De® nition 2. Given a plan P, its causal complexity, CC(P), is de® ned as the ratio between the number of diOE erent arcs of its causal graph and the entire number of arcs. For example, ® gure 17a has six diOE erent arcs from a total of eight arcs, that is to say, a causal complexity of 2 } 3. Figure 17b has eight diOE erent arcs from a total of eight arcs, that is to say, a causal complexity of 1. This means that ® gure 17a solves the same goals as ® gure 17b but introduces a much simpler causal structure.
It is clear that 0 ! CC(P) (since, except in the initial dummy plan at the beginning of the planning process, there is at least one causal link) and also that CC(P) % 1, CC(P) could therefore be used as a penalty function on both the number of actions and the expected number of additional actions to be included in the completion of the plan, in such a way that the complexity of plans takes into account not only the number of actions, but also the causal relations between these actions. Hence, the new heuristic evaluation function is de® ned as (S(P) OC(P))nCC(P) (the measure given by CC(P) could have been used instead of the usual S(P) OC(P), but it is not a good idea, since the planner might prefer plans which are too large but which have a simple causal structure).
The performance in exploration achieved by this simple modi® cation is shown in ® gure 18. The introduction of an experimental comparison with other planners would have been very useful, but the di culty of neatly encoding manufacturing knowledge such as the intervals of execution, simultaneous requirements and procedural requirements in their domain description languages has prevented such a comparison. Nevertheless, this study compares the performance of Ma c h i n e with a new focused heuristic evaluation function with respect to the usual heuristic. It can be seen that, although in simple problems (such as tests 1, 2, 3 and 4) the improvement is very low, in complex or real size problems (such as tests 5, 6 and 7) the improvement is considerable, i.e. the number of nodes explored is at least cut by half (note the logarithmic scale on the y-axis). This change in the ranking function is, by nature, domain independent, since it only depends on the causal complexity of the plans. Figure 18 . Nodes explored by Ma c h i n e with the causal complexity.
However, it is also fair to say that it might have a lower performance in other domains. The improvement of the causal complexity measure is based on the intuition that one could prefer plans whose causal link`threading ' is simple with respect to other plans in which the causal graph is more messy. This is the case of manufacturing systems, where their concurrent and multithreaded nature fully re¯ects this intuition. However, there may be inherently complex domains, with many interdependencies between actions and whose plans are, therefore, inherently complex and strongly ordered (perhaps totally ordered plans). The performance of the causal complexity measure in these domains would surely be lower since simpler plans are explored before more complex ones. However, the truth is that, at least in manufacturing domains, it is intuitively justi® ed and allows for very good results in real size problems such as tests 6 and 7. The examples are explained in the next section.
Experiments
Ma c h i n e has been successfully tested to solve some real size examples such as the ones explained in this section. All the results (running CLISP } Linux on a Pentium II) have been obtained with the pruning criterion and the improvement in the heuristic evaluation function.
The ® rst problem is shown in ® gure 19. This manufacturing system is inspired by a real problem and it consists in adding an ingredient (initially contained in ADDITIVE-1) to the milk initially contained in MILK-TANK and then proceeding to bottle the mixture.
Ma c h i n e solves the problem in 2110 s. obtaining a plan with 40 interleaved actions. A bird' s-eye view of the control sequence is shown in ® gure 20.
The second problem is shown in ® gure 21. This manufacturing system (extracted from Fisher 1990 ) is designed to mix several ingredients in the reactor R-501. These ingredients are stored into external tanks and some of them may release a toxic gas which must be evacuated through the scrubber S-501. Figure 19 . Test 6. This is a manufacturing problem with 24 agents and 48 diOE erent actions.
Ma c h i n e solves the problem in 5847 s. obtaining a plan with 28 interleaved actions which is shown in ® gure 22. It is worth noting that these control sequences can be translated into a Grafcet chart (Castillo et al. 2000b ) or into a Petri net (Castillo et al. 2000c) , which can be directly implemented by a control engineer in most industrial control systems.
Concluding remarks
It is clear that planning for real world problems seems to be a very hard task for several reasons which all center around a key issue : the knowledge.
On the one hand, the amount of knowledge involved in these problems must be represented and structured in some way. This means that planners require more expressiveness in all of the aspects of planning in order to be able to represent, but also to deal with this knowledge. This involves the model of action, planning algorithms and, even, the representation and execution of ® nal results. This suggests that future planning approaches to real problems based on a planning algorithm seem to be too simplistic. It rather seems that these approaches should be integrated architectures with diOE erent specialised modules, able to deal with the diOE erent aspects of the knowledge represented, in which planning is part of a greater reasoning process and that planning algorithms are extended with more and more powerful techniques. Successful approaches such as Si p e 2, O-Pl a n 2 and the Remote Agent Experiment follow this direction.
But more knowledge implies more eOE ort and complexity. This is clearly an obstacle since search spaces will be inherently more and more complex. However, this does not mean that expressivity must be seen as the opposite of e ciency. On the contrary, it implies that if planning techniques are destined to de® nitively bridge the gap between theory and practice, then planning research must face this complexity and provide the means to deal with it and to be able to overcome it.
Ma c h i n e is a step forward in this twofold direction in a ® eld that is arising as a very rich inter-disciplinary area : intelligent manufacturing systems. Although results obtained so far are very good, there are some limitations which still require more eOE ort in planning research.
For example, control sequences are intended to execute perfectly in a perfectly known world with no contingencies. Reality shows that the real world is inherently contingent and that the truth of some facts will only be known at execution time. Therefore, and consistent with real control programs, ® nal control sequences must take this into account by including some kind of sensing action and a conditional behavior in response to every possible contingency during their execution (Etzioni et al. 1992 , Traverso and Spalazzi 1995 , Pryor and Collins 1996 .
Learning capability to improve the performance is also needed. Learning to control the search and learning to reuse previously built control sequences would surely help to provide an e cient planning process.
These and other subjects will be dealt with in future works.
