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Abstract
Using the correspondence between Chern–Simons theories and Wess–Zumino–
Witten models we present the necessary tools to calculate colored HOMFLY poly-
nomials for hyperbolic knots. For two–bridge hyperbolic knots we derive the colored
HOMFLY invariants in terms of crossing matrices of the underlying Wess–Zumino–
Witten model. Our analysis extends previous works by incorporating non–trivial
multiplicities for the primaries appearing in the crossing matrices, so as to describe
colorings of HOMFLY invariants beyond the totally symmetric or anti–symmetric
representations of SU(N). The crossing matrices directly relate to 6j–symbols of the
quantum group Uqsu(N). We present powerful methods to calculate such quantum
6j–symbols for general N . This allows us to determine previously unknown colored
HOMFLY polynomials for two–bridge hyperbolic knots. We give explicitly the HOM-
FLY polynomials colored by the representation {2, 1} for two–bridge hyperbolic knots
with up to eight crossings. Yet, the scope of application of our techniques goes be-
yond knot theory; e.g., our findings can be used to study correlators in Wess–Zumino–
Witten conformal field theories or — in the limit to classical groups — to determine
color factors for Yang Mills amplitudes.
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1 Introduction
In the seminal work [1] Witten shows that Wilson loop observables of three-dimensional
Chern–Simons theory naturally describe knot invariants on three manifolds. In partic-
ular, Wilson loop expectation values of SU(N) Chern–Simons theory on S3 determine
the colored HOMFLY polynomials of knots on the three sphere.
Over the years, the connection between Chern–Simons and knot theory has re-
sulted in a lot of progress in both research fields and has led to many surprising
correspondences.1 For instance, SU(N) Chern–Simons theory on S3 enjoys an inter-
pretation as a topological string theory on the deformed conifold geometry T ∗S3 [6].
Based on the large N transition by Gopakumar and Vafa [7] — realizing a topolog-
ical version of AdS/CFT duality — Wilson loop expectation values and hence knot
invarants are computed by certain open topological string amplitudes on the resolved
conifold geometry. The relationship to the topological string on the resolved conifold
furnishes many non–trivial results and checks for the described chain of dualities.
However, most of the explicit results concern simple knots such as the unknot and
torus knots [8–14]. But recent progress — both in knot theory and in topological
string theory — has opened up new possibilities to study hyperbolic knots in terms
of topological strings on the conifold as well [15–19].
To further establish and to check the above described developments, the knowledge
of colored HOMFLY polynomials for non–torus knots is crucial. For example, to
test the assertions of our recent work [19], it would be interesting to have HOMFLY
polynomials for hyperbolic knots colored with Young diagrams with up to two rows at
our disposal. There are some results on HOMFLY polynomials for certain hyperbolic
knots colored with totally symmetric and/or anti–symmetric representations [20–26].
More recently, for certain classes of knots HOMFLY invariants for colorings with
more general representations have explicitly been obtained in refs. [27, 28]. The aim
of this note is to provide for the necessary tools to calculate HOMFLY invariants for
representations beyond the totally symmetric/anti–symmetric cases for two–bridge
hyperbolic knots in Chern–Simons theory directly. Following the interesting works [21,
29, 30], we perform our calculations in two steps. Firstly, we realize the three sphere
S3 — with a Wilson line along the knot suitably embedded — as a connected sum
of two solid balls B2. This topological surgery is then carried over to the partition
function of SU(N) Chern–Simons theory [1]. Secondly, we use the correspondence
between SU(N) Chern–Simons theory on the solid ball B2 and the ŝu(N)k Wess–
Zumino–Witten (WZW) conformal field theory on the boundary S2 ≡ ∂B2.
In order to arrive at Wilson loop expectation values for two–bridge hyperbolic
knots in SU(N) Chern–Simons theory, it is necessary to consistently combine the
SU(N) partition functions of the two solid balls B2. This step requires the knowledge
of certain Uqsu(N) quantum 6j–symbols for general N in terms of representations
1For a review, see for example refs. [2–5] and references therein.
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associated to the to–be–determined colored HOMFLY polynomial [29, 30]. Deriv-
ing the relevant quantum 6j–symbols for general N is conceptually challenging and
computationally expensive — in particular if they involve representations arising with
multiplicities. We employ and extend known bootstrap techniques [31,32] to calculate
Uqsu(N) quantum 6j–symbols for general N involving multiplicities. In particular, us-
ing recoupling relations among s–, t– and u–channels for conformal blocks in WZW
conformal field theories, we develop a new method — called the eigenvector method
— to derive new and non–trivial relations among quantum 6j–symbols. Combining
all these techniques, we explicitly compute previously unknown quantum 6j–symbols
with multiplicities, so as to determine new colored HOMFLY invariants for two–bridge
hyperbolic knots.
Furthermore, we establish a new approach to compute classical 6j–symbols of
SU(N) for general N using projectors. Our method is inspired by the projector
approach for U(N) groups of refs. [33, 34], but goes beyond the U(N) case, as it
is designed to realize projectors for representations of SU(N) and their conjugates
representations simultaneously. While this projector method may prove useful for
applications in SU(N) Yang Mills theory, it is used here as tool to calculate classical
6j–symbols of SU(N). Since Uqsu(N) quantum 6j–symbols specialize in the limit
q → 1 to the classical 6j–symbols, the projector approach serves as an independent
and non–trivial check on our derivation of quantum 6j–symbols.
In this work the developed computational techniques to determine quantum 6j–
symbols are employed to derive knot invariants. However, our approach has a much
broader scope of application in the context of conformal field theories. The relation-
ship between crossing matrices and quantum 6j–symbols combined with the bootstrap
method in conformal field theory, allows us to express any correlator in WZW confor-
mal field theories in terms of quantum 6j–symbols. Furthermore, quantum 6j–symbols
arise in the context of boundary operator product expansions for WZW models with
branes as well, see for instance the discussions in refs. [35–37]. While this work focuses
on ŝu(N)k WZWmodels, many of the presented techniques readily generalize to other
affine Lie groups as well.
Apart from its relevance for knot theory and WZW models, the derivation of
(classical) 6j–symbols has other interesting applications in physics. For instance, in
quantum field theory 6j–symbols describe recoupling relations among s–, t– and u–
channels of scattering amplitudes involving matter fields transforming in non–trivial
representations of the gauge group, see, e.g., refs. [33, 34]. More generally, the need
of 6j–symbols arises in quantum mechanics in the context of recoupling problems
of tensor products of states transforming under a continuous symmetry group [38].
Such recoupling problems appear in atomic physics for spin states transforming under
SU(2). More complicated recoupling problems are for instance accociated to quan-
tum states of ultracold alkaline–earth atoms, which transform in representations of
SU(N) [39].
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The outline of this paper is as follows: In Sec. 2 we review and extend the procedure
presented in refs. [21,29] to compute colored HOMFLY invariants in the framework of
WZW models, including the necessary modifications so as to accommodate for non–
trivial multiplicities of representations. Sec. 3 is devoted to the detailed presentation
of three methods for computing quantum and classical 6j–symbols: the bootstrap
technique, the eigenvector method, and the projector approach. Sec. 4 states the
calculated quantum 6j–symbols relevant for the computation of the HOMFLY knot
invariant colored by . This colored HOMFLY invariant is explicitly computed for
two–bridge hyperbolic knots with up to eight crossings. We find agreement with the
findings of refs. [27,28] for the subset of two–bridge hyperbolic knots that are analyzed
there as well. The symmetry properties of the HOMFLY invariants are also discussed.
Sec. 5 concludes and discusses the possible ways and potential computational problems
in extending this method to compute higher–bridge knots colored by more complicated
representations. In Appendix A we present in detail a sample calculation of a quantum
6j–symbol. Finally, in Appendix B we list the formulae for all two–bridge knots
with up to eight crossings that compute the colored HOMFLY invariants in terms of
crossing matrices of the ŝu(N)k WZW model.
2 WZWmodels for colored HOMFLY polynomials
To set the stage for our calculations, we first review the interesting works [21, 29], in
which HOMFLY invariants colored with certain representations are calculated using
conformal field theory techniques applied to the ŝu(N)k WZWmodel. We extend their
method in allowing for multiplicities in the appearing recoupling matrices acting on
conformal blocks, which makes the framework (in principal) applicable for HOMFLY
invariants colored with any representation of SU(N).
We consider the Chern–Simons theory with gauge group U(1)×SU(N) and levels
k1, k on S
3. The action reads
S =
k1
4π
∫
S3
B ∧ dB + k
4π
∫
S3
TrR
(
A ∧ dA+ 2
3
A ∧ A ∧A
)
. (2.1)
We pick the integer n for the representation of U(1) and the representation R for
SU(N). Let K be a knot in S3. The associated Wilson loop operator factorizes
WK(n,R)[B,A] = Trn UK[B] TrR UK[A] ,
and so does the expectation value of the Wilson loop operator
WU(1)×SU(N)(n,R) (K) = 〈WK(n,R)[B,A]〉 =WU(1)n (K)WSU(N)R (K) . (2.2)
These are called the quantum knot invariants with the respective gauge groups.
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The Abelian quantum invariantWU(1)n here serves to regularize the framing trans-
formation. It is know that when the framing of the knot K increases by ∆f , the
quantum knot invariant with gauge group G transforms by [1]
WGR (K) 7→ exp (2πihR ·∆f)WGR (K) . (2.3)
Here hR is the conformal weight of the WZW primary field in the integrable repre-
sentation R
hR =
∑
a
(T a)2
2(k + g)
=
CR
k + g
, (2.4)
where the summation is performed over all the generators T a of the gauge group.
So CR is the quadratic Casimir of the group G. k is the level of the Chern–Simons
theory, and g is the dual coxeter number of the gauge group G. For the group SU(N)
with level k, the dual coxeter number g is N . The quadratic Casimir CR for the
representation R is
CR =
1
2
[
Nℓ+ κR − ℓ
2
N
]
, κR = ℓ+
∑
i
(ℓ2i − 2iℓi) . (2.5)
ℓi is the number of boxes on the i-th row of the Young diagram associated to the
representation R, and ℓ is the total number of boxes of the Young diagram. The
framing transformation is then,
WSU(N)R (K) 7→ λ
1
2
ℓ∆fq
1
2
κR∆fq−
ℓ2
2N
∆fWSU(N)R (K) . (2.6)
which has the factor q−
ℓ2
2N
∆f with explicit N dependence. Here the usual convention
is used,
q = exp
(
2πi
k +N
)
, λ = qN . (2.7)
The Abelian quantum knot invariant WU(1)n (K) with level k1 is much simpler. It
is known that in zero framing, the Abelian quantum knot invariant is always 1. So in
framing f the only contribution comes from the framing transformation,
WU(1)n (K) = exp (2πihn · f) = exp
(
2πi
n2
2k1
f
)
.
A further ∆f framing transformation is obtained by
WU(1)n (K) 7→ exp
(
2πi
n2
2k1
∆f
)
WU(1)n (K) . (2.8)
Combing the framing transformations (2.6) and (2.8) for the factorized quantum
knot invariant, we see that the explicit N–dependent factor q−
ℓ2
2N
∆f vanishes for
k1 = N(k +N), n = ℓ . (2.9)
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R¯2 R¯3R1 R4
Figure 2.1: A three–manifold with boundary and four punctures from the strands of
a knot.
Note that if we start with the action of the U(N) Chern–Simons theory with level k
and extract the U(1) sector, we would get exactly this choice for k1 and n. It is then
defined in ref. [21] that WU(1)×SU(N)(n,R) (K) with this regularization is the unnormalized
HOMFLY invariant for three–manifolds colored with representation R 2
HR(K) =WU(1)×SU(N)(n,R) (K)
∣∣∣
k1=N(k+N)
n=ℓ
= q
ℓ2
2N
fWSU(N)R (K) . (2.10)
It transforms when the framing increases by ∆f as,
HR(K) 7→ q 12κR·∆fλ 12 ℓ·∆fHR(K) . (2.11)
Clearly if the so-defined colored HOMFLY invariant in one framing is only a function
of q and λ (i.e. the apparent dependence on N drops off), it remains so in an arbitrary
framing. Note that in some mathematical literature as well as for our results presented
in Sec. 4 the colored HOMFLY invariants are normalized as
H¯R(K) = HR(K)
HR(©) .
The method to compute the quantum knot invariant WSU(N)R (K) is based on the
original idea of Witten [1]. We cut S3 into two three–manifolds M1,M2 with bound-
aries Σ1,Σ2. Each of the two shared boundaries has only four punctures by the
strands of the knot. Then the path integral in either of the two three–manifolds
M1,M2 produces a quantum state on the two boundaries Σ1 and Σ2, respectively.
The inner product of the two quantum states is the quantum knot invariant. Witten
has derived the Hilbert space for such boundary quantum states in ref. [1]. Namely,
associate each puncture with the representation R or its conjugate R¯ of the strand
that goes through the puncture, depending on whether the oriented strand goes in or
2The choice of k1 and n is slightly different from ref. [21] to ensure that the charge n is integral.
The regularization of the unnormalized colored HOMFLY invariants is nonetheless the same.
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R2
r4
R1
R3
r3
R4
t
(a) The basis state
|φ(1)t,r3r4(R1, R2, R3, R4)〉
R1
r1
R4
R2
r2
R3
s
(b) The basis state
|φ(2)s,r1r2(R1, R2, R3, R4)〉
Figure 2.2: Two types of conformal blocks representing two bases of the Hilbert space
of the four–punctured boundary of a three–manifold.
out of the three–manifold. For instance on the surface in Fig. 2.1, the four punctures
are associated with R1, R¯2, R¯3, R4, respectively. Then the Hilbert space of boundary
quantum states is isomorphic to the space of conformal blocks of four point functions
in the ŝu(N)k WZW model, where the four fields in the conformal block become the
WZW primaries of the integral representations assigned to the four punctures.
2.1 Braiding operators
Given the isomorphism between the Hilbert spaceH and the space of conformal blocks,
the former naturally has two types of basis, diagramatically represented in Figs. 2.2.
In the basis (1) the basis states |φ(1)t,r3r4(R1, R2, R3, R4)〉 are labelled by the intermediate
state t, where t ∈ (R1⊗R2)∩ (R¯3⊗ R¯4), as well as the multiplicity labels r3, r4 beside
the vertices. If R1⊗R2 contains r copies of t and R¯r ⊗ R¯4 contains r′ copies of t, the
label r4 can take any integral value between 0 and r − 1, while r3 any integral value
between 0 and r′−1. Similarly in the basis (2) the basis states |φ(2)s,r1r2(R1, R2, R3, R4)〉
are labelled by the intermediate state s, where s ∈ (R2 ⊗ R3) ∩ (R¯1 ⊗ R¯4), as well
as the multiplicity labels r1, r2.
3 Coincidentally the two types of basis states are also
eigenstates of the so-called braiding operators (or half-monodromy operator) b
(±)
a . The
braiding operator b
(±)
a acts on the neighboring a-th and (a + 1)-th strands, with the
superscript (+) if the two strands are parallel, or (−) if the two strands are anti-
parallel, by winding the two strands around each other once so that an over-crossing
is produced, or an under-crossing is produced if the inverse operator is acted. Here
an over-crossing and an under-crossing are conventionally defined as in Figs. 2.3. In
Figs. 2.4 all possibile braiding operators and their inverses are listed.
3The ordering of the multiplicity labels r4, r3, r2, r1 is to be consistent with the multiplicity labels
on 6j–symbols presented in later sections.
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over–crossing under–crossing
Figure 2.3: The convention for an over–crossing and an under–crossing.
Since in the basis (1) the first and the second primaries are fused together, so
are the third and the fourth primaries, the basis states there are eigenstates of the
braiding operators b
(±)
1 and b
(±)
3 . Analogously the basis states in the basis (2) are
eigenstates of the braiding operators b
(±)
2 . The eigenvalues λ
(±)
Ri,Rj ;Rk
depend on the
two representations Ri, Rj before the fusion, the intermediate representation Rk and
the multiplicity label rl after the fusion, as well as the label (±) [21, 40]4, i.e.,
b1 : λ
(±)
Ri,Rj ;Rkr4
= {Ri, Rj, R¯k, r4}q±(CRi+CRj−CRk )/2 ,
b2 : λ
(±)
Ri,Rj ;Rkr2
= {Ri, Rj, R¯k, r2}q±(CRi+CRj−CRk )/2 ,
b3 : λ
(±)
Ri,Rj ;Rkr3
= {Ri, Rj, R¯k, r3}q±(CRi+CRj−CRk )/2 .
(2.12)
The magnitudes q±(CRi+CRj−CRk )/2 of the eigenvalues are the square roots of the mon-
odromies of the conformal blocks. The phases {Ri, Rj, R¯k, rl} = ±1 are the 3j–
phases [31] (the multiplicity label rl is sometimes omitted if it’s trivial), the symmetry
phases of the Clebsch–Gordon coefficients when the two coupling representations Ri
and Rj are exchanged.
〈rlRkmk|Rimi, Rjmj〉 = {Ri, Rj, R¯k, rl}〈rlRkmk|Rjmj , Rimi〉 , (2.13)
where mi, mj , mk label some states in the respective representations. They are invari-
ant under permutations and conjugations of representations
{R1, R2, R3, r} = {R¯1, R¯2, R¯3, r} = {R1, R3, R2, r} = all possible permutations .
When Rk is a singlet 0, the 3j–phase is reduced to the so-called 2j–phase {Ri}
{Ri, R¯i, 0, 0} = {Ri} .
There is some freedom in choosing the 3j–phases and 2j–phases. Their specification is
given in Sec. 3.1.3. From the WZW model point of view the phases {Ri, Rj, R¯k, rl} =
±1 are easy to understand as Rk is in the tensor product of Ri and Rj .5 The consis-
tency of these phases is further illustrated in Sec. 3.1.2.
4Here and in eq. (2.17) as well as in Table 2.1 and Table 2.2, we treat the phases in a more
systematically compared to ref. [21] by relating them to the 3j–phases.
5In principle fusion and tensor product are different in WZW models. They nonetheless coincide
when k is large; c.f., Sec. 3.1.
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b
(+)
i
(b
(+)
i )
−1
(b
(−)
i )
−1
b
(−)
i
(b
(−)
i )
−1
b
(−)
i
b
(+)
i
(b
(+)
i )
−1
Figure 2.4: All possible braiding operators and their inverses.
Note that among the eight braidings in Figs. 2.4, all four right–handed braidings
on the first row have the same type of eigenvalues, i.e., ∝ q(CRi+CRj−CRk )/2, while all
four left–handed braidings on the second row have the same type of eigenvalues, i.e.,
∝ q−(CRi+CRj−CRk )/2, regardless of the orientations of the strands.
2.2 Basis transformation
Another important concept in the WZW model — or conformal field theories in gen-
eral — is the theory of crossing matrices (also called fusion matrices), which relate two
types of conformal blocks. In the context of the Chern–Simons theory the crossing
matrices at,r3r4s,r1r2
[
R1 R2
R3 R4
]
(labelled by their representations) furnish a basis of trans-
formation matrices
|φ(1)t,r3r4(R1, R2, R3, R4)〉 =
∑
s,r1,r2
at,r3r4s,r1r2
[
R1 R2
R3 R4
]
|φ(2)s,r1r2(R1, R2, R3, R4)〉 , (2.14)
that map the side braiding eigenstates to the central braiding eigenstates. Due to
unitarity of the crossing matrices∑
t,r3,r4
at,r3r4s,r1r2
[
R1 R2
R3 R4
]
at,r3r4s′,r′1r′2
[
R1 R2
R3 R4
]∗
= δs,s′δr1,r′1δr2,r′2 , (2.15)
we have the inverse relationship
|φ(2)s,r1r2(R1, R2, R3, R4)〉 =
∑
t,r3,r4
at,r3r4s,r1r2
[
R1 R2
R3 R4
]∗
|φ(1)t,r3r4(R1, R2, R3, R4)〉 . (2.16)
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braidings
simple top
configuration
(conjugate of)
simple top
configuration
Figure 2.5: A (quasi–)plat representation can be split into two simple top configura-
tions and the braidings.
Note that for either t or s being a singlet the crossing matrices take the form [21]6
a0,00s,r1r2
[
R1 R¯1
R2 R¯2
]
= {R2}{R1, R¯2, s, r1}
√
dimq s√
dimq R1 dimq R2
δr1,r2 ,
at,r3r40,00
[
R1 R2
R¯2 R¯1
]
= {R2}{R1, R2, t¯, r3}
√
dimq t√
dimq R1 dimq R2
δr3,r4 .
(2.17)
2.3 Fixing the states
The strategy to compute the SU(N) knot quantum invariants is as follows. We first
need to draw a knot in the plat or quasi–plat representation. A knot in a (quasi–
)plat representation is a braid whose strands are closed off pairwise on either side
of the braid. If in addition on both sides the strands are paired off in the following
manner, (1, 2), (3, 4), . . . , (2m− 1, 2m), it is called a plat representation. In Figs. B.1
we have the quasi–plat representations for the knots 41 and 61 [21, 29].
7 A (quasi–
)plat representation can only have even number of strands 2m. A knot may have
more than one (quasi–)plat representation. The smallest m in a plat representation
is called the bridge number of the knot. In our computation, we need four strands in
a (quasi–)plat representation. So the bridge number cannot be greater than two.
Once a (quasi–)plat representation of a knot is drawn, we can break it apart into
two simple top configurations and the braidings in the middle, as shown in Fig. 2.5.
6Their values including the phases can also be deduced by relating them to the quantum 6j–
symbols as described in Sec. 3.
7The (quasi–)plat representations of these knots represented here have been slightly changed
compared to those in [21] in order to reduce the numbers of crossing matrices involved, so that the
computation time for the colored HOMFLY invariants could be reduced.
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We start with quantum state for the simple top configuration of a knot. Then we
decompose it either in the basis (1) or in the basis (2) and apply the braiding operators
in accordance with the (quasi–)plat representation. We use the crossing matrices if it
is necessary to switch between central braidings and side braidings. In the last step
we compute the inner product with the quantum state associated to the conjugate of
a simple top configuration at the bottom of the knot.
In order to execute this procedure properly, we need to clarify two points. First,
note that although the computation of the quantum knot invariant does not depend
on which (quasi–)plat representation is used. Different (quasi–)plat representations
give rise to different framings, as the framing is minus the writhe w of the (quasi–)plat
representation [21].8 The writhe w of a knot is defined by
w = #(over–crossing)−#(under–crossing) . (2.18)
So for a non–zero writhe of a (quasi–)plat representation the knot invariant is regular-
ized by appropriate U(1) factor as in eq. (2.10), so as to convert the colored HOMLFY
invariant to zero framing with eq. (2.11).
Second, we still need to write down the quantum state for the simple top configura-
tions. Given the top configuration in Fig. 2.6, we observe that it is a trivial eigenstate
of the braiding operator b
(−)
1 or b
(−)
3 . So |φ(1)1 〉 is proportional to |φ(1)0,00(R1, R¯1, R2, R¯2)〉.
The proportionality constant is fixed by the requirement that the inner product of this
state and its conjugate should yield the quantum knot invariant of two disconnected
unknots
〈Φ(1)1 |Φ(1)1 〉 =WSU(N)R1 (©)WSU(N)R2 (©) = dimq R1 dimq R2 . (2.19)
With the natural normalization
〈φ(1)0,00(R1, R¯1, R2, R¯2)|φ(1)0,00(R1, R¯1, R2, R¯2)〉 = 1 , (2.20)
we find
|Φ(1)1 〉 =
√
dimq R1 dimq R2|φ(1)0,00(R1, R¯1, R2, R¯2)〉 . (2.21)
Note that in eq.(2.20) the conjugate configuration Ri and R¯i corresponds to strands
coming out and going in, respectively.
Using eq. (2.17) the quantum state |Φ(1)1 〉 can also be decomposed in the second
basis with the help of the crossing matrices
|Φ(1)1 〉 =
√
dimq R1 dimq R2 |φ(1)0,00(R1, R¯1, R2, R¯2)〉
=
∑
s,r1,r2
a0,00s,r1r2
[
R1 R¯1
R2 R¯2
]√
dimq R1 dimq R2 |φ(2)s,r1r2(R1, R¯1, R2, R¯2)〉
=
∑
s,r1,r2
{R2}{R1, R¯2, s, r1}
√
dimq s δr1,r2 |φ(2)s,r1r2(R1, R¯1, R2, R¯2)〉 .
8One can understand this relationship by assigning the “untwisted” normal vector field to the
(quasi–)plat representation in such a way that the normal vector at each point is parallel to the
paper plane, and then by thickening the knot accordingly.
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R1 R¯1 R2 R¯2
Figure 2.6: The quantum state of the simple top configuration can be determined by
gluing it to its conjugate configuration.
Therefore, the decomposition reads in the second basis
|Φ(1)1 〉 =
∑
s,r1,r2
{R2}{R1, R¯2, s, r1}
√
dimq s δr1,r2 |φ(2)s,r1r2(R1, R¯1, R2, R¯2)〉 . (2.22)
Note that this decomposition again fits well with the requirement that 〈Φ(1)1 |Φ(1)1 〉 is
idential to WSU(N)R1 (©)W
SU(N)
R2
(©) because
〈Φ(1)1 |Φ(1)1 〉 =
∑
s,r1,r2
dimq s δr1,r2 = dimq R1 dimq R2 .
Similar arguments are used to write down the quantum states for all other simple
top configurations in Table 2.1 and Table 2.2. The relative phases among them are
determined by gluing them together (if necessary with some twists) to build simple
knots/links. For instance the relative phase between |Φ(1)1 〉 and |Φ(1)3 〉 can be derived
by starting from the top configuration associated to |Φ(1)1 〉 in Table 2.1, braiding the
left two strands by (b
(−)
1 )
−1, and then closing it off with the conjugate of the top
configuration associated to |Φ(1)3 〉 in Table 2.1. The result as shown in Fig. 2.7a is two
disconnected unknots with total framing +1, which is consistent with the computation
〈Φ(1)3 |Φ(1)1 〉 =
√
|R1||R2|
({R1, R¯1, 0}q−(2CR1−0))−1 {R1}√|R1||R2|
= q2CR1 |R1||R2| = q2CR1WSU(N)R1 (©)W
SU(N)
R2
(©) .
Here we use |R1|, |R2| as a shorthand notation for quantum dimensions. Analogously,
we determine all the relative phases among the configurations in Table 2.1 and among
the configurations in Table 2.2. The relative phases between configurations in Ta-
ble 2.1 and in Table 2.2 are fixed by computing the inner product of the first configu-
ration in Table 2.1 and the first configuration in Table 2.2. As depicted in Fig. 2.7b,
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R1 R¯1 R2 R¯2
|Φ(1)1 〉 =
√
|R1||R2||φ(1)0,00(. . .)〉
= {R2}
∑
s,r1,r2
{R¯1, R2, s¯, r2}
√
|s| δr1,r2 |φ(2)s,r1r2(. . .)〉
R1 R¯1 R¯2 R2
|Φ(1)2 〉 = {R2}
√
|R1||R2||φ(1)0,00(. . .)〉
=
∑
s,r1,r2
{R¯1, R¯2, s¯, r2}
√
|s| δr1,r2 |φ(2)s,r1r2(. . .)〉
R¯1 R1 R2 R¯2
|Φ(1)3 〉 = {R1}
√
|R1||R2||φ(1)0,00(. . .)〉
= {R1}{R2}
∑
s,r1,r2
{R1, R2, s¯, r2}
√
|s| δr1,r2 |φ(2)s,r1r2(. . .)〉
R¯1 R1 R¯2 R2
|Φ(1)4 〉 = {R1}{R2}
√
|R1||R2||φ(1)0,00(. . .)〉
= {R1}
∑
s,r1,r2
{R1, R¯2, s¯, r2}
√
|s| δr1,r2 |φ(2)s,r1r2(. . .)〉
Table 2.1: Depicted are the first four simple top configurations together with their
quantum states in terms of the quantum dimensions |s|, |R1|, |R2|. The ellipses in the
parentheses are filled in with the appropriate WZW primaries.
it should yield the quantum invariant of a single unknot in framing zero. Indeed, we
find
〈Φ(2)1 |Φ(1)1 〉 = {R}
∑
s,r1,r2
{R¯, R, s¯, r1}
√
|s|δr1,r2{R}2|R| 〈φ(2)0,00(. . .)|φ(2)s,r1r2(. . .)〉
= |R| =WSU(N)R (©) .
2.4 Example
As an illustrative example of the explained procedure, we briefly review the com-
putation of the HOMFLY polynomial of the knot 61 colored with the fundamental
representation. Fig. B.1 shows a convenient (quasi–)plat representation for the knot
61, which allows us to to compute WSU(N)R (61). We start with the first top con-
figuration in Table 2.1, decompose it in terms of the second basis, apply b
(−)
2 twice
to produce the first two twists, switch to the first basis by crossing matrices, apply
(b
(−)
1 )
−1 four times to produce the remaining four under–crossings, and finally close it
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R1 R¯2 R2 R¯1
|Φ(2)1 〉 = {R1}{R2}
√
|R1||R2||φ(2)0,00(. . .)〉
= {R1}
∑
t,r3,r4
{R1, R¯2, t¯, r4}
√
|t| δr3,r4 |φ(1)t,r3r4(. . .)〉
R1 R¯1R2 R¯2
|Φ(2)2 〉 = {R1}
√
|R1||R2||φ(2)0,00(. . .)〉
= {R1}{R2}
∑
t,r3,r4
{R1, R2, t¯, r4}
√
|t| δr3,r4 |φ(1)t,r3r4(. . .)〉
R1R¯1 R¯2 R2
|Φ(2)3 〉 = {R2}
√
|R1||R2||φ(2)0,00(. . .)〉
=
∑
t,r3,r4
{R¯1, R¯2, t¯, r4}
√
|t| δr3,r4 |φ(1)t,r3r4(. . .)〉
R¯1 R2 R¯2 R1
|Φ(2)4 〉 =
√
|R1||R2||φ(2)0,00(. . .)〉
= {R2}
∑
t,r3,r4
{R¯1, R2, t¯, r4}
√
|t| δr3,r4 |φ(1)t,r3r4(. . .)〉
Table 2.2: The second four simple top configurations and the quantum states asso-
ciated to them. |s|, |R1|, |R2| denote the quantum dimensions. The ellipses in the
parentheses are to be filled with the appropriate WZW primaries.
off with the conjugate of the first top configuration in Table 2.2. Altogether we arrive
at [29]
WSU(N)R (61, 2) ={R}
∑
s(1),r
(1)
1 ,r
(1)
2
t(2),r
(2)
3 ,r
(2)
4
√
|s(1)|{R, R¯, s(1), r(1)2 }δr(1)1 ,r(1)2
(
λ
(−)
R,R¯;s(1),r
(1)
2
)2
a
t(2),r
(2)
3 r
(2)
4
s(1),r
(1)
1 r
(1)
2
[
R R¯
R R¯
]∗(
λ
(−)
R,R¯;t(2),r
(2)
4
)−4√
|t(2)|{R, R¯, t(2), r(2)4 }δr(2)3 ,r(2)4 ,
where the argument indicates the framing +2 of the (quasi–)plat representation with
writhe w = −2. Inserting the relevant crossing matrices at,r3r4s,r1r2
[
¯
¯
]
given in ref. [29]
one arrives at
WSU(N)(61, 2) = −q− 1N λ
1/2 − λ−1/2
q1/2 − q−1/2
1
qλ
(−q + λ− qλ+ q2λ+ λ2− 2qλ2+ q2λ2− qλ3) .
(2.23)
14
R1 R¯2
(a)
R R¯ R R¯
(b)
Figure 2.7: The relatives phases among configurations in Table 2.1 can be fixed by
diagrams of type (a). The relative phases among configuraitons in Table 2.1 and
configurations in Table 2.2 are determined by diagrams of type (b).
Transforming to framing zero the normalized HOMFLY invariant for 61 becomes
H¯ (61) = λ− (q + q−1 − 2)− (q + q−1 − 1)λ−1 + λ−2 , (2.24)
in agreement with ref. [41] (with the identification a = λ−1/2 and z = q1/2 − q−1/2).
Analogously, one can determine the HOMFLY invariants colored by other repre-
sentations for all two–bridge knots. The difficulty remains in explicitly computing
the crossing matrices for the SU(N) WZW models, as they are only known for sim-
ple representations Ri; for instance, for one– or two–boxes representations Ri the
crossing matrices have been studied in refs. [20, 21]. Explicit expressions for generic
multiplicity–free crossing matrices have been conjectured in ref. [42], i.e., when Ri are
symmetric or anti–symmetric representations. However, cases with non–trivial multi-
plicities have not been treated before. Here we compute the crossing matrices when
the representations Ri are either or its conjugate, which are the simplest examples
involving multiplicities. This allows us to derive the HOMFLY invariants for 2–bridge
knots colored with .
3 Quantum and classical 6j–symbols for SU(N)
The crossing matrices in WZW models are directly related to the quantum 6j–symbols
of quantum groups. It was first observed by physicists [40,43,44] and later proved by
mathematicians [45–48] that the spectra of WZW models and the representations of
quantum groups are closely related. That is to say the WZW primaries of the ŝu(N)k
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WZW model are in one-to-one correspondence with the finite dimensional represen-
tations of the quantum group Uqsu(N) with q = exp(2πi/(k+N)). Furthermore, the
crossing matrices in the WZW model are — up to normalizations — given in terms
of the recoupling coefficients of the quantum group.
3.1 Quantum 6j–symbols and crossing matrices
So we need to determine the recoupling coefficints for the quantum group Uqsu(N).
First notice that when q is generic or when q is a root of unity and the order of q is high,
which is the case when either k or N is large, the finite dimensional representations of
the quantum group Uqsu(N) behave as their classical counterparts in the simple Lie
algebra su(N). So we will use the usual group representation notation with subscript
q here. Recoupling coefficients arise when three irreducible representations λ1, λ2, λ3
couple to a fourth λ, or equivalently when four irreducible representations couple to
singlets. From the former point of view, a resultant state in the representation λ can
be labelled by intermediate irreducible representations together with multiplicities,
e.g.,
|λ1m1〉q|λ2m2〉q|λ3m3〉q
=
∑
r12λ12m12
|(λ1λ2), r12λ12m12〉q|λ3m3〉q · 〈r12λ12m12|λ1m1, λ2m2〉q
=
∑
r12λ12m12
rλm
|(λ1λ2)r12λ12, λ3, rλm〉q · 〈r12λ12m12|λ1m1, λ2m2〉q
× 〈rλm|λ12m12, λ3m3〉q .
Here mi labels a state in the representation λi, and 〈r12λ12m12|λ1m1, λ2m2〉q is a
quantum Clebsch–Gordon coefficient, just like their classical counterpart in simple Lie
algebra. One observes that in the end many states of the same type |λm〉q appear, and
they are distinguished by the intermediate representation λ12 as well as the multiplicity
labels r12, r. On the other hand one can change the order of coupling and couple
|λ2m2〉q|λ3m3〉q first instead
|λ1m1〉q|λ2m2〉q|λ3m3〉q =
∑
λ23λ23m23
r′λm
|λ1(λ2λ3)r23λ23, r′λm〉q · 〈r′λm|λ1m1, λ23m23〉q
× 〈r23λ23m23|λ2m2, λ3m3〉q .
In this case the states |λm〉 are distinguished by λ23r23r′. These two orthonormal
basis are related by the quantum recoupling coefficients arising in
|λ1(λ2λ3)r23λ23, r′λm〉q =
∑
r12λ12r
|(λ1λ2)r12λ12, λ3, rλm〉q
× 〈(λ1λ2)r12λ12, λ3; rλ|λ1(λ2λ3)r23λ23; r′λ〉q .
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Not surprisingly the quantum recoupling coefficients can be expressed in terms of the
quantum Clebsch–Gordon coefficients, from which the symmetry properties of the
recoupling coefficients are deduced
〈(λ1λ2)r12λ12, λ3; rλ|λ1(λ2λ3)r23λ23; r′λ〉q
=
1
dimq λ
∑
m1m2m3
m,m12m23
〈r12λ12m12|λ1m1, λ2m2〉q〈rλm|λ12m12, λ3m3〉q
× 〈r′λm|λ1m1, λ23m23〉∗q〈r23λ23m23|λ2m2, λ3m3〉∗q .
(3.1)
The quantum recoupling coefficients are usually normalized to quantum 6j–symbols
q
{
λ1 λ2 λ¯12
λ3 λ λ23
}
r′,r23,r,r12
=
{λ2}{λ1λ2λ¯12r12}{λ12λ3λ¯r}√
dimq λ12 dimq λ23
× 〈(λ1λ2)r12λ12, λ3; rλ|λ1(λ2λ3)r23λ23; r′λ〉q . (3.2)
Their symmetry properties can be presented in a more symmetric manner as discussed
in detail in Sec. 3.1.1. In general, from a quantum 6j–symbol
q
{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
one can easily read off all the four couplings involving the six representations λi, µj.
Diagrammatically they can be represented by
r1∗ r2∗ r3∗ r4
where ∗ stands for conjugate representation. Here each path goes over three repre-
sentations, which — together with the multiplicity label, form a triad — namely the
tensor product of the three representations contains singlet. The multiplicity label are
non–trivial if multiple copies of singlets occur. For instance, the first path represents
the triad (λ1, µ¯2, µ3; r1), which is equivalent to saying that λ1 and µ¯2 couple to µ¯3
with multiplicity label r1.
The values of the quantum 6j–symbols are known when any of the six representa-
tions is singlet (trivial quantum 6j–symbols), e.g.,
q
{
λ1 λ2 λ3
λ∗2 λ1 0
}
00rs
=
{λ1λ2λ3r}√
dimq λ1 dimq λ2
δrs . (3.3)
We can now state the relationship between quantum recoupling coefficients —
given in terms of quantum 6j–symbols — and crossing matrices in WZW models
at,r3r4s,r1r2
[
R1 R2
R3 R4
]
= {R2}{R1, R2, t¯, r4}{R¯3, R¯4, t¯, r3}
√
dimq t dimq s
q
{
R1 R2 t¯
R3 R¯4 s
}
r1r2r3r4
,
(3.4)
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which maps the problem of determining crossing matrices to the computation of the
quantum 6j–symbols. In this work, in order to compute the HOMFLY invariants
colored with R = , we need to determine the following two kinds of quantum 6j–
symbols
q
{
R R¯ ρ1
R R ρ2
}
r1r2r3r4 q
{
R¯ R ρ3
R R ρ4
}
r′1r
′
2r
′
3r
′
4
(3.5)
first kind second kind
To simplify the notation, we suppress from now on the subscript q. Whether we refer
to classical or quantum 6j–symbols should become clear from the context.
3.1.1 The symmetry properties of quantum 6j–symbols
We briefly review the symmetry properties of quantum 6j–symbols [49], as they are
the pillar of our computational method:
(i) Cyclic permutation and exchange of columns{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
=
{
λ2 λ3 λ1
µ2 µ3 µ1
}
r2r3r1r4
={µ1}{µ2}{µ3}{λ1µ¯2µ3r1}{µ1λ2µ¯3r2}
× {µ¯1µ2λ3r3}{λ1λ2λ3r4}
{
λ2 λ1 λ3
µ¯2 µ¯1 µ¯3
}
r2r1r3r4
. (3.6)
(ii) Rows exchange in two neighboring columns{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
=
{
λ¯1 µ2 µ¯3
µ¯1 λ2 λ¯3
}
r4r3r2r1
=
{
µ¯1 λ¯2 µ3
λ¯1 µ¯2 λ3
}
r3r4r1r2
=
{
µ1 µ¯2 λ¯3
λ1 λ¯2 µ¯3
}
r2r1r4r3
. (3.7)
These two symmetries together are also known as the tetrahedral symmetry.
(iii) Complex conjugation9{
λ1 λ2 λ3
µ1 µ2 µ3
}∗
r1r2r3r4
=
{
λ¯1 λ¯2 λ¯3
µ¯1 µ¯2 µ¯3
}
r1r2r3r4
. (3.8)
9In ref. [49] q is replaced by 1/q after complex conjugation. On the other hand it is shown
in ref. [50] the 6j–symbols are not changed by this replacement. Indeed a 6j–symbol consists of
q–deformed numbers [x] which are q − 1/q symmetric.
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(iv) Unitarity
∑
µ3r1r2
|λ3||µ3|
{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
{
λ1 λ2 λ
′
3
µ1 µ2 µ3
}∗
r1r2r′3r
′
4
= δλ3λ′3δr3r′3δr4r′4 .
(3.9)
(v) The generalized Racah backcoupling rule
q(Cλ1+Cµ1+Cλ3+Cµ3 )/2
{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
=
∑
νrs
q(Cν+Cλ2+Cµ2 )/2|ν|{λ3}{λ1µ¯2µ3r1}{µ1λ2µ¯3r2}
· {λ¯1µ1νr}
{
µ3 ν λ3
µ1 µ2 λ1
}
r1rr3s
{
λ1 λ2 λ3
µ¯3 ν µ¯1
}
rr2sr4
. (3.10)
This symmetry reflects the fact the conformal blocks of t–, s– and u–channels
are related to each other via a triangular commutative diagram.
(vi) The Biedenharn–Elliott sum rule{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
=
∑
λν3
t1t2t3s1s2
|λ3||ν3||λ|{λ1}{ν1}{λ1µ¯2µ3r1}
· {µ1λ2µ¯3r2}{µ¯1µ2λ3r3}{λµ¯1ν1t1}{λµ¯2ν2t2}{λµ¯3ν3t3}
·
{
ν2 µ¯2 λ
µ3 ν3 λ¯1
}
s1r1t3t2
{
ν3 µ¯3 λ
µ1 ν1 λ¯2
}
s2r2t1t3
·
{
ν1 µ¯1 λ
µ2 ν2 λ¯3
}
s3r3t2t1
{
λ1 λ2 λ3
ν1 ν2 ν3
}
s1s2s3r4
. (3.11)
On the right hand side the representations ν1 and ν2 are chosen arbitrarily, only
subject to the constraint that the right hand side does not vanish identically,
i.e., the triads involving ν1 or ν2 should all be valid in the sense that the tensor
product of the three representations in each of these triads contains a singlet.
This symmetry property is also known as the pentagon relation.
As shorthand notation we have introduced here the notation |λ| for the quantum
dimension dimq λ.
3.1.2 Consistency of the braiding eigenvalue phases
Let us first test the powers of the symmetry properties of the quantum 6j–symbols by
using them to demonstrate the consistency of the braiding phases (2.12). We will use
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Figure 3.1: Computing the knot invariant of this plat representation can demonstrate
the consistency of the braiding phase.
the procedure explained in Sec. 2 to compute the knot invariant of two disconnected
unknots with the (quasi–)plat representation given in Fig. 3.1, where braidings appear
twice and their phases do not trivially cancel. In this way we can confirm the proper
and consistent assignment of the previously stated braiding phases.
The (quasi–)plat representation has writhe 0, i.e., framing 0. So we expect for the
quantum invariant
WSU(N)R1 (©)W
SU(N)
R2
(©) = dimq R1 dimq R2 . (3.12)
Following the procedure introduced in Sec. 2, the formula to compute the quantum
invariant of this untangled link L is
WSU(N)R1,R2 (L) =
∑
t,s
r1,r2,r3,r4
{R2}{R¯1, R2, t¯, r4}
√
dimq t δr3,r4λ
(−)
R¯1R2;t,r4
at,r4r4s,r2r2
[
R2 R¯1
R¯2 R1
]
×
(
λ
(+)
R¯1R¯1;s,r2
)−1
{R¯1, R¯2, s¯, r2}
√
dimq s δr1,r2
=
∑
t,s
r2,r4
{R1}{R2}q−(CR1+CR2 )+(Cs+Ct)/2 dimq t dimq s
{
R2 R¯1 t¯
R¯2 R¯1 s
}
r2r2r4r4
.
Using the cyclic permutation symmetry and the generalized Racah backcoupling rule,
we find{
R1 R¯1 0
R¯2 R¯2 s
}
r1r200
=
{
R¯1 0 R1
R¯2 s R¯2
}
r20r10
=
∑
t,r3,r4
q−(CR1+CR2 )+(Cs+Ct)/2 dimq t{R1}{R¯1, s¯, R¯2, r2}{R2}
{R¯1, t¯, R2, r3}
{
R¯2 t R1
R¯2 s R¯1
}
r2r3r1r4
{
R¯1 0 R1
R2 t R2
}
r30r40
.
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Plug in the values of trivial quantum 6j–symbols, we finally arrive at
{R1}{R2}
∑
t,r3,r4
q−(CR1+CR2 )+(Cs+Ct)/2 dimq t δr3,r4
{
R1 R¯2 t
R¯1 R¯2 s
}
r1r2r3r4
= δr1,r2 .
Finally, with dimq t = dimq t¯ we infer
WSU(N)R1,R2 (L) =
∑
s
dimq s = dimq R1 dimq R2 ,
which is in agreement with eq. (3.12).
3.1.3 Phase specification
In this section we specify our choice of 2j–phases and 3j–phases. When k or N is
large — as is the case in this note — the representations of Uqsu(N) behave as those
of su(N). Therefore, we follow the same choice made for 2j–phases and 3j–phases for
the classical Lie algebra su(N) [31, 51].
For 2j–phases: It’s easy to see that {λ} = {λ¯}. Furthermore su(N) is a so-called
quasi-ambivalent group, which means consistent choices for 2j–phases can be made so
that
{λ1}{λ2}{λ3} = 1 , (3.13)
whenever λ1λ2λ3 is a valid triad (with trivial multiplicity label). Repetitively using
this rule all the 2j–phases can be reduced to either 1, if λ has even number of boxes, or
{ }, if λ has odd number of boxes. We find in our computation that it is self–consistent
and convenient to choose { } = 1 since we work with generic rank N .
As for 3j–phases: A 3j–phase {λ1λ2λ3r} is fixed if λ1 = λ2, being +1 if λ¯3 appears
in the symmetric tensor product Sym2λ1, or −1 if λ¯3 appears in the antisymmetric
tensor product ∧2λ1. In the generic case λ1 6= λ2 6= λ3, the 3j–phase is a priori
undetermined. However, a consistent choice can be made for 3j–phases so that the
column exchange symmetry for 6j–symbols is simplified, i.e.,
{µ1}{µ2}{µ3}{λ1µ¯2µ3r1}{µ1λ2µ¯3r2}{µ¯1µ2λ3r3}{λ1λ2λ3r4} = (−1)r1+r2+r3+r4 .
(3.14)
Then eq. (3.6) becomes{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
= (−1)r1+r2+r3+r4
{
λ2 λ1 λ3
µ¯2 µ¯1 µ¯3
}
r2r1r3r4
. (3.15)
Furthermore, we specify that
{λ1λ2λ3r} = (−1)r{λ1λ2λ30} ≡ (−1)r{λ1λ2λ3} . (3.16)
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By using these rules one can reduce a generic 3j–phase to those containing a funda-
mental representation { λ2λ3}, and further reduce them to one 3j–phase { λ′λ} for
each non–fundamental representation λ, where λ′ is some lower representation than
λ. The values (±1) of these 3j–phases are free to choose. The first few 3j–phases are
tabulated in the appendix of ref. [51].
3.1.4 Composite labelling of representations
In our computation we use the composite labelling of the partition associated to an
irreducible representation of Uqsu(N) or su(N). The partition label λ = λ1 > λ2 >
· · · > λN−1 > λN = 0 can be recast in a composite manner,
(λ) = (λ1, λ2, · · · , λN)
= (µ1, µ2, · · · , µp, 0, · · · , 0,−νq,−νq−1, · · · ,−ν1)
= (µ; ν) ,
where p + q 6 N . Here the second line is obtained by subtracting the same integer
from each λi.
On the one hand, the composite labelling seems to suffer from an integral shift
ambiguity: µi 7→ µi+n, νj 7→ νj +n, ∀n ∈ Z, all corresponding to the same λ. In fact
the composite labellings are one-to-one correspondent to the irreducible representa-
tions of U(N), and the shift freedom arises from discarding the U(1) factor. More
precisely, the relation between a composite representation of U(N) and an irreducible
representation of SU(N) is
U(N) = U(1)× SU(N)
(λ) = (f)× (λ′)
where f =
∑N
i=1 λi and λ
′
i = λi − λN for i = 1, · · · , N . On the other hand, when the
rank N is generic, for a low dimensional or low power representation the composite
labelling without explicit N is unique. Here we define the power p(λ) of a represen-
tation λ to be the minimum number of fundamentall or anti-fundamentals so that λ
is included in the tensor product
λ ∈ ⊗ · · · ⊗ ⊗ ¯⊗ · · · ⊗ ¯︸ ︷︷ ︸
p(λ)
.
It is easy to show p(λ) is the same as the number of boxes in the unique composite
labelling of λ = (µ; ν).
The advantage of using the composite labelling is that the conjugate represen-
tations can be easily expressed. The conjugate of (µ; ν) is nothing else but (ν;µ).
Since the rank of the group N does not appear explicitly, the composite labelling is
particularly useful in computation with generic rank N .
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The tensor product of two composite representations is given by [52]
(µ; ν)⊗ (ρ; σ) =
∑
ζ,η
{(µ/ζ) · (ρ/η); (ν/η) · (σ/ζ)} , (3.17)
where both the division and multiplication are given by the Littlewood–Richardson
coefficients cki,j,
λi · λj =
∑
k
ckijλk , λk/λi =
∑
j
ckijλj .
The quantum dimension of a composite representation is
dimq(µ; ν) = Nn(µ; ν)/H(µ)H(ν) ,
where H(µ) and H(ν) are the hook length products of the respective Young diagrams
with each factor x promoted to the q–ormed number
[x] =
qx/2 − q−x/2
q1/2 − q−1/2 ,
and the numerator is
Nn(µ; ν) =
∏
i,j;k,l
[N − i− j + µi + νj + 1][N + k + l − µ˜k − ν˜l − 1] .
Here µi, νj are the number of boxes on the i-th row of µ and j-th row of ν respectively.
µ˜, ν˜ are the transposed Young diagrams. And the product is multiplied over all the
cells with the row and column labels (i, j) in µ and all the cells with the row and
column labels (k, l) in ν. When j exceeds the height of ν or k exceeds the height of
µ˜, the corresponding νj and µ˜k vanish.
3.2 Bootstrap: Build up quantum 6j–symbols
3.2.1 From non-primitives to cores
The bootstrap method was developed in refs. [31,51,53] for the computation of classical
6j–symbols in classical Lie algebras. Later it was pointed out in ref. [49] that the same
method can be generalized to quantum groups, and examples were given for Uqsl(2).
Here we directly apply the bootstrap method to compute quanum 6j–symbols for the
quantum group Uqsu(N) with general N .
The basic idea of bootstrap is that the symmetry properties of quantum 6j–symbols
are so powerful that the values of the quantum 6j–symbols can be computed with the
help of these symmetry properties from basic input data like quantum dimensions and
fusion rules alone, at least for 6j–symbols with relatively small representations. In
order to do so, we first classify quantum 6j–symbols to three types: trivial, primitive,
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and non-primitive. Trivial 6j–symbols contain at least one singlet, and their values
are known, as given in (3.3). A primitive 6j–symbol contains a fundamental or anti-
fundamental representation. All rest 6j–symbols are non–primitive.
Non-primitive 6j–symbols can always be converted to primitive 6j–symbols [31].
Given an arbitrary non-primitive 6j–symbol{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
,
we can always make λ3 the smallest representation (with the smallest number of boxes)
by using the tetrahedral symmetry. Then apply the pentagon relation, where ν1 is
chosen to be either the fundamental or anti-fundamental, and ν2 one box fewer than
λ3 so that (ν¯1ν2λ3) is a legitimate triad. Then the right hand side of the pentagon
relation does not vanish identically. We have,{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
=
∑
λν3
r′2r
′
3r
′
1
c
{
λ1 ν3 ν¯2
λ µ2 µ3
}
r1r′3r
′
2r
′
1
,
where in each summand c is the product of some primitive 6j–symbols, while in the
last 6j–symbol, the smallest representation cannot have more boxes than ν¯2, which in
turn has one box fewer than λ3 in the original 6j–symbol. Repeat this step and one
will end up with primitive 6j–symbols only.
Furthermore it was shown in [53] that every primitive 6j–symbol can be converted
by using the pentagon relation and the generalized Racah backcoupling rule to one of
the following two types:
• Type II (Core 6j–symbols) {
λ1 λ2 λ3
µ1 ǫ µ3
}
0 r20 r4
.
Here ǫ is either fundamental or anti–fundamental. The triad (λ1λ2λ3r4) is (par-
tially) ordered, meaning that p(λ1) > p(λ2) > p(λ3); furthermore it satisfies
p(λ3) > p(µ1) or p(λ1) > p(µ3). It implies that among the four triads in the
6j–symbol, (λ1λ2λ3r4) is the greatest one. Two (partially) ordered triads are
ordered by the following rules: (λ1λ2λ3) > (µ1µ2µ3) if p(λ3) > p(µ3) or when
p(λ3) = p(µ3) if p(λ2) > p(µ2) or when p(λ3) = p(µ3) and p(λ2) = p(µ2) if
p(λ1) > p(µ1).
• Type IV {
λ1 λ2 ǫ1
µ1 µ2 ǫ2
}
0000
,
where ǫ1 and ǫ2 are either fundamental or anti-fundamental.
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The basic idea is first to count the number of primitive triads, those triads with
a fundamental or anti-fundamental, in a primitive 6j–symbol. If all four triads are
primitive, it is a type IV, otherwise use the symmetry properties to arrange the six
representations so that the top row triad (λ1λ2λ3r4) in{
λ1 λ2 λ3
µ1 µ2 µ3
}
r1r2r3r4
,
is (partially) ordered and the greatest one. Then the fundamental or anti-fundamental
representation (ǫ) in the primitive 6j–symbol must appear on the bottom row. If ǫ
appears as µ1 and p(λ1) > p(λ2) (type I), permute the three columns of the 6j–symbol
by the cycle (132) and apply the generalized backcoupling rule. If ǫ appears as µ3 and
p(λ2) > p(λ3) (type III), apply the pentagon relation and chose ν2 to be fundamental
or anti-fundamental representation. All the rest cases can be converted by simple
permutation to a type II. This recursive algorithm will terminate and in end yields
only type IV and type II 6j–symbols.
3.2.2 Crushing the cores
A type IV 6j–symbol is readily soluble. Let us assume that ǫ1 and ǫ2 are conjugate to
each other (If not we can permute the first two columns to make them so). If λ1 and
µ1 are identical, we apply the backcoupling rule and get
qCλ1+Cǫ1
{
λ1 λ2 ǫ1
λ1 µ2 ǫ2
}
0000
=
∑
ν,r
q(Cν+Cλ2+Cν2 )/2|ν|{. . .}
{
ǫ2 ν ǫ1
λ1 µ2 λ1
}
0r00
{
λ1 λ2 ǫ1
ǫ¯2 ν λ¯1
}
r000
.
We indicate a bunch of phases factors by {. . .}. Here ν can be either the singlet
[0; 0] or the adjoint [1; 1]. We can rescale the identity to normalize the coefficients in
front of the combinations with ν being the adjoint to 1. Then we can get a second
identity by replacing q with q−1, which does not change the values of the 6j–symbols
and only changes coefficients in the identity. Subtracting the second identity from
the first identity the combinations with ν being the adjoint drop out and we have
effectively expressed the original 6j–symbol in terms of trivial 6j–symbols only. If λ1
and µ1 are not identical, it can be shown that fixing the other five representations, the
representation at position (2,1) (where µ1 is occupying) is either unique or can only
be either the original µ1 or the same as λ1. In the former case, the absolute value is
solved directly as unitarity indicates
dimq λ1 dimq µ1
∣∣∣∣{λ1 λ2 ǫ1µ1 µ2 ǫ2
}∣∣∣∣2 = 1 .
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In the latter case unitarity relates the absolute value of the 6j–symbol to the one with
µ1 being replaced by λ1, which has already been solved,
dimq λ1 dimq µ1
∣∣∣∣{λ1 λ2 ǫ1µ1 µ2 ǫ2
}∣∣∣∣2 + (dimq λ1)2 ∣∣∣∣{λ1 λ2 ǫ1λ1 µ2 ǫ2
}∣∣∣∣2 = 1 .
As the last step you can freely choose the phase of this type IV 6j–symbol.
Core 6j–symbols are trickier. The relative easy cases are when the other five
representations are fixed, the representation at position (1,3) (where λ3 is occupying)
can only be the λ3 or some smaller representations. A simple example is{
λ1 λ¯1 1; 1
1; 0 1; 0 µ3
}
000r4
,
where the only other alternative at position (1,3) is singlet. These core 6j–symbols
are called descendable at position (1,3). They (absolute values) can always be related
by the unitarity to simpler 6j–symbols, hence are recursively soluble. Among all the
descendable-at-position-(1,3) 6j–symbols which only differ by µ3, their phases can be
calibrated by using the orthogonality relation,∑
λ3r4
|λ3||µ3|
{
λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r4
{
λ1 λ2 λ3
µ1 ǫ µ3
}∗
0r20r4
= 0 , (3.18)
where µ3 is the smallest possible representation at this position. Then among all
the 6j–symbols with different µ3’s, only the phase of the 6j–symbol with µ3 is free
to choose. Similar discussions can be made on the core 6j–symbols descendable at
position (1,1).
However, unitarity relation or any other symmetry properties cannot separate 6j–
symbols which only differ by a non–trivial multiplicity label. In order to fix their
values, we need to choose a Multiplicity Separation Scheme. First to be sure of being
consistent with the 3j–phase convention specified by eqs. (3.14) and (3.15), we require
that 6j–symbols with odd total multiplicity
∑4
i=1 ri be imaginary. Then, suppose that
there are m copies of λ¯3 in λ1 ⊗ λ2 so that in the 6j–symbol{
λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r4
,
r4 can take the value from 0 to m− 1. Also let us suppose that
m−1∑
r4=0
∣∣∣ {λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r4
∣∣∣2
for various µ3, as well as
m−1∑
r4=0
{
λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r4
{
λ1 λ2 λ3
µ1 ǫ µ
′
3
}∗
0r20r4
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with µ3 being different from µ
′
3 have been computed. Let us call them unitarity
sums and orthogonality sums respectively. We notice the fact that the values of the
6j–symbols {
λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r4
, r4 = 0, . . . , m− 1
are not fixed. There is a SU(m) freedom which can rotate their values to a set of new
values,
new
{
λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r′4
=
∑
r4
Mr′4,r4
old
{
λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r4
, Mr′4,r4 ∈ SU(m) .
(3.19)
Therefore one needs to specify a multiplicity separation scheme in order to fix the
values of these 6j–symbols. Our choice of the multiplicity separation scheme is as
follows. Choose one µ3, and set the values of the 6j–symbols with r4 being from 1 to
m− 1 to 0. The absolute value of the 6j–symbol with r4 = 0 is fixed by the unitarity
sum, and we assign an arbitrary phase to this 6j–symbol. Next choose a different µ3.
The value of the first 6j–symbol is now fixed by the orthogonality sum. We set the
6j–symbols with r4 being from 2 to m−1 to 0, and the absolute value of the 6j–symbol
with r4 = 1 is then fixed by the unitarity sum. We again assign an arbitrary phase to
this 6j–symbol. Repeat this procedure the values of all the 6j–symbols can be fixed,
as summarized in the following table:
r4\µ3 1 2 3 · · ·
0 ∗ − −
1 0 ∗ −
2 0 0 ∗
3 0 0 0
...
...
...
...
m− 1 0 0 0
∗ absolute value fixed by unitarity sums
− value fixed by orthogonality sums
Note that the values of the 6j–symbols computed in this way depend on the order of
µ3 in the table above. In this process, we have used 2(m− 1) + 1 degrees of freedom
in the first column, 2(m − 2) + 1 degrees of freedom in the second column, so and
so forth. At most we need to use m2 − 1 degrees of freedom, which are precisely the
degrees of freedom in the symmetry group of SU(m).
Non–descendable core 6j–symbols are much more difficult to solve. It is in fact
not known whether all core 6j–symbols can be solved by using symmetry properties of
quantum 6j–symbols, although in practice there does not seem to be an exception, at
least for core 6j–symbols with relative low representations. For some 6j–symbols, the
representation at one position is unique, as in the first situation in case 2 of Type IV
core 6j–symbols, then the absolute value is solved by unitarity. For some other 6j–
symbols, the representation at some position has two distinct possibilities, yet the
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RR¯
R¯
R
(a) s–channel
R¯ R
R¯ R
(b) t–channel
R R¯
RR¯
(c) u–channel
Figure 3.2: The three types of conformal blocks of four point correlation functions.
corresponding two 6j–symbols can be shown to be linearly related. For instance,
given a core 6j–symbol of the type{
λ1 λ2 2; 0
1; 0 0; 1 ν
}
0000
or
{
λ1 λ2 1
2; 0
1; 0 0; 1 ν
}
0000
,
it can be shown that fixing the other five representations either ν is unique, or it has
only two possibilities ν1, ν2. In the latter case, one can prove that the generalized
backcoupling rule gives a linear relation between the two 6j–symbols with ν1 and
ν2. Plugging the linear relation into the unitarity sum one can solve either of the
two 6j–symbols. Another trick is if p(λ2) = p(λ3), the following two types of core
6j–symbols, {
λ1 λ2 λ3
µ1 ǫ µ3
}
0r20r4
and
{
λ1 λ3 λ2
µ′1 ǫ
′ µ′3
}
0r′20r
′
4
,
can be related to each other by permuting the last two columns of either 6j–symbol
and applying the pentagon relation with ν2 being fundamental or anti-fundamental.
For many non-descendable core 6j–symbols, by using the methods explained above,
only their absolute values can be determined. Nonetheless not all the phases of these
core 6j–symbols can be freely chosen, as they may be related via orthogonality relation
as in eq. (3.18). All possible such relations must be sought out in order to consistently
choose phases for non-descendable core 6j–symbols. On the other hand, since our goals
are the two kinds of 6j–symbols in eq. (3.5), when they are expanded in terms of core
6j–symbols, some core 6j–symbols only appear in even powers. Then the phases of
these 6j–symbols need not be chosen.
By using these tricks, we can compute all the core 6j–symbols, or their absolute
values, relevant for the computation of the two kinds of 6j–symbols in eq. (3.5) when
R = .
3.3 Eigenvector method to relate two kinds of 6j–symbols
There are three types of conformal blocks of four point correlation functions, cor-
responding to the s–, t–, and u–channels, respectively. When the four fields are
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the WZW primaries R¯, R, R¯, and R as shown in Figs. 3.2, the s-channel conformal
blocks are related to the t–channel conformal blocks by the quantum 6j–symbols of
the first kind as in eq. (3.5), while both the s–channel and t–channel are related to
the u–channel by the quantum 6j–symbols of the second kind. Use the matrix nota-
tion T ρ1,r3r4ρ2,r1r2 and U
ρ3,r′3r
′
4
ρ4,r′1r
′
2
for the families of quantum 6j–symbols of the first and second
kind, respectively, where the superscripts label rows and the subscripts label columns.
Then the recoupling relations translate into the matrix equation
T · U = U ,
which gives rise to eigenvector equations for the column vectors of the matrix U .
More explicitly — by using the columns–permutation symmetry and the generalized
backcoupling rule — we find{
R¯ R ρ3
R R ρ4
}
r′1r
′
2r
′
3r
′
4
=
∑
ν,r,r′
(−1)r+r′+r′3+r′4{R}{R,R, ρ¯4, r′2}{R, R¯, ρ3, r′3}{R, R¯, ν, r}
q−2CR+(Cρ3+Cρ4+Cν)/2 dimq ν
{
R R¯ ρ3
R R ν¯
}
rr′r′3r
′
4
{
R¯ R ν
R R ρ4
}
r′1r
′
2rr
′
.
Now define
T
ρ3,r′3r
′
4
ν,rr′ =(−1)r+r
′+r′3+r
′
4{R}{R, R¯, ρ3, r′3}{R, R¯, ν, r}q−2CR+(Cρ3+Cρ4+Cν)/2√
dimq ρ3 dimq ν
{
R R¯ ρ3
R R ν¯
}
rr′r′3r
′
4
, (3.20)
Uν,rr
′
ρ4,r′1r
′
2
=
√
dimq ν dimq ρ4
{
R¯ R ν
R R ρ4
}
r′1r
′
2rr
′
, (3.21)
we have the eigenvector matrix equation
U
ρ3,r′3r
′
4
ρ4,r′1r
′
2
= {R,R, ρ¯4, r′2} T ρ3,r
′
3r
′
4
ν,rr′ U
ν,rr′
ρ4,r′1r
′
2
. (3.22)
Recall that the value of the 3j–phase {R,R, ρ¯4, r′2} = ±1 depends on whether ρ4 is
in the symmetric or anti-symmetric double tensor product of R. So the matrix T
has degenerate eigenvalues ±1, and its eigenvectors are the column vectors of the
matrix U .
Thus, one can use other methods to solve for the quantum 6j–symbols of the first
kind, which are more symmetric and easier to solve.10 Then one uses the eigenvector
equation to find relations among the quantum 6j–symbols of the second kind. In this
way the number of 6j–symbols that explicitly need to be determined can be reduced by
10Since both ρ3 and ν are in the tensor product R⊗ R¯ the T matrix is more or less a symmetric
matrix.
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at least a factor of two. Alternatively, one can first solve for the quantum 6j–symbols
of the second kind, and use the eigenvector equation to build the eigenvalue matrix
T , so as to determine all 6j–symbols of the first kind at once.
In practice, one can use the classical version of the eigenvector equation in the limit
q → 1, in order to determine the classical 6j–symbols first. Then one tries to promote
the resulting classical 6j–symbols to quantum 6j–symbols. The ambiguities that arise
from recovering the quantum 6j–symbols from their classical counterparts can even-
tually be eliminated by demanding that they satisfy unitary relation or some other
symmetry properties combined with the explicit knowledge of some other quantum
6j–symbols.
3.4 Projector method for classical 6j–symbols
As a non–trivial check for our computations of quantum 6j–symbols, we develop here
another independent method to calculate classical 6j–symbols explicitly. This allows
us to compare classical 6j–symbols to quantum 6j–symbols in the limit q → 1. The
knowledge of classical 6j–symbols provides for a useful guideline for the methods
presented in the previous subsections. The technique discussed here is inspired by the
projector method for U(N) representations developed in refs. [33, 34].
3.4.1 Projectors for representations of Lie groups
Let us consider a representation ρ of a Lie group G on a finite dimensional vector
space V
ρ : G→ GL(V ), g 7→ ρ(g) . (3.23)
Furthermore, let λ be a subrepresentation of ρ on the vector space Vλ ⊂ V . Then we
can define a projector P (λ) : V → V for λ with
P (λ)2 = cλP (λ) , Vλ = ImP (λ) , (3.24)
with cλ 6= 0 such that the representation λ is given by
λ : G→ GL(Vλ), g 7→ λ(g) = ρ(g) ◦ P (λ) . (3.25)
For non-zero projectors P (λ) the constant cλ is determined by cλ =
trV P (λ)
2
trV P (λ)
. In the
following we mainly use the normalized projectors
P(λ) = 1
cλ
P (λ) , P(λ)2 = P(λ) , dimλ = trV P(λ) . (3.26)
It is convenient to introduce the normalization operator N , which maps N [0] = 0
and non-zero projectors to
P(λ) = N [P (λ)] = dimλ
trV P (λ)
P (λ) =
trV P (λ)
trV P (λ)2
P (λ) . (3.27)
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Projectors P : V → V decompose the vector space V into the direct sum V =
VP ⊕V ⊥P , where VP and V ⊥P are the eigenspaces to the eigenvalues one and zero. Two
projectors P1 and P2 are orthogonal, i.e., P1 ⊥ P2, if V1 ⊂ V ⊥2 and V2 ⊂ V ⊥1 . It is
straightforward to check that orthogonal projectors obey
P1 ⊥ P2 ⇐⇒ P1P2 = P2P1 = 0 . (3.28)
We call two subrepresentations λ1 and λ2 orthogonal if the associated projectors
P (λ1) and P (λ2) are orthogonal. Schur’s lemma ensures that projectors P(λ1) and
P(λ2) for subrepresentation λ1 and λ2 are automatically orthogonal if the represen-
tations λ1 and λ2 are irreducible and inequivalent. In general, however, two repre-
sentations λ1 and λ2 need not be orthogonal. Nevertheless, it is straight forward to
construct from a pair of projectors P(λ1) and P(λ2) a pair of orthogonal projectors
P(λ˜1) and P(λ˜2) — and hence a pair of orthogonal representations λ˜1 and λ˜2 —
according to
P(λ˜1) = P(λ1) , P(λ˜2) = N [(1− P(λ1))P(λ2) (1−P(λ1))] , (3.29)
with V1 ∪ V2 = V˜1 ∪ V˜2. Note that the zero projector 0 is orthogonal to any projec-
tor P, i.e., P ⊥ 0. Analogously to the Gram–Schmidt process, which constructing
an orthogonal basis with respect to a scalar product, this construction generalizes to
more than two projectors. Namely, given a set projectors {P(λi)} we can construct
an orthogonal set of projectors {P(λ˜i)} such that
⋃
i Vi =
⋃
i V˜i.
With the help of projectors, we can also describe a decomposition of the represen-
tation ρ into irreducible representations
ρ =
⊕
i,ri
ρi,ri , (3.30)
where the label i labels inequivalent irreducible representations, while the label ri cap-
tures their multiplicities. Again, due to Schur’s lemma the representations ρi,ri and
ρj,rj are automatically orthogonal for distinct i 6= j. Using the associated projectors
P(ρi,ri) and the above described algorithm, we can always orthogonalize the equiva-
lent irreducible components that appear with multiplicities, such that all projectors
P(ρi,ri) are mutually orthogonal. The normalized projectors of such an orthogonal
decomposition obey ∑
i,ri
P(ρi,ri) = 1 ∈ GL(V ) . (3.31)
Similarly, from an orthogonal irreducible decomposition ρ =
⊕
i,ri
ρi,ri , we can
algorithmically construct an orthogonal decomposition of any (reducible) subrepre-
sentation λ of ρ. Firstly, we compute the projectors
P(λˆr,ri) = N [P(ρi,ri)P(λ)P(ρi,ri)] ,
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in terms of the irreducible projectors P(ρi,ri) of the representations ρi,ri . Secondly,
from the set of projectors {P(λˆi,ri)} we compute a set of orthogonal projectors (with
all zero projectors 0 removed). The obtained set of non-zero and mutual orthogonal
projectors {P(λj,sj)} obeys this time
P(λ) =
∑
j,sj
P(λj,sj) ,
and describes an orthogonal decomposition λ =
⊕
j,sj
λj,sj .
Finally, we note that projectors are a powerful means to study tensor products.
Namely, for two projectors P(λ1) and P(λ2) of two (not necessarily irreducible) sub-
representations λ1 and λ2 of ρ1 and ρ2, respectively, the tensor product λ1⊗ λ2 arises
as a subrepresentation of ρ1 ⊗ ρ2 and its projector is simply given by
P(λ1 ⊗ λ2) = P(λ1)⊗ P(λ2) . (3.32)
Using the above described algorithm, it is straight forward to construct an orthogonal
irreducible decomposition for the tensor product λ1 ⊗ λ2 =
⊕
j,sj
(λ1 ⊗ λ2)j,sj .
So far we have only reformulated various concepts in representation theory of Lie
groups — such as decompositions in irreducible representations or tensor products of
representations — in terms of projectors onto subrepresentations of reducible represen-
tations. In practice this is beneficial, if the discussed projectors furnish a convenient
and applicable realization for the representations of interest. In this note, we will
see that projectors provide for a powerful tool to study (for general N) composite
representations of SU(N) as subrepresentations of ρ = ⊗k ⊗ ¯⊗ℓ.
3.4.2 Classical 6j–symbols from projectors
We have assembled all the necessary ingredients to compute classical 6j–symbols from
projectors. We recall that the 6j–symbols can be interpreted as the normalized re-
coupling coefficients arising from recoupling of representations in the trilinear tensor
product λ1⊗λ2⊗λ3 of the irreducible representations λℓ, ℓ = 1, 2, 3. To spell out the
classical 6j–symbols from projectors, we first need to construct the list of projectors
described below:
(i) Choose three convenient representations ρℓ, ℓ = 1, 2, 3, on the vector spaces V
(ℓ),
which contain λℓ as subrepresentation of ρℓ. Then we describe the representa-
tions λℓ with the projectors P(λℓ) : V (ℓ) → V (ℓ).
(ii) Determine orthogonal decompositions λ12 =
⊕
i,ri
(λ12)i,ri and λ23 =
⊕
j,sj
(λ23)j,sj
of the tensor products λ12 = λ1⊗λ2 and λ23 = λ2⊗λ3 in terms of their projectors
P((λ12)i,ri) : V (1)⊗V (2) → V (1)⊗V (2) and P((λ23)j,sj) : V (2)⊗V (3) → V (2)⊗V (3).
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(iii) Determine orthogonal decompositions λ(i, ri) =
⊕
α,tα
λ(i, ri)α,tα and λ(j, sj) =⊕
β,uβ
λ(j, sj)β,uβ of the tensor products λ(i, ri) = (λ12)i,ri ⊗ λ3 and λ(j, sj) =
λ3 ⊗ (λ23)j,sj given in terms of the projectors P(λ(i, ri)α,tα) and P(λ(j, sj)β,uβ).
Now we are ready to spell out the classical 6j–symbols in terms of projectors. First
note that in the state notation of quantum mechanics a projector P(λ) of a represen-
tation λ takes the simple form
P(λ) =
dimλ∑
m=1
|λ,m〉〈λ,m| , (3.33)
where m labels the states within the representation λ. Then we can write the square
of the matrix element (3.1) — identifying the labels (i, ri, tα) with (λ12, r12, r) and the
labels (j, sj , uβ) with (λ23, r23, r
′) — in terms of projectors∣∣〈λ(i, ri)α,tα∣∣λ(j, sj)β,uβ〉∣∣2
=
1
dimλα
∑
ψ,m
〈
ψ
∣∣λ(i, ri)α,tα , m〉〈λ(i, ri)α,tα, m∣∣λ(j, sj)β,uβ , m〉〈λ(j, sj)β,uβ , m∣∣ψ〉
=
1
dimλα
trV (1)⊗V (2)⊗V (3) P(λ(i, ri)α,tα)P(λ(j, sj)β,uβ) . (3.34)
Here {|ψ〉} is complete set of states, i.e.,∑ |ψ〉〈ψ| is the identity on V (1)⊗V (2)⊗V (3).
Again with the above identification of labels, we insert this matrix element into the
definition (3.2) to arrive at the classical 6j–symbol{
λ1 λ2 (λ¯12)i
λ3 λα (λ23)j
}
uα,sj ,tα,ri
= eiϕ
√
trP(λ(i, ri)α,tα)P(λ(j, sj)α,uα)
dim(λ12)i · dim(λ23)j · dimλα .
(3.35)
There is some freedom in choosing the phases eiϕ, which arise here from taking the
square root of eq. (3.34). For a consistent choice of phases the matrix elements〈
λ(i, ri)α,tα
∣∣λ(j, sj)β,uβ〉 must form a unitary matrix; c.f., the detailed discussion in
Sec. 3.1.3.
Note that the projector expression for 6j–symbol given in refs. [33,34] in the context
of the Lie Group U(N) is in agreement with our findings. The expression derived
here, however, is more general as it is also applicable for sectors with non–trivial
multiplicities. However, we should stress that — compared to the choice of bases
of states made in Sect. 3.1 — the constructed orthogonal decompositions of tensor
products generically give rise to a different multiplicity separation scheme in sectors
with non–trivial multiplicities.
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3.4.3 Projectors for finite irreducible representations of SU(N)
Now we specialize to the construction of projectors for finite irreducible representa-
tions of SU(N) (for general N). Our method builds upon refs. [33, 34], where pro-
jectors are constructed for representations of U(N). We generalize this construction
to representations of SU(N) by constructing projectors for composite representations
discussed in Sec. 3.1.4.
The basic building blocks for the projector method are the fundamental and anti–
fundamental representations and of SU(N), which canonically induce the (re-
ducible) tensor product representations
⊗k ⊗ ⊗ℓ : SU(N)× C(k+ℓ)N → C(k+ℓ)N ,
(M, v1 ⊗ . . .⊗ vk ⊗ v1 ⊗ . . .⊗ vℓ) 7→ Mv1 ⊗ . . .⊗Mvk ⊗M †v1 ⊗ . . .⊗M †vℓ .
(3.36)
It decomposes into irreducible representations, which we label by composite represen-
tations. These irreducible representations can be worked out explicitly and algorith-
mically by applying the Littlewood–Richardson rule in two steps. Firstly, we compute
the decomposition
⊗k =
⊕
r
(ρr; 0) ,
⊗ℓ =
⊕
s
(0; σs) . (3.37)
Secondly, using the formula (3.17) for the tensor product of two composite represen-
tations, we arrive at
(ρr; 0)⊗ (0; σs) =
⊕
ζrs
(ρr/ζrs; σs/ζrs) , (3.38)
and altogether we obtain the decomposition into irreducible representations
⊗k ⊗ ⊗ℓ =
⊕
i
λi =
⊕
r,s
⊕
ζrs
(ρr/ζrs; σs/ζrs) . (3.39)
Note that this decomposition implies a decomposition of the vector space C(k+ℓ)N into
subvector spaces Vi
C
(k+ℓ)N =
⊕
i
Vi ,
on which the representation λi acts irreducibly with dimλi = dim Vi. It is the projec-
tors P(λi) on these subspaces Vi, which we wish to determine.
To determine projectors onto subrepresentations, we represent the vector space
associated to the representation ⊗k ⊗ ⊗ℓ in terms of the tensor Ri1...ikı¯1...¯ıℓ , where the
superscript indices and the subscript indices transform in the fundamental and anti–
fundamental representation. Then we define symmetrization and anti–symmetrization
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operators S(is1 ...isn ) and A[is1 ...isn ] for fundamental indices, i.e.,
S(is1 ...isn )(Ri1...ikı¯1...¯ıℓ ) =
1
n!
∑
τ∈S(is1 ...isn )
R
iτ(1)...iτ(k)
ı¯1...¯ıℓ ,
A[is1 ...isn ](Ri1...ikı¯1...¯ıℓ ) =
1
n!
∑
τ∈S(is1 ...isn )
(−1)sign τRiτ(1),...,iτ(k)ı¯1...¯ıℓ ,
(3.40)
where S(is1 ...isn ) is the permutation group of n! elements that permutes only the indices
is1, . . . , isn and sign τ is signum of the permutation τ . Analogously, we can also define
the symmetrization and anti–symmetrization operators S(¯ıs1 ...¯ısn ) and A[¯ıs1 ...¯ısn ] for
anti-fundamental indices. Finally, we define the trace operator T isı¯t
T isı¯t (Ri1...ikı¯1...¯ıℓ ) = δisı¯t
N∑
j=1
R
i1...is−1jis+1...ik
ı¯1...¯ıt−1jı¯t+1...¯ık
. (3.41)
The operators S(is1 ...isn ), A[is1 ...isn ], S(¯ıs1 ...¯ısn ), A[¯ıs1 ...¯ısn ], and T isı¯t commute with the
group action of SU(N), and as we sketch below, they are suitable to construct all
irreducible subrepresentations of ⊗k ⊗ ⊗ℓ in an algorithmic way. First, we realize
the decompositions (3.37). The Littlewood–Richardson rule decomposes the tensor
product ⊗k into Young tableaus with the boxes labelled by integers 1 through k, e.g.,
⊗3 = 1 2 3 ⊕ 1 2
3
⊕ 1 3
2
⊕ 12
3
. (3.42)
We can then construct a projector for each Young tableau by first symmetrizing with
respect to the indices assigned to the individual rows and then anti–symmetrizing
with respect to all indices in the columns [33,34]. For instance, for the above example
we get the projectors
P( 1 2 3 )(Ri1i2i3) = N [S(i1i2i3)](Ri1i2i3) ,
P( 1 2
3
)
(Ri1i2i3) = N [A[i1i3] ◦ S(i1i2)](Ri1i2i3) ,
P( 1 3
2
)
(Ri1i2i3) = N [A[i1i2] ◦ S(i1i3)](Ri1i2i3) ,
P( 12
3
)
(Ri1i2i3) = N [A[i1i2i3]](Ri1i2i3) .
(3.43)
In this basic example, we get already two distinct projectors for the representation ,
reflecting the multiplicity two for this representation in the discussed tensor product.
We should point out that the presented construction of projectors does generically
not yield orthogonal projectors. Thus, in order to arrive at an orthogonal decompo-
sition, we must employ the algorithm discussed in the previous subsection. Recall
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that such an orthogonal decomposition is not unique. For instance, employing the
orthogonalization algorithm of the previous subsection, the decomposition depends
on the chosen order of projectors. Different choices give rise to distinct multiplicity
separation schemes.
In the same fashion we can construct projectors for Young tableaus with respect to
anti–fundamental indices. Simultaneously applying projections for fundamental and
anti–fundamental indices, we obtain projectors for the (reducible) subrepresentations
(ρr; 0) ⊗ (0; σr) of ⊗k ⊗ ⊗ℓ. In order to further decompose them into irreducible
representations, we observe that taking traces with respect to pairs of fundamental
and anti–fundamental indices project onto yet smaller representations. As a conse-
quence, we can arrive at irreducible representations and ultimately at an irreducible
decomposition, if we consecutively remove traces from the tensors associated to the
representation (ρr; 0)⊗ (0; σr). The systematic removal of traces is again governed by
the Littlewood–Richardson rule applied to the quotient of Young tableaus appearing
in eq. (3.39). For instance, the decomposition(
1 2
3
; 0
)
⊗ (0; 1¯ ) = ( 1 2 ; 0) ⊕
(
1
3
; 0
)
⊕
(
1 2
3
; 1¯
)
.
is given by the projectors
P( 1 2 ; 0 )(Ri1i2i3ı¯1 ) = N [T i3ı¯1 ◦ A[i1i3] ◦ S(i1i2)](Ri1i2i3ı¯1 ) ,
P( 1
3
; 0
)
(Ri1i2i3ı¯1 ) = N [T i2ı¯1 ◦ A[i1i3] ◦ S(i1i2)](Ri1i2i3ı¯1 ) ,
P( 1 2
3
; 1¯
)
(Ri1i2i3ı¯1 ) = N [A[i1i3] ◦ S(i1i2)](Ri1i2i3ı¯1 )
− P( 1 2 ; 0 )(Ri1i2i3ı¯1 )− P( 13 ; 0)(Ri1i2i3ı¯1 ) .
(3.44)
This basic example demonstrates the algorithm to arrive in general at the irreducible
decomposition (3.39) in terms of projectors. As before, to arrive at an orthogonal
decomposition, it is necessary to orthogonalize projectors in non–trivial multiplicity
sectors.
To calculate the projectors in practice — that is to say to realize the products of
the various operators appearing in eqs. (3.43) and (3.44) — it is convenient to adopt a
uniform graphical representation of the trace operators and of the summands appear-
ing the (anti–)symmetrization operators, which we call oriented string graphs G. All
oriented string graphs are in one–to–one correspondence with permutation elements
of the symmetric group S(i1...ik ı¯1...¯ıℓ). For each permutation element τ ∈ S(i1...ik ı¯1...¯ıℓ)
an oriented string graph Gτ is drawn by connecting two columns of fundamental and
anti–fundamental indices by oriented open paths in the following way: Each funda-
mental index in the right column and each anti–fundamental index in the left column
is a source for an oriented open path, while each fundamental in the left column and
each anti–fundamental index in the right column is a drain for an oriented open path.
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Figure 3.3: Shown is the oriented string graph Gτ assigned to permutation element τ ∈
S(i1...i4 ı¯1...¯ı4), which is given in terms of the cycle representation τ = {i1i2}{i3 ı¯1}{ı¯2 ı¯4ı¯3}.
Sources and drains are connected according to the permutation group element τ . An
illustrative oriented string graphs is depicted in Fig. 3.3.
In this way we can uniformly represent the operators S and A as a formal sum of
oriented string graphs
S(is1 ...isn ) = 1
n!
∑
τ∈S(is1 ...isn )
Gτ , S(¯ıs1 ...¯ısn ) =
1
n!
∑
τ∈S(ı¯s1 ...ı¯sn )
Gτ ,
A[is1 ...isn ] = 1
n!
∑
τ∈S(is1 ...isn )
(−1)sign τGτ , A[¯ıs1 ...¯ısn ] =
1
n!
∑
τ∈S(ı¯s1 ...ı¯sn )
(−1)sign τGτ ,
and T as
T isı¯t = G{is ı¯t} .
Here {isı¯t} is the permutation element that permutes the indices is and ı¯t given in
the cycle representation.
In order to construct projectors as in eqs. (3.43) and (3.44) we need to define the
product of two oriented string graphs
Gτ1 ◦ Gτ2 7→ N#(loops)Gτ3 . (3.45)
As illustrated in Fig. 3.4 we connect horizontally the graphs Gτ1 and Gτ2 and obtain
the result of the product by first enumerating the number #(loops) of closed oriented
paths, which yields the numerical prefactor N#(loops). The permutation element τ3
is obtained from the oriented open paths that connect sources and drains of the
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Figure 3.4: Shown is the product Gτ1◦Gτ2 = N Gτ3 of the oriented string graphs Gτ1 and
Gτ2 of τ1, τ2 ∈ S(i1...i4 ı¯1...¯ı4). The permutation elements read in the cycle representation
τ1 = {i2ı¯3}{i3ı¯2}{i4ı¯1} and τ2 = {i1i2}{i3ı¯1}{i4 ı¯2}, whereas the resulting permutation
element becomes τ3 = {i1 ı¯3i2}{i3ı¯1i4 ı¯2}.
resulting graph. Note that for permutation group elements τ1 and τ2 that permute
only the fundamental and anti–fundamental indices among themselves, there appear
never any closed loops and the resulting permutation element τ3 arises simply from
the permutation product τ3 = τ1 ◦ τ2.
Finally, we define the trace of oriented string graphs trGτ , which for instance is
required for computing dimensions of representations according to eq. (3.26) and which
appear in the formula (3.35) for the classical 6j–symbol. The trace can graphically be
evaluated by connecting the sources and drains of a oriented string graph in accordance
with their indices. Then the number of closed paths raised to the power N yields the
trace. It is not difficult to see that alternatively we arrive at the trace by the simple
formula
trGτ = N#cycles(τ) , (3.46)
where #cycles(τ) enumerates the number of cycles — including the trivial one–cycles
— in the cycle representation of the permutation element τ . The defined trace is now
extended to a formal sum of oriented string graphs in the obvious way, namely
tr
(∑
τ
cτGτ
)
=
∑
τ
cτ trGτ .
Now we have assembled all the ingredients to successfully employ the outlined
projector method to compute with eq. (3.35) classical 6j–symbols of SU(N). This
provides for us a non–trivial check on the Uqsu(N) quantum 6j–symbols in the limit
q → 1. We hope that the presented projector method techniques prove useful in other
contexts as well, for instance, in determining color factors for SU(N) Yang Mills
amplitudes.
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4 Results for two–bridge hyperbolic knots
4.1 The quantum 6j–symbols
Using the first three symmetry properties of quantum 6j–symbols: permutation of
columns, exchange of rows, and complex conjugation, one can show that many quan-
tum 6j–symbols of the first kind are identical. Thus, the number of independent
6j–symbols that we need to compute is actually greatly reduced. For instance, for the
quantum 6j–symbols of the first kind
Tˆ ρi,r3r4ρj ,r1r2 =
{
R R¯ ρi
R R ρj
}
r1r2r3r4
,
the matrix Tˆ exhibits the following symmetries
Tˆ ρi,r3r4ρj ,r1r2 = Tˆ
ρ¯i,r4r3
ρ¯j ,r2r1 = Tˆ
ρ¯i,r3r4
ρj ,r2r1
=
(
Tˆ
ρ¯j ,r1r2
ρ¯i,r3r4
)∗
. (4.1)
For our case of interest, i.e., R = , we need to consider
ρi, ρj ∈(21; 0)⊗ (0; 21)
= (0; 0)⊕ 2(1; 1)⊕ (2; 2)⊕ (2; 12)⊕ (12; 2)⊕ (12; 12)⊕ (21; 21) .
which implies that Tˆ is a 10 × 10 matrix. The symmetries reduce the number of
independent entries from 100 to 37 to be listed below. The stated values for the quan-
tum 6j–symbols with non–trivial multiplicity labels depend on the used multiplicity
separation scheme. Note, however, that physical quantities — such as the colored
HOMFLY invariants — do not depend on a choice of multiplicity separation scheme.
In fact one can choose the most convenient multiplicity separation schemes so that
the quantum 6j–symbols with non–trivial multiplicity labels are as simple as possible.
Divided into five blocks, we explicitly spell out the results for the quantum 6j–
symbols of the first kind for R = :
Trivial quantum 6j–symbols:
(ρj)r1r2\ (ρi)r3r4 (1; 1)00 (1; 1)01 (1; 1)10 (1; 1)11 (0; 0)
(0; 0) [3]
[N−1][N ][N+1]
0 0 − [3]
[N−1][N ][N+1]
[3]
[N−1][N ][N+1]
(ρj)r1r2\ (ρi)r3r4 (2; 2) (2; 12) (12; 2) (12; 12) (21; 21)
(0; 0) [3]
[N−1][N ][N+1]
− [3]
[N−1][N ][N+1]
− [3]
[N−1][N ][N+1]
[3]
[N−1][N ][N+1]
[3]
[N−1][N ][N+1]
In the table above, the multiplicity labels are omitted if they are trivial. Further more,
the cells containing the quantum 6j–symbols which are related to other 6j–symbols
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via the first three symmetry properties are colored in light gray. Only the 6j–symbols
in the white cells are independent. The trivial quantum 6j–symbols with ρi = (0; 0)
can be obtained by using the last equality in eq. (4.1).
ρi = ρj = (1; 1):
(ρj)r1r2\ (ρi)r3r4 (1; 1)00 (1; 1)01 (1; 1)10 (1; 1)11
(1; 1)00 long expression
i[2N ]
[N−1][N ]2[N+1]
√
[N−2][N+2]
i[2N ]
[N−1][N ]2[N+1]
√
[N−2][N+2]
− [4]
[2][N−1][N ][N+1]
(1; 1)01 − i[2N ]
[N−1][N ]2[N+1]
√
[N−2][N+2]
− 1
[N−1][N ][N+1]
− 1
[N−1][N ][N+1]
0
(1; 1)10 − i[2N ]
[N−1][N ]2[N+1]
√
[N−2][N+2]
− 1
[N−1][N ][N+1]
− 1
[N−1][N ][N+1]
0
(1; 1)11 − [4][2][N−1][N ][N+1] 0 0 − 1[N−1][N ][N+1]
The quantum 6j–symbol with the entry ‘long expression’ explicitly reads{
21; 0 0; 21 1; 1
21; 0 21; 0 1; 1
}
0000
=
[3]2([N − 3][N + 2] + [N − 2][N + 3])
[N − 2][N − 1][N ][N + 1][N + 2]([N − 2][N + 1] + [N − 1][N + 2])
+
[2][3]2[2N ]2
[N − 2][N − 1]3[N ]3[N + 1]3[N + 2]([N − 2][N + 1] + [N − 1][N + 2])
+
[2][N − 2][N + 2]([N − 2][N + 1]2 + [N − 1]2[N + 2])− 2[3]([N − 1]3 + [N + 1]3)
[2][N − 1]3[N ]2[N + 1]3 .
Furthermore, we note that suitable multiplicity separation schemes have been chosen
so that many zero entries appear in the above table. Let us view this table as a 4× 4
complex matrixM . Altering multiplicity separation schemes amounts to transforming
the matrix M with the adjoint action of a group element of U(4), i.e.,
M 7→ U M U †, U ∈ U(4).
This has been explicitly checked by observing that the four Casimirs of U(4) — i.e.,
the coefficients of the characteristic polynomial P (t) = det(t−M) — do not depend
on any choices of the multiplicity separation scheme.
ρi = (2; 2), (2; 1
2), (12; 2), (12; 12); ρj = (1; 1):
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(ρj)r1r2\ (ρi)r3r4 (2; 2) (2; 12) (12; 2) (12; 12)
(1; 1)00 long expression long expression long expression long expression
(1; 1)01
i
√
[N−2]
[N−1][N ]2
√
[N+2]
− i
[N ][N+1]
√
[N−2][N+2]
i
[N−1][N ]
√
[N−2][N+2]
− i
√
[N+2]
[N ]2[N+1]
√
[N−2]
(1; 1)10
i
√
[N−2]
[N−1][N ]2
√
[N+2]
i
[N−1][N ]
√
[N−2][N+2]
− i
[N ][N+1]
√
[N−2][N+2]
− i
√
[N+2]
[N ]2[N+1]
√
[N−2]
(1; 1)11 − [N−2][N−1][N ]2[N+1] − 1[N−1][N ][N+1] − 1[N−1][N ][N+1] − [N+2][N−1][N ]2[N+1]
The values of the quantm 6j–symbols on the first row are given below. The values of
the quantum 6j–symbol with ρi = (1; 1) and ρj being one of the four representations
(2; 2), (2; 12), (12; 2), (12; 12) can all be obtained via the last equality in the symmetry
relation (4.1).{
21; 0 0; 21 2; 2
21; 0 21; 0 1; 1
}
0000
= − (−[2][N − 2]3[N + 1][N + 2]2 + 2[3][N − 2][N + 2]([3][N − 1]2 + [N + 1]2)
+[2]2[3]2 − [3]2[N − 1][N ]([N − 3][N + 2] + [N − 2][N + 3]))
/([2][N − 2][N − 1]3[N ]2[N + 1]2[N + 2]) ,
{
21; 0 0; 21 2; 12
21; 0 21; 0 1; 1
}
0000
=
{
21; 0 0; 21 12; 2
21; 0 21; 0 1; 1
}
0000
=− ([3]2[N ]([N − 3][N + 2] + [N − 2][N + 3])− [3][N − 2][N + 2]([N − 3] + [N + 3])
−[2][3]2[N − 2][N ][N + 2] + [2][N − 2]2[N ][N + 2]2)
/([2][N − 2][N − 1]2[N ]2[N + 1]2[N + 2]) ,
{
21; 0 0; 21 12; 12
21; 0 21; 0 1; 1
}
0000
= − (−[2][N − 2]2[N − 1][N + 2]3 + 2[3][N − 2][N + 2]([N − 1]2 + [3][N + 1]2)
+[2]2[3]2 − [3]2[N ][N + 1]([N − 3][N + 2] + [N − 2][N + 3]))
/([2][N − 2][N − 1]2[N ]2[N + 1]3[N + 2])
ρi, ρj = (2; 2), (2; 1
2), (12; 2), (12; 12):
(ρj)r1r2\ (ρi)r3r4 (2; 2) (2; 12) (12; 2) (12; 12)
(2; 2) [N−1][2]
2+[N+1][2]2−[N−4][N ][N+3]
[N−2][N−1][N ]3[N+1][N+2][N+3]
[3]
[N−1][N ]2[N+1][N+2]
[3]
[N−1][N ]2[N+1][N+2]
− [3]2
[N−2][N−1][N ][N+1][N+2]
(2; 12) [3]
[N−1][N ]2[N+1][N+2]
[3]
[N−2][N−1][N ][N+1][N+2]
[3]
[N−2][N−1][N ][N+1][N+2]
[3]
[N−2][N−1][N ]2[N+1]
(12; 2) [3]
[N−1][N ]2[N+1][N+2]
[3]
[N−2][N−1][N ][N+1][N+2]
[3]
[N−2][N−1][N ][N+1][N+2]
[3]
[N−2][N−1][N ]2[N+1]
(12; 12) − [3]2
[N−2][N−1][N ][N+1][N+2]
[3]
[N−2][N−1][N ]2[N+1]
[3]
[N−2][N−1][N ]2[N+1]
[N−1][2]2+[N+1][2]2−[N−3][N ][N+4]
[N−3][N−2][N−1][N ]3[N+1][N+2]
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ρj = (21; 21):
(ρj)r1r2\ (ρi)r3r4 (1; 1)00 (1; 1)01 (1; 1)10 (1; 1)11
(21; 21) − [3]2
[N−2][N−1][N ][N+1][N+2]
0 0 0
(ρj)r1r2\ (ρi)r3r4 (2; 2) (2; 12) (12; 2) (12; 12) (21; 21)
(21; 21) [2][3]
2
[N−2][N−1][N ]2[N+1][N+2][N+3]
0 0 [2][3]
2
[N−3][N−2][N−1][N ]2[N+1][N+2]
− [3]3
[N−3][N−2][N−1]2[N ][N+1]2[N+2][N+3]
Again the quantum 6j–symbols with ρi = (21; 21) can be obtained from the 6j–symbols
in the table above via the symmetry properties in eq. (4.1).
The quantum 6j–symbols of the second kind enjoy less symmetry. Using the matrix
notation
Uˆρi,r3r4ρj ,r1r2 =
{
R¯ R ρi
R R ρj
}
r1r2r3r4
,
the matrix Uˆ satisfies the following symmetry properties
Uˆρi,r3r4ρj ,r1r2 = Uˆ
ρ¯i,r3r4
ρj ,r2r1
=
(
Uˆρi,r4r3ρj ,r2r1
)∗
. (4.2)
For R = the relevant representations ρi and ρj are
ρi ∈(21; 0)⊗ (0; 21)
= (0; 0)⊕ 2(1; 1)⊕ (2; 2)⊕ (2; 12)⊕ (12; 2)⊕ (12; 12)⊕ (21; 21) ,
ρj ∈(21; 0)⊗ (21; 0)
= (42; 0)⊕ (23; 0)⊕ (313; 0)⊕ 2(321; 0)⊕ (412; 0)⊕ (32; 0)⊕ (2211; 0) ,
in terms of the the 10 × 10 matrix Uˆ . But its symmetry properties only reduce the
number of independent entries to 66. On the other hand, for the quantum 6j–symbols
with ρj = (321; 0) and (r1, r2) = (1, 0) or (0, 1), the symmetry properties together
with our convention that 6j–symbols with
∑
i ri = 1 mod 2 are imaginary constrain
almost all of them to be zero except for{
0; 21 21; 0 1; 1
21; 0 21; 0 321; 0
}
1001
=
{
0; 21 21; 0 1; 1
21; 0 21; 0 321; 0
}
1010
=
{
0; 21 21; 0 1; 1
21; 0 21; 0 321; 0
}
0101
=
{
0; 21 21; 0 1; 1
21; 0 21; 0 321; 0
}
0110
=
[3]
√
[5]
2[N − 1][N ][N + 1]√[N − 2][N + 2] , (4.3)
42
{
0; 21 21; 0 2; 12
21; 0 21; 0 321; 0
}
1000
= −
{
0; 21 21; 0 12; 2
21; 0 21; 0 321; 0
}
1000
=−
{
0; 21 21; 0 2; 12
21; 0 21; 0 321; 0
}
0100
=
{
0; 21 21; 0 12; 2
21; 0 21; 0 321; 0
}
0100
=− i[2][3]
√
[5]
2[N − 2][N − 1][N ][N + 1][N + 2] . (4.4)
In the following we list the values of the remaining quantum 6j–symbols of the
second kind with R = . This time, we divide them into four blocks:
Trivial 6j–symbols:
(ρj)r1r2\ (ρi)r3r4 (0; 0) (0; 0)
(42; 0) [3]
[N−1][N ][N+1]
(412; 0) − [3]
[N−1][N ][N+1]
(23; 0) [3]
[N−1][N ][N+1]
(32; 0) − [3]
[N−1][N ][N+1]
(313; 0) [3]
[N−1][N ][N+1]
(2212; 0) − [3]
[N−1][N ][N+1]
(321; 0)00
[3]
[N−1][N ][N+1]
(321; 0)11 − [3][N−1][N ][N+1]
ρi = (1; 1) and ρj 6= (321; 0):
(ρj)r1r2\ (ρi)r3r4 (1; 1)00 (1; 1)01 (1; 1)10 (1; 1)11
(42; 0) [2][3][N−1]+[4][N+1]
[2][N−1][N ]2[N+1][N+2]
− i
√
[N−2]
[N−1][N ]2[N+1]
√
[N+2]
[2]
[N−1][N ]2[N+1]
(23; 0) − [3]
[N−2][N ]2[N+1]
i[3]
√
[N+2]
[N−1][N ]2[N+1]
√
[N−2]
[2][3]
[N−1][N ]2[N+1]
(313; 0) [2][3][N−2][N−1]−[6][N−1][N+2]−[3][4][N+1][N+2]
[4][N−2][N−1][N ]2[N+1][N+2]
− i[3]
[N−1][N ][N+1]
√
[N−2](N+2]
0
(412; 0) − [3][4][N−2][N−1]+[6][N−2][N+1]−[2][3][N+1][N+2]
[4][N−2][N−1][N ]2[N+1][N+2]
i[3]
[N−1][N ][N+1]
√
[N−2][N+2]
0
(32; 0) − [3]
[N−1][N ]2[N+2]
− i[3]
√
[N−2]
[N−1][N ]2[N+1]
√
[N+2]
[2][3]
[N−1][N ]2[N+1]
(2212; 0) [4][N−1]+[2][3][N+1]
[2][N−2][N−1][N ]2[N+1]
i
√
[N+2]
[N−1][N ]2[N+1]
√
[N−2]
[2]
[N−1][N ]2[N+1]
The quantum 6j–symbols in the gray cells (omitted) are constrained by symmetry
properties to be equal to minus the 6j–symbols immediately to their left.
ρi = (2; 2), (2; 1
2), . . . and ρj 6= (321; 0):
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(ρj)r1r2\ (ρi)r3r4 (2; 2) (2; 12) (12; 2) (12; 12) (21; 21)
(42; 0) [2][3][N−1]+[4][N+1]
[2][N−1][N ]2[N+1][N+2][N+3]
[3]
[N−1][N ]2[N+1][N+2]
[3]2
[N−1][N ]2[N+1][N+2]
[3]2
[N−1][N ]2[N+1][N+2][N+3]
(23; 0) [3]
2
[N−2][N−1][N ]2[N+1]
− [3]2
[N−2][N−1][N ]2[N+1]
− [3]
[N−2][N−1][N ]2[N+1]
[3]2
[N−2][N−1]2[N ]2[N+1]
(313; 0) − [3]2
[N−2][N−1][N ][N+1][N+2]
− [3]
[N−2][N−1][N ][N+1][N+2]
− [2][3][N−2][N−1]−[6][N+2][N−1]−[3][4][N+1][N+2]
[4][N−3][N−2][N−1][N ]2[N+1][N+2]
[3]2
[N−3][N−2][N−1][N ][N+1][N+2]
(412; 0) − [3][4][N−2][N−1]+[6][N−2][N+1]−[2][3][N+1][N+2]
[4][N−2][N−1][N ]2[N+1][N+2][N+3]
[3]
[N−2][N−1][N ][N+1][N+2]
[3]2
[N−2][N−1][N ][N+1][N+2]
[3]2
[N−2][N−1][N ][N+1][N+2][N+3]
(32; 0) [3]
[N−1][N ]2[N+1][N+2]
[3]2
[N−1][N ]2[N+1][N+2]
− [3]2
[N−1][N ]2[N+1][N+2]
[3]2
[N−1][N ]2[N+1]2[N+2]
(2212; 0) − [3]2
[N−2][N−1][N ]2[N+1]
− [3]
[N−2][N−1][N ]2[N+1]
− [4][N−1]+[2][3][N+1]
[2][N−3][N−2][N−1][N ]2[N+1]
[3]2
[N−3][N−2][N−1][N ]2[N+1]
The quantum 6j–symbols in the gray cells (omitted) are constrained by symmetry
properties to be the same as the 6j–symbols immediately to their left.
ρj = (321; 0) :
(ρj)r1r2\ (ρi)r3r4 (1; 1)00 (1; 1)01 (1; 1)10 (1; 1)11
(321; 0)00 − [3]([2N ]+1)[N−2][N−1][N ]2[N+1][N+2] i([3][N−2]+[6][N ]−[3][N+2])2[2][N−1][N ]2[N+1]√[N−2][N+2] −
[3]
[N−1][N ]2[N+1]
(321; 0)11
[3]([2N ]−1)
[N−2][N−1][N ]2[N+1][N+2]
i([3][N−2]−[6][N ]−[3][N+2])
2[2][N−1][N ]2[N+1]
√
[N−2][N+2]
− [3]
[N−1][N ]2[N+1]
(ρj)r1r2\ (ρi)r3r4 (2; 2) (2; 12) (12; 2) (12; 12) (21; 21)
(321; 0)00 − [3]([N−2]−[N+1])[N−2][N−1][N ]2[N+1][N+2] − [3]([3][N−2]−[4][N ]−[3][N+2])2[2][N−2][N−1][N ]2[N+1][N+2] − [3]([N−1]+[N+2])[N−2][N−1][N ]2[N+1][N+2] [3]
2
[N−2][N−1][N ]2[N+1][N+2]
(321; 0)11
[3]([N−2]+[N+1])
[N−2][N−1][N ]2[N+1][N+2]
− [3]([3][N−2]+[4][N ]−[3][N+2])
2[2][N−2][N−1][N ]2[N+1][N+2]
− [3]([N−1]−[N+2])
[N−2][N−1][N ]2[N+1][N+2]
[3]2
[N−2][N−1][N ]2[N+1][N+2]
Due to the symmetry properties, the quantum 6j–symbols in the gray cells (omitted)
in the first table are equated with minus the 6j–symbols immediately to their left,
while those in the gray cells (omitted) in the second table are identical to the 6j–
symbols immediately to their left. Finally, as stated before for quantum 6j–symbols
of the second kind with ρj = (321; 0) and (r1, r2) = (1, 0) or (0, 1), only eight of them
— given in eqs. (4.3) and (4.4) — are non–zero (falling into two independent classes).
The remaining once are constrained by symmetry.
Note that in the limit q → 1 we can compare the quantum 6j–symbols to their
classical counterparts. Using the projector method of Sec. 3.4, we have independently
computed the relevant classical 6j–symbols and find agreement. This serves as a highly
non–trivial consistency check both on the general presented methods for computing
6j–symbols and the explicitly stated results in this subsection.
4.2 The colored HOMFLY invariants
Using (quasi–)plat representations of the two-bridge hyperbolic knots with up to eight
crossings in Figs. B.1 and Figs. B.2, one can write down the formulae to compute their
HOMFLY invariants, which are explicitly spelled out in Appendix B. Plugging in the
quantum 6j–symbols of the first and second kinds with R = , applying the proper
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framing transformations and normalization, the normalized HOMFLY invariants col-
ored by with framing 0 are explicitly computed. The final results are listed below:
H¯ (41) =
1
λ3q5
(
q5λ6 + (−q8 − q6 + q5 − q4 − q2)λ5
+ (q10 − q9 + 3q8 − 3q7 + 5q6 − 4q5 + 5q4 − 3q3 + 3q2 − q + 1)λ4
+ (−2q10 + 2q9 − 5q8 + 6q7 − 8q6 + 7q5 − 8q4 + 6q3 − 5q2 + 2q − 2)λ3
+ (q10 − q9 + 3q8 − 3q7 + 5q6 − 4q5 + 5q4 − 3q3 + 3q2 − q + 1)λ2
+(−q8 − q6 + q5 − q4 − q2)λ+ q5) (4.5)
H¯ (52) =
1
λ9q7
(
(q12 − 2q11 + 3q10 − 4q9 + 5q8 − 5q7 + 5q6 − 4q5 + 3q4 − 2q3 + q2)λ6
+ (q13 − 2q12 + 5q11 − 7q10 + 9q9 − 11q8 + 13q7 − 11q6 + 9q5 − 7q4 + 5q3 − 2q2 + q)λ5
+ (q14 − 2q13 + 4q12 − 6q11 + 9q10 − 12q9 + 13q8 − 14q7 + 13q6 − 12q5 + 9q4 − 6q3
+ 4q2 − 2q + 1)λ4 + (−q14 + q13 − 3q12 + 3q11 − 5q10 + 7q9 − 8q8 + 7q7 − 8q6 + 7q5
−5q4 + 3q3 − 3q2 + q − 1)λ3 + (q10 − 2q7 + q4)λ2 + (q10 + q8 − q7 + q6 + q4)λ− q7)
(4.6)
H¯ (61) =
1
λ6q7
(
q7λ9 + (−q10 + 2q7 − q4)λ8 + (q12 − 2q11 + q10 − 4q9 + 4q8 − 3q7
+ 4q6 − 4q5 + q4 − 2q3 + q2)λ7 + (q13 − 2q12 + 4q11 − 6q10 + 8q9 − 9q8 + 11q7 − 9q6
+ 8q5 − 6q4 + 4q3 − 2q2 + q)λ6 + (q14 − 2q13 + 4q12 − 7q11 + 11q10 − 12q9 + 15q8
− 17q7 + 15q6 − 12q5 + 11q4 − 7q3 + 4q2 − 2q + 1)λ5 + (−2q14 + 3q13 − 7q12 + 9q11
− 13q10 + 17q9 − 19q8 + 18q7 − 19q6 + 17q5 − 13q4 + 9q3 − 7q2 + 3q − 2)λ4
+ (q14 − 2q13 + 4q12 − 5q11 + 8q10 − 10q9 + 11q8 − 12q7 + 11q6 − 10q5 + 8q4 − 5q3
+ 4q2 − 2q + 1)λ3 + (q11 − q10 + q9 − q8 + 3q7 − q6 + q5 − q4 + q3)λ2
+(−q10 − q8 + q7 − q6 − q4)λ+ q7) (4.7)
H¯ (62) =
1
λ6q10
(
(q15 + 2q13 − q12 + 2q11 + 2q9 − q8 + 2q7 + q5)λ6 + (−q18 − 3q16
+ 2q15 − 5q14 + 3q13 − 8q12 + 4q11 − 8q10 + 4q9 − 8q8 + 3q7 − 5q6 + 2q5 − 3q4 − q2)λ5
+ (q20 − q19 + 5q18 − 7q17 + 13q16 − 14q15 + 24q14 − 22q13 + 29q12 − 26q11 + 32q10
− 26q9 + 29q8 − 22q7 + 24q6 − 14q5 + 13q4 − 7q3 + 5q2 − q + 1)λ4 + (−2q20 + 3q19
− 8q18 + 12q17 − 22q16 + 24q15 − 33q14 + 35q13 − 42q12 + 39q11 − 44q10 + 39q9 − 42q8
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+ 35q7 − 33q6 + 24q5 − 22q4 + 12q3 − 8q2 + 3q − 2)λ3 + (q20 − 2q19 + 5q18 − 6q17
+ 12q16 − 14q15 + 17q14 − 16q13 + 21q12 − 18q11 + 18q10 − 18q9 + 21q8 − 16q7 + 17q6
− 14q5 + 12q4 − 6q3 + 5q2 − 2q + 1)λ2 + (−q18 + q17 − q16 − q14 − 2q13 + 5q12 − 6q11
+ 4q10 − 6q9 + 5q8 − 2q7 − q6 − q4 + q3 − q2)λ+ q15 − 2q14 + 3q13 − 4q12 + 5q11
−5q10 + 5q9 − 4q8 + 3q7 − 2q6 + q5) (4.8)
H¯ (63) =
1
λ3q10
(
(−q15 + 2q14 − 3q13 + 4q12 − 5q11 + 5q10 − 5q9 + 4q8 − 3q7 + 2q6
− q5)λ6 + (q18 − q17 + 2q16 − 2q15 + 4q14 − 4q13 + 6q12 − 5q11 + 7q10 − 5q9 + 6q8
− 4q7 + 4q6 − 2q5 + 2q4 − q3 + q2)λ5 + (−q20 + 2q19 − 6q18 + 9q17 − 17q16 + 23q15
− 36q14 + 41q13 − 55q12 + 56q11 − 62q10 + 56q9 − 55q8 + 41q7 − 36q6 + 23q5 − 17q4
+ 9q3 − 6q2 + 2q − 1)λ4 + (2q20 − 4q19 + 10q18 − 16q17 + 31q16 − 40q15 + 60q14
− 71q13 + 90q12 − 92q11 + 105q10 − 92q9 + 90q8 − 71q7 + 60q6 − 40q5 + 31q4 − 16q3
+ 10q2 − 4q + 2)λ3 + (−q20 + 2q19 − 6q18 + 9q17 − 17q16 + 23q15 − 36q14 + 41q13
− 55q12 + 56q11 − 62q10 + 56q9 − 55q8 + 41q7 − 36q6 + 23q5 − 17q4 + 9q3 − 6q2
+ 2q − 1)λ2 + (q18 − q17 + 2q16 − 2q15 + 4q14 − 4q13 + 6q12 − 5q11 + 7q10 − 5q9 + 6q8
− 4q7 + 4q6 − 2q5 + 2q4 − q3 + q2)λ− q15 + 2q14 − 3q13 + 4q12 − 5q11 + 5q10 − 5q9
+4q8 − 3q7 + 2q6 − q5) (4.9)
H¯ (72) =
1
λ12q9
(
(q14 − 2q13 + 3q12 − 4q11 + 5q10 − 5q9 + 5q8 − 4q7 + 3q6 − 2q5
+ q4)λ9 + (q15 − 2q14 + 3q13 − 5q12 + 7q11 − 8q10 + 8q9 − 8q8 + 7q7 − 5q6 + 3q5
− 2q4 + q3)λ8 + (q16 − 2q15 + 3q14 − 4q13 + 7q12 − 8q11 + 9q10 − 9q9 + 9q8 − 8q7
+ 7q6 − 4q5 + 3q4 − 2q3 + q2)λ7 + (q17 − 2q16 + 3q15 − 6q14 + 9q13 − 12q12 + 14q11
− 17q10 + 17q9 − 17q8 + 14q7 − 12q6 + 9q5 − 6q4 + 3q3 − 2q2 + q)λ6 + (q18 − 2q17
+ 4q16 − 7q15 + 11q14 − 14q13 + 19q12 − 22q11 + 24q10 − 25q9 + 24q8 − 22q7 + 19q6
− 14q5 + 11q4 − 7q3 + 4q2 − 2q + 1)λ5 + (−q18 + q17 − 3q16 + 4q15 − 7q14 + 9q13
− 12q12 + 14q11 − 16q10 + 16q9 − 16q8 + 14q7 − 12q6 + 9q5 − 7q4 + 4q3 − 3q2
+ q − 1)λ4 + (q15 + q12 + q10 − 2q9 + q8 + q6 + q3)λ3 + (−q13 + q12 − q11 + q10
−3q9 + q8 − q7 + q6 − q5)λ2 + (q12 + q10 − q9 + q8 + q6)λ− q9) (4.10)
H¯ (73) = − λ
6
q12
(
(q17 + 2q15 − q14 + 2q13 + 2q11 − q10 + 2q9 + q7)λ6 + (−q20 − 3q18
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+ 2q17 − 5q16 + 3q15 − 8q14 + 4q13 − 8q12 + 4q11 − 8q10 + 3q9 − 5q8 + 2q7
− 3q6 − q4)λ5 + (−q19 + 2q18 − 3q17 + 8q16 − 9q15 + 13q14 − 13q13 + 18q12 − 13q11
+ 13q10 − 9q9 + 8q8 − 3q7 + 2q6 − q5)λ4 + (q24 − q23 + 4q22 − 5q21 + 9q20 − 10q19
+ 14q18 − 13q17 + 14q16 − 11q15 + 10q14 − 7q13 + 6q12 − 7q11 + 10q10 − 11q9 + 14q8
− 13q7 + 14q6 − 10q5 + 9q4 − 5q3 + 4q2 − q + 1)λ3 + (−q24 + 2q23 − 5q22 + 9q21
− 16q20 + 22q19 − 28q18 + 33q17 − 40q16 + 41q15 − 39q14 + 41q13 − 44q12 + 41q11
− 39q10 + 41q9 − 40q8 + 33q7 − 28q6 + 22q5 − 16q4 + 9q3 − 5q2 + 2q − 1)λ2
+ (−q23 + 2q22 − 6q21 + 11q20 − 17q19 + 23q18 − 31q17 + 35q16 − 38q15 + 41q14
− 42q13 + 40q12 − 42q11 + 41q10 − 38q9 + 35q8 − 31q7 + 23q6 − 17q5 + 11q4 − 6q3
+ 2q2 − q)λ− q22 + 2q21 − 3q20 + 6q19 − 10q18 + 11q17 − 12q16 + 15q15 − 16q14
+15q13 − 15q12 + 15q11 − 16q10 + 15q9 − 12q8 + 11q7 − 10q6 + 6q5 − 3q4 + 2q3 − q2)
(4.11)
H¯ (74) = −λ
3
q9
(
q9λ9 + (−q12 + q11 − q10 + 2q9 − q8 + q7 − q6)λ8 + (−q14 − 3q12 + q11
− 2q10 + 4q9 − 2q8 + q7 − 3q6 − q4)λ7 + (q16 + q14 − q13 − 2q12 − q11 + 4q9 − q7 − 2q6
− q5 + q4 + q2)λ6 + (q18 − 2q17 + 4q16 − 6q15 + 13q14 − 16q13 + 21q12 − 28q11 + 33q10
− 28q9 + 33q8 − 28q7 + 21q6 − 16q5 + 13q4 − 6q3 + 4q2 − 2q + 1)λ5 + (−q18 + 4q17
− 8q16 + 14q15 − 24q14 + 37q13 − 48q12 + 57q11 − 66q10 + 70q9 − 66q8 + 57q7 − 48q6
+ 37q5 − 24q4 + 14q3 − 8q2 + 4q − 1)λ4 + (−2q17 + 6q16 − 14q15 + 21q14 − 36q13
+ 51q12 − 61q11 + 70q10 − 78q9 + 70q8 − 61q7 + 51q6 − 36q5 + 21q4 − 14q3
+ 6q2 − 2q)λ3 + (−3q16 + 8q15 − 15q14 + 22q13 − 32q12 + 47q11 − 51q10 + 48q9 − 51q8
+ 47q7 − 32q6 + 22q5 − 15q4 + 8q3 − 3q2)λ2 + (−2q15 + 6q14 − 10q13 + 16q12 − 22q11
+ 26q10 − 28q9 + 26q8 − 22q7 + 16q6 − 10q5 + 6q4 − 2q3)λ− q14 + 4q13 − 6q12 + 6q11
−9q10 + 12q9 − 9q8 + 6q7 − 6q6 + 4q5 − q4) (4.12)
H¯ (75) =
1
λ12q12
(
(q22 − 2q21 + 5q20 − 9q19 + 15q18 − 20q17 + 27q16 − 32q15 + 38q14
− 40q13 + 42q12 − 40q11 + 38q10 − 32q9 + 27q8 − 20q7 + 15q6 − 9q5 + 5q4 − 2q3
+ q2)λ6 + (q23 − 3q22 + 9q21 − 19q20 + 33q19 − 49q18 + 69q17 − 90q16 + 107q15
− 121q14 + 130q13 − 134q12 + 130q11 − 121q10 + 107q9 − 90q8 + 69q7 − 49q6 + 33q5
− 19q4 + 9q3 − 3q2 + q)λ5 + (q24 − 3q23 + 8q22 − 18q21 + 30q20 − 48q19 + 69q18
− 92q17 + 111q16 − 133q15 + 146q14 − 156q13 + 158q12 − 156q11 + 146q10 − 133q9
+ 111q8 − 92q7 + 69q6 − 48q5 + 30q4 − 18q3 + 8q2 − 3q + 1)λ4 + (−q24 + 2q23
47
− 6q22 + 10q21 − 17q20 + 24q19 − 32q18 + 41q17 − 47q16 + 51q15 − 55q14 + 58q13
− 56q12 + 58q11 − 55q10 + 51q9 − 47q8 + 41q7 − 32q6 + 24q5 − 17q4 + 10q3 − 6q2
+ 2q − 1)λ3 + (q21 + 2q19 − 4q18 + 9q17 − 12q16 + 17q15 − 24q14 + 27q13 − 26q12
+ 27q11 − 24q10 + 17q9 − 12q8 + 9q7 − 4q6 + 2q5 + q3)λ2 + (q20 − 2q19 + 3q18 − 6q17
+ 9q16 − 11q15 + 12q14 − 14q13 + 16q12 − 14q11 + 12q10 − 11q9 + 9q8 − 6q7 + 3q6
−2q5 + q4)λ− q17 + 2q16 − 3q15 + 4q14 − 5q13 + 5q12 − 5q11 + 4q10 − 3q9 + 2q8 − q7)
(4.13)
H¯ (76) =
1
λ9q10
(
(q15 − 2q14 + 3q13 − 4q12 + 5q11 − 5q10 + 5q9 − 4q8 + 3q7
− 2q6 + q5)λ9 + (−q18 + 2q17 − 4q16 + 7q15 − 11q14 + 14q13 − 18q12 + 20q11 − 21q10
+ 20q9 − 18q8 + 14q7 − 11q6 + 7q5 − 4q4 + 2q3 − q2)λ8 + (q20 − 3q19 + 9q18 − 19q17
+ 34q16 − 51q15 + 74q14 − 95q13 + 113q12 − 124q11 + 131q10 − 124q9 + 113q8 − 95q7
+ 74q6 − 51q5 + 34q4 − 19q3 + 9q2 − 3q + 1)λ7 + (−3q20 + 9q19 − 22q18 + 41q17
− 71q16 + 105q15 − 142q14 + 177q13 − 213q12 + 229q11 − 236q10 + 229q9 − 213q8
+ 177q7 − 142q6 + 105q5 − 71q4 + 41q3 − 22q2 + 9q − 3)λ6 + (3q20 − 8q19 + 19q18
− 34q17 + 58q16 − 83q15 + 117q14 − 143q13 + 169q12 − 183q11 + 194q10 − 183q9
+ 169q8 − 143q7 + 117q6 − 83q5 + 58q4 − 34q3 + 19q2 − 8q + 3)λ5 + (−q20 + 2q19
− 7q18 + 11q17 − 20q16 + 26q15 − 39q14 + 44q13 − 52q12 + 53q11 − 61q10 + 53q9
− 52q8 + 44q7 − 39q6 + 26q5 − 20q4 + 11q3 − 7q2 + 2q − 1)λ4 + (2q18 − q17 + 3q16
− 2q15 + 2q14 + 5q13 + 6q11 − 7q10 + 6q9 + 5q7 + 2q6 − 2q5 + 3q4 − q3 + 2q2)λ3
+ (−q16 − 3q15 + q14 − 2q13 + 4q12 − 7q11 + q10 − 7q9 + 4q8 − 2q7 + q6 − 3q5 − q4)λ2
+(2q13 + q12 + q11 − 2q10 + q9 + q8 + 2q7)λ− q10) (4.14)
H¯ (77) =
1
λ3q10
(q10λ9 + (−2q13 − 2q11 + 2q10 − 2q9 − 2q7)λ8 + (q16 + 2q15 + 4q13
− 4q12 + 8q11 − 4q10 + 8q9 − 4q8 + 4q7 + 2q5 + q4)λ7 + (−2q18 + 2q17 − 8q16 + 8q15
− 15q14 + 16q13 − 24q12 + 21q11 − 28q10 + 21q9 − 24q8 + 16q7 − 15q6 + 8q5 − 8q4
+ 2q3 − 2q2)λ6 + (q20 − 2q19 + 10q18 − 18q17 + 36q16 − 58q15 + 88q14 − 110q13
+ 145q12 − 156q11 + 164q10 − 156q9 + 145q8 − 110q7 + 88q6 − 58q5 + 36q4 − 18q3
+ 10q2 − 2q + 1)λ5 + (−3q20 + 8q19 − 22q18 + 46q17 − 82q16 + 124q15 − 186q14
+ 240q13 − 286q12 + 319q11 − 340q10 + 319q9 − 286q8 + 240q7 − 186q6 + 124q5
− 82q4 + 46q3 − 22q2 + 8q − 3)λ4 + (3q20 − 10q19 + 23q18 − 45q17 + 83q16
− 127q15 + 178q14 − 234q13 + 284q12 − 314q11 + 326q10 − 314q9 + 284q8 − 234q7
+ 178q6 − 127q5 + 83q4 − 45q3 + 23q2 − 10q + 3)λ3 + (−q20 + 4q19 − 10q18 + 18q17
48
− 32q16 + 54q15 − 75q14 + 95q13 − 122q12 + 136q11 − 134q10 + 136q9 − 122q8 + 95q7
− 75q6 + 54q5 − 32q4 + 18q3 − 10q2 + 4q − 1)λ2 + (q18 − 3q17 + 3q16 − 2q15 + 6q14
− 8q13 + q12 − 3q11 + 10q10 − 3q9 + q8 − 8q7 + 6q6 − 2q5 + 3q4 − 3q3 + q2)λ
− q15 + 4q14 − 6q13 + 6q12 − 9q11 + 12q10 − 9q9 + 6q8 − 6q7 + 4q6 − q5) (4.15)
H¯ (81) =
1
λ3q9
(
q9λ12 + (−q12 − q10 + q9 − q8 − q6)λ11 + (q13 − q12 + q11 − q10 + 3q9
− q8 + q7 − q6 + q5)λ10 + (q13 − 2q12 + q11 − 2q10 + 3q9 − 2q8 + q7 − 2q6 + q5)λ9
+ (q18 − 2q17 + 4q16 − 6q15 + 10q14 − 12q13 + 15q12 − 18q11 + 19q10 − 19q9 + 19q8
− 18q7 + 15q6 − 12q5 + 10q4 − 6q3 + 4q2 − 2q + 1)λ8 + (−2q18 + 3q17 − 7q16 + 10q15
− 15q14 + 19q13 − 23q12 + 26q11 − 28q10 + 28q9 − 28q8 + 26q7 − 23q6 + 19q5 − 15q4
+ 10q3 − 7q2 + 3q − 2)λ7 + (q18 − 2q17 + 4q16 − 6q15 + 9q14 − 12q13 + 16q12 − 16q11
+ 18q10 − 21q9 + 18q8 − 16q7 + 16q6 − 12q5 + 9q4 − 6q3 + 4q2 − 2q + 1)λ6
+ (q17 − 2q16 + 3q15 − 6q14 + 7q13 − 8q12 + 12q11 − 12q10 + 10q9 − 12q8 + 12q7 − 8q6
+ 7q5 − 6q4 + 3q3 − 2q2 + q)λ5 + (q16 − 2q15 + 3q14 − 5q13 + 8q12 − 9q11 + 11q10
− 11q9 + 11q8 − 9q7 + 8q6 − 5q5 + 3q4 − 2q3 + q2)λ4 + (q15 − 2q14 + 3q13 − 7q12 + 7q11
− 9q10 + 11q9 − 9q8 + 7q7 − 7q6 + 3q5 − 2q4 + q3)λ3 + (q14 − 2q13 + q12 − 4q11 + 5q10
−2q9 + 5q8 − 4q7 + q6 − 2q5 + q4)λ2 + (−q12 + 2q9 − q6)λ+ q9) (4.16)
H¯ (82) =
λ3
q15
((q25 − 2q24 + 3q23 − 6q22 + 10q21 − 11q20 + 12q19 − 15q18 + 16q17
− 15q16 + 15q15 − 15q14 + 16q13 − 15q12 + 12q11 − 11q10 + 10q9 − 6q8 + 3q7 − 2q6
+ q5)λ6 + (−q28 + q27 − q26 + q25 − q24 − 5q23 + 9q22 − 13q21 + 20q20 − 28q19 + 29q18
− 31q17 + 33q16 − 35q15 + 33q14 − 31q13 + 29q12 − 28q11 + 20q10 − 13q9 + 9q8 − 5q7
− q6 + q5 − q4 + q3 − q2)λ5 + (q30 − 2q29 + 5q28 − 7q27 + 14q26 − 17q25 + 22q24
− 22q23 + 26q22 − 20q21 + 19q20 − 12q19 + 12q18 − 7q17 + 8q16 − 4q15 + 8q14 − 7q13
+ 12q12 − 12q11 + 19q10 − 20q9 + 26q8 − 22q7 + 22q6 − 17q5 + 14q4 − 7q3 + 5q2
− 2q + 1)λ4 + (−2q30 + 3q29 − 8q28 + 13q27 − 25q26 + 30q25 − 45q24 + 50q23 − 62q22
+ 58q21 − 69q20 + 64q19 − 71q18 + 62q17 − 71q16 + 65q15 − 71q14 + 62q13 − 71q12
+ 64q11 − 69q10 + 58q9 − 62q8 + 50q7 − 45q6 + 30q5 − 25q4 + 13q3 − 8q2 + 3q − 2)λ3
+ (q30 − q29 + 5q28 − 7q27 + 15q26 − 18q25 + 32q24 − 32q23 + 46q22 − 43q21 + 57q20
− 48q19 + 61q18 − 52q17 + 64q16 − 52q15 + 64q14 − 52q13 + 61q12 − 48q11 + 57q10
− 43q9 + 46q8 − 32q7 + 32q6 − 18q5 + 15q4 − 7q3 + 5q2 − q + 1)λ2 + (−q28 − 3q26
+ 2q25 − 7q24 + 4q23 − 12q22 + 7q21 − 15q20 + 8q19 − 18q18 + 8q17 − 18q16 + 9q15
49
− 18q14 + 8q13 − 18q12 + 8q11 − 15q10 + 7q9 − 12q8 + 4q7 − 7q6 + 2q5 − 3q4 − q2)λ
+ q25 + 2q23 − q22 + 4q21 − q20 + 4q19 − q18 + 4q17 − q16 + 5q15 − q14 + 4q13 − q12
+ 4q11 − q10 + 4q9 − q8 + 2q7 + q5) (4.17)
H¯ (83) =
1
λ6q9
(
q9λ12 + (−q12 + 2q9 − q6)λ11 + (−2q12 − q10 + 3q9 − q8 − 2q6)λ10
+ (q16 − 2q15 + 3q14 − 5q13 + 6q12 − 9q11 + 10q10 − 8q9 + 10q8 − 9q7 + 6q6 − 5q5
+ 3q4 − 2q3 + q2)λ9 + (q17 − 2q16 + 6q15 − 9q14 + 14q13 − 20q12 + 27q11 − 29q10
+ 30q9 − 29q8 + 27q7 − 20q6 + 14q5 − 9q4 + 6q3 − 2q2 + q)λ8 + (q18 − 3q17 + 6q16
− 12q15 + 21q14 − 32q13 + 45q12 − 55q11 + 63q10 − 68q9 + 63q8 − 55q7 + 45q6 − 32q5
+ 21q4 − 12q3 + 6q2 − 3q + 1)λ7 + (−2q18 + 4q17 − 10q16 + 16q15 − 30q14 + 46q13
− 60q12 + 74q11 − 86q10 + 89q9 − 86q8 + 74q7 − 60q6 + 46q5 − 30q4 + 16q3 − 10q2
+ 4q − 2)λ6 + (q18 − 3q17 + 6q16 − 12q15 + 21q14 − 32q13 + 45q12 − 55q11 + 63q10
− 68q9 + 63q8 − 55q7 + 45q6 − 32q5 + 21q4 − 12q3 + 6q2 − 3q + 1)λ5 + (q17 − 2q16
+ 6q15 − 9q14 + 14q13 − 20q12 + 27q11 − 29q10 + 30q9 − 29q8 + 27q7 − 20q6 + 14q5
− 9q4 + 6q3 − 2q2 + q)λ4 + (q16 − 2q15 + 3q14 − 5q13 + 6q12 − 9q11 + 10q10 − 8q9
+ 10q8 − 9q7 + 6q6 − 5q5 + 3q4 − 2q3 + q2)λ3 + (−2q12 − q10 + 3q9 − q8 − 2q6)λ2
+(−q12 + 2q9 − q6)λ+ q9) (4.18)
H¯ (84) =
1
λ6q12
(
(q17 + 2q15 − q14 + 2q13 + 2q11 − q10 + 2q9 + q7)λ9 + (−q20 − 3q18
+ 2q17 − 5q16 + 3q15 − 8q14 + 4q13 − 8q12 + 4q11 − 8q10 + 3q9 − 5q8 + 2q7 − 3q6
− q4)λ8 + (q21 − q20 + 3q19 − 4q18 + 8q17 − 6q16 + 12q15 − 11q14 + 15q13 − 10q12
+ 15q11 − 11q10 + 12q9 − 6q8 + 8q7 − 4q6 + 3q5 − q4 + q3)λ7 + (q24 − 2q23 + 6q22
− 11q21 + 19q20 − 27q19 + 38q18 − 48q17 + 59q16 − 67q15 + 72q14 − 77q13 + 78q12
− 77q11 + 72q10 − 67q9 + 59q8 − 48q7 + 38q6 − 27q5 + 19q4 − 11q3 + 6q2 − 2q + 1)λ6
+ (−2q24 + 4q23 − 10q22 + 17q21 − 30q20 + 39q19 − 54q18 + 65q17 − 79q16 + 85q15
− 93q14 + 96q13 − 100q12 + 96q11 − 93q10 + 85q9 − 79q8 + 65q7 − 54q6 + 39q5 − 30q4
+ 17q3 − 10q2 + 4q − 2)λ5 + (q24 − 3q23 + 6q22 − 10q21 + 18q20 − 24q19 + 31q18 − 36q17
+ 42q16 − 42q15 + 45q14 − 44q13 + 44q12 − 44q11 + 45q10 − 42q9 + 42q8 − 36q7 + 31q6
− 24q5 + 18q4 − 10q3 + 6q2 − 3q + 1)λ4 + (q23 − 3q22 + 6q21 − 8q20 + 14q19 − 18q18
+ 18q17 − 18q16 + 20q15 − 16q14 + 14q13 − 14q12 + 14q11 − 16q10 + 20q9 − 18q8 + 18q7
− 18q6 + 14q5 − 8q4 + 6q3 − 3q2 + q)λ3 + (q22 − 3q21 + 4q20 − 6q19 + 8q18 − 11q17 + 9q16
− 9q15 + 11q14 − 10q13 + 6q12 − 10q11 + 11q10 − 9q9 + 9q8 − 11q7 + 8q6 − 6q5 + 4q4
50
− 3q3 + q2)λ2 + (−q20 + q19 − 2q15 + 5q14 − 5q13 + 4q12 − 5q11 + 5q10 − 2q9 + q5 − q4)λ
+q17 − 2q16 + 3q15 − 4q14 + 5q13 − 5q12 + 5q11 − 4q10 + 3q9 − 2q8 + q7) (4.19)
H¯ (86) =
1
q12
(
(q17 − 2q16 + 3q15 − 4q14 + 5q13 − 5q12 + 5q11 − 4q10 + 3q9 − 2q8 + q7)λ9
+ (−q20 + 2q19 − 4q18 + 7q17 − 11q16 + 14q15 − 18q14 + 20q13 − 21q12 + 20q11 − 18q10
+ 14q9 − 11q8 + 7q7 − 4q6 + 2q5 − q4)λ8 + (−q19 + 3q18 − 7q17 + 12q16 − 18q15 + 24q14
− 28q13 + 30q12 − 28q11 + 24q10 − 18q9 + 12q8 − 7q7 + 3q6 − q5)λ7 + (q24 − 3q23 + 8q22
− 14q21 + 25q20 − 36q19 + 52q18 − 66q17 + 80q16 − 92q15 + 104q14 − 108q13 + 109q12
− 108q11 + 104q10 − 92q9 + 80q8 − 66q7 + 52q6 − 36q5 + 25q4 − 14q3 + 8q2 − 3q + 1)λ6
+ (−2q24 + 5q23 − 14q22 + 27q21 − 49q20 + 77q19 − 113q18 + 150q17 − 193q16 + 230q15
− 258q14 + 278q13 − 288q12 + 278q11 − 258q10 + 230q9 − 193q8 + 150q7 − 113q6 + 77q5
− 49q4 + 27q3 − 14q2 + 5q − 2)λ5 + (q24 − 3q23 + 8q22 − 19q21 + 37q20 − 61q19 + 93q18
− 135q17 + 175q16 − 214q15 + 247q14 − 271q13 + 275q12 − 271q11 + 247q10 − 214q9
+ 175q8 − 135q7 + 93q6 − 61q5 + 37q4 − 19q3 + 8q2 − 3q + 1)λ4 + (q23 − 3q22 + 8q21
− 15q20 + 28q19 − 43q18 + 64q17 − 82q16 + 107q15 − 120q14 + 135q13 − 137q12 + 135q11
− 120q10 + 107q9 − 82q8 + 64q7 − 43q6 + 28q5 − 15q4 + 8q3 − 3q2 + q)λ3 + (q22 − 2q21
+ 4q20 − 9q19 + 12q18 − 17q17 + 23q16 − 28q15 + 31q14 − 35q13 + 34q12 − 35q11 + 31q10
− 28q9 + 23q8 − 17q7 + 12q6 − 9q5 + 4q4 − 2q3 + q2)λ2 + (−q20 − 2q18 + 2q17 − 2q16
+ 2q15 − 5q14 + 2q13 − 4q12 + 2q11 − 5q10 + 2q9 − 2q8 + 2q7 − 2q6 − q4)λ+ q17 + 2q15
−q14 + 2q13 + 2q11 − q10 + 2q9 + q7) (4.20)
H¯ (87) = − 1
λ6q15
(
(q25 − 2q24 + 3q23 − 6q22 + 10q21 − 11q20 + 12q19 − 15q18 + 16q17
− 15q16 + 15q15 − 15q14 + 16q13 − 15q12 + 12q11 − 11q10 + 10q9 − 6q8 + 3q7 − 2q6
+ q5)λ6 + (−q28 + q27 − 2q26 + 4q25 − 7q24 + 6q23 − 11q22 + 17q21 − 19q20 + 21q19
− 29q18 + 30q17 − 32q16 + 32q15 − 32q14 + 30q13 − 29q12 + 21q11 − 19q10 + 17q9
− 11q8 + 6q7 − 7q6 + 4q5 − 2q4 + q3 − q2)λ5 + (q30 − 2q29 + 6q28 − 11q27 + 23q26
− 34q25 + 55q24 − 75q23 + 104q22 − 124q21 + 155q20 − 171q19 + 190q18 − 198q17
+ 210q16 − 204q15 + 210q14 − 198q13 + 190q12 − 171q11 + 155q10 − 124q9 + 104q8
− 75q7 + 55q6 − 34q5 + 23q4 − 11q3 + 6q2 − 2q + 1)λ4 + (−2q30 + 4q29 − 11q28
+ 20q27 − 40q26 + 57q25 − 91q24 + 118q23 − 159q22 + 181q21 − 220q20 + 233q19
− 260q18 + 255q17 − 273q16 + 264q15 − 273q14 + 255q13 − 260q12 + 233q11 − 220q10
+ 181q9 − 159q8 + 118q7 − 91q6 + 57q5 − 40q4 + 20q3 − 11q2 + 4q − 2)λ3
51
+ (q30 − 2q29 + 7q28 − 11q27 + 22q26 − 31q25 + 49q24 − 55q23 + 76q22 − 78q21 + 90q20
− 77q19 + 85q18 − 66q17 + 72q16 − 56q15 + 72q14 − 66q13 + 85q12 − 77q11 + 90q10
− 78q9 + 76q8 − 55q7 + 49q6 − 31q5 + 22q4 − 11q3 + 7q2 − 2q + 1)λ2 + (−q28 + q27
− 3q26 + 2q25 − 3q24 − 2q23 + 5q22 − 18q21 + 25q20 − 45q19 + 56q18 − 75q17 + 78q16
− 88q15 + 78q14 − 75q13 + 56q12 − 45q11 + 25q10 − 18q9 + 5q8 − 2q7 − 3q6 + 2q5 − 3q4
+ q3 − q2)λ+ q25 − 2q24 + 5q23 − 9q22 + 15q21 − 20q20 + 27q19 − 32q18 + 38q17 − 40q16
+42q15 − 40q14 + 38q13 − 32q12 + 27q11 − 20q10 + 15q9 − 9q8 + 5q7 − 2q6 + q5)
(4.21)
H¯ (88) = − 1
λ6q12
(
(q17 − 2q16 + 3q15 − 4q14 + 5q13 − 5q12 + 5q11 − 4q10 + 3q9 − 2q8
+ q7)λ9 + (−q20 + q19 − q18 + q17 − 2q16 − q13 − q11 − 2q8 + q7 − q6 + q5 − q4)λ8
+ (q22 − 3q21 + 6q20 − 9q19 + 15q18 − 21q17 + 26q16 − 28q15 + 35q14 − 35q13 + 35q12
− 35q11 + 35q10 − 28q9 + 26q8 − 21q7 + 15q6 − 9q5 + 6q4 − 3q3 + q2)λ7 + (q23 − 4q22
+ 9q21 − 16q20 + 30q19 − 45q18 + 60q17 − 78q16 + 97q15 − 103q14 + 113q13 − 121q12
+ 113q11 − 103q10 + 97q9 − 78q8 + 60q7 − 45q6 + 30q5 − 16q4 + 9q3 − 4q2 + q)λ6
+ (q24 − 4q23 + 9q22 − 20q21 + 38q20 − 64q19 + 94q18 − 137q17 + 175q16 − 214q15
+ 247q14 − 271q13 + 271q12 − 271q11 + 247q10 − 214q9 + 175q8 − 137q7 + 94q6 − 64q5
+ 38q4 − 20q3 + 9q2 − 4q + 1)λ5 + (−2q24 + 6q23 − 15q22 + 31q21 − 56q20 + 91q19
− 138q18 + 190q17 − 242q16 + 296q15 − 339q14 + 365q13 − 374q12 + 365q11 − 339q10
+ 296q9 − 242q8 + 190q7 − 138q6 + 91q5 − 56q4 + 31q3 − 15q2 + 6q − 2)λ4
+ (q24 − 3q23 + 9q22 − 17q21 + 31q20 − 52q19 + 79q18 − 108q17 + 145q16 − 176q15
+ 202q14 − 219q13 + 230q12 − 219q11 + 202q10 − 176q9 + 145q8 − 108q7 + 79q6 − 52q5
+ 31q4 − 17q3 + 9q2 − 3q + 1)λ3 + (−q20 + q19 − 2q18 + 6q17 − 9q16 + 11q15 − 16q14
+ 18q13 − 19q12 + 18q11 − 16q10 + 11q9 − 9q8 + 6q7 − 2q6 + q5 − q4)λ2 + (−q20 + 2q19
− 4q18 + 7q17 − 11q16 + 14q15 − 18q14 + 20q13 − 21q12 + 20q11 − 18q10 + 14q9 − 11q8
+ 7q7 − 4q6 + 2q5 − q4)λ+ q17 − 2q16 + 3q15 − 4q14 + 5q13 − 5q12 + 5q11 − 4q10 + 3q9
−2q8 + q7) (4.22)
H¯ (89) =
1
λ3q15
(
(q25 − 2q24 + 5q23 − 9q22 + 15q21 − 20q20 + 27q19 − 32q18 + 38q17
− 40q16 + 42q15 − 40q14 + 38q13 − 32q12 + 27q11 − 20q10 + 15q9 − 9q8 + 5q7 − 2q6
+ q5)λ6 + (−q28 + q27 − 3q26 + 3q25 − 5q24 + q23 − q22 − 5q21 + 8q20 − 18q19 + 16q18
− 21q17 + 20q16 − 26q15 + 20q14 − 21q13 + 16q12 − 18q11 + 8q10 − 5q9 − q8 + q7 − 5q6
+ 3q5 − 3q4 + q3 − q2)λ5 + (q30 − 2q29 + 7q28 − 12q27 + 25q26 − 36q25 + 58q24 − 74q23
52
+ 103q22 − 121q21 + 155q20 − 175q19 + 208q18 − 224q17 + 247q16 − 242q15 + 247q14
− 224q13 + 208q12 − 175q11 + 155q10 − 121q9 + 103q8 − 74q7 + 58q6 − 36q5 + 25q4
− 12q3 + 7q2 − 2q + 1)λ4 + (−2q30 + 4q29 − 12q28 + 22q27 − 44q26 + 64q25 − 103q24
+ 136q23 − 186q22 + 225q21 − 286q20 + 332q19 − 389q18 + 414q17 − 454q16 + 459q15
− 454q14 + 414q13 − 389q12 + 332q11 − 286q10 + 225q9 − 186q8 + 136q7 − 103q6
+ 64q5 − 44q4 + 22q3 − 12q2 + 4q − 2)λ3 + (q30 − 2q29 + 7q28 − 12q27 + 25q26 − 36q25
+ 58q24 − 74q23 + 103q22 − 121q21 + 155q20 − 175q19 + 208q18 − 224q17 + 247q16
− 242q15 + 247q14 − 224q13 + 208q12 − 175q11 + 155q10 − 121q9 + 103q8 − 74q7
+ 58q6 − 36q5 + 25q4 − 12q3 + 7q2 − 2q + 1)λ2 + (−q28 + q27 − 3q26 + 3q25 − 5q24
+ q23 − q22 − 5q21 + 8q20 − 18q19 + 16q18 − 21q17 + 20q16 − 26q15 + 20q14 − 21q13
+ 16q12 − 18q11 + 8q10 − 5q9 − q8 + q7 − 5q6 + 3q5 − 3q4 + q3 − q2)λ+ q25 − 2q24
+ 5q23 − 9q22 + 15q21 − 20q20 + 27q19 − 32q18 + 38q17 − 40q16 + 42q15 − 40q14 + 38q13
−32q12 + 27q11 − 20q10 + 15q9 − 9q8 + 5q7 − 2q6 + q5) (4.23)
H¯ (811) =
1
q12
(
(q17 − 2q16 + 3q15 − 4q14 + 5q13 − 5q12 + 5q11 − 4q10 + 3q9 − 2q8 + q7)λ9
+ (−q20 + 2q19 − 4q18 + 6q17 − 10q16 + 11q15 − 14q14 + 15q13 − 16q12 + 15q11 − 14q10
+ 11q9 − 10q8 + 6q7 − 4q6 + 2q5 − q4)λ8 + (q20 − q19 + 6q18 − 11q17 + 19q16 − 25q15
+ 37q14 − 40q13 + 43q12 − 40q11 + 37q10 − 25q9 + 19q8 − 11q7 + 6q6 − q5 + q4)λ7
+ (q24 − 3q23 + 7q22 − 14q21 + 24q20 − 35q19 + 49q18 − 67q17 + 72q16 − 83q15 + 96q14
− 99q13 + 87q12 − 99q11 + 96q10 − 83q9 + 72q8 − 67q7 + 49q6 − 35q5 + 24q4 − 14q3
+ 7q2 − 3q + 1)λ6 + (−2q24 + 6q23 − 17q22 + 34q21 − 63q20 + 103q19 − 151q18 + 203q17
− 267q16 + 325q15 − 356q14 + 392q13 − 411q12 + 392q11 − 356q10 + 325q9 − 267q8
+ 203q7 − 151q6 + 103q5 − 63q4 + 34q3 − 17q2 + 6q − 2)λ5 + (q24 − 4q23 + 14q22
− 32q21 + 67q20 − 114q19 + 179q18 − 258q17 + 346q16 − 423q15 + 492q14 − 539q13
+ 554q12 − 539q11 + 492q10 − 423q9 + 346q8 − 258q7 + 179q6 − 114q5 + 67q4 − 32q3
+ 14q2 − 4q + 1)λ4 + (q23 − 5q22 + 16q21 − 36q20 + 64q19 − 113q18 + 170q17 − 226q16
+ 288q15 − 349q14 + 378q13 − 384q12 + 378q11 − 349q10 + 288q9 − 226q8 + 170q7
− 113q6 + 64q5 − 36q4 + 16q3 − 5q2 + q)λ3 + (q22 − 4q21 + 9q20 − 21q19 + 35q18
− 51q17 + 77q16 − 101q15 + 114q14 − 130q13 + 139q12 − 130q11 + 114q10 − 101q9
+ 77q8 − 51q7 + 35q6 − 21q5 + 9q4 − 4q3 + q2)λ2 + (−q20 + 2q19 − 3q18 + 6q17
− 7q16 + 9q15 − 12q14 + 13q13 − 11q12 + 13q11 − 12q10 + 9q9 − 7q8 + 6q7 − 3q6
+2q5 − q4)λ+ q17 − 2q16 + 3q15 − 4q14 + 5q13 − 5q12 + 5q11 − 4q10 + 3q9 − 2q8 + q7)
(4.24)
53
H¯ (812) =
1
λ6q10
(
q10λ12 + (−2q13 − q11 + 3q10 − q9 − 2q7)λ11 + (q16 + 2q15 − 2q14
+ 2q13 − 6q12 + 8q11 − 4q10 + 8q9 − 6q8 + 2q7 − 2q6 + 2q5 + q4)λ10 + (−2q18 + 3q17
− 6q16 + 8q15 − 9q14 + 7q13 − 13q12 + 10q11 − 6q10 + 10q9 − 13q8 + 7q7 − 9q6 + 8q5
− 6q4 + 3q3 − 2q2)λ9 + (q20 − 3q19 + 11q18 − 23q17 + 43q16 − 68q15 + 104q14 − 137q13
+ 167q12 − 187q11 + 199q10 − 187q9 + 167q8 − 137q7 + 104q6 − 68q5 + 43q4 − 23q3
+ 11q2 − 3q + 1)λ8 + (−4q20 + 14q19 − 37q18 + 76q17 − 139q16 + 219q15 − 322q14
+ 424q13 − 513q12 + 575q11 − 604q10 + 575q9 − 513q8 + 424q7 − 322q6 + 219q5
− 139q4 + 76q3 − 37q2 + 14q − 4)λ7 + (6q20 − 22q19 + 56q18 − 112q17 + 203q16
− 322q15 + 458q14 − 595q13 + 730q12 − 810q11 + 835q10 − 810q9 + 730q8 − 595q7
+ 458q6 − 322q5 + 203q4 − 112q3 + 56q2 − 22q + 6)λ6 + (−4q20 + 14q19 − 37q18
+ 76q17 − 139q16 + 219q15 − 322q14 + 424q13 − 513q12 + 575q11 − 604q10 + 575q9
− 513q8 + 424q7 − 322q6 + 219q5 − 139q4 + 76q3 − 37q2 + 14q − 4)λ5 + (q20 − 3q19
+ 11q18 − 23q17 + 43q16 − 68q15 + 104q14 − 137q13 + 167q12 − 187q11 + 199q10 − 187q9
+ 167q8 − 137q7 + 104q6 − 68q5 + 43q4 − 23q3 + 11q2 − 3q + 1)λ4 + (−2q18 + 3q17
− 6q16 + 8q15 − 9q14 + 7q13 − 13q12 + 10q11 − 6q10 + 10q9 − 13q8 + 7q7 − 9q6 + 8q5
− 6q4 + 3q3 − 2q2)λ3 + (q16 + 2q15 − 2q14 + 2q13 − 6q12 + 8q11 − 4q10 + 8q9 − 6q8
+2q7 − 2q6 + 2q5 + q4)λ2 + (−2q13 − q11 + 3q10 − q9 − 2q7)λ+ q10) (4.25)
H¯ (813) = − 1
λ6q12
(
(q17 − 4q16 + 6q15 − 6q14 + 9q13 − 12q12 + 9q11 − 6q10 + 6q9
− 4q8 + q7)λ9 + (−q20 + 3q19 − 2q18 − 3q16 + 2q15 + 6q14 − 5q13 − 5q11 + 6q10 + 2q9
− 3q8 − 2q6 + 3q5 − q4)λ8 + (q22 − 5q21 + 11q20 − 18q19 + 30q18 − 47q17 + 62q16
− 74q15 + 88q14 − 97q13 + 98q12 − 97q11 + 88q10 − 74q9 + 62q8 − 47q7 + 30q6 − 18q5
+ 11q4 − 5q3 + q2)λ7 + (q23 − 6q22 + 17q21 − 34q20 + 62q19 − 107q18 + 158q17 − 209q16
+ 267q15 − 320q14 + 348q13 − 354q12 + 348q11 − 320q10 + 267q9 − 209q8 + 158q7
− 107q6 + 62q5 − 34q4 + 17q3 − 6q2 + q)λ6 + (q24 − 5q23 + 15q22 − 33q21 + 68q20
− 123q19 + 194q18 − 280q17 + 383q16 − 480q15 + 557q14 − 615q13 + 636q12 − 615q11
+ 557q10 − 480q9 + 383q8 − 280q7 + 194q6 − 123q5 + 68q4 − 33q3 + 15q2 − 5q + 1)λ5
+ (−2q24 + 7q23 − 18q22 + 38q21 − 75q20 + 127q19 − 198q18 + 284q17 − 379q16 + 471q15
− 545q14 + 599q13 − 618q12 + 599q11 − 545q10 + 471q9 − 379q8 + 284q7 − 198q6
+ 127q5 − 75q4 + 38q3 − 18q2 + 7q − 2)λ4 + (q24 − 3q23 + 8q22 − 17q21 + 32q20
− 54q19 + 86q18 − 126q17 + 166q16 − 209q15 + 247q14 − 272q13 + 274q12 − 272q11
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+ 247q10 − 209q9 + 166q8 − 126q7 + 86q6 − 54q5 + 32q4 − 17q3 + 8q2 − 3q + 1)λ3
+ (q19 − q18 + 3q17 − 4q16 + 8q15 − 6q14 + 10q13 − 10q12 + 10q11 − 6q10 + 8q9 − 4q8
+ 3q7 − q6 + q5)λ2 + (−q20 + 2q19 − 4q18 + 6q17 − 10q16 + 13q15 − 17q14 + 18q13
− 20q12 + 18q11 − 17q10 + 13q9 − 10q8 + 6q7 − 4q6 + 2q5 − q4)λ+ q17 − 2q16 + 3q15
−4q14 + 5q13 − 5q12 + 5q11 − 4q10 + 3q9 − 2q8 + q7) (4.26)
H¯ (814) =
1
q12
(
(q17 − 4q16 + 6q15 − 6q14 + 9q13 − 12q12 + 9q11 − 6q10 + 6q9
− 4q8 + q7)λ9 + (−q20 + 4q19 − 6q18 + 8q17 − 17q16 + 24q15 − 22q14 + 28q13 − 36q12
+ 28q11 − 22q10 + 24q9 − 17q8 + 8q7 − 6q6 + 4q5 − q4)λ8 + (−q21 + 2q20 − q19 + 5q18
− 14q17 + 15q16 − 19q15 + 36q14 − 38q13 + 30q12 − 38q11 + 36q10 − 19q9 + 15q8 − 14q7
+ 5q6 − q5 + 2q4 − q3)λ7 + (q24 − 4q23 + 10q22 − 21q21 + 39q20 − 65q19 + 100q18
− 145q17 + 189q16 − 233q15 + 279q14 − 303q13 + 306q12 − 303q11 + 279q10 − 233q9
+ 189q8 − 145q7 + 100q6 − 65q5 + 39q4 − 21q3 + 10q2 − 4q + 1)λ6 + (−2q24 + 8q23
− 22q22 + 51q21 − 98q20 + 169q19 − 268q18 + 388q17 − 516q16 + 647q15 − 760q14
+ 831q13 − 856q12 + 831q11 − 760q10 + 647q9 − 516q8 + 388q7 − 268q6 + 169q5
− 98q4 + 51q3 − 22q2 + 8q − 2)λ5 + (q24 − 5q23 + 17q22 − 43q21 + 91q20 − 169q19
+ 274q18 − 408q17 + 566q16 − 717q15 + 840q14 − 932q13 + 970q12 − 932q11 + 840q10
− 717q9 + 566q8 − 408q7 + 274q6 − 169q5 + 91q4 − 43q3 + 17q2 − 5q + 1)λ4
+ (q23 − 6q22 + 18q21 − 42q20 + 81q19 − 141q18 + 221q17 − 308q16 + 399q15 − 483q14
+ 536q13 − 552q12 + 536q11 − 483q10 + 399q9 − 308q8 + 221q7 − 141q6 + 81q5 − 42q4
+ 18q3 − 6q2 + q)λ3 + (q22 − 4q21 + 10q20 − 21q19 + 37q18 − 57q17 + 83q16 − 109q15
+ 129q14 − 145q13 + 152q12 − 145q11 + 129q10 − 109q9 + 83q8 − 57q7 + 37q6 − 21q5
+ 10q4 − 4q3 + q2)λ2 + (−q20 + 2q19 − 3q18 + 5q17 − 6q16 + 7q15 − 9q14 + 9q13 − 8q12
+ 9q11 − 9q10 + 7q9 − 6q8 + 5q7 − 3q6 + 2q5 − q4)λ+ q17 − 2q16 + 3q15 − 4q14 + 5q13
−5q12 + 5q11 − 4q10 + 3q9 − 2q8 + q7) (4.27)
These normalized HOMFLY invariants enjoy some symmetry properties. The
colored HOMFLY invariants of a knot K and its mirror image K∗ are related by [3]
WR(K∗)(q, λ) =WR(K)(q−1, λ−1) . (4.28)
So the colored HOMFLY invariants of an amphichiral knot should be invariant under
the transformation q 7→ q−1, λ 7→ λ−1. Indeed the HOMFLY invariants of 41, 63, 83,
89, and 812 colored by respect this symmetry.
On the other hand, the colored HOMFLY invariants colored with R and its trans-
pose R˜ of the same knot are related by [21, 24]
WR˜(K)(q, λ) =WR(K)(q−1, λ) . (4.29)
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So the HOMFLY invariants colored with transpose-symmetric young diagrams should
be invariant under the transformation q 7→ q−1. All the stated normalized HOMFLY
invariants colored by do indeed respect this symmetry.
For the knots with braid index three — namely the knots 41, 52, 62, 63, 73, 75, 82,
87, 89 — using a complementary method these HOMFLY polynomials have also been
computed in refs. [27, 28]. Their findings are in perfect agreement with our results,
which thus serves as a non–trivial check on both approaches.
5 Conclusions and prospects
Building on the interesting works [21, 29, 30], we have assembled the necessary tools
to determine colored HOMFLY polynomials for two-bridge hyperbolic knots. Our
findings generalize these previous results by systematically implementing non–trivial
multiplicities for primaries, which arise in the employed conformal field theory ap-
proach. For two–bridge hyperbolic knots with up to eight crossings, we have provided
for the general formulae — consistently including non–trivial multiplicities — in terms
of crossing matrices of the underlying WZW conformal field theory.
In order to arrive at polynomial expressions for colored HOMFLY invariants, it is
therefore necessary to explicitly evaluate the crossing matrices required for a particular
coloring with a representation of SU(N). In this work, we have determined the
relevant crossing matrices required for coloring with , with which we have computed
the HOMFLY polynomials H¯ for all two–bridge hyperbolic knots with up to eight
crossings. Using a different approach, for those knots with braid index three the
discussed HOMFLY invariants have previously been determined in the interesting
works [27, 28]. We find agreement with these results, while the HOMFLY invariants
for the other analyzed knots are new (at least to our knowledge).
The problem of determining the crossing matrices for representations of SU(N)
is non–trivial and corresponds to calculating the associated quantum 6j–symbol of
the quantum group Uqsu(N). Formulating the problem in terms of quantum 6j–
symbols has the advantage that one can exploit their symmetries. We use these
symmetries to iteratively construct quantum 6j–symbols from known and simple ones.
This procedure is potentially suitable to determine any Uqsu(N) quantum 6j–symbol
[31]. However, an implementation of a fully–automated algorithm to determine a
particular quantum 6j–symbols remains challenging. Guided by crossing symmetries
among conformal blocks in the s–, t– and u–channels in conformal field theory, we
propose the eigenvector method to further reduce the number of quantum 6j–symbols
that need to be computed for the crossing matrices of interest. Although, we have
concentrated on the quantum group Uqsu(N) the discussed techniques generalize to
the calculation of quantum 6j–symbols for other quantum groups as well.
Finally, we develop the projector method to compute classical 6j–symbols of SU(N)
as well, which is inspired by computations of classical 6j–symbols of U(N) in refs. [33,
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34]. The generalization from U(N) to SU(N) enables us to realize both representa-
tions and their conjugate representations of SU(N) (for general N) simultaneously. As
outlined, the projector method can be implemented as a fully–automated algorithm
to calculate classical 6j–symbols. For us the computation of classical 6j–symbols is
yet another method to get a handle on Uqsu(N) quantum 6j–symbols, as a quantum
6j–symbol of Uqsu(N) reduces in the limit q → 1 to its classical counterpart. Thus,
exhibiting consistency among the discussed mutually independent approaches serves
for us as highly non–trivial check on the presented computations and techniques.
More generally, we believe that the projector method for representations of SU(N)
may prove useful in other contexts as well, such as the calculation of color factors in
SU(N) Yang Mills amplitudes for general N .
In the projector method for SU(N), the number of terms in the graphical rep-
resentation for SU(N) grows factorially with the number of boxes in the associated
composite Young tableau. Therefore it would be desirable to improve on the graph-
ical representation of SU(N) projectors in order to arrive at a less expensive growth
behavior. In addition, it could be interesting to develop graphical representations
of projector for other Lie groups, too. A generalization of the projector method to
quantum groups would be desirable as well.
In this work we have focussed on the computation of knot invariants using the
correspondence between Chern–Simons theory and WZW models [1]. However, more
generally the computation of quantum 6j–symbols — combined with bootstrap meth-
ods — has immediate applications for calculating correlation functions in WZW mod-
els. From this perspective, it would indeed be interesting to employ our approaches
to quantum 6j–symbols for other quantum groups, so as to also describe correla-
tors in WZW models bases on other affine Lie groups than ŝu(N)k. As discussed in
refs. [35–37], quantum 6j–symbols arise naturally in boundary correlation functions in
WZW models with branes as well. Thus, this is yet another context, where our meth-
ods may become useful. Alternatively, it would be interesting to see, if — analogously
to the presented eigenvector method originating from recoupling relations in the bulk
sector — the boundary sector of WZW models can yield additional constraints on the
structure quantum 6j–symbols to be implemented in our computational approaches.
The fruitful interplay between correlators in WZW models and their connection to
Wilson loop expectation values in Chern–Simons theory can even be further exploited
in the context of knot theory. In this work, we have focussed on two–bridge knots. We
required that their (quasi–)plat representations have four strands so that the quantum
states on the boundaries Σ1,Σ2 of the cut–open three manifolds M1,M2 are in one–
to–one correspondence with four point functions of the associated WZW model. On
the one hand, for some higher–bridge knots — with (quasi–)plat representations with
more than four strands — it is possible to cut S3 into three manifolds with more than
one boundary such that each boundary is still punctured by only four strands. Then
a similar procedure can be applied to derive colored HOMFLY invariants for these
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knots [26, 54, 55]. On the other hand, from the conformal field theory point of view
the crossing matrices are the fundamental data. Once the crossing matrices are deter-
mined, the structure constants in the operator algebra can be derived via bootstrap
techniques, and in principal all the correlation functions can be computed. In partic-
ular, one can decompose an n–point function via the operator algebra into a product
of three–point functions, represented by a trivalent tree diagram. Distinct decom-
position into different trivalent tree diagrams furnish distinct bases of the boundary
Hilbert spaces. These Hilbert bases are again related among each other by suitable
crossing matrices. To arrive at formulae for colored HOMFLY invariants in terms of
the crossing matrices, transformations among suitable bases must be performed such
that the action of the braid operators in the (quasi–)plat representation of the knot
can consecutively be performed on adopted eigenstate bases. We plan to come back
to the outlined approach to calculate colored HOMFLY invariants for higher–bridge
knots in the future.
A computational challenge is that the method used in this paper is of relatively low
efficiency. Let us consider a two–bridge knot and split a (quasi–)plat representation
of the knot from top to bottom to different layers, where each layer consisting of only
central braidings or only side braidings. For instance, the (quasi–)plat representations
of the knot 52 and the knot 62 in Figs. B.1 have two and four layers, respectively. Sup-
pose a (quasi–)plat representation has k layers, and the Hilbert space has dimension
D, then the memory consumed and the time spent to compute the HOMFLY invari-
ant are both proportional to Dk. In other words, both space and time complexity of
this algorithm follows power laws with high exponents as the dimension of the Hilbert
space grows. It even suffers from exponential growth as the number of layers in the
(quasi–)plat representations of knots increases. Thus, the calculations can quickly
become computational expensive in memory and time for (quasi-)plat representations
with many levels and colored with high–dimensional representations. Therefore, the
lesson is that for a given knot one should use the (quasi–)plat representations with as
few levels as possible. The minimal number of levels for a knot can be used to define
the computational complexity of the knot.
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A Examples of bootstrap computation
We give a concrete example here of the bootstrap method in action. Let us compute
the value of the following quantum 6j–symbol{
21; 0 0; 21 1; 1
21; 0 21; 0 1; 1
}
0000
. (A.1)
We first need to convert it to primitive 6j–symbols. In order to do so, we apply the
pentagon relation with ν1 = ν2 = [1; 0]. On the right hand of the pentagon relation
there will be only primitive 6j–symbols. We collect them as follows{
21; 1 1; 21 1; 1
21; 0 21; 0 1; 0
}
000r4
, r4 = 0, 1, 2{
0; 21 21; 0 1; 1
1; 21 0; 2 1; 0
}
0000
{
0; 21 21; 0 1; 1
1; 21 0; 11 1; 0
}
0000{
0; 21 21; 0 1; 1
0; 2 0; 2 1; 0
}
0000
{
0; 21 21; 0 1; 1
0; 11 0; 2 1; 0
}
0000
{
0; 21 21; 0 1; 1
0; 11 0; 11 1; 0
}
0000{
0; 21 21; 0 1; 1
0; 1 0; 1 21; 1
}
0000
{
0; 21 21; 0 1; 1
0; 1 0; 1 2; 0
}
0000
The 6j–symbols in the last row are already type II 6j–symbols. All the rest 6j–symbols
belong to type III, and can be converted to type IIs and type IVs by applying the
pentagon relation with ν2 = [1; 0] and some appropriate ν1 (here we choose ν1 = [1; 0]).
We collect all the type IV 6j–symbols{
1; 21 21; 12 1; 0
1; 21 0; 21 0; 1
}
0000
{
1; 21 21; 2 1; 0
1; 21 0; 21 0; 1
}
0000{
21; 1 0; 21 1; 0
21; 1 12; 1 0; 1
}
0000
{
21; 1 0; 21 1; 0
21; 1 2; 1 0; 1
}
0000{
12; 0 0; 21 1; 0
12; 0 12; 1 0; 1
}
0000
{
12; 0 0; 21 1; 0
12; 0 1; 0 0; 1
}
0000{
2; 0 0; 21 1; 0
2; 0 2; 1 0; 1
}
0000
{
2; 0 0; 21 1; 0
2; 0 1; 0 0; 1
}
0000{
21; 1 0; 21 1; 0
12; 0 12; 1 0; 1
}
0000
{
21; 1 0; 21 1; 0
2; 0 2; 1 0; 1
}
0000
{
12; 0 0; 21 1; 0
2; 0 1; 0 0; 1
}
0000
as well as all the type II 6j–symbols
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{
21; 1 1; 21 1; 1
1; 0 1; 0 12; 21
}
000r4
{
21; 1 1; 21 1; 1
1; 0 1; 0 2; 21
}
000r4{
21; 1 1; 21 1; 1
1; 0 1; 0 1; 12
}
000r4
{
21; 1 1; 21 1; 1
1; 0 1; 0 1; 2
}
000r4{
21; 0 0; 21 1; 1
1; 0 1; 0 1; 21
}
000r′4
{
21; 0 0; 21 1; 1
1; 0 1; 0 0; 12
}
000r′4
{
21; 0 0; 21 1; 1
1; 0 1; 0 0; 2
}
000r′4{
21; 0 0; 12 1; 1
1; 0 1; 0 1; 12
}
0000
{
21; 0 0; 2 1; 1
1; 0 1; 0 1; 2
}
0000{
12; 0 0; 12 1; 1
1; 0 1; 0 1; 12
}
0000
{
2; 0 0; 2 1; 1
1; 0 1; 0 1; 2
}
0000{
12; 0 0; 12 1; 1
1; 0 1; 0 0; 1
}
0000
{
12; 0 0; 2 1; 1
1; 0 1; 0 0; 1
}
0000
{
2; 0 0; 2 1; 1
1; 0 1; 0 0; 1
}
0000
with r4 = 0, 1, 2 and r
′
4 = 0, 1.
In the type IV 6j–symbols we have used the tetrahedral symmetry to make sure
that the two representations in the last column are conjugate to each other. Among
all the type IVs, except for those in the last row all other 6j–symbols satisfy that the
two representations in the first column are identical. So we can apply the generalized
Racah backcoupling rule to convert them to trivial 6j–symbols only (we also need to
use the normalization and q → q−1 tricks discussed in Sec. 3.2.2). The type IVs in
the last row can be related to those above them. For example, in the 6j–symbol{
21; 1 0; 21 1; 0
12; 0 12; 1 0; 1
}
0000
the representation at position (2,1) can be either [12; 0] or [21; 1]. So its absolute value
is related to that of {
21; 1 0; 21 1; 0
21; 1 12; 1 0; 1
}
0000
in the second row via the unitarity relation. Its phase can be arbitrarily chosen. In
this way we can solve for all these type IVs.
Next let us determine the type II 6j–symbols. Since all these type IIs are descend-
able at position (1,3) — the representation at this position can either be [0; 0] or [1; 1]
— their absolute values are determined. The only things we need to take care of
are the separation of multiplicities and the choice of phase. For the former issue, we
give the example of solving the 6j–symbols in the third row, which only differ by the
representation at position (2,3). We use the following multiplicity separation scheme
in accordance with the order of the three families of 6j–symbols:
r4\µ3 [1; 21] [0; 12] [0; 2]
0 ∗ − −
1 0 ∗ −
60
In other words we set {
21; 0 0; 21 1; 1
1; 0 1; 0 1; 21
}
0001
= 0 .
Then by applying the unitarity relation
dimq[0; 0] dimq[1; 21]
∣∣∣{21; 0 0; 21 0; 0
1; 0 1; 0 1; 21
}
0000
∣∣∣2
+ dimq[1; 1] dimq[1; 21]
∣∣∣{21; 0 0; 21 1; 1
1; 0 1; 0 1; 21
}
0000
∣∣∣2 = 1
we can solve for∣∣∣ {21; 0 0; 21 1; 1
1; 0 1; 0 1; 21
}
0000
∣∣∣ = [3]
[N − 1][N ][N + 1]√[N − 2][N + 2] ,
and we assign the phase +1. For the next two 6j–symbols,{
21; 0 0; 21 1; 1
1; 0 1; 0 0; 12
}
0000
,
{
21; 0 0; 21 1; 1
1; 0 1; 0 0; 12
}
0001
,
the value of the first 6j–symbol is uniquely fixed by the orthogonality relation
dimq[0; 0]
{
21; 0 0; 21 0; 0
1; 0 1; 0 1; 21
}∗
0000
{
21; 0 0; 21 0; 0
1; 0 1; 0 0; 12
}
0000
+ dimq[1; 1]
{
21; 0 0; 21 1; 1
1; 0 1; 0 1; 21
}∗
0000
{
21; 0 0; 21 1; 1
1; 0 1; 0 0; 12
}
0000
= 0 ,
while the absolute value of the second 6j–symbol is obtained by again relating to
trivial 6j–symbol using unitarity. We assign the phase i to the second 6j–symbol as
its multiplicity sum is odd. The values of the last two 6j–symbols are now both fixed
by orthogonality.
As for the choice of phase, we illustrate it by the simple example of{
12; 0 0; 12 1; 1
1; 0 1; 0 1; 12
}
0000
and
{
12; 0 0; 12 1; 1
1; 0 1; 0 0; 1
}
0000
.
Clearly we can only assign a phase of our choice to one of the two 6j–symbols, while
the phase of the other is determined by the orthogonality relation
dimq[0; 0]
{
12; 0 0; 12 0; 0
1; 0 1; 0 1; 12
}
0000
{
12; 0 0; 12 0; 0
1; 0 1; 0 0; 1
}
0000
+ dimq[1; 1]
{
12; 0 0; 12 1; 1
1; 0 1; 0 1; 12
}
0000
{
12; 0 0; 12 1; 1
1; 0 1; 0 0; 1
}
0000
= 0 .
It is easy to see in fact this is a special case of the multiplicity separation scheme with
r4 = 0.
After we have solved all the type IV and type II 6j–symbols, we can plug them in
to obtain the values of the primitive 6j–symbols, which in turn can be used to solve
for the value of (A.1) that we started with.
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B HOMFLY invariants for the computed knots
In the following, the formulae for computing the quantum knot invariants are written
down according to the (quasi–)plat representations in Figs. B.1 11 and Figs. B.2. In
each formula, the integer on the left hand side next to the knot symbol is the framing
of the (quasi–)plat representation. In order to get the (unnormalized) HOMFLY
invariant with framing 0, one has multiply it with the appropriate U(1) factor and
then perform the framing transformation. Besides, each formula is summed over all the
representation labels s(i), t(j) and multiplicity labels r
(k)
l appearing in the summand.
We use |s(i)| and |t(j)| as shorthand for quantum dimensions. The choices of 2j– and
2j–phases are given in Sec. 3.1.3, while the braiding eigenvalues are given in eqs. (2.12).
Finally, the listed crossing matrices are linked to the quantum 6j–symbols according
to eq. (3.4).
WR(41, 0) ={R}
∑
...
√
|s(1)|{R, R¯, s(1), r(1)2 }δr(1)1 ,r(1)2
(
λ
(−)
RR¯;s(1)r
(1)
2
)2
a
t(2) ,r
(2)
3 r
(2)
4
s(1),r
(1)
1 r
(1)
2
[
R R¯
R R¯
]∗
(
λ
(−)
RR¯;t(2)r
(2)
4
)−2√
|t(2)|{R, R¯, t(2), r(2)4 }δr(2)3 ,r(2)4 .
WR(52, 5) =
∑
...
√
|s(1)|{R¯, R¯, s¯(1), r(1)2 }δr(1)1 ,r(1)2
(
λ
(+)
R¯R¯;s(1)r
(1)
2
)−2
a
t(2) ,r
(2)
3 r
(2)
4
s(1),r
(1)
1 r
(1)
2
[
R R¯
R¯ R
]∗
(
λ
(−)
RR¯;t(2)r
(2)
4
)−2(
λ
(−)
RR¯;t(2)r
(2)
3
)−1√
|t(2)|{R, R¯, t(2), r(2)4 }δr(2)3 ,r(2)4 .
WR(61, 2) ={R}
∑
...
√
|s(1)|{R, R¯, s(1), r(1)2 }δr(1)1 ,r(1)2
(
λ
(−)
RR¯;s(1)r
(1)
2
)2
a
t(2) ,r
(2)
3 r
(2)
4
s(1),r
(1)
1 r
(1)
2
[
R R¯
R R¯
]∗
(
λ
(−)
RR¯;t(2)r
(2)
4
)−4√
|t(2)|{R, R¯, t(2), r(2)4 }δr(2)3 ,r(2)4 .
WR(62, 2) ={R}
∑
...
√
|s(1)|{R,R, s¯(1), r(1)2 }δr(1)1 ,r(1)2 λ
(+)
RR;s(1)r
(1)
2
a
t(2),r
(2)
3 r
(2)
4
s(1),r
(1)
1 r
(1)
2
[
R¯ R
R R¯
]∗
λ
(−)
RR¯;t(2)r
(2)
3
a
t(2),r
(2)
3 r
(2)
4
s(3),r
(3)
1 r
(3)
2
[
R¯ R
R¯ R
](
λ
(−)
RR¯;s(3)r
(3)
2
)−1
a
t(4),r
(4)
3 r
(4)
4
s(3),r
(3)
1 r
(3)
2
[
R¯ R¯
R R
]∗
(
λ
(+)
R¯R¯;t(4)r
(4)
4
)−2(
λ
(+)
RR;t¯(4)r
(4)
3
)−1√
|t(4)|{R,R, t(4), r(4)4 }δr(4)3 ,r(4)4 .
11These formulae differ from those in the Appendix A of ref. [21] by the proper inclusion of multi-
plicity labels. Besides they are based on simplified (quasi-)plat representations to reduce computation
time; c.f., with the discussion on computational complexities in Sec. 5.
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WR(63, 0) ={R}
∑
...
√
|s(1)|{R,R, s¯(1), r(1)2 }δr(1)1 ,r(1)2
(
λ
(+)
RR;s(1)r
(1)
2
)−2
a
t(2),r
(2)
3 r
(2)
4
s(1),r
(1)
1 r
(1)
2
[
R¯ R
R R¯
]∗
(
λ
(−)
RR¯;t(2)r
(2)
3
)−1
a
t(2),r
(2)
3 r
(2)
4
s(3),r
(3)
1 r
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(i) 75 (j) 76 (k) 77
Figure B.1: Quasi–plat representations of hyperbolic knots with up to seven crossings.
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Figure B.2: Quasi–plat representations of hyperbolic knots with eight crossings.
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