Mobile Ad hoc Network (MANET) routing protocols and Network Mobility (NEMO) Basic Support are considered key technologies for vehicular networks. MANEMO, that is, the combination of MANET (for infrastructureless communications) and NEMO (for infrastructure-based communications) offers a number of benefits, such as route optimization or multihoming. With the aim of assessing the benefits of this synergy, this paper presents a policy-based solution to distribute traffic among multiple paths to improve the overall performance of a vehicular network. An integral vehicular communication testbed has been developed to carry out field trials. First, the performance of the Optimized Link State Routing protocol (OLSR) is evaluated in a vehicular network with up to four vehicles. To analyze the impact of the vehicles' position and movement on network performances, an integrated evaluation environment called AnaVANET has been developed. Performance results have been geolocated using GPS information. Second, by switching from NEMO to MANET, routes between vehicles are optimized, and the final performance is improved in terms of latency and bandwidth. Our experimental results show that the network operation is further improved with simultaneous usage of NEMO and MANET.
Introduction
Terrestrial transportation is one of the most important services that support humans' daily life. Intelligent Transportation Systems (ITS) aim at enhancing road traffic safety and efficiency as well as optimizing social costs and improving drivers' comfort by providing services such as fleet management, route guidance, billing, or infotainment. These days, communication technologies are more and more considered as a key factor for ITS deployment however, new approaches are needed to integrate mobile networks in the vehicle field.
IPv6 can be a good base technology to fulfill several ITS communication requirements, thanks to its extended addressing space, embedded security, enhanced mobility support, and autoconfiguration advances. Moreover, future vehicles will embed a number of sensors and other IPv6-enabled devices [1] . A number of ITS applications can be conceived when sensors deployed in vehicles are connected to the Internet and data collected from them is shared among vehicles and infrastructure. Since the speed and position of vehicles can be shared in real time, valuable information about traffic conditions can be inferred. For example, by reporting brake events, vehicles driving towards the affected road segment can be warned in advance and authorities can be ready for possible fatalities.
In order to deal with communication requirements of ITS applications [2] , on-the-move and uninterrupted Internet connectivity is necessary. Network Mobility (NEMO) Basic Support has been specified by the IETF (Internet Engineering Task Force) NEMO Working Group [3] to provide on-the-move IP connectivity maintaining addressing configuration. NEMO is an essential part of the Communication Architecture for Communications Access for Land Mobiles (CALM)) (http://www.calm.hu/), currently being standardized at ISO [4] . The European ITS Communication
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Architecture defined by COMeSafety [5] and ETSI [6] also integrates NEMO and IPv6 to provide and maintain Internet connectivity to vehicles.
Additionally, Mobile Ad hoc Networks (MANETs) can be used for vehicular communications without depending on any third-party infrastructure. Several MANET protocols have been specified by the IETF MANET Working Group. These routing protocols are classified as reactive or proactive [7] , depending on whether communication routes are created when needed or they are continuously maintained. The Optimized Link State Routing (OLSR) protocol has been specified at IETF as a proactive protocol [8] . This protocol has been chosen in the present research to create a Vehicular Ad hoc Network (VANET), since it is a wellknow implemented, tested, and standardized protocol in the MANET literature.
This paper describes the work done to combine NEMO and MANET/VANET in a design that distributes traffic among multiple paths to improve the overall performance of the vehicular network. A complete testbed has been developed and used to experimentally evaluate the system. The rest of the paper is organized as follows. Network technologies related to vehicle communications are summarized in Section 2. Section 3 outlines scenarios and objectives of our network platform. Our integrated evaluation environment for vehicular networks and the Linux-based implementation are described in Section 4. Experimental results are covered in the following two parts: Section 5 deals with the performance of the VANET subsystem, while Section 6 evaluates the integrated MANEMO performance, both indoor and outdoor, considering field trials of the IPv6 mobility testbed of the Anemone project [9] . Finally, Section 7 concludes the paper summarizing main results and addressing future works.
Network Technologies in Vehicular Communications
This section presents a brief overview of relevant networking technologies in vehicular communications. Several research fields highly related to the work described in this paper, regarding NEMO and MANET, are also introduced, such as Multihoming, Route Optimization, and MANEMO.
VANET.
Vehicular Ad hoc Networks (VANET) are a particular case of MANET, but they are characterized by battery constraints free, high speed, GPS-equipped nodes, and regular distribution and movement. First, vehicles have batteries better than the ones integrated in mobile terminals or sensor devices. Moreover, they are recharged while the vehicle's engine is on. Hence, it is not necessary to take specific measures to save energy resources (e.g., avoid signaling traffic). Second, mobility conditions of road vehicles are different from the ones given in common portable terminals. The relative speed between two vehicles driving in opposite direction can reach 300 km/h. Thus, in some scenarios, the lifetime of routing entries can be extremely short. Third, GPS information can be assumed to be available in many cases, since an increasing number of vehicles are equipped with navigation systems. Position and movement information can be used to improve network performances. Additionally, the movement and density of vehicular nodes are not random, since vehicles drive along roads. This makes the position of nodes somehow predictable. Although there are many works related to VANET applications, as well as basic research at the physical link and network layers in vehicular communications, there is an important lack of real evaluation analysis. Many VANET solutions and protocols could be considered as nonpractical designs if they were tested in real scenarios, as it has been proved for MANETs [10] . Performance of VANET protocols based on a pure broadcast approach can be more or less predictable in simple configurations, even if not experimentally evaluated. However, the number of issues concerning real performances of multhop designs is much larger. There are works related to real evaluations of VANET designs [11, 12] , and a limited literature for concrete cases of multi-hop transmissions [13] , but there is an important lack on works evaluating routing protocols on VANETs. This paper details the works carried out towards easing the experimental evaluation of a multi-hop and IPv6-based vehicular network. The design covers the integration of various communication technologies to overcome common problems in VANETs, such as penetration rate or the need of Internet connectivity.
OLSR is a well-known protocol in the MANET literature. Since the application of MANET concepts in the particular VANET case is a common procedure, the results given in this paper assess how a common ad hoc proactive protocol operates under vehicular conditions. Because vehicles are not constrained by battery restrictions, one may think that a proactive protocol tuned for highly dynamic topologies could be suitable in the vehicular domain. Evaluating this idea is an interesting point in the work. Moreover, the existence of stable implementations of OLSR and its popularity among real ad hoc deployments have encouraged us to create a reference point in the VANET literature with real multi-hop experiments based on this protocol. The testbed platform presented in next sections is prepared to change the routing protocol, thus it will be extended with future implementations of pure-VANET protocols in the frame of our research on georouting [14] .
NEMO.
The NEMO Basic Support functionalities involve a router on the Internet to allow mobile computers to communicate with mobile or static remote nodes. The application of NEMO in ITS is direct and it is done as follows. A Mobile Router (MR) located in the vehicle acts as a gateway for the in-vehicle Mobile Network and manages mobility on behalf of its attached nodes (Mobile Network Nodes, or MNNs for short). MR and a fixed router in the Internet, its Home Agent (HA), establish a bidirectional tunnel to each other which is used to transmit packets between the MNNs and their Correspondent Nodes (CN).
The possible configurations offered by NEMO have been classified in [15] , according to three parameters: the number x of MRs in the mobile network, the number y of HAs serving the mobile network and the number z of MNPs (Mobile Network Prefixes) advertised in the mobile network. In this paper, we focus on the "single MR, single HA and single MNP" configuration, commonly called (x, y, z) = (1, 1, 1). 
Route Optimization.
Route Optimization allows to sort the communication path between a mobile router (or a host) and a correspondent node that is not connected to the Home Agent at a concrete moment. In NEMO, all the packets to and from MNNs must be encapsulated within the tunnel between MR and HA. Thus, all packets to and from CNs must go through HA. This causes various problems and performance degradations. One could imagine the delay of using the HA tunnel when both nodes could (in the worst case) be in the same transiting network. A standardized solution for Route Optimization is still missing for NEMO Basic Support, while there exists one for Mobile IPv6 [17] . Main drawbacks of such NEMO behavior can be classified as follows.
(1) Suboptimal routes are caused by packets being forced to pass by HA. This leads to an increased delay which is undesirable for applications such as realtime multimedia streaming.
(2) Encapsulation with an additional 40-bytes header increases the size of packets and the risk of fragmentation. This results in a longer processing time for every packet being encapsulated and decapsulated both at MR and HA. The previous route optimization issues of NEMO are identified in [18] by the IETF whereas the solution space is analyzed in [19] . Requirements for Route Optimization in various scenarios have been described for vehicle networks in [20] and for aeronautic environments in [21] .
MANEMO.
Both MANET and NEMO are layer-three technologies. NEMO is designed to provide global connectivity, while MANET provides direct routes in wireless local area networks. MANEMO combines both concepts to provide several benefits related to route optimization.
Since direct routes are available in MANETs, they can provide direct paths between vehicles. These paths can be optimal and free from NEMO tunnel overhead [22, 23] . Possible topology configurations with MANEMO have been described in [24] , while issues and requirements have been summarized in [25] . In addition, MANEMO has already been suggested for vehicular communications. For example, VARON [26] focuses on NEMO route optimization using MANET. It also provides the same level of security as the current Internet, even if communications are done via the MANET route.
Scenario and Objectives
This paper focuses on the scenario of intervehicle communication shown in Figure 1 . Sensors installed in the vehicle are connected to the Internet to share real-time information, and on-board computers or mobile terminals (i.e., MNNs) are connected to the mobile network within the vehicle. Vehicles are connected to the Internet everywhere and anytime with multiple interfaces using NEMO. Each MR, acting as a gateway for the mobile network, supports both NEMO and MANET connectivity.
In this paper, the focus is on investigating the operation and performance of the simultaneous usage of VANET and NEMO routes. An initial set up of a field testbed based on four-wheeled electric vehicles was carried out, called CyCabs [27] , to identify issues and requirements of real environments. This testbed helped us to prepare a feasible study considering issues such as wireless links features, connectivity changes or vehicles' movement. The experiments presented in the following sections were conducted using up to four common commercial vehicles (Citroën C3s) as depicted in Figure 2 .
Among the different advantages of the developed testbed, three main capabilities can be remarked. First, apart from studying traffic flows sent through the fixed network, it is possible to evaluate VANET performances in detail using an integrated testing environment. Second, the testbed is open to develop and validate any ITS application. Third, a number of different scenarios can be tested to analyze the operation of all network layers working together.
In order to measure the network performance of a VANET, various metrics should be considered. The bandwidth, round-trip time (RTT), jitter, packet delivery ratio (PDR), and number of hops are measured for various communication types (e.g., UDP, TCP, or ICMPv6). Geographic metrics, such as speed, position and distance between cars are also collected and linked with the previous network measuraments. As far as authors know, there are no integrated tools that perform all this tasks at once.
Several issues arise when the previous performance measurements are collected and linked. These can be grouped in the next three classes.
(1) Path awareness. This comprises the problem of determining the route followed by packets from source to destination in a dynamic topology. (2) Performance measurements hop-by-hop. Performance data is usually collected in an aggregate endto-end manner by classical network analysis tools (e.g., ping6 or IPerf), but is not accessible on a per-hop basis. Hence, it is not easy to identify where packets are lost, for instance. (3) Movement awareness. The route followed by vehicles in the physical world is also an important issue to further identify the cause of network problems due to real mobility conditions.
Moreover, in preceding works [28] , switching from a NEMO to a MANET route gave benefits regarding route optimization in terms of bandwidth and delay. In this paper, we also propose to distribute traffic into multiple paths to improve the global network performance. This simultaneous usage of NEMO and MANET has been experimentally evaluated within our testbed.
Vehicular Network Design and Testbed Architecture
Our network architecture setup is detailed in this section. First, the global architecture is introduced in Section 4.1. networks, as Figure 3 depicts. Each vehicle is equipped with a mobile router, with at least two interfaces: an Ethernet link and an 802.11b adapter in ad hoc mode. MNNs connect to the in-vehicle network via its Ethernet interface (an internal managed Wi-Fi network could also be used for this purpose), while the ad hoc Wi-Fi interface is used for the inter-vehicle connections. In Figure 3 , MR1 and MR2 are also connected to an infrastructure network using another 802.11 interface in managed mode. MR1 has an additional 3G modem to establish a second link to the Internet (PPP link provided by SFR (SFR is a french mobile telephony operator partially owned by Vodafone) ). MR1 is supported by HA1 at INRIA Rocquencourt and MR2 is supported by HA2 inside Irisa's network. Both networks are located in France and interconnected via Renater (French backbone for education and research) using a direct 6in4 tunnel to work around some IPv6 firewalling problems (the testbed sites are 12 IPv4 hops apart).
VANET Experimentation
Subsystem. An experimentation tool has been designed to overcome the issues related to VANET evaluation described in Section 3. This software covers the VANET part of the testbed architecture (i.e., bottom part of Figure 3 ).
Data Acquisition and Postprocessing Fusion with Ana-
VANET. An overview of the experimental evaluation process is presented in Figure 4 . The four vehicles previously described are considered here, although the system can support any number of vehicles. A sender terminal (MNN), connected to one of the in-vehicle networks, is in charge of generating data traffic towards a receiver terminal (MNN) inside another vehicle. Both sender and receiver save a high level performance log according to the applications used to generate network traffic. All MRs keep track of sent or forwarded data packets using tcpdum (http://www.tcpdump.org/) and log the vehicles' position. All these data are then postprocessed by the AnaVANET software. AnaVANET is a Java application which traces all data packets transmitted or forwarded by mobile routers. It thus detects packet losses and can generate both end-to-end and per-hop statistics, as well as join these measurements with transport level statistics from the traffic generation tool. AnaVANET generates XML files with statistics at a one second granularity, and packet trace files listing the path followed by each data packet.
The XML statistics file is uploaded to a Web server, which uses the Google Maps API to graphically replay the tests and show performance measurements in a friendly way, as can be seen in Figure 4 . A screenshot of this web application is available on Figure 10 in Section 5. All experiments which have been performed up to now can be replayed and main performance metrics can be monitored at any time, by using the control buttons on the left side of the web page. The replay speed can be adjusted and a step-by-step mode has been implemented. On the map, the positions and movements of the vehicles are depicted along with their speed and distance to the rest of cars. The amount of transferred data, throughput, packet loss rate, roundtrip time, and jitter, both per-hop and end-to-end, are also displayed. Main network performances can be graphically checked looking at the width and color of the link lines among vehicles.
The Graphic Generator module gives another view of the network performance. It processes both the XML statistics and packet traces to generate several types of graphs using GNUPlot (http://www.gnuplot.info/).
Traffic Analysis and Performance Metrics.
Three different types of traffic have been considered over the IPv6 VANET in the tests.
UDP: A unidirectional transmission of UDP packets, from the sender to the receiver terminal has been generated using IPerf (http://iperf.sourceforge.net/). The packet length is 1450 bytes to avoid IP fragmentation, and they are sent at a rate of 1 Mbps.
TCP: A TCP connection is established between the sender and receiver terminals without any bandwidth limit. IPerf is again used as the traffic generator. The segment size is 1440 bytes.
ICMP: The Windows XP ping6 utility is used to generate IPv6 ICMP echo request packets at the sender node and to receive echo reply packets from the remote note.
These three traffic types have been used to analyze hopby-hop and end-to-end network performances, considering the most extended metrics for MANET evaluations [7] . In the TCP case, statistics from IPerf with a 0.5 second granularity, such as the current throughput, are directly used by AnaVANET for performance analysis. Each ICMPv6 and UDP packet is, however, traced across nodes. Since there is 
MANEMO Implementation.
A policy routing algorithm has been developed and integrated in the architecture to allow simultaneous usage of NEMO and MANET. This subsystem allows vehicles to communicate with each other over both the fixed and VANET networks at the same time, as was illustrated in Figure 3. 
Policy Routing.
The system has been implemented on GNU/Linux (kernel 2.6.21.3). To distribute packets to multiple paths simultaneously from a MR, a policy routing scheme has been designed. Classic routing mechanisms are not suitable because of the "longest match" principle. As shown in Figure 5 , packets arriving to the MR are forwarded to the routing table entry which has the longest prefix in common with the destination address. In the MANEMO case, MANET routes typically have longer prefix lengths than NEMO ones. The formers are thus used in priority when they are available in the routing table. NEMO routes then have the least preference and are used as default routes. A single routing table can be used for switching between routes but not for simultaneous usage of NEMO and MANET.
To solve the previous problem, we propose multiple routing tables using a Route Policy Database (RPDB), as shown in Figure 6 . To achieve this goal, the Netfilter (http://www.netfilter.org/) framework is used. The RPDB allows to maintain several independent routing tables in the kernel. Each packet can then be routed according to any of these tables. The determination of which routing table that should be used in a particular case is up to the implementation. It is usual to route depending on the type of flow that is being treated. This mechanism allows distributing packets to multiple concurrent routes at the same time. Figure 7 , both NEMO and MANET routing entries are kept up-to-date in separate tables.
When started, both daemons add rule entries that specify which packets should be routed according to which routing table (these are removed at the execution end). MRs have multiple routing tables, which save NEMO and MANET routes, and the default one (depicted as MAIN in Figure 7) , which saves the rest of routes. There is the same number of NEMO routing tables than egress interfaces on the MR. Each of these routing tables has a specific BID. The MANET routing table is used for traffic that should be routed directly to neighboring vehicles, and the MAIN table is mostly used to route OLSR signaling.
Packets from MNNs arrive at the MR containing the source and destination addresses and ports, as well as the flow type information. Packets are distributed according to the latter mark to either the NEMO or MANET routing tables. Packets matched with a NEMO routing table are transmitted to the tunnel bound to the HA, while packets matched with the MANET table are transferred to other OLSR nodes directly.
Demonstration Platform.
As a demonstration of the policy-based MANEMO system, the performance measured in a communication between two vehicles is shown on a website (http://fylvestre.inria.fr/∼tsukada/experiments/), mapped to their geographical positions. The data have been collected during field trials on the Promotion Days of the Anemone Project (12-14th December 2007). This project aims at developing a large-scale testbed for mobile communication technologies. Our demonstration was an example of a third party system using the mobility testbed.
Measurements were made with a GPS-enabled IPerf (http://gforge.inria.fr/frs/?group id=620&release id=915) in a topology as shown in Figure 8 . This diagram illustrates in detail the MANEMO part of the general vehicular network described at the beginning of this section in Figure 3 . MNN1 works as an IPerf server and MNN2 is the client. IPerf reports the amount of transferred data and used bandwidth. Additionally, the GPS patch appends location information (latitude and longitude) as well as the offset and distance from the starting point. Only a regular GPS receiver is needed.
The demonstration can be performed either in realtime or log mode. The former shows network performances mapped with position in real time on the website, while the latter saves them on the MNN's local disk to be displayed later (see Figure 18) .
In real-time mode, XML files are generated from measured metrics and positions every two seconds by MNN1. An example XML output is shown in Figure 9 . The remote web server periodically gets the data file from MNN1 using wget. The real-time mode has the advantage of everyone can immediately check the network operation. Measurements can, however, be slightly affected by the XML file transfers, as they are carried over the NEMO route. By contrast, this effect is not present in log mode. Main results of these experiments are later analyzed in the paper using the log mode.
VANET-Only Performance Evaluation
This section presents an experimental evaluation of our VANET testbed. Here, we only consider the lower part of the architecture shown in Figure 3 . Then, field trials have been performed using the integrated evaluation environment described in Section 4.1. Seven different scenarios with various mobility patterns have been evaluated, using the three types of traffic previously described (UDP, TCP, and ICMPv6). This section analyzes one of our urban scenarios as reference. See [29] for a complete description of all the experiments.
Experimental Setup Details.
In the VANET evaluation shown in Figure 4 , mobile routers use only the routing table given by OLSR to forward data packets. MNN1 is a Mac OS X 10. Table 1 , to accommodate mobility conditions of a vehicular network. These modifications enable MRs to discover topology changes more quickly.
Non-Line-of-Sight Multihop
Communication. This scenario considers a typical urban environment where buildings prevent a direct line of sight between the source and destination cars. A multi-hop network is better suited to provide a robust connectivity under these conditions.
During 600 seconds of test, a unidirectional transmission of UDP packets is generated from MNN1, in vehicle 3, to MNN2, in vehicle 1. As was explained in Section 4.2, the packet size is 1450 Bytes to avoid IP fragmentation and they are sent at a rate of 1 Mbps.
The results of this experiment (along with the rest of performed trials) is available on a public website (http://fylvestre.inria.fr/∼tsukada/experiments/vanet-jose/), and can be replayed to graphically show the performance of the network during the tests (see Figure 10) .
The experiment was performed in the Rocquencourt campus of INRIA. This area contains a set of small buildings surrounded by streets, as can be seen in Figure 10 . The four streets showed in the image, which round three of the buildings, have been chosen for this scenario. They stand in a 100 × 100 m square area. Three vehicles have been driven around the buildings, trying to block the direct link between cars one and three. The speed of the vehicles was kept between 15 and 30 km/h. The right and left roads visible in Figure 10 are very narrow and some communication problems were experienced when approaching the corners.
The results collected in the UDP tests are plotted in Figure 11 . The several graphs show the results collected during four tests around the buildings. The upper plot shows the number of hops used in the paths followed by UDP packets whereas the lower graphs show the end-to-end and per-link PDR. PDR is computed every second, while the number of hops is plotted for each packet transmitted from the sender node. When no hops are drawn, the route to the destination vehicle is not available. Zero hops means that the packet was sent by the first MR, but was not received by any other. Negative values represent those packets that did not arrive to their destination, but reached some intermediate hops.
As can be seen, a direct relation exists between PDR and number of hops. When the number of hops is equal to or lower than zero, PDR decreases. When the vehicles drive along the same street, some direct paths (one hop) appear. On the contrary, when the distance between the sender and the receiver cars is large enough, the two-hop routes are used. These different types of paths can also be observed with the per-link PDR. Whereas the direct link (MR3-MR1) gives intermediate PDR values, the PDR between consecutive vehicles is almost identical and close to 100% when the twohop link is used, due to the lower distances between nodes.
The performance obtained in the scenario has been analyzed according to the location of vehicles: corner and straight road. As can be seen in Figure 12 , each corner is called SE, NE, NW, SW, and according to its position (i.e., South-East for SE). In the same way, straight roads have been assigned the names E, N, W, and S. Numbers below corner and road names indicate the time in which car 2 (vehicle in the middle) passes these points. For example, for SE, numbers 97, 257, 419, and 537 mean that car 2 passes the SE corner at times 97s, 257s, 419s, and 537s. At these times, the sender vehicle is at the next road (E in this case) and the receiver vehicle is at the previous one (S). On the other hand, when the middle vehicle is at a straight road, the sender vehicle reaches the next corner and the receiver vehicle is at the previous corner. The driving order is SE -E -NE -N -NW -W -SW -S, and three and a half complete rounds have been considered. The analysis starts at time 97s at SE corner, and it ends at 594 s at NW.
As can be seen in Figure 12 , the throughput obtained has been mapped with corner and straight road segments, and it has been analyzed for each round at periods of ±10 seconds. A dotted line shows the result of each trial considered in the segment, and a bold line shows the average bandwidth. One can notice the two different bandwidth patterns obtained at corners and straight roads. Communication performance increases in corner scenarios, while it decreases at straight roads. When the intermediate vehicle reaches a corner, the direct path between the source and the destination vehicle is blocked, thus a multi-hop route is established in the network. At this moment, a good bandwidth is noticeable. When the heading vehicle turns again in the next corner, a multi-hop route still maintains connectivity but, as soon as car 3 and 2 cannot maintain the communication link, the network performance falls. This can be seen in the last ten seconds of straight road graphs in Figure 12 . The effect of loosing the link between vehicles 2 and 1 is also present when the intermediate vehicle left the corner (last seconds of corner graphs and first seconds of straight road graphs), but it is less noticeable, since these two vehicles were arbitrarily driven more closely during tests.
Results obtained for segment W shows a different behavior than for the rest of straight roads. This is explained by the special physical conditions of the environment. First, this stretch comprises a narrow street surrounded by buildings on both sides. As can be seen in Figure 10 , these conditions are only present in this segment, since the rest of roads have a clear space on one side. This fact enables the reflection of signals on the various walls. Moreover, the second interesting condition identified in road W is the greater altitude of the sender car with regard to the receiver car, when these are located near corners NW and SW, respectively. About five meters of altitude difference increases the packet reception probability, and a direct path between cars 1 and 3 is even noticeable at this segment. This can be checked at time 367s in Figure 11 . It is interesting to note that buildings on this INRIA area are quite low, about 3.5 meters, what complements the altitude effect. The rest of direct paths collected in the trials belong to segments S and E, which do have open areas on one of the sides.
MANEMO Performance Evaluation
For the case of the MANEMO subsystem described in Section 4.2, measurements of latency and throughput have been collected using both the VANET and the infrastructure segments of the testbed (Figure 3) . A set of indoor and oudoor experiments have been conducted also at the Rocquencourt campus of INRIA and this section presents and analyzes most interesting results.
Experimental Setup Details and Initial Tests.
Attending to the global testbed setup in Figure 3 , tests have been carried out generating traffic from MNN1 towards MNN2 using the best available communication route (i.e., NEMO or MANET). MNN1 is a Mac OSX 10.4 laptop and MNN2 is a Windows XP tablet PC. As was done for VANETonly experiments, OLSR settings have been adjusted with the values shown in Table 2 . These have been chosen to maintain a tradeoff between the delay experimented when a topology change occurs and the network overload that implies control messages. Signaling traffic, apart from reducing the effective bandwidth of the network, it consumes computation resources on the nodes. For these experiments, OLSR settings have been adjusted to be aware of topology changes faster than in VANET-only tests in Section 5, with the aim of performing fast route changes between NEMO and MANET. Some initial tests were performed to check the operation of the network. One issue that had to be solved was radio interferences between 802.11b managed and ad hoc networks. Even when channels were chosen with a good distribution the problem persisted. To overcome this drawback, the bandwidth of MR1 interfaces were limited to 2 Mbps using a Linux' QoS system based on tc (Traffic Control) (http://www.linux-foundation.org/en/Net:Iputils). Network performance measurements under static conditions, and without any policy, between MNN1 and MNN2 are summarized in Table 3 , including three different routes. RTT results is the average of 100 packets of ICMPv6 between MNNs and throughput results have been obtained averaging results obtained during a total of ten minutes of TCP tests. As can be seen, the results of the UMTS link offer the worse results, due to the delay of the operator's network and the bandwidth limited by the radio coverage and the available resources in the cell. The 802.11b link improves these results, offering bandwidth capabilities equivalent to the ad hoc case. However, the delay induced by the managed mode and the relay access point impact on the RTT results.
Indoor Test Scenario.
The policy-based MANEMO system has been firstly evaluated in an indoor testbed, to avoid interferences of other equipments and difficulties to trace the movement of MRs. The following experiments have been performed without any vehicle. Neither MRs nor MNNs have moved during a reference experiment of 300 seconds. It clearly demonstrates the performance expected for longer times or subsequent trials. MNN1 has three addresses (A, B, and C) in the MNP, and MR1 distributes traffic from the mobile network via multiple paths depending on the source address. Packets from source address A or to port number 5102 are always forwarded via the 3G interface. Those from source address B or to destination port 5101 are routed via the Wi-Fi managed interface when it is available. Otherwise, they are forwarded over the 3G interface. Traffic from source address C or to destination port number 5009 is transmitted via whatever available interface, prioritizing the most efficient (i.e., prefer ad hoc to managed Wi-Fi and only use 3 G if no other link is available). Table 4 summarizes these policies and indicates priorities in case several routes can be chosen. MR2 distributes returning flows into its managed and ad hoc interfaces according to the third policy, since it does not have any 3 G interface. The Home Agents distribute flows to match these policies and avoid asymmetric routes.
For this indoor experiment, connection and disconnection events have been created using a shell script and common system tools. From t = 0 to t = 60, both Wi-Fi managed and ad hoc interfaces of MR1 are down. At t = 60, the managed interface comes up. At t = 120, the ad-hoc one is made available. From t = 120 to t = 180, all the interfaces are up and running. At t = 180, the ad-hoc link is turned off.
At t = 240, the managed one is also switched off. The 3 G interface is always available throughout the test.
Latency Measurements.
To measure the RTT between MNNs, MNN1 sends 56 Bytes ICMPv6 echo request packets from all addresses (A, B, and C) to MNN2 once every 0.5 sec. There is no other traffic. These packets are distributed according to the policies described above. Results are showed in Figure 13 . The average RTT on the NEMO route over 3 G has been 261.9 ms. Changing paths to the NEMO route over the managed Wi-Fi interface, has reduced the RTT to an average of 34.72 ms, which represents an 87% improvement. During the time the ad hoc mode has been available, the average RTT collected on the OLSR route (ad hoc link) has been 7.93 ms. In this way, route optimization using MANEMO has further reduced the latency by 26.79 ms, what represents an extra improvement of 77%.
For the two periods where the three ICMPv6 flows are carried over the 3G network (from t = 0 to t = 60 and from t = 240 to t = 300) an offset of 20 ms of delay between them is noticeable. It has been checked that the transmission of the three echo request packets in a consecutive way results in a first-in first-out problem due to transmission and reception times needed by the 3G driver. The extra overload incurred by the NEMO and tunnel and the L2TP (Layer-2 Tunneling Protocol) tunnel, necessary to support IPv6 traffic in the 3G network, increases the impact of this effect. Figure 14 gives a closer look at the RTT results when the ad hoc interface goes up/down and routes thus change. At t = 120, the ad hoc interface comes up, and then direct route information of both MNPs are exchanged. At t = 122.5, the RTT obtained for the marked packet is 21.27 ms, which comprises an intermediate value between NEMO and OLSR modes. This is because the ICMPv6 echo request has used the NEMO route, while the echo reply has returned through the ad hoc one. It takes 2.5 seconds for OLSR routing entries to be added to MR1's table after the ad hoc link has been connected. By contrast, the route is changed back from OLSR to NEMO 1.5 sec after the ad hoc link is disconnected. During this switching phase, three packets have been lost (From t = 180 to t = 181.5), due to the sudden disconnection of the ad hoc interface.
Throughput Measurements.
To measure the throughput between MNNs, MNN1 sends three TCP streams to MNN2 by means of IPerf, with destination port numbers 5102, 5101 and 5009, in the same routing scenario used above. At the same time, MNN1 also sends 56 Bytes ICMPv6 echo request packets as in the previous section. IPerf gives a report once every two seconds and ping6 gives it every 0.5 seconds. A reference test has been chosen among the set of performed tests. Figure 15 shows the achieved throughput with stacked area graph and Figure 16 shows the observed RTT when the TCP flows are active.
A summary of throughput results is given in Table 5 . The average total throughput on the NEMO route over 3G is 455 kbps from t = 0 to t = 60. Since an 802.11b managed network is available from t = 60 to t = 120, the flows are distributed in two paths and the average throughput increases up to 1913 kbps, which represents an improvement of 76% (1458 kbps). From t = 120 to t = 180, ad hoc connectivity is also available. The average total throughput increases again up to 3752 kbps when the three TCP flows are distributed through the three paths, which represents a new improvement of 49% (1837 kbps).
The average RTT between MNNs is also listed in Table 5 . The RTT on the NEMO route is about 400 ms when the three TCP streams are transmitted using the 3G link. When two TCP streams are diverted to the 802.11b managed interface, from t = 60 to t = 120, the RTT over the 3G link decreases by about 280 ms, which represents an improvement of 30%. The RTT also decreases from 400 ms to about 130 ms for policies "3G or managed" and "Any interface" when Wi-Fi managed is available, which comprises an improvement of 68%. In addition, a further 50% (approx.) of improvement is observed for policies "3G or managed" and "Any interface" when all the interfaces on MR1 are available, since each communication technology is used by only one flow.
Field Experiment.
The system has been evaluated with a set of field trials performed on the Télécom Bretagne/INRIA Rennes campus. 40 access points have been installed in this area. The test has been performed in a straight road surrounded by buildings, where two access points have been installed at two far away locations. The source vehicle starts moving at a speed of 10 km/h from a position before the first access point, while the destination vehicle with MR2 has been parked next the two access points. Both MRs were mounted inside the vehicles. Three TCP flows were transmitted from MNN1 to MNN2 as in the previous tests. The flow distribution policies of MR1, MR2, HA1 and HA2 are also identical to those of the indoor testbed but, obviously, periods of 802.11 connectivity are not simulated now.
The switch between access media and/or networks has a clear impact on the available bandwidth, as can be seen in Figure 17 . From t = 0 to t = 60, the path between MNNs is only via the NEMO route over 3G. The average total throughput of the TCP flows is 344 kbps during this period. The throughput in this field experiment is 111 kbps less than in the indoor experiment. This is mostly due to obstacles and movements of the vehicle equipped with MR1. From t = 62 to t = 86 and from t = 106 to t = 116, the NEMO route through managed Wi-Fi is available, since the moving vehicle is near one access point each time. The average total throughput of the TCP stream at these two periods is 1430.83 kbps and 957.34 kbps, respectively. From t = 124 to t = 130, the OLSR route over the VANET is available. The average throughput increases until 2408.4 kbps during this period.
In the evaluation, the NEMO route on the 802.11b managed interface has been used for 24 seconds for the first access point, and then an additional 10 seconds for the second one. As the speed of the vehicle was 10 km/h, the coverage of the access points can be estimated to be between 30 and 65 meters. The ad hoc interface has been available during six seconds, thus the VANET range can be estimated to be 17 meters. In this case, the antennas of both MRs were located inside the vehicles. 802.11 performance could therefore be improved by mounting external and/or more powerful antennas.
Impact of Geographical Location on Network Performance.
In the previous section, the range of the available access points and VANET links are estimated considering a simplification of the driving speed and the time of connection. This section presents more thorough range measurements. These have been collected by maintaining MR1 (and thus MNN1) moving in a 65 meters radius around the position of MR2, and reporting the achievable throughputs. None of the MRs have gone out of the access points' coverage and a building sometimes block the VANET route. As the wireless access points are quite close to the test site, the managed interface has been forcibly limited to 1 Mbps to account for more distant APs and highlight which network path MR1 uses. By contrast, the ad hoc interface was not limited and the average throughput between MRs using this interface was 2685 kbps.
The position-mapped throughputs were measured at INRIA Rocquencourt in France, using the GPS-patched version of IPerf. To obtain a high density of throughput data around MR2, the evaluation was actually performed without vehicles. MR1 has been carried by a human at an average speed of 4 km/h. It starts moving from the position of MR2 and comes back to the same position within 250 seconds. The experiments were run eight times. All the results are publicly available (http://fylvestre.inria.fr/∼tsukada/experiments/).
A screenshot of the Web application can be seen in Figure 18 . The website displays the throughput between MNNs by varying the size of the blue circles at each measure point. All tests can be displayed by selecting the Log option. Clicking on one of the circles reveals additional information, Figure 19 . Data points show the throughput obtained at the current distance, while the bar graph represents an average for five meters. Values over 1 Mbps (the arbitrary limitation on the managed Wi-Fi link) are those recorded when the VANET route was available. One can see that it is available up to 40 meters. Between (approx.) 20 and 40 meters, throughput measurements spread over a wide range from 100 kbps to 2700 kbps, because media handovers between the managed and ad hoc interfaces are performed in these zones.
An asymmetrical tendency of the ad hoc link ranges has been observed. From the collected results, it turns out that the OLSR route is usable over a longer distance when two vehicles are getting further from one another than when they are getting closer. This hysteresis behavior is due to OLSR's initial delay caused by the period of sharing HELLO packets. This fact is further analyzed in [29] .
Conclusions and Future Works
A proposal to distribute data traffic in vehicular communications combining NEMO and VANET has been presented. This comprises an integral communication platform for the ITS frame, which has been experimentally evaluated by means of a complete and open testbed. In a first stage, an integrated evaluation environment for VANET enabled us to analyze the network performance in detail in both per-hop and end-to-end manners, also considering the movement of vehicles. The evaluation environment provides novel performance metrics for VANET, according to the current literature, such as the number of hops used to deliver a packet or the per-link PDR, in addition to typical statistics, such as end-to-end packet delivery ratio, round-trip delay time, jitter or bandwidth. Although it has been tuned to dynamic conditions, the OLSR protocol shows limitations to efficiently update routing tables under stressful conditions, as it has been seen above all in the MANEMO evaluation. A more VANET-oriented protocol developed at INRIA, in frames of the GeoNet Project (http://www.geonet-project.eu/) will be evaluated through new field trials, using the presented testbed. This is located inside the geographic-based routing proposals, which are demonstrating to be the correct direction in vehicular network research.
The MANEMO proposal has been evaluated using common vehicles in real environments. Up to four vehicles have been setup to carry out a number of experiments. In our system, mobile routers use multiple egress interfaces simultaneously with NEMO and OLSR. The latter could thus mitigate the sub-optimality caused by NEMO routes. Previous experiments results showed that MANEMO with route switching from NEMO to MANET improved network performance in terms of latency and bandwidth. It can now be stated that MANEMO with simultaneous usage of NEMO and MANET can achieve further improvements on a integrated vehicular network. Experimental results show that the achievable throughput and delay are improved when a set of interfaces (3G, 802.11 b managed and 802.11 b ad hoc) are available.
Among the different research lines that are now active regarding this work, we plan to extend the MANEMO system as follows. First, evaluation results show that network performances such as latency and bandwidth dynamically change according to available interfaces, mobility or obstacles. Adaptive applications are thus desirable in these environments. Second, traffic flows have to be allocated to appropriate paths depending on the application demands and network performances. Since real-time applications are sensitive to handovers, an intelligent path allocation is required. Third, traffic between MNNs has been distributed according to policies manually specified by the administrator. As an MR can only control its outbound traffic, policy changes on an MR may create asymmetric routes. By introducing common filter rules and a exchanging procedure among MRs and HAs [30, 31] , policies on each entity can be synchronized. Fourth, currently, the position-mapped reports for the MANEMO case are focused on bandwidth statistics. Network metrics such as latency, packet loss rate or layer-two information will be considered in further analysis for the whole MANEMO system, in the line of the work carried out for the VANET segment.
