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Self-consistent field extrapolation methods play a pivotal role in quantum chemistry and electronic
structure theory. We, here, demonstrate the mathematical equivalence between the recently proposed
family of LIST methods [Wang et al., J. Chem. Phys. 134, 241103 (2011); Y. K. Chen and Y. A.
Wang, J. Chem. Theory Comput. 7, 3045 (2011)] and the general form of Pulay’s DIIS [Chem. Phys.
Lett. 73, 393 (1980); J. Comput. Chem. 3, 556 (1982)] with specific error vectors. Our results also
explain the differences in performance among the various LIST methods. C 2015 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4919283]
INTRODUCTION
The importance of self-consistent field (SCF) extrapo-
lation in Hartree–Fock and Kohn–Sham calculations cannot
be overstated: without efficient techniques like DIIS (direct
inversion of the iterative subspace),1,2 much of the current
body of work in computational quantum chemistry and related
fields would not be practical. These techniques have permeated
the quantum chemistry field and are ubiquitous in most (if not
all) software packages. DIIS has found its way to many other
applications like extrapolation of coupled cluster solutions3
and convergence acceleration in other computational science
areas, e.g., the popular GMRES method of Saad and Schultz4
is equivalent to DIIS for linear problems.5
Since Pulay’s seminal paper,1 there has been an enor-
mous amount of work to refine, improve, and complement
DIIS6–10 but the core of the technique remains the same, as
originally formulated. More recently, there have been claims
in the literature11,12 that a family of recently proposed LIST
(linear expansion shooting techniques) methods supersedes
the performance of DIIS. We, here, prove that the LIST
methods are mathematically equivalent to the general form
of DIIS2 (with specific error vectors) and are not superior
to the commonly used commutator-DIIS (CDIIS), as shown
numerically in our previous work.13 In short, both CDIIS and
LIST work by minimizing an approximate error function, but
the vanishing of the error function of the former is necessary
and sufficient condition for convergence whereas this is (in
general) not true for the latter.
DIIS
We begin by writing DIIS in its general formulation as
first outlined by Pulay1,2 (see below). An improved density
matrix D˜k is constructed from a linear combination of the
previously iterated density matrices
D˜k =
k
j=1
cjD j . (1)
The coefficients in the above equation are determined as
{cj} = arg min


k
j=1
cje j
 ,
k
j=1
cj = 1
 , (2)
where e j is an approximate error function associated with D j,
and ∥ · ∥ denotes a suitable norm. That is, DIIS consists of
creating a D˜k which minimizes (in the least squares sense)
e j constrained to Tr(D˜k) = N , where N is the number of
electrons.
It is worth mentioning that DIIS is often a synonym
for the widely used CDIIS, which utilizes a specific error
vector e j = [Fj,D j], where F is the Fock matrix. However, the
formulation of DIIS that we provide above is more general,
but it should still be attributed to Pulay:2 “The DIIS method
can be briefly recapitulated as follows: In each SCF step,
construct an error vector ei, here i is the step index. . . It
is then possible to find a linear combination of consecutive
parameter vectors p =

i cipi so that the corresponding error
vector

i ciei approximates the zero vector in the least-
squares sense.” The flexibility on the choice of e j has allowed
the application of DIIS to accelerate the convergence of
methods other than Hartree–Fock and Kohn–Sham DFT such
as coupled cluster,3 multireference wavefunctions,14 plane-
wave-based density functionals,15 and geometry optimization
algorithms as in, e.g., the popular gradient-DIIS16–18 (GDIIS).
We also note that Rohwedder and Schneider5 have analyzed
the DIIS method assuming a general, approximate, residual-
like term for the error function.
There are three LIST methods: LISTi, LISTd,11 and
LISTb.12 We first show how LISTi is equivalent to the general
DIIS described above.
LISTi
Let Dini and D
out
i denote input and output density matrices
from the diagonalization of the Fock matrix F ini . The equations
to solve for the LISTi coefficients {cj} can be written as
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(Ref. 11, Eq. (13))
j
cjgi j =

j
cjTr((Doutj − Dinj )(Fouti − F ini )) = 0, (3)
∀i, restricted to j cj = 1. Assuming summation over repeated
indices, Eq. (3) is equivalent to

cjgi j

= 0, ∀i, where |·|
denotes absolute value. It is, therefore, also equivalent to
max

cjgi j

, i ∈ I	 = 0 with I = {1,2, . . . , k}, where k is the
dimension of the iterative subspace. Thus, the set {cj} can be
expressed as
{cj} = arg min
max



j
cjgi j
 , i ∈ I
 ,

j
cj = 1
 . (4)
Noting that the infinity norm of a vector v⃗ of length k is defined
as ∥v⃗∥∞ = max {|v1|, . . . , |vk |}, Eq. (4) becomes
{cj} = arg min



j
cjgi j
∞,

j
cj = 1
 . (5)
Furthermore, if we let x be an index such that

j
cjgx j
 =


j
cjgi j
∞, (6)
then we see that LISTi can be formulated exactly in the form
of Eq. (2) with e j = gx j and ∥ · ∥ = | · |, or in terms of the
vector e j = gi j and ∥ · ∥ = ∥ · ∥∞. Note that other norms could
also be used because the norm of a vector v⃗ is zero if and only
if v⃗ is the zero vector.
In deriving the above equivalence, we have not made use
of the explicit form of the matrix gi j. This has the corollary
that any SCF convergence acceleration technique that consists
of solving a linear system of the form of Eq. (3) (i.e.,
j cjbi j = 0,∀i, cj = 1) to obtain extrapolation coefficients
for Eq. (1) corresponds to the general DIIS minimization
problem of Eq. (2). As we discuss below, LISTd and LISTb
can also be written in this form.
LISTd
We proceed now to outline the relationship between DIIS
and LISTd. These results also clarify the reason for the poor
convergence acceleration of LISTd.11–13 In brief, the better
convergence properties of LISTb and LISTi as compared to
LISTd can be understood in terms of the properties of the error
function being minimized; a SCF solution minimizes the error
function in LISTb and LISTi, but not necessarily in LISTd.
The equations to be solved for the LISTd coefficients {cj}
are (Ref. 11, Eq. (10))
j
cjai j =

j
cj

Ei − E + Tr((Doutj − Douti )∆Fi)

= 0, (7)
∀i, with j cj = 1, where∆Fi = Fouti − F ini , and E is the current
best estimate for the energy. From the results of the “LISTi”
section, it is already clear that Eq. (7) fits in the general
framework of Eq. (2). We can also express {cj} as
{cj} = arg min
max



j
cjai j
 , i ∈ I
 ,

j
cj = 1
 , (8)
where we could also have used the infinity norm as in Eq. (5).
Thus, we can view LISTd as minimizing the approximate
error function e(c) = max  j cjai j , i ∈ I	 or, equivalently
in terms of the extrapolated D˜,
e(D˜) = max Ei − E + Tr((D˜ − Douti )∆Fi) , i ∈ I	 . (9)
Let now E be the energy for the converged density matrix
D. It is easy to see that e(D) , 0 in general because the
matrices in the iterative subspace Di do not need (and are,
in fact, not expected) to be converged. Hence, by formulating
LISTd as an error minimization problem, we see that the
choice for the approximate error function is a poor one,
since a converged density matrix can have nonzero error—and
therefore, it does not satisfy the LISTd equations. This explains
the unsatisfactory convergence acceleration of LISTd.
LISTb
The LISTb equations are given by the transpose of the
LISTd matrix (Ref. 12, Eq. (14))
j
cja′i j =

j
cj

E j − E + Tr((Douti − Doutj )∆Fj)

= 0,
(10)
∀i, with j cj = 1. Again, the results in the LISTi section imply
that Eq. (10) corresponds to the general DIIS minimization
problem of Eq. (2). Analogously to Eq. (8), we can write
{cj} = arg min
max



j
cja′i j
 , i ∈ I
 ,

j
cj = 1
 , (11)
and the error function being minimized can be written as
e({D j},c) = max ai({D j},c) , i ∈ I	, with
ai({D j},c) =

j
cj

E j − E + Tr((Douti − Doutj )∆Fj)

. (12)
Because of the transposition, the error function can no longer
be written in terms of the extrapolated matrix D˜. However,
we can consider the error function for a set of matrices {D j}
for which Dk = D is a converged density matrix. When E
is the converged energy, then it is straightforward to see
that, for a set of coefficients c with cj = 1 if j = k and
cj = 0 otherwise, e({D j},c) = e(D,1) = 0. Thus, a converged
density matrix minimizes the LISTb error, satisfying Eq. (10).
In consequence, LISTb can correctly select Dk = D as an
SCF solution from the set {D j}, whereas LISTd (in general)
does not do this. The improved convergence acceleration of
LISTb as compared to LISTd can therefore be attributed to
the minimization of a more suitable error function (which
is in fact the idea behind the DIIS procedure). The same
applies to LISTi: since Doutj − Dinj must be the zero matrix
for a converged density, it is straightforward to see that the
correct solution cj = δ jk is a minimizer of Eq. (4).
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TABLE I. Energies (in Hartrees) of the SCF solutions afforded by CDIIS, LIST, and stability analysis for various systems. The LIST data were taken from
Ref. 12. The geometries are the same as those used in Refs. 11–13.
System Level of theory ECDIIS ELISTa EStable EStable−ECDIIS EStable−ELIST ELIST−ECDIIS
SiH4 SVWN5/6-31G* −290.457 82 −290.457 70 −290.457 82 0.0×100 −1.2×10−4 −1.2×10−4
[Cd(Im)]2+ B3LYP/3-21G −5667.008 71 −5667.008 72 −5667.009 41 −7.0×10−4 −6.9×10−4 −1.3×10−5
Ru4(CO) B3LYP/LANL2DZ −488.697 27 −488.710 67 −488.717 65 −2.0×10−2 −7.0×10−3 −1.3×10−2
UF4 B3LYP/LANL2DZ −451.211 84 −451.231 19 −451.240 06 −2.8×10−2 −8.9×10−3 −1.9×10−2
aLISTi and LISTb converge to the same solutions.
Previously,12 the better convergence properties of LISTb,
as compared to LISTd, were attributed to an alleviation of
the linear dependency problem of LISTd by the transposition.
This assertion is incorrect; the ill-conditioning of the LISTd
matrix A is determined by its condition number, which is
the ratio between the largest and smallest singular values
of A. The singular value decomposition of A is A = UΣVT ,
whereas for LISTb AT = VΣUT . The transposition, therefore,
does not alleviate the linear dependency of A in any way.
An argument based on Cramer’s rule was also given in
Ref. 12, which pointed out that LISTd would tend to yield
coefficients of large magnitude and opposite signs when
close to convergence. As is common knowledge in numerical
analysis, subtracting two large numbers of opposite signs is
unwise because of the possibility of catastrophic cancellation.
However, this explanation is still unsatisfactory because the
magnitudes of the coefficients would need to be extremely
large—comparable to the inverse of machine precision—and
LISTd performs poorly even when far from convergence.11,12
The argument for the improved acceleration of LISTb over
LISTd based on the minimization of approximate error
functions seems, therefore, much more plausible than the
aforementioned explanations and simultaneously clarifies why
LISTi is also better than LISTd.
DISCUSSION
The most widely utilized version of DIIS employs
the commutator [Fi,Di] as error vector since [F,D] = 0 is
a necessary and sufficient condition for a SCF solution.2
This specific variant is commonly known as commutator-
DIIS or CDIIS. We have seen here that LIST methods can
be formulated as DIIS in the general framework outlined
originally by Pulay.1 Considering this equivalence between
LIST and DIIS, and how well-established the latter is, it is
unsurprising that LIST can provide convergence acceleration.
However, of the three different flavors of LIST, just two (LISTi
and LISTb) work properly since only these minimize a suitable
error function. More specifically, LISTi and LISTb minimize
errors associated with necessary (albeit not sufficient) condi-
tions for convergence, whereas LISTd minimizes a function
which is not related to necessary or sufficient conditions for
convergence. An alternative analysis of the error functions
minimized by LIST, also showing the relationship to DIIS with
e j = ∆Fj and that the LIST coefficients are independent of the
energy terms in Eqs. (7) and (10), is given in the Appendix.
Based largely on the poor performance of CDIIS for the
singlets of SiH4 (with a broken bond), [Cd(Im)]2+, Ru4(CO)
and UF4, the authors in Refs. 11 and 12 concluded that LIST
methods were superior to CDIIS. For these systems, CDIIS
appeared to be trapped in states higher in energy than the
LIST solutions. However, no stability analysis was carried
out to verify whether the LIST solutions were high-energy
states too. Table I compares the energies reported for LIST12
with those from our calculations in Gaussian19 using CDIIS
[SCF=(CDIIS,NoDamp) keyword] and RHF → RHF stability
analysis [Stable=(RRHF,Opt)]. All our CDIIS calculations
use the default iterative subspace of 20 vectors, the Harris
guess,20 and tight convergence criteria. Cartesian d and higher
functions (6D, 10F) were used to compare the energies from
Gaussian with those of NWChem21 (the package used in
Refs. 11 and 12) for a given basis. We also employed the
Integral=Ultrafine keyword and, based on calculations
with different grid sizes, we estimate the error due to grid
size in our comparisons with the data from Ref. 12 to be
about 0.1 mHartree. Based on these considerations, it appears
like LIST and CDIIS converge to the same solutions for SiH4
and [Cd(Im)]2+. For Ru4(CO) and UF4, LIST converges to
lower energy states than DIIS; however, the data obtained
from stability analysis EStable reveal that the LIST solutions are
high-energy states too. We also carried out LIST calculations
starting from the Harris guess—atomic densities were used as
initial guess in Refs. 11 and 12—with our own implementation
of LIST in Gaussian; for SiH4 and [Cd(Im)]2+, these converge
to the same solutions as CDIIS; for Ru4(CO) and UF4,
LIST converges to energies of −488.710 67 and −451.230 12
Hartrees, respectively. Hence, it seems that LIST has the same
problem as CDIIS for these systems—both converge to high-
energy states—in agreement with what could be expected from
the equivalences between LIST and DIIS derived above. We
also note that we did not find any convincing indication of
LIST superiority in our previous numerical studies.13
It is also germane to point out that—for SiH4, Ru4(CO),
and UF4—wavefunctions much lower in energy can be found
if one allows the initial guess to break spin symmetry or via
RHF → UHF stability analysis. The symmetry breaking is an
indication of static correlation. The symmetry-adapted single
Slater determinant approximation therefore breaks down,
which is most likely the reason for the many unphysical
solutions that can be found in these systems. Convergence
to these high-energy states is a problem that neither LIST nor
CDIIS can truly fix because this depends crucially on the initial
guess. Even using more robust (and expensive) algorithms,
such as Bacskay’s quadratically convergent SCF procedure,22
we were not able to find the lower energy solutions obtained
via stability analysis in Table I starting from standard initial
guesses.
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Another problem shared by LIST and DIIS is that they
may result in oscillations.11–13 This behavior arises because
minimization of an approximate error function does not force
convergence. A way to solve this issue is to use methods
that ensure a decrease in the energy at every iteration, as
this guarantees convergence to a local minimum.6,10 This is
the motivation behind the optimal damping algorithm6 and
its generalization in EDIIS.7 These techniques exploit the
fact that, because of the aufbau principle, all local energy
minima for an idempotent density matrix are in the convex set
P˜N = {D˜ ∈ MS(Nb), D˜2 ≤ D˜,Tr(D˜) = N} (Nb is the number
of basis functions andMS(Nb) is the set of Hermitian matrices
of dimension Nb). Thanks to this property, EDIIS can reduce
the energy at every iteration without a significant increase
in cost over DIIS via an interpolation of previously iterated
density matrices—interpolation, rather than extrapolation, is
necessary to ensure D˜k ∈ P˜N . The interpolation has the side
effect of making convergence slower as compared to DIIS,
and thus EDIIS is often combined with DIIS to make the
algorithm faster than the former and more robust than the
latter.7,13 Basically, EDIIS is used when far from convergence
(as judged by the DIIS error) to bring the density matrix near
the convergence region, where DIIS is most efficient. Because
of this improved robustness, a combination of EDIIS and DIIS
has been used as the default option for SCF convergence in
the Gaussian suite of programs for many years.19
CONCLUSIONS
The LIST methods can all be formulated as extrapolation
techniques that minimize an approximate error function
associated with a density matrix in the iterative subspace, and
thus fall within the general scheme of DIIS first described by
Pulay. This formulation also explains why LISTd has such a
poor performance—the DIIS error minimized is not a suitable
one. The other LIST methods were derived from LISTd;
however, they introduce approximations which lead to better
error functions and thus have better convergence properties.
Nevertheless, because of the equivalences shown here, they
share the same problems and are not better than the commonly
used CDIIS. From a formal perspective, CDIIS appears to be
more desirable than LIST as [F,D] = 0 is a necessary and
sufficient condition for a SCF solution, whereas LISTi and
LISTb minimize error functions corresponding to necessary
(but not sufficient) conditions for convergence. Furthermore,
any SCF convergence extrapolation technique (Eq. (1)) that
consists of solving a linear system of the form

j cjbi j = 0,∀i
restricted to

cj = 1, to obtain the expansion coefficients is in
fact a form of DIIS. Finally, we have also presented numerical
data demonstrating that the numerical evidence used to argue
about the superiority of LIST over CDIIS does not really
indicate that LIST is performing better than CDIIS. Claims in
the literature that LIST outperforms CDIIS, EDIIS, and their
combinations are, therefore, inaccurate.
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APPENDIX: ALTERNATIVE ANALYSIS OF LIST
Here, we demonstrate the close relationship between
LISTi, LISTb, and DIIS with e j = ∆Fj. Consider the LISTb
equations
*,
Aˆ 1T
1 0
+-          
A
*,
c
λ
+-
x
= *,
0
1
+-
b
, (A1)
where 1 = (1,1, . . . ,1), λ is a Lagrange multiplier, and the
elements of Aˆ ∈ Rk×k are the a′i j in Eq. (10). By Cramer’s rule,
the coefficient cm is equal to det(Am)/ det(A), where Am is a
matrix formed by replacing themth column ofA by the column
vector b. Let us define a matrixB that replaces the a′i j elements
in A by bi j = Tr(Douti ∆Fj). We note that the matrix B can
be constructed by adding

E − E j + Tr(Doutj ∆Fj)

× (1,0)T to
the jth column of A for every j from one to k. Because
adding a scalar multiple of one column to another column
leaves the determinant unchanged, we see that det(A) = det(B)
and, for m ∈ [1, k], det(Am) = det(Bm), where Bm is defined
analogously to Am. It follows that solving Ax = b yields
the same extrapolation coefficients as those obtained from
the solution to Bx′ = b, with x′ = (c,λ′)T . Let us denote
∆F˜ =

j cj∆Fj and ∆D˜ =

j cj∆D j. The equations to satisfy
for LISTb, LISTi, and DIIS with e j = ∆Fj can be rewritten as
Tr(∆F˜Douti ) = 0, ∀i (LISTb), (A2)
Tr(∆D˜∆Fi) = 0, ∀i (LISTi), (A3)
Tr(∆F˜∆Fi) = 0, ∀i (DIIS). (A4)
Hence, the reason for which LISTb and LISTi can provide
convergence acceleration is because they indirectly minimize
∆F˜ (or ∆D˜), as DIIS with e j = ∆Fj would do. Note that the
role of the energy in the original LISTb equations (Eq. (10)) is
superfluous. Likewise, making an analysis of LISTd (Eq. (7))
analogous to the one above, one obtains Tr(D˜∆Fi) = 0,∀i,
which does not make use of the energy neither. Addition-
ally, this expression is unrelated to necessary or sufficient
conditions for convergence, so this is an alternative way of
illustrating the reason for the poor performance of LISTd.
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