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A Guide to Localized Frames and Applications
to Galerkin-like Representations of Operators
Peter Balazs and Karlheinz Gro¨chenig
Abstract This chapter offers a detailed survey on intrinsically localized frames and
the corresponding matrix representation of operators. We re-investigate the proper-
ties of localized frames and the associated Banach spaces in full detail. We investi-
gate the representation of operators using localized frames in a so-called Galerkin-
type scheme. We show how the boundedness and the invertibility of matrices and op-
erators are linked and give some sufficient and necessary conditions for the bound-
edness of operators between the associated Banach spaces.
1 Introduction
Localized frames are “good” frames. More precisely, the concept of localized
frames was introduced in [50] in an attempt to understand which properties render
a frame useful. Whereas an abstract frame can be viewed as a flexible coordinate
system for a Hilbert space — and only for one Hilbert space! — localized frames
go beyond Hilbert spaces and yield a description and characterization of a whole
class of associated Banach spaces. Indeed, the success of structured frames, such
as Gabor frames [36], wavelet frames [30], or frames of translates [11], is built
on their capacity to describe modulation spaces (Gabor), Besov-Triebel-Lizorkin
spaces (wavelet), and their use in sampling theory (translates).
Gabor frames are used for the description and extraction of time-frequency fea-
tures of a signal. It would be a waste of possibilities to use them to merely determine
the L2-membership of a given function. Likewise wavelets are used to detect edges
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in an image or compress an image, and not just for the expansion of a function in L2.
In these applications one does not use arbitrary Gabor frames or wavelet frames, but
the window and the wavelet are usually carefully designed so as to have some de-
sired time-frequency concentration or a small support and vanishing moments. Thus
in such applications the frames come with an additional property, namely some form
of localization.
The general theory of localized frames began as an attempt to formulate an
abstract concept of localization that can explain the success of certain structured
frames in applications [50]. Roughly speaking, a frame Ψ = {ψk : k ∈ K} is called
localized, if its Gramian matrix G with entries Gk,l = 〈ψl ,ψk〉k,l∈K possesses enough
off-diagonal decay. In the further developments of the concept powerful methods of
Banach algebra theory were used, and nowadays, and also in this survey, we call a
frame localized, if its Gramian belongs to a solid, inverse-closed Banach algebra of
matrices [38].
Localized frames possess many properties that are not available for general
frames.
(i) To every localized frame can be associated a class of Banach spaces, the so-
called coorbit spaces [34, 35]. Roughly speaking, the coorbit space H pw contains all
elements f such that the sequence 〈 f ,ψk〉k belongs to the weighted ℓp-space. For the
standard structured frames one obtains well-known and classical families of func-
tions spaces, namely, the modulation spaces are associated to Gabor frames [47],
and the Besov spaces are associated to wavelet frames [69, 78]. In this chapter we
will explain the construction of the coorbit spaces and derive many of their proper-
ties.
(ii) Localized frames possess nice dual frames. Technically speaking, the canon-
ical dual frame possesses the same localization. In fact, this is a fundamental state-
ment about localized frames, and the method of proof (matrix algebras, spectral in-
variance) has motivated intensive research in Banach algebra theory [55, 57, 54, 53].
(iii) Elements in coorbit spaces associated to a localized frame possess good ap-
proximation properties [21]. In fact, the results on nonlinear N-term approximations
and on the fast convergence of the iterative frame algorithms are based fundamen-
tally on the localization property and do not hold for arbitrary frames.
(iv) Localized frames often possess a characterization “without inequalities” [52,
56, 31]. These results have lead to strong results about Gabor frames that have been
out of reach with conventional methods.
(v) Every localized frame is a finite union of Riesz sequences [49]. This is a spe-
cial case of the Feichtinger conjecture and was proved early on with an easy proof,
whereas the recent full proof of the Feichtinger conjecture is a monumental result in
functional analysis and occupies a completely different mathematical universe [68].
(vi) General frames may be used to describe and discretize operators and opera-
tor equations, and thus have led to an important line of frame research in numerical
analysis. In the so-called Galerkin approach an operator O is discretized with re-
spect to a frame by associating a matrix M, with Mk,l = 〈Oψk,φl〉 with respect to
given frames Ψ ,Φ . The standard discretization uses bases, but recently also frames
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have been used [5]. The Galerkin approach works particularly well when the corre-
sponding matrix is sparse. The most famous example is the sparsification of singular
integral operators by means of wavelet frames (or bases) [42, 70]. This work has led
to many adaptive methods [60, 75, 28]. In this regard the time-frequency analysis of
pseudodifferential operators by means of Gabor frames is a particularly successful
example of the application of localized frames: certain symbol classes containing
the Ho¨rmander class S00,0 can be completely characterized by the off-diagonal decay
of the associated matrix [57]. Subsequently Gabor frames were pivotal for the spar-
sification of Fourier integral operators and certain Schro¨dinger propagators in the
work of the Torino group [20, 22, 23, 24] On a more abstract level, localized frames
have been heavily used in the adaptive frame methods for the solution of operator
equations in [27, 26].
This chapter will offer a survey of localized frames. Of the many possible topics
we will focus on the theory of the associated coorbit spaces and on the Galerkin
discretization of operators with respect to localized frames. We will mainly explain
the abstract theory and focus on the formalism of localized frames. These aspects
have not received as much attention as other topics and justify a more thorough
treatment. Several results may even claim some novelty, for instance, the inclusion
relations of coorbit spaces and the explicit relation between the mapping properties
of an operator and of its corresponding matrix seem to be new.
Although the topic of localized frames is eminently applied, we will choose a
formalistic point of view and develop and explain the formalism of localized frames,
their coorbit spaces, and the Galerkin discretization.
The motivation for this formal approach, and for this entire chapter, comes from
different readings of the original sources [50, 38] and many ensuing discussions be-
tween the authors. One of us (K. G.) claimed that “this is folklore and known”, while
the other (P. B.) would point out — and rightly so — that the results he needed and
wanted to understand in detail were not formulated in the publications. P. B. strongly
argued that he needed a general abstract formalism in order move on to the real ap-
plications in acoustic applications as e.g. in [72]. The result of our discussions is
this summary of localized frames with its emphasis on the formalism. We hope that
this point of view will also benefit other readers and users of localized frames.
This chapter is organized as follows. In Section 2 we collect some preliminary
definitions and notation and then introduce the concept of localization frames. Sec-
tion 3 is devoted to the study of the associated coorbit spaces and the canonical
operators associated to a frame. In Section 4 we describe the Galerkin approach and
discuss the formalism of matrix representations of operators with respect to local-
ized frames. We end with a short outlook in Section 5.
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2 Preliminaries and Notation
For a standard reference to functional analysis and operator theory refer e.g. to [18].
We denote by B
(
X
)
the Banach algebra of bounded operators on the normed space
X . We will write ‖T‖X→Y for the operator norm of a bounded operator T : X →Y , or
just ‖T‖, if the spaces are clear. We will use the same notation for the inner product
of a Hilbert space 〈., .〉
H
and for the duality relation of two dual sets B,B′, 〈., .〉B,B′ .
If there is no chance of confusion, we will just use the notation 〈., .〉 for that.
Let A ∈B
(
H1,H2
)
with closed range. Then there exists a unique bounded op-
erator A† : H2 →H1 for which AA† f = f ,∀ f ∈ ran(A) and ker
(
A†
)
= (ran (A))⊥.
This A† is called the (Moore-Penrose) pseudoinverse of A. See e.g. [15].
2.1 Sequence spaces
We use the canonical notation of sequence spaces ℓp = ℓp(K) consisting of se-
quences on a countable and separable index set K ⊆Rd . By an abuse of notation, but
for greater consistency, we define ℓ0 as those sequences for which lim
k→∞
ck = 0. (Usu-
ally this space is denoted by c0.) We denote the set of sequence with only finitely
many non-zero entries by ℓ00 (usually denoted by c00).
A weight is a (strictly) positive sequence w = (wk)k∈K , wk > 0. Then we define
the weighted space ℓpw by c ∈ ℓpw ⇐⇒ w · c ∈ ℓp with norm ‖c‖ℓpw = ‖c ·w‖ℓp . So for
the weighted sequence spaces and 1 < p ≤ 2 and 2≤ q < ∞ we get
ℓ00 ⊆ ℓ1w ⊆ ℓ
p
w ⊆ ℓ
2
w ⊆ ℓ
q
w ⊆ ℓ
0
w︸ ︷︷ ︸
(∗)
⊆ ℓ∞w (1)
where the middle (∗) is a chain of dense Banach spaces. ℓ00 is dense in all ℓpw for
1≤ p < ∞ and p = 0, and weak-* dense in ℓ∞w. Clearly ℓ0w = ℓ00
‖.‖ℓ∞w
.
For 1≤ p < ∞ and 1 = 1p +
1
q we know that
(
ℓpw
)′ ∼= ℓq1/w with the duality relation
〈ck,dk〉ℓpw,ℓq1/w =
〈
wkck,
1
wk
dk
〉
lp,lq
= ∑
k
ckdk. (2)
For p = ∞ this is only true in the Ko¨the dual sense [62]. We also have (l0w)′ ∼= ℓ11/w.
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2.2 Frames
A sequence Ψ = (ψk)k∈K in a separable Hilbert space H is a frame for H , if there
exist positive constants A and B (called lower and upper frame bound, respectively)
that satisfy A‖ f‖2 ≤ ∑
k∈K
|〈 f ,ψk〉|2 ≤ B‖ f‖2 ∀ f ∈H . (3)
A frame where the two bounds can be chosen to be equal, i.e., A = B, is called
tight. In the following we will denote by Ψ = (ψk) and Φ = (φk) the corresponding
sequences in H .
By CΨ : H → ℓ2 we denote the analysis operator defined by (CΨ f )k = 〈 f ,ψk〉.
The adjoint of CΨ is the synthesis operator DΨ (ck) = ∑k ckψk. The frame operator
SΨ = DΨCΨ can be written as SΨ f = ∑k 〈 f ,ψk〉ψk, it is positive and invertible1.
By using the canonical dual frame (ψ˜k), ψ˜k = S−1ψk for all k, we obtain the recon-
struction formula
f = ∑
k
〈 f ,ψk〉 ψ˜k = ∑
k
〈 f , ψ˜k〉ψk for all f ∈H .
Any sequence Ψd = (ψdk ) for which CΨ d is bounded on H and where such a recon-
struction holds is called a dual frame.
The Gram matrix GΨ is defined by (GΨ )k,l = 〈ψl ,ψk〉. This matrix defines an
operator on ℓ2 by matrix multiplication, corresponding to GΨ = CΨ DΨ . Similarily
we can define the cross-Gram matrix
(
GΨ ,Φ
)
k,l = 〈φl ,ψk〉 for two frames Φ and Ψ .
Clearly
GΨ ,Φ c = ∑
l
(
GΨ ,Φ
)
k,l cl =
〈
∑
l
clφl ,ψk
〉
=CΨ DΦ c .
If, for the sequence Ψ , there exist constants A, B > 0 such that the inequalities
A‖c‖22 ≤
∥∥∥∥∥∑k∈K ckψk
∥∥∥∥∥
2
H
≤ B‖c‖22
are fulfilled, Ψ is called a Riesz sequence. If Ψ is complete, it is called a Riesz basis.
2.2.1 Banach frames
The concept of frames can be extended to Banach spaces [46, 17, 12]:
Let X be a Banach space and Xd be a Banach space of scalar sequences. A se-
quence (ψk) in the dual X ′ is called a Xd-frame for the Banach space X if there exist
constants A,B > 0 such that
1 Note that those ’frame-related’ operators can be defined as possibly unbounded operators for any
sequence [8].
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A‖ f‖X ≤ ‖〈 f ,ψk〉k∈K‖Xd ≤ B‖ f‖X for all f ∈ X . (4)
An Xd-frame is called a Banach frame with respect to a sequence space Xd , if
there exists a bounded reconstruction operator R : Xd → X , such that R(ψk( f )) = f
for all f ∈ X . If Xd = ℓp for 1 ≤ p ≤ ∞, we speak of p-frames, respectively p-
Banach frames. The distinction between Xd-frames and Banach frames will disap-
pear for localized frames. The norm equivalence (4) already implies the existence
of a reconstruction operator for X , in this setting.
2.2.2 Gelfand triples
Let X be a Banach space and H a Hilbert space. Then the triple (X ,H ,X ′) is
called a Banach Gelfand triple, if X ⊆H ⊆ X ′, where X is dense in H , and H is
w∗-dense in X ′. The prototype of such a triple is (ℓ1, ℓ2, ℓ∞).
A frame for H is called a Gelfand frame [27] for this triple if there exists a
Gelfand triple of sequence spaces (Xd , ℓ2,X ′d), such that the synthesis operator DΨ :
Xd → X and the analysis operator C ˜Ψ : X → Xd are bounded.
Now for a Gelfand frame Ψ for the Gelfand triple (X ,H ,X ′) with the sequence
spaces (ℓ1, ℓ2, ℓ∞), we define the coorbit space C o(ℓp,Ψ) = { f ∈ X ′ : CΨ f ∈ ℓp}.
Similarly, one could define the orbit spaces O (ℓp,Ψ ) = {DΨ c for c ∈ ℓp}. We refer
to [34] for an early example and the terminology of coorbit spaces.
3 Localization of frames
In this section we introduce the concept of localized frames and define the corre-
sponding family of coorbit spaces. In Subsection 3.1 we treat the maximal space
H ∞w in detail. In Subsection 3.2 we show the duality relations of these spaces . In
Subsection 3.3 we study the frame-related operators.
We call a Banach *-algebra A of infinite matrices (over the index set K) a solid
spectral matrix algebra, if
(i) A ⊆B(ℓ2).
(ii) A is inverse-closed in B(ℓ2), i.e., A∈A and A is invertible on ℓ2, then A−1 ∈A .
(iii) A is solid, i.e., A∈A and |bk,l | ≤ |ak,l |, then B= (bk,l)∈A and ‖B‖A ≤‖A‖A .
Several examples, e.g., the Jaffard class or a Schur-type class, can be found in [38].
In these examples localization is defined by some off-diagonal decay of the Gram
matrix. For the systematic construction of spectral matrix algebras we refer to [55,
57, 54, 76], a survey on spectral invariance is contained in [53].
Definition 1. Let A be solid spectral matrix algebra. Two frames Ψ and Φ are
called A -localized with respect to each other, if their cross-Gram matrix GΨ ,Φ be-
longs to A . If GΨ ,Φ ∈A , we write Ψ ∼A Φ .
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A single frame Ψ = (ψk) is called (intrinsically) A -localized, if Ψ ∼A Ψ .
Alternative definitions of localized frames can be found in [39] (continuous
frames), [48, 50] (localization with respect to a Riesz basis), [3] (ℓp-self-localization)
or [44, 71, 33] (localization in terms of the intrinsic metric on a manifold). Although
all these concepts have their merits, we will focus on the intrinsic localization of
Definition 1.
The following connection holds for any chosen dual frame Φd [38]:
Ψ ∼A Φ,Φd ∼A Ξ =⇒Ψ ∼A Ξ . (5)
A weight w is called A -admissible, if every A∈A can be extended to a bounded
operator on ℓpw for all 1≤ p≤ ∞ i.e, A ⊆
⋂
1≤p≤∞
B
(
ℓpw
)
.
In the following, A is always a solid spectral Banach algebra of matrices on K.
Since A is a Banach *-algebra, if w is A -admissible, then 1/w is admissible, too.
This is because for A : ℓpw → ℓpw, we have A∗ : ℓq1/w → ℓ
q
1/w for q > 1. For q = 1, this
argument is valid using the pre-dual.
Definition 2. Let H 00 =
{
f = ∑
k
ckψk : c ∈ ℓ00
}
be the subspace of all finite linear
combinations over Ψ .
For 1 ≤ p < ∞ define H pw (Ψ , ˜Ψ) as the completion of H 00 with respect to the
norm
‖ f‖
H
p
w
=
∥∥Cψ˜ ( f )∥∥ℓpw .
Let H 0w be the completion of H 00 with respect to the norm
‖ f‖
H 0w
= ‖ f‖
H ∞w
=
∥∥Cψ˜ ( f )∥∥ℓ∞w .
In Section 3.1 we will define the space H ∞w as a weak∗ completion with respect to
the metric
∥∥Cψ˜( f )∥∥ℓ∞w . Alternatively, we may define it as the bidual H ∞w = (H 0w )∗∗.
We note right away that H pw ⊆H qw ⊆H 0w for 1≤ p≤ q.
As a consequence of this definition the analysis operator can be extended to a
bounded operator from H pw into ℓpw.
The main results in [38] are summarized below. The first one describes the inde-
pendence of H pw (Ψ , ˜Ψ ) of the defining frame Ψ .
Proposition 1 ([38]). Let Φ and Ψ be frames for H and Φd and Ψd dual frames.
If Ψd ∼A Ψ , Φd ∼A Ψ and Ψd ∼A Φ , then H pw (Ψ ,Ψ d) = H pw (Φ,Φd) with
equivalent norms for all 1≤ p≤ ∞.
The proof of this result relies on the algebra properties of A and identities for
Gram matrices. By this result we may therefore write unambiguously H pw :=
H
p
w (Ψ , ˜Ψ) = H pw ( ˜Ψ ,Ψ).
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In particular, let Φ =Ψ . For a frame Ψ and its dual Ψd , which are A -localized
with respect to each other, it can be shown that they are automatically Banach frames
for all involved associated Banach spaces:
Theorem 1 ([38]). Assume thatΨ ∼A Ψd . ThenΨ is a Banach frame for H pw (Ψ ,Ψd)
for 1≤ p<∞ or p= 0. The reconstructions f = ∑
n∈N
〈 f ,ψn〉ψdn and f = ∑
n∈N
〈 f ,ψdn 〉ψn
converge unconditionally for 1≤ p < ∞.
The assumptions of Proposition 1 can be weakened for the canonical dual frame,
because it can be shown that an intrinsically localized frame is automatically local-
ized with respect to its canonical dual. As a consequence an intrinsically localized
frame is automatically a Banach frame for all associated Banach spaces. This is the
main theorem about localized frames:
Theorem 2 ([38]). Let Ψ be an intrinsically A -localized frame, Ψ ∼A Ψ . Then
˜Ψ ∼A ˜Ψ and Ψ ∼A ˜Ψ .
As a consequence, H pw (Ψ , ˜Ψ ) = H pw ( ˜Ψ ,Ψ) and Ψ is a p-Banach frame for
H
p
w (Ψ , ˜Ψ) for 1≤ p < ∞ or p = 0. The reconstructions
f = ∑
n∈N
〈 f ,ψn〉 ψ˜n and f = ∑
n∈N
〈 f , ψ˜n〉ψn (6)
converge unconditionally in H pw for 1≤ p < ∞.
Therefore the norms ‖CΨ f‖ℓpw and
∥∥CΨ˜ f∥∥ℓpw are equivalent, and the inequalities
1∥∥GΨ˜∥∥ℓpw→ℓpw ‖ f‖H pw ≤ ‖CΨ f‖ℓpw ≤ ‖GΨ‖ℓpw→ℓpw ‖ f‖H pw . (7)
are valid for 1≤ p < ∞ and p = 0
The unconditional convergence of the reconstruction formula (6) implies that
both synthesis operators DΨ and DΨ˜ map ℓ
p
w onto H
p
w for 1 ≤ p < ∞ and p = 0.
Consequently, an equivalent norm on H pw is given by
inf
{
‖c‖ℓpw : f = Dψ c
}
for f ∈H pw .
In particular this means that the orbit and co-orbit definitions of H pw coincide.
The best studied examples of intrinsically localized frames are the following.
(i) Frames of translates [11, 21],
(ii) Frames of reproducing kernels in a shift-invariant space [50, 77]
(iii) Gabor frames [36, 50, 38],
(iv) Frames of reproducing kernels in (general) Bargmann-Fock spaces [65],
(v) Wavelet frames that are orthogonal across different scales [21, 37].
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However, not all useful frames are localized in the sense of Definition 1, among
them are general wavelet frames, frames of curvelets, shearlets, frames on mani-
folds, etc. Although these frames do possess some form of localization, they are not
part of our theory of localized frames. While many of the constructions discussed
in this chapter, such as the definition and characterization of coorbit spaces, can
be carried out by hand or with different techniques, the main results for localized
frames are not available for wavelets or curvelets. For instance, the decisive The-
orem 2 and most of its consequences are false for wavelet frames and their many
generalizations.
3.1 H ∞w as a normed space
In the following we will focus on the theory of the coorbit spaces H pw
(
Ψ ,Ψ˜
)
that
are associated to a localized frame. We start with the “distribution space” H ∞w and
offer a thorough treatment. In [38] “the rigorous discussion was omitted to avoid
tedious technicalities.”
Let w be an A -admissible weight. We define H ∞w as a certain weak∗ comple-
tion of H . We say that two sequences ( fn) and (gn) in H are equivalent, de-
noted by fn ∼ gn, if 〈 fn − gn, ψ˜k〉 → 0 as n → ∞. Alternatively, fn − gn → 0 in the
σ(H ,H 00)-topology.
Definition 3. We define H ∞w as the set of equivalence classes of sequences f = [ fn],
such that
(i) fn ∈H for all n ∈ N,
(ii) limn→∞ 〈 fn, ψ˜k〉= αk exists for all k ∈ K,
(iii) sup
n
∥∥CΨ˜ fn∥∥ℓ∞w < ∞.
In this way H ∞w is well-defined. The definition of f is independent of its
representative. Indeed, if f = [ fn] and fn ∼ gn, then αk = limn→∞〈 fn, ψ˜k〉 =
limn→∞〈gn, ψ˜k〉.
Furthermore, condition (iii) implies that |〈 fn, ψ˜k〉|wk ≤ C for all n ∈ N and k ∈
K, consequently, |αk|wk = limn→∞ | 〈 fn, ψ˜k〉 |wk ≤ C and thus α ∈ ℓ∞w . Now, write
〈 f , ψ˜k〉= αk. and set
‖ f‖H ∞w = ‖α‖ℓ∞w . (8)
Therefore CΨ˜ : H
∞
w → ℓ
∞
w is a bounded operator.
Clearly, (8) defines a seminorm, because limits are linear and ‖ · ‖ℓ∞w is a norm.
Now assume that ‖ f‖
H ∞w
= 0. This means that for every representative [ fn] of f
we have limn〈 fn, ψ˜k〉 = 0, or equivalently fn ∼ 0. Thus f = 0 in H and ‖·‖H ∞w is
indeed a norm.
Lemma 1. (i) The map f = [ fn] 7→ α = (limn〈 fn, ψ˜k〉)k∈K is an isometric isomor-
phism from H ∞w onto the subspace VΨ = {α ∈ ℓ∞w : α = G ˜Ψ ,Ψ )α}.
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(ii)The subspace VΨ is closed in ℓ∞w and thus H ∞w is complete.
Proof. (i) For f ∈ H we interpret the reconstruction formula f = ∑
l
〈 f , ψ˜l〉ψl
weakly as ∑
l
〈 f , ψ˜l〉〈ψl , ψ˜k〉, or in operator notation as
C
˜Ψ f = G ˜Ψ ,ΨC ˜Ψ f . (9)
Now let f = [ fn]∈H ∞w as in Definition 3. This is a sequence of vectors fn ∈H such
that limn→∞ 〈 fn, ψ˜k〉= αk and ‖C ˜Ψ fn‖ℓ∞w ≤C for all n. This means that the sequence
C
˜Ψ fn converges pointwise to α and is dominated by the sequence C(w−1l )l ∈ ℓ∞w. By
dominated convergence it now follows that (again with pointwise convergence)
α = lim
n→∞
CΨ˜ fn = limn→∞ GΨ˜ ,ΨC ˜Ψ fn = GΨ˜ ,Ψ limn→∞CΨ˜ fn = GΨ˜ ,Ψ α .
Consequently, the limiting sequence α ∈ ℓ∞w satisfies α = G ˜Ψ ,Ψ α and α ∈VΨ .
Conversely, let α ∈ VΨ . Choose a sequence Fn of finite subsets of K, such that
Fn ⊂ Fn+1 and
⋃
∞
n=1 Fn = K and define
fn = ∑
l∈Fn
αlψl ∈H .
Then clearly
lim
n→∞
〈 fn, ψ˜k〉= lim
n→∞
∑
l∈Fn
αlψl = G ˜Ψ ,Ψ α = α ,
and supk |〈 fn, ψ˜k〉|wk ≤ C‖α‖ℓ∞w . This means that f = [ fn] ∈ H ∞w , and as a conse-
quence the map [ fn] ∈H ∞w 7→ α ∈VΨ is an isometric isomorphism.
(ii) Assume that αn ∈ VΨ and α ∈ ℓ∞w such that ‖αn−α‖ℓ∞w → 0. Since G ˜Ψ ,Ψ is
bounded on ℓ∞w, we obtain that α = limn→∞ αn = limn G ˜Ψ ,Ψ αn = G ˜Ψ ,Ψ α , whence
α ∈ VΨ and VΨ is a (norm)-closed subspace of ℓ∞w . By the identification proved in
(i), H ∞w is therefore complete. ⊓⊔
Switching the roles of Ψ and Ψ˜ in Definition 3, we see that CΨ is an isometry
between H pw (Ψ˜ ,Ψ) and a closed subspace of ℓ∞w. By Equation (7) the corresponding
norms are equivalent and so CΨ is bounded from H pw into ℓ∞w.
We next verify the unconditional weak ∗-convergence of the sum DΨ c =
∑
k∈K
ckψk for (ck) ∈ ℓ∞w. Let ε > 0 and g ∈ H 00. Choose a finite set H0, such that
∑k 6∈H0 |〈g,ψk〉|w−1k < ε/‖c‖ℓ∞w . Now let H,J ⊆K be two finite sets such that H ⊇H0
and J ⊇ H0. Then H \ J∪ J \H ⊆ K \H0, and therefore
|〈∑
k∈J
ckψk− ∑
k∈H
ckψk,g〉|= |〈 ∑
k∈H\J∪J\H
ckψk,g〉|
≤ ‖c‖ℓ∞w ∑
k 6∈H0
|〈ψk,g〉|w−1k < ε .
Thus the series for DΨ c converges weak-∗ unconditionally. Furthermore, since G ˜Ψ ,Ψ
is bounded on ℓ∞w by the basic assumption on Ψ and Theorem 2, we also deduce the
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boundedness of DΨ as follows:
‖DΨ c‖H ∞w = ‖C ˜Ψ DΨ c‖ℓ∞w =
∥∥∥G ˜Ψ ,Ψ c∥∥∥
ℓ∞w
≤ ‖G
˜Ψ ,Ψ‖ℓ∞w→ℓ∞w‖c‖ℓ∞w < ∞.
The following lemma summarizes the properties of H ∞w .
Lemma 2. Let Ψ be an A -localized frame and w an A -admissible weight. Then(
H ∞w ,‖·‖H ∞w
)
is a Banach space, and
(i) CΨ :
(
H ∞w ,‖·‖H ∞w
)
→ ℓ∞w is continuous.
(ii) DΨ : ℓ∞w →
(
H ∞w ,‖·‖H ∞w
)
is continuous with ‖DΨ‖ℓ∞w→H ∞w ≤
∥∥∥G ˜Ψ ,Ψ∥∥∥
ℓ∞w→ℓ
∞
w
.
The series Dc = ∑
k∈K
ckψk is weak-∗ unconditionally convergent.
3.2 Duality
The associated Banach spaces H pw are a generalization of the coorbit spaces in [34]
and the modulation spaces [32]. We first formulate their duality.
Proposition 2. Let Ψ be a A -localized frame and w an admissible weight. Let 1≤
p < ∞ and q such that 1p +
1
q = 1 or (p,q) = (0,1). Then
(H pw )
′ ∼= H
q
1/w,
where the duality for f ∈H pw and h ∈H q1/w is given by
〈 f ,h〉
H
p
w ,H
q
1/w
:=
〈
CΨ˜ f ,CΨ h
〉
ℓ
p
w,ℓ
q
1/w
.
Proof. Fix h∈H q1/w. Then, using the duality of ℓpw and ℓq1/w, we define a sesquilinear
form by
〈 f ,h〉
H
p
w ,H
q
1/w
=
〈
CΨ˜ f ,CΨ h
〉
ℓ
p
w,ℓ
q
1/w
,
for f ∈H pw .
Now set W (h)( f ) = 〈 f ,h〉
H
p
w ,H
q
1/w
. Then |W (h)( f )| ≤ ∥∥CΨ˜ f∥∥ℓpw ‖CΨ h‖ℓq1/w =
‖CΨ h‖ℓq1/w · ‖ f‖H pw , since CΨ h ∈ ℓ
q
1/w by the norm equivalence (7). If p = 0, we
use the estimate |W (h)( f )| ≤ ∥∥CΨ˜ f∥∥ℓ∞w ‖CΨ h‖ℓ11/w = ‖CΨ h‖ℓ11/w · ‖ f‖H 0w , There-
fore W (h) ∈
(
H
p
w
)′
. As a consequence W : H q1/w →
(
H
p
w
)′ is bounded, with
‖W (h)‖
(H pw )
′ ≤ ‖CΨ h‖ℓq1/w .
Conversely, let H ∈
(
H
p
w
)′
and c ∈ ℓpw be arbitrary with 1 ≤ p ≤ ∞ or p = 0.
Then DΨ c is in H pw and so H (DΨ c) = ∑
k
ckH(ψk) with unconditional conver-
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gence. Therefore the sequence (H(ψk))k is in ℓ
q
1/w [18]. Now define the operator
V :
(
H
p
w
)′
→H
q
1/w by V (H) = ∑k H(ψk)ψ˜k.
For f ∈H pw we have
W (V (H))( f ) = 〈CΨ˜ f ,CΨ V (H)〉ℓpw,ℓq1/w = ∑l 〈 f , ψ˜l〉
〈
∑
k
H(ψk)ψ˜k,ψl
〉
=
= ∑
k
H(ψk)
〈
∑
l
〈 f , ψ˜l〉ψl , ψ˜k
〉
= ∑
k
H(ψk)〈 f , ψ˜k〉= H
(
∑
k
〈 f , ψ˜k〉ψk
)
= H( f ).
The formal manipulations are justified by the unconditional convergence of the se-
ries involved, by the continuity of H, and by density arguments. Thus W : H q1/w →(
H
p
w
)′ is onto.
On the other hand
V (W (h)) = ∑
l
W (h)(ψl)ψ˜l = ∑
l
∑
k
〈ψl , ψ˜k〉 〈h,ψk〉ψ˜l =
= ∑
k
〈h,ψk〉
(
∑
l
〈ψ˜k,ψl〉 ψ˜l
)
= ∑
k
〈h,ψk〉 ψ˜k = h.
Therefore W is invertible. ⊓⊔
Similar results appeared in [34] and [27].
Remark 1. Note that the duality is consistent with the inner product 〈., .〉 on H , see
Lemma 4.
Also, note that the isomorphism
(
H
p
w
)′∼=H q1/w is not an isometric isomorphism.
By the above result we now have
(
H 11/w
)′
∼=
(
H ∞w ,‖·‖H ∞w
)
. This yields another
proof for the completeness of
(
H ∞w ,‖·‖H ∞w
)
.
3.2.1 Duality for H ∞w
For p = ∞ we can now prove a reconstruction result, as an extension to Theorem 1.
Lemma 3. Let Ψ be a A -localized frame and w an A -admissible weight. If
f ∈ H ∞w , then f = ∑ 〈 f ,ψk〉 ψ˜k and f = ∑〈 f , ψ˜k〉ψk with weak-* unconditional
convergence in σ
(
H ∞w ,H
1
1/w
)
.
Therefore f = DΨ˜CΨ f = DΨC ˜Ψ f , and, in particular DΨ˜ and DΨ are onto H ∞w .
The norm equivalence (7) is valid for all 1≤ p≤ ∞ and p = 0:
1∥∥GΨ˜∥∥ℓpw→ℓpw ‖ f‖H pw ≤ ‖CΨ f‖ℓpw ≤ ‖GΨ‖ℓpw→ℓpw ‖ f‖H pw . (7’)
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Proof. By above, H 11/w is the predual of H ∞w . Now, let f ∈ H ∞w and g ∈ H 11/w,
then we have∣∣∣ ∑
k∈K
〈 f ,ψk〉〈ψ˜k,g〉
∣∣∣≤ ∑
k∈K
|〈 f ,ψk〉| |〈ψ˜k,g〉| ≤ ‖CΨ f‖ℓ∞w
∥∥CΨ˜ g∥∥ℓ11/w ,
and the sum of the left-hand side converges absolutely.
By Lemma 2 D
˜ΨCΨ is well-defined on all of H ∞w . Let g ∈H 00, then
〈D
˜ΨCΨ f ,g〉= limH → K
H finite
〈
∑
k∈H
〈 f ,ψk〉 · ψ˜k,g
〉
= lim
H → K
H finite
∑
k∈H
〈 f ,ψk〉 · 〈ψ˜k,g〉= 〈 f ,g〉 .
And so f = D
˜ΨCΨ f .
The second reconstruction formula follows by an analogous argument. The norm
equivalence (7’) follows immediately from the reconstruction formula. ⊓⊔
We can formulate the compatibility of the duality relations in the following way.
Lemma 4. Let Ψ be a A -localized frame and w an admissible weight. For f ∈H pw
and h ∈H 11/w we have
〈 f ,h〉
H
p
w ,H
q
1/w
= 〈 f ,h〉
H ∞w ,H
1
1/w
.
Proof. The identity follows from the definition of the duality in Proposition 2, be-
cause
〈 f ,h〉
H
p
w ,H
q
1/w
=
〈
CΨ˜ f ,CΨ h
〉
ℓ
p
w,ℓ
q
1/w
=
〈
CΨ˜ f ,CΨ h
〉
ℓ∞w ,ℓ
1
1/w
= 〈 f ,h〉
H ∞w ,H
1
1/w
.
⊓⊔
After clarifying the meaning of the duality brackets, we can now give the traditional
definition of the coorbit space H pw as a subspace of “distributions”.
Proposition 3. Let Ψ be an A -localized frame and w an admissible weight. For
1≤ p < ∞ we have
H
p
w =
{
f ∈H ∞w : f = ∑
k∈K
〈 f , ψ˜k〉H ∞w ,H 11/w ψk with 〈 f , ψ˜k〉H ∞w ,H 11/w ∈ ℓ
p
w
}
,
with unconditional convergence.
Proof. We combine the reconstruction formula in Theorem 2 with the identities(
〈 f ,ψk〉H ∞w ,H 11/w
)
k∈K
=
(
〈 f ,ψk〉H pw ,H q1/w
)
k∈K
∈ ℓpw from Lemma 4 and use the
unconditional convergence in H pw . We obtain
f = ∑
k∈K
〈 f ,ψk〉H pw ,H q1/w ψ˜k = ∑k∈K 〈 f ,ψk〉H ∞w ,H 11/w ψ˜k.
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⊓⊔
For p = ∞ we can state the following characterization (using Proposition 2 and
Lemma 3):
Corollary 1. Let Ψ be a A -localized frame. Let W and w admissible weights sat-
isfying W ≤ w so that H ∞w ⊆H ∞W . Then for f ∈H ∞W the following properties are
equivalent:
(i) f ∈H ∞w .
(ii) ∥∥CΨ˜ f∥∥ℓ∞w < ∞.(iii) There is a c ∈ ℓ∞w , such that f = ∑
k∈K
ckψk with CΨ˜ f = GΨ ,Ψ˜ c and
∥∥CΨ˜ f∥∥ℓ∞w = ∥∥∥GΨ ,Ψ˜ c∥∥∥ℓ∞w .
(iv) f ∈ (H 1w )′ .
3.2.2 The chain of Banach spaces H pw
Formulated for Gelfand triples we obtain the following consequence.
Corollary 2. Let Ψ be a A -localized frame and w an admissible weight with
inf
k∈K
wk > 0. Let 1≤ p< 2 and 1/p+1/q= 1, or (p,q) = (0,1). Then Ψ is a Gelfand
frame for the Gelfand triples
H
p
w ⊆H ⊆H
q
1/w,
with respect to the duality
〈
CΨ˜ f ,CΨ h
〉
ℓ
p
w,ℓ
q
1/w
and the sequence spaces ℓpw ⊆ ℓ2 ⊆
ℓq1/w.
Proof. By Proposition 2 (H pw )′ ∼= H q1/w. Since wk ≥C we have, for 1≤ p≤ 2 and
2≤ q≤ ∞, the following inclusions
H
1
w ⊆H
p
w ⊆H
2
w ⊆H ⊆H
2
1/w ⊆H
q
1/w ⊆H
∞
1/w,
For q < ∞, these inclusions are norm-dense, continuous embeddings (by the corre-
sponding inclusions (1) for sequence spaces), for q = ∞, H is w*-dense in H ∞1/w.
Theorem 1 asserts that Ψ is a Banach frame for H pw and H q1/w. ⊓⊔
To summarize the “size” of the coorbit spaces for 1 ≤ p ≤ 2 and 2 ≤ q ≤ ∞ by
Equation (1) we obtain the following inclusions:
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H
00 ⊆ H 1w ⊆ H
p
w ⊆ H ⊆ H
q
1/w ⊆ H
0
1/w ⊆ H
∞
1/w
DΨ
x yCΨ
ℓ00 ⊆ ℓ1w ⊆ ℓ
p
w ⊆ ℓ
2 ⊆ ℓq1/w ⊆ ℓ
0
1/w ⊆ ℓ
∞
1/w
All the inclusions but the last one are in fact norm-dense embeddings; H 00 is
norm dense in H pw for 1≤ p < ∞ and weak*-dense in H ∞w .
Finally we mention that the assumption on the weight serves only to obtain a
“small space” with p = 1 on the left side of the diagram. By contrast, if 1/w⊆ ℓ2,
then ℓ∞w ⊂ ℓ2, and one obtains the Gelfand pair H 0w ⊆ H ⊆ H 11/w, which looks a
bit unusual.
3.2.3 Equivalence result on inclusion of sequence spaces and associated
Banach spaces
Whereas the inclusions of the coorbit spaces H pw follow from the inclusions of the
weighted ℓp-spaces, the converse is less obvious and requires more tools.
Theorem 3. Let Ψ be an A -localized norm-bounded frame, i.e., inf
k
‖ψk‖H > 0.
Let 1≤ p1, p2 ≤ ∞ and let w1,w2 be admissible weights. Then
H
p1
w1 ⊆H
p2
w2 ⇐⇒ ℓ
p1
w1 ⊆ ℓ
p2
w2 .
Proof. The implication ⇐= is clear.
Conversely, assume that H p1w1 ⊆H
p2
w2 and that ℓ
p1
w1 6⊆ ℓ
p2
w2 .
Since Ψ is a frame, by the Feichtinger conjecture [13] proved in [68], Ψ is a
finite union of Riesz sequences. In particular, H contains an infinite-dimensional
subspace with a Riesz basis Ψ0 = {ψk |k ∈ K0 } ⊆Ψ .
The Gram matrix GΨ0 is invertible on ℓ2(K0) [16]. We extend GΨ0 to a matrix
on ℓ2(K) by defining Gc = 0 for c ∈ ℓ2(K\K0) = ℓ2(K0)⊥. Note that G is obtained
from the Gram matrix GΨ by setting (GΨ ) j,k = 0 for j,k 6∈ K0. Since A is solid, we
conclude that G is in A , and since A is closed with respect to the pseudo-inversion
[38], we also find that G† ∈A . The matrix G possesses the pseudo-inverse G† with
G† = G−1Ψ0 c for c ∈ ℓ
2(K0) and G†c = 0 for c ∈ ℓ2(K0)⊥.
Extend c ∈ ℓp1w1(K0)
∖
ℓp2w2(K0) to a sequence c˜ ∈ ℓ
p1
w1(K)
∖
ℓp2w2(K) (by setting c˜k =
0 for k ∈ K\K0) and set d = G†c˜. In particular, dk = 0 for k 6∈ K0. Since G† ∈A is
bounded on ℓp1w1 , it follows that d ∈ ℓ
p1
w1(K)\ℓ
p2
w2(K). Therefore f = ∑
k∈K
dkψk ∈H p1w1 .
Furthermore(
CΨ0 f
)
k = 〈 f ,ψk〉= ∑
l∈K0
dl 〈ψl ,ψk〉= (Gd)k = ck for k ∈ K0.
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If f ∈H p1w1 , then CΨ f ∈ ℓp1w1 . But CΨ f
∣∣
K0
= c 6∈ ℓp2w2(K0), and so CΨ f 6∈ ℓp2w2 . There-
fore f 6∈H p2w2 , which is a contradiction. ⊓⊔
Most likely, the statement could be proved without the full strength of the theo-
rem of Marcus, Spielman, and Srivastava [68].
3.3 Properties of the frame-related operators
We next summarize the properties of the canonical operators associated to every
frame. We include the statements for p = ∞ and discuss the convergence of series
expansions. As a novelty, we discuss all operators with respect to a frame Φ in
the same localization class, i.e. Φ ∼A Ψ . Being pedantic, we always consider the
operator as a mapping with a domain. For instance, whereas the synthesis operator
is the formula DΨ c = ∑
k∈K
ckψk we will use the notation Dp,wΨ to denote the synthesis
operator on H pw .
Theorem 4. Let Ψ be an A -localized frame and let w be an A -admissible weight.
Let 1≤ p≤ ∞ and let 1/p+ 1/q= 1 or (p,q) = (0,1).
(i) The analysis operator Cp,wΨ : H pw → ℓpw is given by
Cp,wΨ f =
(
〈 f ,ψk〉H pw ,H q1/w ,k ∈ K
)
.
Then Cp,wΨ is bounded, one-to-one and has closed range in ℓ
p
w. Cp,wΨ is the restric-
tion of C∞,wΨ to H pw , i.e. Cp,wΨ =C∞,wΨ
∣∣
H
p
w
. Furthermore ran
(
Cp,wΨ
)
= ran
(
Cp,w
Ψ˜
)
and this is a complemented subspace:
ℓpw = ran
(
Cp,wΨ
)
⊕ ker
(
Dp,wΨ
)
, (10)
Ψ is an ℓpw-Banach frame for all H pw with bounds
A =
∥∥∥Gp,wΨ˜ ∥∥∥−1ℓpw→ℓpw and B = ∥∥Gp,wΨ ∥∥ℓpw→ℓpw . (11)
(ii) The synthesis (or reconstruction) operator Dp,wΨ : ℓpw →H pw is given by
Dp,wΨ c = ∑
k
ckψk
with unconditional convergence in H pw for 1 ≤ p < ∞ and p = 0, and weak*-
convergence for p = ∞. Then Dp,wΨ is bounded with operator norm 1 and it
maps onto H pw . Furthermore Dp,wΨ is the restriction of D∞,wΨ to H pw , i.e. Dp,wΨ =
D∞,wΨ
∣∣
H
p
w
. For p < ∞
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Dp,wΨ
)∗
= Cq,1/wΨ , and(
Cp,wΨ
)∗
= Dq,1/wΨ .
(iii) The frame operator Sp,wΨ : H pw →H pw is defined by
Sp,wΨ f = ∑
k
〈 f ,ψk〉H pw ,H q1/w · ψk = ∑k 〈 f ,ψk〉H ∞w ,H 11/w · ψk
with unconditional convergence in H pw for 1 ≤ p < ∞ and p = 0. It is un-
conditionally weak*-convergent for p = ∞. Furthermore Sp,wΨ = Dp,wΨ Cp,wΨ and(
Sp,wΨ
)∗
= Sq,1/wΨ , and S
p,w
Ψ = S
∞,w
Ψ
∣∣
H
p
w
. The operator Sp,wΨ is bounded with bound∥∥∥Gp,wΨ˜ ,Ψ∥∥∥ℓpw→ℓpw ∥∥Gp,wΨ ∥∥ℓpw→ℓpw . It is invertible with inverse (Sp,wΨ )−1 = Sp,wΨ˜ =
S∞,w
Ψ˜
∣∣
H
p
w
=
(
S∞,wΨ
∣∣
H
p
w
)−1
, and is therefore simultaneously invertible on all H pw .
(iv) For the Gram matrix (GΨ )k,l = 〈ψl ,ψk〉H (which by the admissibility induces a
bounded operator Gp,wΨ : ℓ
q
w → ℓ
p
w) we have Gp,wΨ = Cp,wΨ Dp,wΨ and again Gp,wΨ =
G∞,wΨ
∣∣
H
p
w
The operator GΨ ,Ψ˜ is the projection from ℓpw on ran
(
Cp,wΨ
)
.
As a consequence of Theorem 4, one may now drop the indices and write simply
and unambiguously CΨ , DΨ , SΨ and GΨ .
We split the proof of Theorem 4 into shorter lemmata. Note that we prove them
for an arbitrary frame Φ that is localized with respect to the intrinsically localized
frame Ψ . So we need the following preparatory result.
Lemma 5. Let Φ and Ψ frames with Φ ∼A Ψ and Ψ ∼A Ψ and let w be an A -
admissible weight. Then Φ is intrinsically localized, and Φ˜ ∼A Ψ˜ and Φ ∼A Ψ˜ .
In particular φk ∈H 11/w and 〈 f ,φk〉H pw ,H q1/w = 〈 f ,φk〉H ∞w ,H 11/w for f ∈H
p
w .
Proof. Since Ψ˜ ∼A Ψ˜ by Theorem 2, we may apply (5) as follows:
Φ ∼A Ψ ,Ψ˜ ∼A Ψ˜ ⇒Φ ∼A Ψ˜
Φ ∼A Ψ ,Ψ˜ ∼A Φ ⇒ Φ ∼A Φ .
As a consequence, the frame Φ is A -localized and all results about A -localized
frames apply to Φ . In particular, Proposition 1 implies that H pw (Ψ ,Ψ˜) =
H
p
w (Φ,Φ˜) with equivalent norms, and we may write unambiguously H pw .
Furthermore, since the Gram matrix GΨ˜ ,Φ ∈A is bounded on ℓ
1
w, it follows that
every row and column of GΨ˜ ,Φ belongs to ℓ
1
w and likewise to ℓ11/w. Consequently,
φk = ∑l∈K〈φk, ψ˜l〉ψl is in H 1w ∩H 11/w. Thus the brackets
〈 f ,φk〉H pw ,H q1/w = 〈 f ,φk〉H ∞w ,H 11/w
are well-defined by Lemma 4. ⊓⊔
In particular all results shown above are applicable also for Φ , however, with equiv-
alent norms.
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Lemma 6. Let Φ and Ψ be A -localized frames such that Φ ∼A Ψ . Let w be an
A -admissible weight and 1≤ p,q≤ ∞ with 1/p+ 1/q= 1 or (p,q) = (0,1). Then
the analysis operator Cp,wΦ : H
p
w → ℓ
p
w given by
Cp,wΦ f =
(
〈 f ,φk〉H pw ,H q1/w ,k ∈ K
)
is bounded, one-to-one and has closed range. Furthermore
1∥∥∥Gp,wΨ˜ ,Φ˜∥∥∥ℓpw→ℓpw
‖ f‖
H
p
w
≤
∥∥Cp,wΦ f∥∥ℓpw ≤ ∥∥∥Gp,wΦ ,Ψ∥∥∥ℓpw→ℓpw ‖ f‖H pw , (12)
where both sides of the inequality are bounded. The operator Cp,wΦ is the restriction
of C∞,wΦ to H pw , i.e. Cp,wΦ =C∞,wΦ |
H
p
w
.
Proof. The associated Banach spaces H pw coincide for the frames Ψ and Φ . By
Proposition 1 and Lemma 4
(
Cp,wΦ f
)
k = 〈 f ,φk〉H pw ,H q1/w = 〈 f ,φk〉H ∞w ,H 11/w .∥∥∥Cp,wΨ˜ f∥∥∥ℓpw =
∥∥∥Cp,wΨ˜ Dp,wΦ˜ Cp,wΦ f∥∥∥ℓpw ≤
∥∥∥Gp,wΨ˜ ,Φ˜∥∥∥ℓpw→ℓpw ∥∥Cp,wΦ f∥∥ℓpw , and∥∥Cp,wΦ f∥∥ℓpw = ∥∥∥Cp,wΦ Dp,wΨ Cp,wΨ˜ f∥∥∥ℓpw ≤
∥∥∥Gp,wΦ ,Ψ∥∥∥ℓpw→ℓpw
∥∥∥Cp,wΨ˜ f∥∥∥ℓpw .
By Lemma 5 the Gram matrices Gp,w
Ψ˜ ,Φ˜
and Gp,wΦ ,Ψ are in A and are therefore bounded
on ℓ
p
w for all p,1≤ p ≤ ∞. By Lemma 4 Cp,wΨ =C
∞,w
Ψ |
H
p
w
, since H pw ⊆H ∞w . ⊓⊔
As Ψ˜ ∼A Ψ the analysis operator Cp,wΨ˜ : H
p
w → ℓ
p
w is given by
Cp,w
Ψ˜
f = 〈 f , ψ˜k〉H pw ,H q1/w . By definition, this particular analysis operator is an isom-
etry.
Lemma 7. Under the assumptions of Lemma 6 the synthesis operator Dp,wΦ : ℓpw →
H
p
w is bounded and onto with operator norm∥∥Dp,wΦ ∥∥ℓpw→H pw = ∥∥∥Gp,wΨ˜ ,Φ∥∥∥ℓpw→ℓpw .
It is given by
Dp,wΦ c = ∑
k
ckφk
with unconditional convergence in H pw for 1 ≤ p < ∞ and p = 0 and weak*-
convergence for p = ∞. Furthermore, Dp,wΦ is the restriction of D∞,wΦ to H pw , i.e.
Dp,wΦ = D
∞,w
Φ |
H
p
w
. For p < ∞ we have(
Dp,wΦ
)∗
=Cq,1/wΦ and
(
Cp,wΦ
)∗
= Dq,1/wΦ . (13)
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Proof. By Lemma 5 and Lemma 3 Dp,wΦ is bounded and onto H pw (Φ,Φ˜) =
H
p
w (Ψ ,Ψ˜) (see also Proposition 1). Since Dp,wΦ = GΦ ,Ψ˜ D
p,w
Ψ , D
p,w
Φ is bounded on
ℓpw. The unconditional convergence of Dp,wΦ c = ∑
k
ckφk. is shown as in Lemma 2.
Since ℓpw ⊂ ℓ∞w , it is clear that D
p,w
Φ = D
∞,w
Φ |
H
p
w
.
For the adjoint operator let c ∈ ℓpw, and f ∈H q1/w ≃ (H pw )′. Then〈
Dp,wΦ c, f
〉
H
p
w ,H
q
1/w
=
〈∑
k
ckφk, f
〉
H
p
w ,H
q
1/w
=
= ∑
k
ck 〈φk, f 〉H pw ,H q1/w =
〈
c,Cq,1/wΦ f
〉
ℓ
p
w,ℓ
q
1/w
,
where the change of order is justified because c ∈ ℓpw, f ∈H q1/w and by Lemma 6.
The operator norm is∥∥Dp,wΦ ∥∥ℓpw→H pw = sup
‖c‖
ℓ
p
w
=1
∥∥Dp,wΦ c∥∥H pw = sup
‖c‖
ℓ
p
w
=1
∥∥∥Gp,wΨ˜ ,Φ c∥∥∥ℓpw =
∥∥∥Gp,wΨ˜ ,Φ c∥∥∥ℓpw→ℓpw .
⊓⊔
Clearly, by above,
∥∥Dp,wΦ ∥∥ℓpw→H pw = ∥∥∥Cq,1/wΦ ∥∥∥(H pw )′→ℓq1/w . In general we have∥∥∥Cq,1/wΦ ∥∥∥(H pw )′→ℓq1/w 6=
∥∥∥Cq,1/wΦ ∥∥∥
H
q
1/w→ℓ
q
1/w
, because the isomorphism between
(H pw )
′ and H q1/w of Proposition 2 is not an isometry.
Lemma 8. Let Ψ , Φ and Ξ be frames with Ψ ∼A Ψ , Φ ∼A Ψ and Ξ ∼A Ψ ,
and let w be an A -admissible weight. Let 1 ≤ p ≤ ∞ and let 1/p+ 1/q = 1 or
(p,q) = (0,1). The cross-Gram matrix GΦ ,Ξ with entries (GΦ ,Ξ )k,l = 〈ξl ,φk〉H
induces a bounded operator Gp,wΦ ,Ξ : ℓ
p
w → ℓ
p
w and factors as
Gp,wΦ ,Ξ =C
p,w
Φ D
p,w
Ξ ,
and so
(
Gp,wΦ ,Ξ
)∗
= Gq,1/wΞ ,Φ . The Gram matrix G
p,w
Φ ,Ξ is the restriction G
∞,w
Φ ,Ξ
∣∣∣
H
p
w
.
Furthermore ran
(
Gp,wΦ ,Ξ
)
= ran
(
Cp,wΦ
)
and ker
(
Gp,wΦ ,Ξ
)
= ker
(
Dp,wΞ
)
. The Gram
matrix Gp,wΦ ,Ξ is a bijective mapping from ran
(
Cp,w
Ξ˜
)
onto ran
(
Cp,wΦ
)
.
For Ξ = Φ˜ the Gram matrix satisfies
GΦ ,Φ˜ = GΦ˜ ,Φ = G
∗
Φ ,Φ˜ , (14)
and GΦ ,Φ˜ is a bounded projection from ℓpw on the range of Cp,wΦ with kernel
ker
(
Dp,wΦ
)
. In addition, ran
(
Cp,wΦ
)
= ran
(
Cp,w
Φ˜
)
and
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ℓpw = ran
(
Cp,wΦ
)
⊕ ker
(
Dp,wΦ
)
,
Therefore, we have ∥∥Dp,wΦ ∥∥ℓpw→H pw = ∥∥∥GΦ˜ ,Φ∥∥∥ℓpw→ℓpw ≥ 1. (15)
Proof. For c ∈ ℓ00 we have(
Gp,wΦ ,Ξ · c
)
l
= ∑
k
(GΦ ,Ξ )l,k ck = ∑
k
〈ξk,φl〉ck = (CΦ DΞ c)l .
Therefore Gp,wΦ ,Ξ = C
p,w
Φ D
p,w
Ξ on ℓ
00
. Since both sides are bounded operators on ℓpw
(Gp,wΦ ,Ξ because Φ ∼A Ξ ), the factorization can be extended from the dense subspace
ℓ00 to ℓpw for p < ∞.
By Lemma 6 Cp,wΦ is one-to-one, and therefore ker
(
Gp,wΦ ,Ξ
)
= ker
(
Dp,wΞ
)
. Like-
wise, by Lemma 7 Dp,wΞ is onto H
p
w , and therefore ran
(
Gp,wΦ ,Ξ
)
= ran
(
Cp,wΦ
)
. Since
Gp,wΦ ,ΞC
p,w
Ξ˜
f = Cp,wΦ f , the Gram matrix Gp,wΦ ,Ξ induces a bijective mapping from
ran
(
Cp,wΞ
)
onto ran
(
Cp,wΦ
)
. (Compare to the ’frame transformation’ in [4].)
If Ξ = Φ˜ , then
(GΦ ,Φ˜ )k,l =
〈φl , ˜φk〉H = 〈φl ,S−1φk〉H = 〈S−1φl ,φk〉H = (GΦ˜ ,Φ)k,l ,
and for the entries of the adjoint matrix
(G∗Φ ,Φ˜)k,l = (GΦ ,Φ˜)l,k = 〈φk,S−1φl〉H =
〈
S−1φl ,φk
〉
H
= (GΦ ,Φ˜)k,l ,
and (14) is verified.
Since Dp,w
˜Φ C
p,w
Φ = IdH pw by (6), we obtain
(Gp,w
Φ ,Φ˜
)2 =Cp,wΦ D
p,w
˜Φ C
p,w
Φ D
p,w
˜Φ =C
p,w
Φ D
p,w
˜Φ = G
p,w
Φ ,Φ˜
.
Thus Gp,w
Φ ,Φ˜
is a projection operator on ℓpw with range ran
(
Cp,wΦ
)
and kernel
ker
(
Dp,w
˜Φ
)
= ker
(
Dp,wΦ
)
. In particular, ‖Gp,w
Φ ,Φ˜
‖ ≥ 1 and (15) follows.
Since Gp,w
Φ ,Φ˜
= Gp,w
Φ˜ ,Φ
we get ran
(
Gp,w
Φ ,Φ˜
)
= ran
(
Gp,w
Φ˜ ,Φ
)
and by above we also
have ran
(
Cp,wΨ
)
= ran
(
Cp,w
Ψ˜
)
. By the projection property, using [18, Theorem
III.13.2], ran(Cp,wΦ ) and ker(Dp,wΦ ) are therefore complementary subspaces. ⊓⊔
By combining all properties of Cp,wΨ and D
p,w
Ψ , we finally obtain the following list
of properties for the frame operator Sp,wΦ = D
p,w
Φ C
p,w
Φ .
Lemma 9. The frame operator Sp,wΦ : H pw →H pw is defined by
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Sp,wΦ f = ∑
k
〈 f ,φk〉H pw ,H q1/w · φk = ∑k 〈 f ,φk〉H ∞w ,H 11/w · φk
with unconditional convergence in H pw for p < ∞ and weak*-unconditional con-
vergence for p = ∞. The frame operator satisfies the identities Sp,wΦ = Dp,wΦ Cp,wΦ ,(
Sp,wΦ
)∗
= Sq,1/wΦ , and S
p,w
Φ = S
∞,w
Φ |
H
p
w
, and is bounded on all H p,w with operator
norm ∥∥Sp,wΦ ∥∥H pw →H pw ≤ ∥∥∥Gp,wΨ˜ ,Φ∥∥∥ℓpw→ℓpw ·
∥∥∥Gp,wΦ ,Ψ∥∥∥ℓpw→ℓpw .
Furthermore, Sp,wΦ is simultaneously invertible on all H
p
w with inverse
(
Sp,wΦ
)−1
=
Sp,w
Φ˜
.
4 Galerkin Matrix representation of operators with localized
frames
For a numerical treatment of operator equations one often uses redundant frame
representations for the Galerkin discretization. Such discretizations have been for-
mulated for wavelet frames in [75] and for Gabor frames in [51]. The formalism for
general (Hilbert space) frames has been introduced in [5].
For localized frames we formally define the relation between operators and ma-
trices as follows.
Definition 4. Let Ψ , Φ and Ξ be frames with Ψ ∼A Ψ , Φ ∼A Ψ and Ξ ∼A Ψ . Let
w1,w2 be A -admissible weights and 1≤ p1, p2 ≤ ∞ or p1, p2 = 0. Let q1,q2 be the
dual indices defined as usual.
(i) For the bounded linear operator O : H p1w1 →H p2w2 define the matrix M(Φ ,Ξ ) by(
M(Φ ,Ξ ) (O)
)
k,l = 〈Oξl ,φk〉H p2w2 ,H q21/w2 = 〈Oξl ,φk〉H ∞w2 ,H 11/w2 .
We call M(Φ ,Ξ ) (O) the (Galerkin) matrix of O with respect to Φ and Ξ .
(ii) For the matrix M that induces a bounded operator in B(ℓp1w1 , ℓp2w2) define O(Φ ,Ξ ) :
B
(
ℓp1w1 , ℓ
p2
w2
)
→B
(
H
p1
w1 ,H
p2
w2
)
by(
O(Φ ,Ξ ) (M)
)
h = ∑
k
(
∑
j
Mk, j
〈
h,ξ j〉)φk, (16)
for h ∈H p1w1 . We call O(Φ ,Ξ ) (M) the operator of M with respect to Φ and Ξ .
Theorem 5. Assume that Φ,Ψ and Ξ are A -localized frames in H satisfying
Φ ∼A Ψ and Ξ ∼A Ψ . Let w1,w2 be A -admissible weights, let 1 ≤ p1, p2 ≤ ∞
or p1, p2 = 0 with dual indices q1,q2.
(i) If O ∈B(H p1w1 ,H p2w2 ), then M(Φ ,Ξ )(O) ∈B(ℓp1w1 , ℓp2w2), and we have
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∥∥∥GΨ˜ ,Ξ∥∥∥ℓp1w1→ℓp1w1 ‖O‖H p1w1 →H p2w2 . (17)
Furthermore,
M(Φ ,Ξ )(O) =CΦ ◦O◦DΞ .
(ii) If M ∈B(ℓp1w1 , ℓp2w2), then O(Φ ,Ξ )(M) ∈B(H p1w1 ,H p2w2 ), and
O(Φ ,Ξ )(M) = DΦ ◦M ◦CΞ ,
and∥∥O(Φ ,Ξ ) (M)∥∥H p2w2 →H p1w1 ≤
∥∥∥GΨ˜ ,Φ∥∥∥ℓp1w1→ℓp1w1
∥∥GΞ ,Ψ∥∥ℓp2w2→ℓp2w2 ‖M‖ℓp2w2→ℓp1w1 . (18)
Proof. This result follows directly from the results in Section 3. For example, let
c = (ck) ∈ ℓ
p1
w1 , then (
M(Φ ,Ξ ) (O)c
)
l = (CΦ ◦O◦DΞc)l =
=
(
CΦ
(
∑
k∈K
ckOξk
))
l
= ∑
k∈K
ck 〈Oξk,φl〉H p2w2 ,H q21/w2 .
⊓⊔
Using tensor products and the results in Section 3, it is easy to extend the re-
sults in [5]. For g ∈ X ′1, f ∈ X2 the tensor product f ⊗ g is defined as the rank-
one operator from X1 to X2 by ( f ⊗ g)(h) = 〈h,g〉X1,X ′1 f . We will use ( f ⊗ g)(h) =
〈h,g〉
H
p
w ,H
q
1/w
f for h ∈H pw .
Proposition 4. Let Ψ and Φ be A -localized frames in H satisfying Φ ∼A Ψ and
w1,w2 be A -admissible weights and 1≤ p1, p2 ≤∞ or p1, p2 = 0. Then the factor-
ization (
O(Φ ,Ψ ) ◦M(Φ˜,Ψ˜ )
)
= id =
(
O
(Φ˜ ,Ψ˜ ) ◦M(Φ ,Ψ)
)
,
holds for every space of bounded operators B(H p1w1 ,H p2w2 ).
Therefore every O ∈B(H p1w1 ,H p2w2 ) possesses the representation
O = ∑
k, j
〈
Oψ˜ j, ˜φk
〉φk⊗ψ j = ∑
k, j
〈
Oψ j,φk
〉
˜φk⊗ ψ˜ j, (19)
and both expansions converge unconditionally in the strong operator topology (re-
spectively weak-* unconditionally if either p1 = ∞ or p2 = ∞).
Proof. By Theorem 5 for an O in any B(H p1w1 ,H p2w2 ) we have(
O(Φ ,Ψ ) ◦M(Φ˜,Ψ˜ )
)
O = DΦ
(
CΦ˜ ODΨ˜
)
CΨ = O, (20)
using the reconstruction formulas in Theorem 2 and Lemma 3.
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The representation in (19) converges in the strong operator topology by Theorem
5. ⊓⊔
As in the Hilbert space setting [5] we get the following decomposition.
Proposition 5. Let Ψ ,Φ and Ξ be A -localized frames in H satisfying Φ ∼A
Ψ ,Ξ ∼A Ψ . Let w1,w2,w3 be A -admissible weights and 1 ≤ p1, p2 ≤ ∞ or
p1, p2 = 0. Then for O1 : H p1w1 →H p2w2 and O2 : H p3w3 →H p1w1 , we have
M(Φ ,Ψ ) (O1 ◦O2) = M(Φ ,Ξ ) (O1)◦M(Ξ˜ ,Ψ ) (O2) .
Proof. The statement follows from the factorization
M(Φ ,Ψ ) (O1 ◦O2) =CΦ O1 O2 DΨ =
=CΦ O1 DΞ CΞ˜ O2 DΨ = M(Φ ,Ξ ) (O1)◦M(Ξ˜ ,Ψ ) (O2) .
⊓⊔
Then we get an extension of results in [7, 6] to coorbit spaces.
Lemma 10. Let Ψ ,and Φ be A -localized sequence in H satisfying Φ ∼A Ψ ,
w1,w2 be A -admissible weights and 1≤ p1, p2 ≤∞ or p1, p2 = 0. Let O be a linear
operator from H 00 into H ∞w2 . Then
O ∈B
(
H
p1
w1 ,H
p2
w2
)
⇐⇒M(Ψ ,Φ)(O) ∈B
(
ℓp1w1 , ℓ
p2
w2
)
,
Proof. The implication ⇒ is stated in Theorem 5(i).
For the converse, let O be a linear operator from H 00 to H p2w2 such that
M(Ψ ,Φ)(O) =C
p2,w2
Φ ◦O◦D
p1,w1
Ψ is bounded. Then ran (DΨ )⊆ dom(O) and there-
fore O is defined everywhere. Since
O = Dp2,w2
Φ˜
◦Cp2,w2Φ ◦O◦D
p1,w1
Ψ ◦C
p1,w1
Ψ˜
,
the operator O is also bounded. ⊓⊔
4.1 Characterization of operator classes
Combining the matrix representation of an operator with the well-known character-
izations of boundedness of operators between ℓp-spaces [67] we obtain criteria for
the boundedness of operators between certain coorbit spaces.
For the description we recall the following norms on infinite matrices. Consider-
ing an index set K = L×N, we can define discrete mixed norm spaces [47], i.e.,
ℓp1,p2w =
M = (Ml,n)l∈L,n∈N
∣∣∣∣∣∣‖M‖ℓp1,p2w :=
(
∑
l
(
wl,n
∣∣Ml,n∣∣p2)p1/p2
)1/p2
< ∞
 .
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In particular we consider weights w = w(1)⊗w(2) with wk,l = w
(1)
k ·w
(2)
l .
Proposition 6. Let Ψ and Φ be A -localized sequence in H satisfying Φ ∼A Ψ ,
w(i) be A -admissible weights and 1≤ pi <∞ for i = 1,2. Let O be a linear operator
from H 00 to H ∞w2 , and M = M(Φ ,Ξ ) (O). Then
O ∈B
(
H ∞
w(1)
,H ∞
w(2)
)
⇐⇒ O ∈B
(
H 0
w(1)
,H ∞
w(2)
)
⇐⇒ sup
k
∑
l
∣∣∣∣w(2)k · 1w(1)l 〈Oψl ,φk〉
∣∣∣∣< ∞,
⇐⇒ M ∈ ℓ∞,11/w(2)⊗w(1) .
(21)
O ∈B
(
H ∞
w(1)
,H 0
w(2)
)
⇐⇒ lim
k
∑
l
∣∣∣∣w(2)k · 1w(1)l 〈Oψl ,φk〉
∣∣∣∣= 0. (22)
O ∈B
(
H 1
w(1)
,H ∞
w(2)
)
⇐⇒ sup
k,l
∣∣∣∣w(2)k · 〈Oψl ,φk〉 · 1w(1)l
∣∣∣∣< ∞,
⇐⇒ M ∈ ℓ∞,∞1/w(2)⊗w(1) .
(23)
O ∈B
(
H 1
w(1)
,H p
w(2)
)
⇐⇒ sup
l
∑
k
∣∣∣∣w(2)k · 1w(1)l 〈Oψl ,φk〉
∣∣∣∣p < ∞,
⇐⇒ M∗ ∈ ℓp,∞1/w(2)⊗w(1)
(24)
O ∈B
(
H ∞
w(1)
,H 1
w(2)
)
⇐⇒ sup
E finite
∑
l
∣∣∣∣ ∑k∈E w(2)k · 1w(1)l 〈Oψl ,φk〉
∣∣∣∣< ∞. (25)
O ∈B
(
H 2
w(1)
,H 2
w(2)
)
⇐⇒

For ˘Mk,l = w
(2)
k ·
1
w
(1)
l
〈Oψl ,φk〉 we have:
∑
l
∣∣∣∣ ∑k∈E ˘Mk,l
∣∣∣∣2 < ∞,(
˘M∗ ˘M
)n is defined for all n = 1,2, . . .
sup
n
sup
i
[((
˘M∗ ˘M
)n)
i,i
]1/n
= K < ∞.
(26)
Proof. The conditions on the matrix M are variations of the well-known Schur test.
For instance, M is bounded from ℓ∞ to ℓ∞, if and only if the row sums are uniformly
bounded, i.e., supk ∑l |Mk,l |< ∞. A convenient reference for Schur’s test is [67].
To also include weights, we proceed as follows. Let D jc = (w( j)k ck)k∈K be the
multiplication operator with weight w( j), j = 1,2. Then D j is an isometric isomor-
phism from ℓp
w( j) onto ℓ
p
.
Therefore a matrix M is bounded from ℓp1
w(1)
into ℓp2
w(2)
, if and only if ˘M =
D2MD−11 is bounded from ℓp1 into ℓp2 . We now apply the boundedness charac-
terizations in [67] to D2M(Ψ ,Φ)(O)D−11 . For example, Lemma 10 says that O ∈
B
(
H ∞w1 ,H
∞
w2
)
⇐⇒M(Ψ ,Φ)(O)∈B
(
ℓ∞w1 , ℓ
∞
w2
)
, which in turn is equivalent to saying
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that ˘M = D2M(Ψ ,Φ)(O)D−11 ∈B
(
ℓ∞, ℓ∞
)
. Since ˘Mk,l = w
(2)
k ·
1
w
(1)
l
〈Oψl ,φk〉, condi-
tion (21) follows from cite[Theorem 2.6]Maddox:101881. The other characteriza-
tion follow in the same way from [67, Theorem 2.12,2.13(a),2.13(b),2.14] and [25],
respectively. ⊓⊔
In concrete applications one uses only the sufficient conditions for boundedness
and checks that the matrix M(Ψ ,Φ)(O) satisfies the conditions of Schur’s test.
Corollary 3. Let Ψ and Φ be A -localized frame in H satisfying Φ ∼A Ψ , and
1 ≤ p ≤ ∞. Let O be a linear operator from H 00 to H ∞w . If sup
k
∑
l
|〈Oψl ,φk〉|< ∞,
and sup
l
∑
k
|〈Oψl ,φk〉|< ∞, then O ∈B
(
H p,H p
)
.
For an example of how these abstract results are applied in analysis, we refer to
the investigation of the boundedness of pseudodifferential operators with the help
of Gabor frames in [51, 57].
For further reference, we remark that the results in Section 4 do not use the full
power of intrinsic localization, but remain true under weaker assumptions. In fact,
we have only used the norm equivalences for the analysis operators of two frames
Φ and Ψ and their duals ˜Φ and ˜Ψ :
‖CΨ f‖ℓpw ≍ ‖C ˜Ψ f‖ℓpw ≍ ‖CΦ f‖ℓpw ≍ ‖C ˜Φ f‖ℓpw (27)
for f ∈H 00. This is all that is needed to define unambiguously a coorbit space H pw .
If (27) holds, then all statements of this section, specifically Theorem 5 and
Propositions 4 – 6 remain true.
One of our main points is that these norm equivalences (27) always hold for
A -localized frames, as we have seen in Section 3. In addition, (27) also hold for
wavelet frames (with sufficiently many vanishing moments and sufficient decay)
with the Besov spaces and Sobolev spaces as the corresponding coorbit spaces. In
fact, one of the main motivations for wavelets was the investigation of singular inte-
gral operators, see [40, 69]. However, for wavelet frames the norm equivalences (27)
require different arguments that are not covered by our theory of localized frames.
4.2 Invertibility
For the invertibility we can show, as in the Hilbert space setting [6]:
Lemma 11. Let Φ and Ψ be A -localized frames for H satisfying Φ ∼A Ψ and
1≤ p≤ ∞. Let O : H pw1 →H
p
w2 be a bounded, linear operator.
Then O is bijective, if and only if M(Φ ,Ψ ) (O) is bijective as operator from
ran
(
Cp,w1Ψ
)
to ran
(
Cp,w2Φ
)
.
In this case the matrix associated to the inverse is given by
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(
M(Φ ,Ψ ) (O)
)†
:=
(
M(Φ ,Ψ ) (O)|
ran(CΨ )
)−1
= M
(Ψ˜ ,Φ˜)
(
O−1
)
.
Proof. By Theorem 4, Cp,wΦ is a bijection from H pw onto ran
(
Cp,wΦ
)
, and Dp,wΨ a
bijection from ran(Cp,wΨ ) onto H pw , where w = w1 or w2.
Therefore O is bijective if and only if M(Φ ,Ψ ) (O) is bijective from ran
(
Cp1,w1Ψ
)
to ran
(
Cp2,w2Ψ
)
.
Furthermore
M
(Ψ˜ ,Φ˜)
(
O−1
)
M(Φ ,Ψ ) (O) =C
p1,w1
Ψ˜
◦O−1 ◦Dp2,w2
Φ˜
Cp2,w2Φ ◦O◦D
p1,w1
Ψ =
=Cp1,w1
Ψ˜
◦Dp1,w1Ψ = GΨ˜ ,Ψ ,
and therefore the projection on ran(Cp1,w1Ψ ). ⊓⊔
Remark 2. Note that for p1 6= p2, there does not exist a bijective operator O : H p1w1 →
H
p2
w2 by Theorem 3.
The condition number of a matrix (or an operator) plays an important role in
numerical analysis [66] and is defined by κ (M) = ‖M‖Op ·
∥∥M−1∥∥
op. For matri-
ces with non-zero kernel we can define the generalized condition number [14] by
κ† (M) = ‖M‖Op ·
∥∥M†∥∥
op. By using Lemma 11 and Theorem 5 it is straightforward
to show
κ†
(
M(Φ ,Ψ ) (O)
)
= κ†
(
GΦ ,Ψ
)
·κ†
(
GΨ˜ ,Ψ
)
·κ† (O) .
Theorem 6. Let Ψ be an A -localized frame for H and w an A -admissible weight.
Assume that O : H →H is invertible and that M(Ψ , ˜Ψ )(O) ∈A . Then O is invert-
ible simultaneously on all coorbit spaces H pw , 1≤ p≤ ∞.
Proof. By Lemma 11 the matrix of O−1 is given by M
(Ψ˜ ,Ψ )(O
−1) =(
M(Ψ , ˜Ψ )(O)
)†
. Since A is closed with respect to taking a pseudo-inverse
and M(Ψ , ˜Ψ )(O) ∈ A , it follows that also M(Ψ˜ ,Ψ )(O
−1) ∈ A ⊆ B
(
ℓpw, ℓ
p
w
)
. By
Lemma 10 O−1 is therefore bounded on H pw for 1≤ p≤ ∞. ⊓⊔
This result is special for intrinsically localized frames and fails for wavelet
frames.
5 Outlook
This manuscript was motivated by many discussions of the first author with applied
scientists who work on the numerical solution of integral equations. In applications
in acoustics, the solutions of the Helmholtz equation are of particular importance,
see e.g. [61], they are used for example for the numerical estimation of head-related
transfer functions [64, 79].
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H
p1
w1 H
p2
w2
✲O
❄
✻
❄
✻
ran(CΨ )
DΨ CΨ DΦ CΦ
ran(CΨ )✲
M = M(Ψ ,Φ)(O)
Fig. 1 All operators in the diagram are bijective, if M or equivalently O, is bijective.
In general the problem of solving an integral equation can be seen as solving a
linear equation
O · f = g , (28)
where the operator O models the physical system and the right-hand side is given
and the solution f is to be determined. For the important example of sound prop-
agation, the right-hand side g is often called the load vector. It is usually assumed
that f ,g, are in some appropriate function spaces.
For the numerical treatment of such operator equations one needs a reduction to
a discrete formulation. This is often done with a so-called Galerkin scheme [73].
As a first step, either the boundary of the considered space or the whole space itself
are separated in finite patches or finite volume elements. This leads to the Boundary
Element Method [43] or the Finite Element Method [9]. In the Galerkin scheme one
first finds the matrix M = M(Ψ ,Ψ )(0) corresponding to the operator O with respect
to a given basis or frame Ψ . Instead of solving the operator equation O f = g, one
converts (28) into a matrix equation as follows.
O f = g⇐⇒∑
l
〈 f , ˜φl〉Oφl = g⇐⇒∑
l
〈 f , ˜φl〉 〈Oφl ,φk〉= 〈g,φk〉 ⇐⇒
M(Φ ,Φ) (O) ·CΦ˜ f =CΦ g. (29)
Here M = M (Φ , ˜Φ) (O) is called the system matrix or stiffness matrix.
In the setting of localized frames, the natural function spaces are the Banach
spaces H pw . By the results above this is equivalent to the vectors in the matrix equa-
tion (29) to be contained in some ℓpw-space.
In finite and boundary element approach the system Φ is usually a spline-like
basis [43]. Recently wavelet bases [29], but also frames have been applied, e.g. in
[75, 60]. Currently the potential of other frames is investigated for solving opera-
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tor equations in acoustics, such as α-modulation frames [74]. Note, however, that
neither wavelet frames nor α-modulation frames are localized in the sense of Def-
inition 1. As mentioned above, as long as (27) is fulfilled most results of Section 4
can still be applied.
To use a numerical solver, it is necessary to perform a further reduction to a
finite-dimensional matrix equation. This means that we have to find a good finite
dimensional approximation of M(Φ ,Φ)(O). This is done by restricting M(Φ ,Φ)(O) to
a suitable finite-dimensional subspace. Specifically, let {Pn} be a bounded sequence
of finite-rank orthogonal projections in B(H ) with the property that Pnx → x for
all x ∈H and n→ ∞. Assume that A ∈B
(
H
)
is invertible. Consider
PnAPnx = Pny (30)
and solve for xn = (PnAPn)−1 Pny. This is the classical projection method [45]. The
projection method for A is said to converge, if for all y ∈ H there exists a unique
solution xn to (30) with xn → A−1y. This is the case [45] if and only if the matrices
An = PnAPn have uniformly bounded inverses, i.e. sup
n≥N
∥∥A−1n ∥∥ < ∞. In particular, if
‖I−A‖ < 1, then the method converges. The special case when Pn is the orthogonal
projection on the first n coordinates in ℓ2 is called the finite section method. In
numerical analysis, this approximation scheme is often called the Galerkin scheme.
If |〈Ax,x〉| ≥ c · ‖x‖2, then A is invertible,
∥∥A−1∥∥ ≤ c−1 and it is easy to see that
the projection method converges.
A convergence analysis of the finite section method in weighted ℓp-spaces is
carried out in [58]. The methods are closely related to the methods used for the
analysis of localized frames.
The projection method can be combined with frames in several ways:
• The “naive approach”: assume that K = Z and choose MN k,l = M(Φ ,Φ)(O)k,l for
|k|, |l| ≤ N. This corresponds to a finite section method.
• Subspace selection: Choose a sequence KN of finite subsets of K with the follow-
ing properties:
(i) Ki ⊆ K j for i≤ j and ⋃∞i=1 Ki = K.
(ii) The space VN := span{ψk|k ∈ KN} has dimension N.
For a frameΨ it may happen that dimVN < card(KN), but the set Ψ (N) := {ψk|k∈
KN} is always a frame for VN . (This need not be the case when dimVN = ∞).
For the numerical treatment the condition numbers of the transforms, i.e. the
quotients of the frame bounds, has to be controlled. Therefore we consider
Ψ (N) = {ψk |k ∈ KN } being a frame for VN with bounds C,D independent of N.
This is called a subframe in [60]. We denote the canonical dual on VN by Ψ˜ (N) :={
ψ˜(N)k
}
. Then use the projection PN f = ∑
k∈KN
〈 f ,ψk〉 ψ˜(N)k = ∑
k∈KN
〈
f , ψ˜(N)k
〉
ψk
and solve (30). Since ran
(
M (Φ ,Φ) (O)
)
⊆ ran(CΦ ), this set-up leads exactly to
the formulation in (29).
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In concrete applications it is a non-trivial problem to find index sets such that the
approximation method converges and at the same time is numerically efficient.
For wavelet frames this problem can be tackled with a multi-resolution approach
with a basis property on each scale, see, e.g., [60].
We note that the matrix MN cannot have full rank whenever the frame {ψk|k ∈ KN}
is redundant for VN . By Lemma 11 the equation (29) still has a unique solution,
although the matrix is not invertible. For the efficient solution of (29), even for
frames, one can apply Krylov subspace methods, such as the conjugate gradient
method [60]. Other possible methods include versions of Richardson iterations [27]
or steepest descent methods [28].
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