Abstract. Generalized Bessel Polynomials (GBP) are characterized as the extremal polynomials in certain inequalities in L 2 norm of Markov type.
Introduction and statement of results
Generalized Bessel polynomials y n (x; ; ) are de ned by y n (x; ; ) := n X k=0 (?n) k (n + ? 1) k (?x= ) k k! = 2 F 0 (?n; n + ? 1; ?; ?x= ); (1) where (a) k denotes the Pochhammer symbol, (a) 0 := 1; (a) k := a(a+1) (a + k ?1); k 1. For = = 2 they reduce to the simple Bessel polynomials y n (x) := y n (x; 2; 2). A recent review of Srivastava 6] contains comprehensive historical information and new results about GBP. Here we mention only the following orthogonality relation given in 6].
Observe that for ; 2 IR; > 0; n 2 IN 0 and 2n < 1 ?
is a well-de ned norm in the space IP n of real algebraic polynomials of degree not exceeding n. Then under the same restrictions on ; and n; kp 0 k +2;I P n?1 is well-de ned because the inequalities 2n < 1 ? and 2(n ? 1) < 1 ? ( + 2) are equivalent. (3) Moreover, for each k; k = 1; ; n; equality is attained if and only if p is a constant multiple of y n (x; ; ). 
Since for any q 2 Q n ( ) its derivative begongs to Q n+1 ( ?2) and the restriction 2n < ?1? is equivalent to 2(n + 1) < ? 
holds for every q 2 Q n ( ). Moreover, equality is attained if and only if q is a constant multiple of x e ? =x y 0 n+1 (x; ; ).
Note that the expression (n + 1)(? ? n) which appears on the right-hand side of (5) is positive because 2n < ?1 ? .
Proofs
It is well known that the generalized Bessel polynomial of degree n satis es the second order di erential equation x 2 y 00 + ( x + )y 0 ? n(n + ? 1)y = 0:
Obviously this can be rewritten in the self-adjoint form:
(x e ? =x y 0 ) 0 = n(n + ? 1)x ?2 e ? =x y: 
is (M n (1; )) 2 and it is attained for a 0 = = a n?1 = 0. It is well-known and easy to see that (9) is equivalent to the problem of determination max 1 j n j(1 ? ? j):
Since f(j) := j(1 ? ? j) is a concave binomial with zeros at 0 and 1 ? then f is an increasing function of j for j 2 (0; (1 ? )=2). On the other hand the requirement < 1 ? 2n is equivalent to n < (1 ? )=2. Hence f(j) < f(n) for j = 0; ; n ?1. Therefore the solution of the extremal problem (9) is n(1 ? ? n) = (M n (1; )) 2 and the maximal value is attained only for a 0 = = a n?1 = 0 and an arbitrary non-zero a n . This completes the proof for k = 1. The inequalities (3) for k = 2; ; n follow by repeated application of that for k = 1.
Proof of Theorem 2. Let q 2 Q n ( ) be arbitrary. Since the polynomials y 0 1 (x; ; ); ; y 0 n+1 (x; ; ) form a basis in Q n ( ) then q can be uniquely represented in the form q(x) = x e ? =x n+1 X j=1 a j y 0 j (x; ; ). Having in mind that under the restrictions ; and n the polynomials y 0 j (x; ; ); j = 1; ; n + 1 are orthogonal on (0; 1) with respect to the weight function x e ? =x and using (8) respectively. Note that the requirements of the theorem are equivalent to n + 1 < (1 ? )=2.
Then the same reasoning as in the proof of Theorem 1 completes the proof.
